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Preface to the third edition

Sometimes it is suggested that mining engineering and its supporting engineering
sciences have reached a state of maturity. However, this proposition is inconsistent
with major developments in the twenty years that have elapsed since the preparation of
the first edition of this book, and the ten years since it has been subject to any substantial
revision. Over those periods, innovations and improvements in engineering practice
in mining and mining rock mechanics, and advances in the engineering science of
rock mechanics, have been extraordinary. For these reasons the third edition, which
results from comprehensive and thorough revision of the earlier editions, has involved
the replacement or substantial modification of the equivalent of about half of the text
and figures of those versions of the book.

One of the key drivers for many significant developments in fundamental rock me-
chanics over the period has been the mining industry’s recognition of the economic
returns of better understanding and more rigorous application of the governing sci-
ences embedded in its industrial operations and processes. The result has been some
notable advances in mining engineering practice, involving improvements in mining
methods in particular. For example, caving methods are now more widely applied
as understanding of their scientific basis has improved and their economic and oper-
ational advantages have been realised. Whereas sublevel caving was once regarded
in some places as a method of marginal interest, the advent of very large scale sub-
level caving, made possible in part by improved drilling technology and in part by
understanding of the governing rock mechanics, it is now an attractive proposition for
many orebodies. Similarly, block caving is now conducted efficiently and reliably in
orebody settings that would have been inconceivable two decades ago. At the same
time, methods such as overhand cut-and-fill stoping and shrink stoping have declined
in application, replaced in part by open stoping and bench-and-fill stoping, where large
scale mechanisation, improved backfill technology, reliable rock mass reinforcement
of stope walls and the intrinsic advantages of non-entry methods of working have led
to superior economics and enhanced operational safety.

The scope of developments in mining rock mechanics science and practice has been
as impressive as that in mining engineering. Perhaps the most significant advance has
been the resolution of some longstanding issues of rock fracture, failure and strength
and their relation to the modes of deformation and degradation of rock around mining
excavations. The fact that the key research on this topic was conducted at the Under-
ground Research Laboratory of Atomic Energy of Canada Limited demonstrates the
extent to which mining rock mechanics has benefited from fundamental research in
other fields of rock engineering. The mechanics of blocky rock has also been a field of
impressive development, particularly in regard to formulation of a broad spectrum of
methods of analysis of block jointed rock and their application in excavation engineer-
ing and support and reinforcement design. More generally, improved understanding
of the mechanics of discontinuous rock has had a profound effect on simulation of
caving mechanics and therefore on the design and operation of block caving and
sublevel caving mines.
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PREFACE TO THE THIRD EDITION

Mining-induced seismicity and the related phenomenon of rockbursts have become
more prevalent in hard rock mining. Developments in mineworthy seismic equipment
and associated data recording, processing and analysis hardware and software have
contributed greatly to measurement, characterisation and management of the problem.
These developments have been complemented by measures in excavation design
and extraction sequencing which have done much to mitigate the serious operating
problems which can occur in seismically active, rockburst prone mines. In large-scale
open stope mining, Canadian developments based on pillarless stoping, formulation
of extraction sequences which promote the evolution and uniform displacement of a
regular mine stress abutment, and the extensive use of cement-stabilised backfill, have
been successful in managing an acute mining challenge. Notably, these measures have
been based on sound conceptual and analytical models of the relation of damaging
seismicity to induced stress, geological structure, potential rock displacements and
strain energy release during mining.

Some remarkable developments in computational methods have supported these
improvements in rock mechanics practice. Many mining rock mechanics problems
are effectively four-dimensional, in that it is the evolution of the state of stress over the
time scale of the mining life of the orebody which needs to be interpreted in terms of
the probable modes of response of the host rock mass. The computational efficiency
of tools for three-dimensional stress analysis now permits modelling of key stages of
an extraction sequence, for example, as a matter of routine rock mechanics practice.
Similarly, computer power and efficient algorithms provide a notable capacity to
simulate the displacement and flow of rock in cave mining and to support design of
optimum caving layouts.

Notwithstanding these developments, it is encouraging to note continued attention
to formal mathematical analysis in solution of rock mechanics problems. The results
of such analysis provide the canonical solutions for the discipline of rock mechanics
and ensure a sound base for both the science and engineering practice.

In preparing this extensive revision, the authors have been fortunate to have the
support of many colleagues and several organisations. In particular, they would like
to record the helpful advice and comment of colleagues on possible improvements
in earlier editions of the book and in identifying inevitable errors in the text. They
acknowledge the generous assistance of the Brisbane office of Golder Associates in
providing facilities and many helpful services, particularly in assistance with draft-
ing of the figures for this edition. One of the authors was supported for part of the
work of revision by The University of Western Australia, and the other by the Julius
Kruttschnitt Mineral Research Centre of The University of Queensland. This support,
including the associated library services, is acknowledged with gratitude. The authors
thank the many individuals and organisations who generously gave permission to use
published material. Finally, they record the encouragement of publisher’s represen-
tative, Petra van Steenbergen, and her patient assistance and advice during this major
undertaking.

B. H. G. B.
E. T. B.
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Preface to the second edition

Since the publication of the first edition, several developments in rock mechanics have
occurred which justified a comprehensive revision of the text. In the field of solid
mechanics, major advances have been observed in understanding the fundamental
modes of deformation, failure and stability of rock under conditions where rock
stress is high in relation to rock strength. From the point of view of excavation design
practice, a capacity for computational analysis of rock stress and displacement is
more widely distributed at mine sites than at the time of preparing the first edition. In
rock engineering practice, the development and demonstration of large-scale ground
control techniques has resulted in modification of operating conditions, particularly
with respect to maintenance of large stable working spans in open excavations. Each
of these advances has major consequences for rock mechanics practice in mining and
other underground engineering operations.

The advances in solid mechanics and geo-materials science have been dominated
by two developments. First, strain localisation in a frictional, dilatant solid is now
recognised as a source of excavation and mine instability. Second, variations in
displacement-dependent and velocity-dependent frictional resistance to slip are ac-
cepted as controlling mechanisms in stability of sliding of discontinuities. Rockbursts
may involve both strain localisation and joint slip, suggesting mitigation of this per-
vasive mining problem can now be based on principles derived from the governing
mechanics. The revision has resulted in increased attention to rockburst mechanics
and to mine design and operating measures which exploit the state of contemporary
knowledge.

The development and deployment of computational methods for design in rock
is illustrated by the increased consideration in the text of topics such as numerical
methods for support and reinforcement design, and by discussion of several case
studies of numerical simulation of rock response to mining. Other applications of
numerical methods of stress and displacement analysis for mine layout and design
are well established. Nevertheless, simple analytical solutions will continue to be
used in preliminary assessment of design problems and to provide a basis for engi-
neering judgement of mine rock performance. Several important solutions for zone
of influence of excavations have been revised to provide a wider scope for confident
application.

Significant improvements in ground control practice in underground mines are
represented by the engineered use of backfill in deep-level mining and in application
of long, grouted steel tendons or cable bolts in open stoping. In both cases, the
engineering practices are based on analysis of the interaction between the host rock
and the support or reinforcement system. Field demonstration exercises which validate
these ground control methods and the related design procedures provide an assurance
of their technical soundness and practical utility.
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PREFACE TO THE SECOND EDITION

In the course of the revision, the authors have deleted some material they considered
to be less rigorous than desirable in a book of this type. They have also corrected
several errors brought to their attention by a perceptive and informed readership, for
which they record their gratitude. Their hope is that the current version will be subject
to the same rigorous and acute attention as the first edition.

B. H. G. B.
E. T. B.
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Preface to the first edition

Rock mechanics is a field of applied science which has become recognised as a
coherent engineering discipline within the last two decades. It consists of a body of
knowledge of the mechanical properties of rock, various techniques for the analysis of
rock stress under some imposed perturbation, a set of established principles express-
ing rock mass response to load, and a logical scheme for applying these notions and
techniques to real physical problems. Some of the areas where application of rock me-
chanics concepts have been demonstrated to be of industrial value include surface and
subsurface construction, mining and other methods of mineral recovery, geothermal
energy recovery and subsurface hazardous waste isolation. In many cases, The pres-
sures of industrial demand for rigour and precision in project or process design have
led to rapid evolution of the engineering discipline, and general improvement in its
basis in both the geosciences and engineering mechanics. An intellectual commitment
in some outstanding research centres to the proper development of rock mechanics
has now resulted in a capacity for engineering design in rock not conceivable two
decades ago.

Mining engineering in an obvious candidate for application of rock mechanics
principles in the design of excavations generated by mineral extraction. A primary
concern in mining operations, either on surface or underground, is loosely termed
‘ground control’, i.e. control of the displacement of rock surrounding the various
excavations generated by, and required to service, mining activity. The particular
concern of this text is with the rock mechanics aspects of underground mining engi-
neering, since it is in underground mining that many of the more interesting modes of
rock mass behaviour are expressed. Realisation of the maximum economic potential
of a mineral deposit frequently involves loading rock beyond the state where intact
behaviour can be sustained. Therefore, underground mines frequently represent ideal
sites at which to observe the limiting behabiour of the various elements of a rock
mass. It should then be clear why the earliest practitioners and researchers in rock
mechanics were actively pursuing its mining engineering applications.

Underground mining continues to provide strong motivation for the advancement
of rock mechanics. Mining activity is now conducted at depths greater than 4000 m,
although not without some difficulty. At shallower depths, single mine excavations
greater than 350 m in height, and exceeding 500 000 m3 in volume, are not uncommon.
In any engineering terms, these are significant accomplishments, and the natural
pressure is to build on them. Such advances are undoubtedly possible. Both the
knowledge of the mechanical properties of rock, and the analytical capacity to predict
rock mass performance under load, improve as observations are made of in-situ
rock behaviour, and as analytical techniques evolve and are verified by practical
application.

This text is intended to address many of the rock mechanics issues arising in under-
ground mining engineering, although it is not exclusively a text on mining applica-
tions. It consists of four general sections, viz. general engineering mechanics relevant
to rock mechanics; mechanical properties of rock and rock masses; underground
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PREFACE TO THE FIRST EDITION

design and design of various types and associated components of a mine structure;
and several topics related to rock mechanics practice. The material presented is an
elaboration of a course of lectures originally prepared for undergraduate rock mechan-
ics instruction for mining students at the Royal School of Mines, Imperial College,
London. Some subsequent additions to this material, made by one of the authors
while at the University of Minnesota, are also included. The authors believe that the
material is suitable for presentation to senior undergraduate students in both mining
and geological engineering, and for the initial stages of post-graduate instruction in
these fields. It should also be of interest to students of other aspects of geomechanics,
notably civil engineers involved in subsurface construction, and engineering geol-
ogists interested in mining and underground excavation design. Practising mining
engineers and rock mechanics engineers involved in mine design may use the book
profitably for review purposes, or perhaps to obtain an appreciation of the current
state of engineering knowledge in their area of specialisation.

Throughout the text, and particularly in those sections concerned with excavation
design and design of a mine structure, reference is made to computational methods for
the analysis of stress and displacement in a rock mass. The use of various computation
schemes, such as the boundary element, finite element and distinct element methods,
is now firmly and properly embedded in rock mechanics practice. The authors have
not listed computer codes in this book. They are now available in most program
libraries, and are transported more appropriately on magnetic storage media than as
listings in text.

The preparation of this book was assisted considerably by the authors’ colleagues
and friends. Part of the contribution of Dr John Bray of Imperial College is evident
in the text, and the authors record their gratitude for his many other informal con-
tributions made over a period of several years. Dr John Hudson of Imperial College
and Gavin Ferguson of Seltrust Engineering Ltd read the text painstakingly and made
many valuable suggestions for improvement. Professor Charles Fairhurst supported
preparation activities at the University of Minnesota, for which one of the authors
is personally grateful. The authors are also indebted to Moira Knox, Carol Makkyla
and Colleen Brady for their work on the typescript, to Rosie and Steve Priest who
prepared the index, and to Laurie Wilson for undertaking a range of tedious, but im-
portant, chores. The authors are also pleased to be able to record their appreciation of
the encouragement and understanding accorded them by the publisher’s representa-
tives, Roger Jones, who persuaded them to write the book, and Geoffrey Palmer, who
expertly supervised its production. Finally, they also thank the many individuals and
organisations who freely gave permission to reproduce published material.

B. H. G. B.
E. T. B.

xvi



Acknowledgements

We would like to thank the following people and organisations for permission to
reproduce previously published material:

Mount Isa Mines Limited (Cover photograph); King Island Scheelite and CSIRO Di-
vision of Geomechanics (Frontispiece); Soc. Min. Met. & Expl. (Figures 1.4, 1.5,
11.25, 11.27, 12.1, 12.2, 12.3, 12.5, 12.6, 12.7, 12.8, 12.9, 12.11, 12.12, 12.13,
13.26, 13.30, 15.20, 15.22, 15.41, Table 11.2); G. V. Borquez (Figure 1.4); J. C.
Folinsbee (Figure 1.5); E. Hoek (Figures 3.1, 3.30, 4.51, Table 4.2); M. H. de Freitas
(Figure 3.2); Elsevier/ Pergamon (Figures 3.3, 3.7, 3.8, 3.9, 3.10, 3.11, 3.12, 3.16,
3.17, 3.21, 3.24.8, 4.11, 4.12, 4.13, 4.10, 4.21, 4.28, 4.46, 4.48, 4.52, 4.53, 6.11, 7.1,
8.7, 8.8, 8.9, 8.10, 8.11, 9.13, 9.16, 11.1, 11.8, 11.16, 11.17, 11.19, 15.10, 15.11,
15.12, 15.13, 15.14, 15.19, 15.27, 15.28, 15.32, 16.25, 16.26, 17.3); S. Afr. Inst. Min.
Metall. (Figures 3.4, 10.27, 13.10, 13.14, 13.17, 13.18, 15.4, 15.6); Goldfields of S.
Afr. (Figure 3.5); Julius Kruttschnitt Mineral Research Centre (Figures 3.14, 15.34,
15.35, 15.39, 15.40, 15.42); Somincor (Figure 3.20); Rocscience Inc. (Figure 3.29);
Z. T. Bieniawski (Tables 3.5, 3.6); Am. Soc. Civ. Engrs (Figure 4.9); ELE Int. (Figure
4.14); Inst. Mats, Mins & Min./Instn Min. Metall. (Figures 4.17, 9.20, 12.10, 14.11,
15.8, 15.15, 15.29, 16.16, 16.17, 16.19, 16.20, 16.28, 18.12); Figure 4.20 reprinted
from Q. Colo. School Mines, 54(3): 177-99 (1959), L. H. Robinson, by permission of
the Colorado School of Mines; Springer Verlag (Figure 4.29); NRC Canada (Figures
4.31, 7.17); Figure 4.33 reproduced from J. Engng Industry, 89: 62–73 (1967) by
permission of R. McLamore, K. E. Gray and Am. Soc. Mech. Engrs; Aus. Inst. Min.
Metall. (Figures 4.36, 4.38, 11.9, 13.25, 15.25, 15.31, 15.36, 15.37); Thomas Telford
(Figures 4.37, 4.39); John Wiley (Figures 4.45, 9.3, 9.5, 9.8, 9.9, 9.10, 9.11, 9.12);
Univ. Toronto Press (Figures 4.51, 13.27, 13.28, 18.1b, 18.13, 18.14, 18.16, 18.17);
J. R. Enever (Figure 5.8); C. R. Windsor (Figure 5.11); World Stress Map Project
(Figure 5.12); Assn Engrg Geologists (Figure 8.6); Canadian Institute of Mining,
Metallurgy and Petroleum (Figures 9.21 (from CIM Bulletin, Vol. 82, No. 926),
9.22 (from CIM Bulletin, Vol. 88, No. 992), 9.23 (from CIM Bulletin, Vol. 88,
No. 992), 9.24 (from CIM Bulletin, Vol. 82, No. 926), 9.25 (from CIM Bulletin,
Vol. 93, No. 1036), 13.6 (from CIM Bulletin, Vol. 90, No. 1013), 13.12 (from CIM
Bulletin, Vol. 90, No. 1013), 13.13 (from CIM Bulletin, Vol. 90, No. 1013), 13.29
(from CIM Bulletin, Vol. 89, No. 1000), 16.21); G. E. Blight and Am. Soc. Civ.
Engrs (Figure10.5c and d, 14.4); N. G. W. Cook (Figure 10.24); J. R. Rice and
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1Rock mechanics and
mining engineering

1.1 General concepts

The engineering mechanics problem posed in all structural design is the prediction
of the performance of the structure under the loads imposed on it during its pre-
scribed functional operation. The subject of engineering rock mechanics, as applied
in mining engineering practice, is concerned with the application of the principles
of engineering mechanics to the design of the rock structures generated by mining
activity. The discipline is closely related to the main streams of classical mechanics
and continuum mechanics, but several specific factors identify it as a distinct and
coherent field of engineering.

A widely accepted definition of rock mechanics is that first offered by the US
National Committee on Rock Mechanics in 1964, and subsequently modified in 1974:

Rock mechanics is the theoretical and applied science of the mechanical behaviour
of rock and rock masses; it is that branch of mechanics concerned with the response
of rock and rock masses to the force fields of their physical environment.

Clearly, the subject as defined is of fundamental relevance to mining engineering
because the act of creating mining excavations changes the force fields of the rock’s
physical environment. As will be demonstrated throughout this text, the study of the
response of the rock to these changes requires the application of analytical techniques
developed specifically for the purpose, and which now form part of the corpus of the
subject. Rock mechanics itself forms part of the broader subject of geomechan-
ics which is concerned with the mechanical responses of all geological materials,
including soils. The learned society for geomechanics in Australia, the Australian
Geomechanics Society, defines geomechanics as “the application of engineering and
geological principles to the behaviour of the ground and ground water and the use
of these principles in civil, mining, offshore and environmental engineering in the
widest sense”.

This definition of geomechanics is almost synonymous with the term geotechni-
cal engineering, which has been defined as “the application of the sciences of soil
mechanics and rock mechanics, engineering geology and other related disciplines
to civil engineering construction, the extractive industries and the preservation and
enhancement of the environment” (Anon, 1999). The term geotechnical engineering
and the adjective geotechnical will be used in this sense in this text.

Application of rock mechanics principles in underground mine engineering is based
on simple and, perhaps, self-evident premises. First, it is postulated that a rock mass
can be ascribed a set of mechanical properties which can be measured in standard
tests or estimated using well-established techniques. Second, it is asserted that the
process of underground mining generates a rock structure consisting of voids, support
elements and abutments, and that the mechanical performance of the structure is
amenable to analysis using the principles of classical mechanics. The third proposition

1



ROCK MECHANICS AND MINING ENGINEERING

Figure 1.1 (a) Pre-mining condi-
tions around an orebody, and (b)
mechanical consequences of mining
excavations in the orebody.

is that the capacity to predict and control the mechanical performance of the host
rock mass in which mining proceeds can assure or enhance the safe and economic
performance of the mine. These ideas may seem rather elementary. However, even
limited application of the concepts of mechanics in mine excavation or mine structural
design is a comparatively recent innovation (Hood and Brown, 1999).

It is instructive to consider briefly some of the mechanical processes which occur as
rock is excavated during underground mining. Figure 1.1a represents a cross section
through a flat-lying, uniform orebody. ABCD and EFGH represent blocks of ore that
are to be mined. Prior to mining, the material within the surfaces ABCD and EFGH
exerts a set of support forces on the surrounding rock. Excavation of the orebody
rock to produce the rock configuration of Figure 1.1b eliminates the support forces;
i.e. the process of mining is statically equivalent to introducing a set of forces on the
surfaces ABCD and EFGH equal in magnitude but opposite in sense to those acting
originally. Under the action of these mining-induced forces, the following mechanical
perturbations are imposed in the rock medium. Displacements of the adjacent country
rock occur into the mined void. Stresses and displacements are induced in the central
pillar and abutments. Total, final stresses in the pillar and abutments are derived from
both the induced stresses and the initial state of stress in the rock mass. Finally, the
induced surface forces acting through the induced surface displacements result in an
increase of strain energy in the rock mass. The strain energy is stored locally, in the
zones of increased stress concentration.

The ultimate objective in the design of a mine structure, such as the simple one
being considered here, is to control rock displacements into and around mine ex-
cavations. Elastic displacements around mine excavations are typically small. Rock
displacements of engineering consequence may involve such processes as fracture of
intact rock, slip on a geological feature such as a fault, excessive deflections of roof
and floor rocks (due, for example, to their detachment from adjacent rock), or unstable
failure in the system. The latter process is expressed physically as a sudden release
of stored potential energy, and significant change in the equilibrium configuration of
the structure. These potential modes of rock response immediately define some of
the components of a methodology intended to provide a basis for geomechanically
sound excavation design. The methodology includes the following elements. The

2



GENERAL CONCEPTS

strength and deformation properties of the orebody and adjacent country rock must
be determined in some accurate and reproducible way. The geological structure of the
rock mass, i.e. the location, persistence and mechanical properties of all faults and
other fractures of geologic age, which occur in the zone of influence of mining activ-
ity, is to be defined, by suitable exploration and test procedures. Since the potential
for slip on planes of weakness in the rock mass is related to fissure water pressure, the
groundwater pressure distribution in the mine domain must be established. Finally,
analytical techniques are required to evaluate each of the possible modes of response
of the rock mass, for the given mine site conditions and proposed mining geometry.

The preceding brief discussion indicates that mining rock mechanics practice
invokes quite conventional engineering concepts and logic. It is perhaps surpris-
ing, therefore, that implementation of recognisable and effective geomechanics pro-
grammes in mining operations is limited to the past 40 or so years. Prior to this
period, there were, of course, isolated centres of research activity, and some attempts
at translation of the results of applied research into mining practice. However, design
by precedent appears to have had a predominant rôle in the design of mine structures.
(A detailed account of the historical development of the discipline of mining rock
mechanics is given by Hood and Brown (1999)). The relatively recent appearance and
recognition of the specialist rock mechanics engineer have resulted from the industrial
demonstration of the value and importance of the discipline in mining practice.

A number of factors have contributed to the relatively recent emergence of rock
mechanics as a mining science. A major cause is the increased dimensions and pro-
duction rates required of underground mining operations. These in turn are associated
with pursuit of the economic goal of improved profitability with increased scale of
production. Since increased capitalisation of a project requires greater assurance of
its satisfactory performance in the long term, more formal and rigorous techniques
are required in mine design, planning and scheduling practices.

The increasing physical scale of underground mining operations has also had a
direct effect on the need for effective mine structural design, since the possibility
of extensive failure can be reckoned as being in some way related to the size of the
active mine domain. The need to exploit mineral resources in unfavourable mining
environments has also provided a significant impetus to geomechanics research. In
particular, the continually increasing depth of underground mining in most parts
of the world, has stimulated research into several aspects of rock mass performance
under high stress. Finally, more recent social concerns with resource conservation and
industrial safety have been reflected in mining as attempts to maximise the recovery
from any mineral reserve, and by closer study of practices and techniques required
to maintain safe and secure work places underground. Both of these concerns have
resulted in greater demands being placed on the engineering skills and capacities of
mining corporations and their service organisations.

In the evolution of rock mechanics as a field of engineering science, there has been
a tendency to regard the field as a derivative of, if not a subordinate discipline to, soil
mechanics. In spite of the commonality of some basic principles, there are key issues
which arise in rock mechanics distinguishing it from soil mechanics. The principal
distinction between the two fields is that failure processes in intact rock involve
fracture mechanisms such as crack generation and growth in a pseudo-continuum. In
soils, failure of an element of the medium typically does not affect the mechanical
integrity of the individual grains. In both diffuse and locally intense deformation
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modes, soil failure is associated with processes such as dilatation, particle rotation
and alignment. This distinction between the different media has other consequences.
For example, soils in their operating engineering environments are always subject
to relatively low states of stress. The opposite is frequently true for rock. Further
differences arise from the relatively high elastic moduli, and the relatively low material
permeabilities of rocks compared with soils. The latter distinction is important. In
most rock formations, fluid flow occurs via fissures and channels, while in soils fluid
migration involves movement through the pore space of the particulate assembly. It
appears, therefore, that rock and soil mechanics should be regarded as complementary
rather than mutually inclusive disciplines.

Having suggested that rock mechanics is a distinct engineering discipline, it is clear
that its effective practical application demands an appreciation of its philosophic inte-
gration with other areas of geomechanics. Rock mechanics, soil mechanics, ground-
water hydrology and structural geology are, in the authors’ opinions, the kernels of the
scientific basis of mining engineering. Together, they constitute the conceptual and
factual base from which procedures can be developed for the control and prediction
of rock behaviour during mining activity.

1.2 Inherent complexities in rock mechanics

It has been observed that rock mechanics represents a set of principles, a body of
knowledge and various analytical procedures related to the general field of applied
mechanics. The question that arises is – what constituent problems arise in the me-
chanics of geologic media, sufficient to justify the formulation or recognition of a
coherent, dedicated engineering discipline? The five issues to be discussed briefly
below determine the nature and content of the discipline and illustrate the need for
a dedicated research effort and for specialist functions and methodologies in mining
applications.

1.2.1 Rock fracture
Fracture of conventional engineering material occurs in a tensile stress field, and so-
phisticated theories have been postulated to explain the pre-failure and post-failure
performance of these media. The stress fields operating in rock structures are perva-
sively compressive, so that the established theories are not immediately applicable
to the fracture of rock. A particular complication in rock subject to compression is
associated with friction mobilised between the surfaces of the microcracks which are
the sites for fracture initiation. This causes the strength of rock to be highly sensitive
to confining stress, and introduces doubts concerning the relevance of such notions as
the normality principle, associated flow and plasticity theories generally, in analysing
the strength and post-failure deformation properties of rock. A related problem is the
phenomenon of localisation, in which rupture in a rock medium is expressed as the
generation of bands of intensive shear deformation, separating domains of apparently
unaltered rock material.

1.2.2 Scale effects
The response of rock to imposed load shows a pronounced effect of the size or scale of
the loaded volume. This effect is related in part to the discontinuous nature of a rock
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Figure 1.2 The effect of scale on
rock response to imposed loads: (a)
rock material failure in drilling; (b)
discontinuities controlling the final
shape of the excavation; (c) a mine pil-
lar operating as a pseudo-continuum.

mass. Joints and other fractures of geological origin are ubiquitous features in a body
of rock, and thus the strength and deformation properties of the mass are influenced
by both the properties of the rock material (i.e. the continuous units of rock) and
those of the various structural geological features. These effects may be appreciated
by considering various scales of loading to which a rock mass is subjected in mining
practice. The process of rock drilling will generally reflect the strength properties of
the intact rock, since the process operates by inducing rock material fracture under
the drilling tool. Mining a drive in jointed rock may reflect the properties of the joint
system. In this case, the final cross section of the opening will be defined by the joint
attitudes. The behaviour of the rock around the periphery of the drive may reflect the
presence of discrete blocks of rock, whose stability is determined by frictional and
other forces acting on their surfaces. On a larger scale, e.g. that of a mine pillar, the
jointed mass may demonstrate the properties of a pseudo-continuum. Scale effects as
described here are illustrated schematically in Figure 1.2.

These considerations suggest that the specification of the mechanical properties of
a rock mass is not a simple matter. In particular, the unlikely possibility of testing
jointed rock specimens, at scales sufficient to represent the equivalent continuum sat-
isfactorily, indicates that it is necessary to postulate and verify methods of synthesising
rock mass properties from those of the constituent elements.

1.2.3 Tensile strength
Rock is distinguished from all other common engineering materials, except concrete,
by its low tensile strength. Rock material specimens tested in uniaxial tension fail at
stresses an order of magnitude lower than when tested in uniaxial compression. Since
joints and other fractures in rock can offer little or no resistance to tensile stresses, the
tensile strength of a rock mass can be assumed to be non-existent. Rock is therefore
conventionally described as a ‘no-tension’ material, meaning that tensile stresses
cannot be generated or sustained in a rock mass. The implication of this property for
excavation design in rock is that any zone identified by analysis as being subject to
tensile stress will, in practice, be de-stressed, and cause local stress redistribution.
De-stressing may result in local instability in the rock, expressed as either episodic
or progressive detachment of rock units from the host mass.

1.2.4 Effect of groundwater
Groundwater may affect the mechanical performance of a rock mass in two ways. The
most obvious is through the operation of the effective stress law (section 4.2). Water
under pressure in the joints defining rock blocks reduces the normal effective stress
between the rock surfaces, and therefore reduces the potential shear resistance which
can be mobilised by friction. In porous rocks, such as sandstones, the effective stress
law is obeyed as in granular soils. In both cases, the effect of fissure or pore water
under pressure is to reduce the ultimate strength of the mass, when compared with
the drained condition.

A more subtle effect of groundwater on rock mechanical properties may arise
from the deleterious action of water on particular rocks and minerals. For example,
clay seams may soften in the presence of groundwater, reducing the strength and
increasing the deformability of the rock mass. Argillaceous rocks, such as shales
and argillitic sandstones, also demonstrate marked reductions in material strength
following infusion with water.
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The implications of the effect of groundwater on rock mass strength are consid-
erable for mining practice. Since rock behaviour may be determined by its geohy-
drological environment, it may be essential in some cases to maintain close control
of groundwater conditions in the mine area. Further, since backfill is an important
element in many mining operations, the lithologies considered for stope filling op-
erations must be considered carefully from the point of view of strength properties
under variable groundwater conditions.

1.2.5 Weathering
Weathering may be defined as the chemical or physical alteration of rock at its surface
by its reaction with atmospheric gas and aqueous solutions. The process is analogous
to corrosion effects on conventional materials. The engineering interest in weathering
arises because of its influence on the mechanical properties of the intact material,
as well as the potential for significant effect on the coefficient of friction of the
rock surface. It appears that whereas weathering causes a steady reduction in rock
properties, the coefficient of friction of a surface may suffer a step reduction (Boyd,
1975).

Although physical processes such as thermal cycling and insolation may be im-
portant in surface mining, underground weathering processes are chiefly chemical in
origin. These include dissolution and ion exchange phenomena, oxidation and hy-
dration. Some weathering actions are readily appreciated, such as the dissolution of
limestone in an altered groundwater environment, or softening of marl due to sulphate
removal. In others, such as the oxidation of pyrrhotite, the susceptibility of some forms
of the mineral to rapid chemical attack is not fully understood. A weathering problem
of particular concern is presented by basic rocks containing minerals such as olivine
and pyroxenes. A hydrolysis product is montmorillonite, which is a swelling clay
with especially intractable mechanical behaviour.

This discussion does not identify all of the unique issues to be considered in rock
mechanics. However, it is clear that the subject transcends the domain of traditional
applied mechanics, and must include a number of topics that are not of concern in
any other engineering discipline.

1.3 Underground mining

Ore extraction by an underground mining method involves the generation of different
types of openings, with a considerable range of functions. The schematic cross section
and longitudinal section through an operating mine, shown in Figure 1.3, illustrate
the different rôles of various excavations. The main shaft, level drives and cross cuts,
ore haulages, ventilation shafts and airways constitute the mine access and service
openings. Their duty life is comparable with, or exceeds, the mining life of the orebody
and they are usually developed in barren ground. Service and operating openings
directly associated with ore recovery consist of the access cross cuts, drill headings,
access raises, extraction headings and ore passes, from, or in which, various ore
production operations are undertaken. These openings are developed in the orebody,
or in country rock close to the orebody boundary, and their duty life is limited to the
duration of mining activity in their immediate vicinity. Many openings are eliminated
by the mining operation. The third type of excavation is the ore source. It may be a
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Figure 1.3 The principal types of
excavation involved in underground
mining by some stoping method.

stope, with well-defined, free-standing rock walls forming the geometric limits for the
mined void, which increases in size with the progress of ore extraction. Alternatively,
the ore source may be a rubble-filled space with fairly well-defined lower and lateral
limits, usually coincident with the orebody boundaries. The rubble is generated by
inducing disintegration of the rock above the crown of the orebody, which fills the
mined space as extraction proceeds. The lifetime of these different types of ore source
openings is defined by the duration of active ore extraction.

It is clear that there are two geomechanically distinct techniques for underground
ore extraction. Each technique is represented in practice by a number of different
mining methods. The particular method chosen for the exploitation of an orebody is
determined by such factors as its size, shape and geometric disposition, the distribution
of values within the orebody, and the geotechnical environment. The last factor takes
account of such issues as the in situ mechanical properties of the orebody and country
rocks, the geological structure of the rock mass, the ambient state of stress and the
geohydrological conditions in the zone of potential mining influence.

Later chapters will be concerned with general details of mining methods, and the
selection of a mining method to match the dominant orebody geometric, geological
and geomechanical properties. It is sufficient to note here that mining methods may
be classified on the basis of the type and degree of support provided in the mine
structure created by ore extraction (Thomas, 1978). Supported mine structures are
generated by methods such as open stoping and room-and-pillar mining, or cut-and-
fill stoping and shrinkage stoping. In the former methods, natural support is provided
in the structures by ore remnants located throughout the stoped region. In the latter
methods, support for the walls of the mined void is provided by either introduced fill
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or by fractured ore temporarily retained in contact with mined stope walls. The second
type of mine configuration recognised by Thomas is a caving structure, generated by
mining methods such as block caving and sublevel caving. In these cases, no support is
provided in the mined space, which fills spontaneously with fragmented and displaced
orebody and cover rock.

From a rock mechanics point of view, discrimination between the two generic
mining techniques, and the structures they generate, may be made on the basis of
the displacements induced in the country rock and the energy redistribution which
accompanies mining. In the technique of mining with support, the objective is to
restrict displacements of the country rock to elastic orders of magnitude, and to main-
tain, as far as possible, the integrity of both the country rock and the unmined remnants
within the orebody. This typically results in the accumulation of strain energy in the
structure, and the mining problem is to ensure that unstable release of energy cannot
occur. The caving technique is intended to induce large-scale, pseudo-rigid body
displacements of rock above the crown of the orebody, with the displacement field
propagating through the cover rock as mining progresses. The principle is illustrated
schematically in Figure 1.4. The process results in energy dissipation in the caving
rock mass, by slip, crushing and grinding. The mining requirement is to ensure that
steady displacement of the caving mass occurs, so that the mined void is continuously
self-filling, and unstable voids are not generated in the interior of the caving material.

This distinction between different mining techniques does not preclude a transition
from one technique to the other in the life of an orebody. In fact, the distinction is

Figure 1.4 Principal features of
a caving operation (after Borquez,
1981).
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useful in that it conveys the major mechanical ramifications in any change of mining
strategy.

Irrespective of the mining technique adopted for ore extraction, it is possible to
specify four common rock mechanics objectives for the performance of a mine struc-
ture, and the three different types of mine openings described previously. These are:

(a) to ensure the overall stability of the complete mine structure, defined by the main
ore sources and mined voids, ore remnants and adjacent country rock;

(b) to protect the major service openings throughout their designed duty life;
(c) to provide secure access to safe working places in and around the centres of ore

production;
(d) to preserve the mineable condition of unmined ore reserves.

These objectives are not mutually independent. Also, the typical mine planning
and design problem is to find a stope or ore block excavation sequence that satisfies
these objectives simultaneously, as well as fulfilling other operational and economic
requirements. The realisation of the rock mechanics objectives requires a knowledge
of the geotechnical conditions in the mine area, and a capacity for analysis of the
mechanical consequences of the various mining options. An appreciation is also
required of the broad management policies, and general mining concepts, which have
been adopted for the exploitation of the particular mineral resource.

It is instructive to define the significant difference in operational constraints be-
tween underground excavations designed for civil engineering purposes, and those
types of excavations involved in mining engineering practice subject to entry by mine
personnel. In the latter case, the use of any opening is entirely in the control of the
mine operator, and during its active utilisation the surfaces of an excavation are subject
to virtually continuous inspection by mine personnel. Work to maintain or reinstate
secure conditions around an opening, ranging from surface scaling (barring down) to
support and reinforcement emplacement, can be undertaken at any stage, at the direc-
tion of the mine management. These conditions rarely apply to excavations subject
to civil engineering operating practice. Another major difference is that most mine
excavations have duty lives that are significantly less than those of excavations used
for civil purposes. It is not surprising, therefore, that mine excavation design reflects
the degree of immediate control over opening utilisation, inspection, maintenance
and support emplacement afforded the mine operator.

In addition to the different operating constraints for mining and civil excavations,
there are marked differences in the nature of the structures generated and these directly
affect the design philosophy. The principal difference is that a civil engineering rock
structure is essentially fixed, whereas a mine structure continues to develop throughout
the life of the mine. In the latter case, stope or ore block extraction sequences assume
great importance. Decisions made early in the mine life can limit the options, and
the success of mining, when seeking to establish an orderly and effective extraction
strategy, or to recover remnant ore.

1.4 Functional interactions in mine engineering

The purpose of this section is to explore the roles of various engineering disciplines
in the planning, design and operation of an underground mine. The particular concern
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FUNCTIONAL INTERACTIONS IN MINE ENGINEERING

Mine
planning

and
design

Mine
geology

Rock
mechanics

Management

Production

Figure 1.6 Interaction between
technical groups involved in mine
engineering.

is to define the interaction of geologists and planning, production and rock mechanics
engineers in the pre-production and operating phases of mining activity.

The scope of engineering activity to be undertaken preceding and during the produc-
tive life of a mine is illustrated in the design task definition chart shown in Figure 1.5.
The overall aim of the various components of engineering activity (e.g. mine access
design, ventilation system) is the development of sustainable production and cost
schedules for the operation. The specific rock mechanics contributions to the mine
engineering programme, and its interface with other planning functions, occur pri-
marily in tasks related to mine access, mining method development and mine layout,
mining sequence and ore extraction design. Mining method development, mine layout
and sequencing, support and reinforcement design, and the development of responses
to unanticipated events (e.g. falls of ground) occurring during operations, usually
constitute the majority of the initial and continuing rock mechanics activity.

Rock mechanics activities need to be conducted within an organisational framework
that permits the exchange and integration of concepts, requirements, information and
advice from and between management, geologists, planning engineers, production
personnel and rock mechanics engineers. The logic of such an integrated mine engi-
neering philosophy is illustrated in Figure 1.6. The principles implicit in this scheme
are, first, the mutual dependence of each functional group on information provided by
the others, and, second, that it is usually the mine planning engineers who transform
the individual technical contributions into working drawings, production schedules
and cost estimates for subsequent implementation by production personnel. The logic
of Figure 1.6 is not intended to represent a mine site organisational structure. What-
ever structure is used, it is essential that there be close working relationships between
geology, planning, rock mechanics and production groups.

Considering Figure 1.6 from a rock mechanics perspective, it is useful to summarise
the information that can be reasonably expected from the other functional groups and
the information and advice that should be delivered by a rock mechanics group.

1.4.1 Management
Information from management is a key element which is frequently not available to
rock mechanics specialists. The general requirement is that the broad framework of
management policy and objectives for the exploitation of a particular resource be
defined explicitly. This should include such details as the volume extraction ratio
sought for the orebody and how this might change in response to changing product
prices. The company investment strategy should be made known, if only to indi-
cate the thinking underlying the decision to mine an orebody. Particular corporate
constraints on mining technique, such as policy on disturbance of the local physical
environment above the mine area, and restrictions on geohydrological disturbance,
should be defined. Further, restrictions on operating practices, such as men working
in vertical openings or under unsupported, temporary roof spans, need to be specified.

1.4.2 Geology
In defining the geomechanics role of exploration and engineering geologists in mine
engineering, it is assumed that, at all stages of the geological exploration of an orebody,
structural and geohydrological data will be logged and processed on a routine basis. A
Geology Section can then provide information ranging from a general description of
the regional geology, particularly the structural geology, to details of the dominant and
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pervasive structural features in the mine area. A comprehensive geological description
would also include the distribution of lithologies in and around the orebody, the
distribution of values throughout the orebody, and the groundwater hydrology of
the mine area. In the last case, the primary need is to identify aquifers in the zone
of possible influence of mining which might deliver groundwater into any part of
the mining domain. Finally, specific geological investigations would identify sources
of potential mining problems in the mine area. These include zones of shattered
ground, leached zones, cavernous ground (vughs), rocks and minerals with adverse
weathering properties, and major structural features such as faults and clay seams
which transgress the orebody and are expressed on the ground surface.

It is clear, from this specification of duties, that mine geological activity should
produce a major component of engineering geological data. It implies that successful
execution of the engineering exploration of an orebody and environs requires the
active co-operation of geologists and rock mechanics personnel. It may be necessary,
for example, for the latter to propose drilling programmes and targets to clarify site
conditions of particular mining consequence.

1.4.3 Planning
Mine planning and design engineers are responsible for the eventual definition of all
components of an engineering study of a prospective mining operation. Their role is
initiative as well as integrative. In their interaction with rock mechanics engineers,
their function is to contribute information which can usefully delineate the scope of
any geomechanical analysis. Thus they may be expected to define the general mining
strategy, such as one-pass stoping (no pillar recovery), or stoping and subsequent
pillar extraction, and other limitations on mining technique. Details of anticipated
production rates, economic sizes of stopes, and the number of required sources of
ore production, can be used to define the extent of the active mine structure at any
time. The possibility of using backfills of various types in the production operation
should be established. Finally, the constraints imposed on future mining by the current
location of mine accesses, stoping activity, permanent openings and exploration drives
should be specified.

1.4.4 Rock mechanics
It has been noted that the mine engineering contributions of a rock mechanics group
relate to design tasks concerned principally with permanent mine openings, mine
layout and sequencing, extraction design, support and reinforcement and operational
responses. Specific activities associated with each of these tasks are now detailed. De-
sign issues related to permanent mine openings include siting of service and ventila-
tion shafts, siting, dimensioning and support specification of level main development,
and detailed design of major excavations such as crusher excavations, interior shaft
hoist chambers, shaft bottom facilities and workshop installations. The demand for
these services is, of course, episodic, being mainly concentrated in the pre-production
phase of mine operations.

The majority of rock mechanics activity in mining operations is devoted to res-
olution of questions concerned with the evolutionary design of the mine structure.
These questions include: dimensions of stopes and pillars; layout of stopes and pillars
within the orebody, taking due account of their location and orientation relative to the
geological structure and the principal stress directions; the overall direction of mining
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advance through an orebody; the sequence of extraction of stope blocks and pillar
remnants, simultaneously noting the need to protect service installations, maintain
access and preserve mine structural stability; and the need for and specification of the
strength parameters of any backfill in the various mined voids. In all of these design
activities, effective interaction must be maintained with planning personnel, since ge-
omechanics issues represent only part of the complete set of engineering information
required to develop an operationally acceptable mining programme.

Extraction system design is concerned with the details of stope configuration and
ore recovery from the stope. This involves, initially, consideration of the stability of
stope boundaries throughout the stope working life, and requires close examination
of the possibility of structurally controlled failures from stope and pillar surfaces.
The preferred direction of stope retreat may be established from such studies. The
design of the extraction horizon requires consideration of the probable performance of
stope drawpoints, tramming drives and ore-flow control raises, during the stope life.
Particular problems can occur on the extraction horizon due to the density of openings,
resulting in stressed remnants, and the potential for damage by secondary breakage
of oversize rock during ore recovery. A final issue in this segment of stope design is
primary blast design. The issue here is blasting effects on remnant rock around the
stope periphery, as well as the possibility of damage to access and adjacent service
openings, under the transient loads associated with closely sequenced detonations of
relatively large explosive charges.

A mine rock mechanics group also has a number of important rôles to play during
production. It is good and common practice for a rock mechanics engineer to make
regular inspections of production areas with the production engineer responsible
for each area, and to make recommendations on local support and reinforcement
requirements based on the mine’s established support and reinforcement standards.
Usually, these standards will have been developed by the rock mechanics engineers
in consultation with production personnel. The rock mechanics group will also be
responsible for monitoring the geomechanical performance of excavations and for
making recommendations on any remedial actions or measures that may be required to
manage unforeseen events such as falls of ground or the ingress of water. A close daily
working relationship between production and rock mechanics engineers is required in
order to ensure the safe and economic operation of the productive areas of the mine.

1.5 Implementation of a rock mechanics programme

It has been stated that an effective rock mechanics programme should be thoroughly
integrated with other mine technical functions in the development and implementation
of a coherent mining plan for an orebody. However, the successful accomplishment
of the goals of the programme requires the commitment of sufficient resources, on
a continuous basis, to allow rational analysis of the range of problems posed by the
various phases of mining activity.

A methodology for the implementation of a rock mechanics programme is illus-
trated schematically in Figure 1.7. Five distinct components of the programme are
identified, and they are postulated to be logically integrated, i.e. deletion of any
component negates the overall operating philosophy. Another point to be observed
from Figure 1.7 is that the methodology implies that the programme proceeds via a
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Figure 1.7 Components and logic of
a rock mechanics programme.

multi-pass loop. There are two main reasons for this. First, the site characterisation
phase never generates a sufficiently comprehensive data base from which to develop
a unique plan for the complete life of the mine. Second, mine design is itself an
evolutionary process in which engineering responses are formulated to reflect the
observed performance of the mine structure under actual operating conditions. For
these reasons, the process may not proceed in the linear manner implied by Figure 1.7.
At times, some of the activities, or parts of those activities, may proceed in parallel.
These issues are clarified in the following discussion of the component phases of the
programme.

1.5.1 Site characterisation
The objective of this phase, in the first pass through the loop, is to define the me-
chanical properties and state of the medium in which mining is to occur. It involves
determination of the strength and deformation properties of the various lithological
units represented in and around the orebody, definition of the geometric and mechan-
ical properties of pervasive jointing, and location and description of the properties of
discrete structural features. An estimate of the in situ strength of the medium may then
be made from the properties of the constituent elements of the mass. This phase also
includes determination of the in situ state of stress in the mine area, and investigation
of the hydrogeology of the orebody and environs.

The difficulty in site characterisation lies in achieving representative data defining
geomechanical conditions throughout the rock medium. Under conditions of limited
physical access, yielding small numbers of small rock specimens, with no unifying
theory to relate the specimen properties with those of the host rock medium, a first-pass
site characterisation is intrinsically deficient.
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1.5.2 Mine model formulation
Formulation of a mine model represents the simplification and rationalisation of the
data generated by the site characterisation. The aim is to account for the principal
geomechanical features which will be expressed in the deformational behaviour of
the prototype. For example, lithological units are ascribed average ‘representative’
strength and deformation properties, major structural features are assigned a regular
geometry and average shear strength properties, and a representative specification is
accepted for the pre-mining state of stress. The need for this phase arises from the
limited details that can be accommodated in most of the analytical or computational
methods used in design.

It is clear that significant discrepancies may be introduced at this stage, by failure
to recognise the engineering significance of particular features of the mine geome-
chanical setting.

1.5.3 Design analysis
Having defined the prevailing conditions in the rock mass in an analytically tractable
way, the mechanical performance of selected mining configurations and excavation
geometries can be predicted using appropriate mathematical or numerical techniques.
The analytical tools may be relatively primitive (e.g. the tributary area theory for
pillar design) or advanced, employing, for example, computational schemes which
may model quite complex constitutive behaviour for both the rock mass and various
fabric elements. In any event, the design analyses represent the core of rock mechanics
practice. Recent rapid development in the power of available computational schemes
has been responsible for significant advances, and improved confidence, in the quality
of rock structural design.

1.5.4 Rock performance monitoring
The objective of this phase of rock mechanics practice is to characterise the oper-
ational response of the rock mass to mining activity. The intention is to establish
a comprehension of the rôles of the various elements of the rock mass in the load-
deformational behaviour of the rock medium. The data required to generate this
understanding are obtained by displacement and stress measurements made at key
locations in the mine structure. These measurements include closures across pillars,
slip on faults, and levelling and horizontal displacement measurements in and around
the active mining zone. States of stress may be measured in pillars, abutments and
in the interior of any rock units showing signs of excessive stress. Visual inspections
must be undertaken regularly to locate any structurally controlled failures and areas
of anomalous response, and these should be mapped routinely. Finally, data should
be collected on the production performance of each stope, and the final configuration
of each stope should be surveyed and mapped. The aim in this case is to seek any
correlation between rock mass local performance and stope productivity.

1.5.5 Retrospective analysis
The process of quantitative analysis of data generated by monitoring activity is in-
tended to reassess and improve knowledge of the in situ mechanical properties of the
rock mass, as well as to review the adequacy of the postulated mine model. Review
of the conceptualisation of the host rock mass involves analysis of the role of major
structural features on the performance of the structures, and identification of the key
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geomechanical parameters determining the deformational response of the medium.
Particularly valuable data are generated by the analysis of local failures in the system.
These provide information about the orientations, and possibly relative magnitudes
of the in situ field stresses, as well as high quality information on the in situ rock mass
strength parameters. Subsequently, stope mechanical and production performance
data can be assessed with a view to formulating detailed stope design and operat-
ing criteria. This might involve establishment of rules specifying, for example, stope
shape relative to geological structure, stope blasting practice, and drawpoint layouts
and designs for various types of structural and lithological conditions.

Figure 1.7 indicates that data generated by retrospective analysis are used to update
the site characterisation data, mine model and design process, via the iterative loop.
This procedure represents no more than a logical formalisation of the observational
principle long used in soil mechanics practice (Peck, 1969). It is a natural engineer-
ing response to the problems posed by basic limitations in site characterisation and
conceptualisation associated with excavation design in geologic media.
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2 Stress and infinitesimal strain

2.1 Problem definition

The engineering mechanics problem posed by underground mining is the prediction
of the displacement field generated in the orebody and surrounding rock by any
excavation and ore extraction processes. The rock in which excavation occurs is
stressed by gravitational, tectonic and other forces, and methods exist for determining
the ambient stresses at a mine site. Since the areal extent of any underground mine
opening is always small relative to the Earth’s surface area, it is possible to disregard
the sphericity of the Earth. Mining can then be considered to take place in an infinite
or semi-infinite space, which is subject to a definable initial state of stress.

An understanding of the notions of force, stress and strain is fundamental to a proper
and coherent appreciation of the response of a rock mass to mining activity. It was
demonstrated in Chapter 1 that excavating (or enlarging) any underground opening is
mechanically equivalent to the application, or induction, of a set of forces distributed
over the surfaces generated by excavation. Formation of the opening also induces a set
of displacements at the excavation surface. From a knowledge of the induced surface
forces and displacements, it is possible to determine the stresses and displacements
generated at any interior point in the rock medium by the mining operation.

Illustration of the process of underground excavation in terms of a set of applied
surface forces is not intended to suggest that body forces are not significant in the
performance of rock in a mine structure. No body forces are induced in a rock mass
by excavation activity, but the behaviour of an element of rock in the periphery of
a mine excavation is determined by its ability to withstand the combined effect of
body forces and internal, post-excavation surface forces. However, in many mining
problems, body force components are relatively small compared with the internal
surface forces, i.e. the stress components.

Some mine excavation design problems, such as those involving a jointed rock
mass and low-stress environments, can be analysed in terms of block models and
simple statics. In most deep mining environments, however, the rock mass behaves
as a continuum, at least initially. Prediction of rock mass response to mining there-
fore requires a working understanding of the concepts of force, traction and stress,
and displacement and strain. The following discussion of these issues follows the
treatments by Love (1944) and Jaeger (1969).

In the discussion, the usual engineering mechanics convention is adopted, with
tensile normal stresses considered positive, and the sense of positive shear stress on
any surface determined by the sense of positive normal stress. The geomechanics
convention for the sense of positive stresses will be introduced subsequently.

2.2 Force and stress

The concept of stress is used to describe the intensity of internal forces set up in a
body under the influence of a set of applied surface forces. The idea is quantified by
defining the state of stress at a point in a body in terms of the area intensity of forces
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Figure 2.1 (a) A finite body subject
to surface loading; (b) determination
of the forces, and related quantities,
operating on an internal surface; (c)
specification of the state of stress at a
point in terms of the traction compo-
nents on the face of a cubic free body.

acting on the orthogonally oriented surfaces of an elementary free body centred on the
point. If a Cartesian set of reference axes is used, the elementary free body is a cube
whose surfaces are oriented with their outward normals parallel with the co-ordinate
axes.

Figure 2.1a illustrates a finite body in equilibrium under a set of applied surface
forces, Pj . To assess the state of loading over any interior surface, Si, one could
proceed by determining the load distribution over Si required to maintain equilibrium
of part of the body. Suppose, over an element of surface �A surrounding a point
O, the required resultant force to maintain equilibrium is �R, as shown in Figure
2.1b. The magnitude of the resultant stress �r at O, or the stress vector, is then
defined by

�r = lim
�A→0

�R
�A

If the vector components of �R acting normally and tangentially to �A are �N , �S,
the normal stress component, �n, and the resultant shear stress component, � , at O
are defined by

�n = lim
�A→0

�N

�A
, � = lim

�A→0

�S

�A

The stress vector, �r, may be resolved into components tx , ty, tz directed parallel
to a set of reference axes x, y, z. The quantities tx , ty , tz , shown in Figure 2.1b are
called traction components acting on the surface at the point O. As with the stress
vector, the normal stress, �n, and the resultant shear stress, � , the traction components
are expressed in units of force per unit area. A case of particular interest occurs when
the outward normal to the elementary surface �A is oriented parallel to a co-ordinate
axis, e.g. the x axis. The traction components acting on the surface whose normal is
the x axis are then used to define three components of the state of stress at the point
of interest,

�xx = tx , �xy = ty, �xz = tz (2.1)

18



STRESS TRANSFORMATION

In the doubly-subscripted notation for stress components, the first subscript indicates
the direction of the outward normal to the surface, the second the sense of action of
the stress component. Thus �xz denotes a stress component acting on a surface whose
outward normal is the x axis, and which is directed parallel to the z axis. Similarly,
for the other cases where the normals to elements of surfaces are oriented parallel
to the y and z axes respectively, stress components on these surfaces are defined in
terms of the respective traction components on the surfaces, i.e.

�yx = tx , �yy = ty, �yz = tz (2.2)

�zx = tx , �zy = ty, �zz = tz (2.3)

The senses of action of the stress components defined by these expressions are shown
in Figure 2.1c, acting on the visible faces of the cubic free body.

It is convenient to write the nine stress components, defined by equations 2.1, 2.2,
2.3, in the form of a stress matrix [�], defined by

[�] =



�xx �xy �xz

�yx �yy �yz

�zx �zy �zz


 (2.4)

The form of the stress matrix defined in equation 2.4 suggests that the state of stress
at a point is defined by nine independent stress components. However, by consider-
ation of moment equilibrium of the free body illustrated in Figure 2.1c, it is readily
demonstrated that

�xy = �yx , �yz = �zy, �zx = �xz

Thus only six independent stress components are required to define completely the
state of stress at a point. The stress matrix may then be written

[�] =



�xx �xy �zx

�xy �yy �yz

�zx �yz �zz


 (2.5)

2.3 Stress transformation

The choice of orientation of the reference axes in specifying a state of stress is
arbitrary, and situations will arise in which a differently oriented set of reference axes
may prove more convenient for the problem at hand. Figure 2.2 illustrates a set of
old (x, y, z) axes and new (l, m, n) axes. The orientation of a particular axis, e.g. the
l axis, relative to the original x, y, z axes may be defined by a row vector (lx , ly , lz)
of direction cosines. In this vector, lx represents the projection on the x axis of a unit
vector oriented parallel to the l axis, with similar definitions for ly and lz . Similarly,
the orientations of the m and n axes relative to the original axes are defined by row
vectors of direction cosines, (mx , my , mz) and (nx , ny , nz) respectively. Also, the state
of stress at a point may be expressed, relative to the l, m, n axes, by the stress matrix
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Figure 2.2 Free-body diagram for
establishing the stress transformation
equations, principal stresses and their
orientations.

[�∗], defined by

[�∗] =



�ll �lm �nl

�lm �mm �mn

�nl �mn �nn




The analytical requirement is to express the components of [�∗] in terms of the
components of [�] and the direction cosines of the l, m, n axes relative to the x, y, z
axes.

Figure 2.2 shows a tetrahedral free body, Oabc, generated from the elementary
cubic free body used to define the components of the stress matrix. The material
removed by the cut abc has been replaced by the equilibrating force, of magnitude
t per unit area, acting over abc. Suppose the outward normal OP to the surface abc
is defined by a row vector of direction cosines (�x , �y , �z). If the area of abc is A,
the projections of abc on the planes whose normals are the x, y, z axes are given,
respectively, by

Area Oac = Ax = A�x

Area Oab = Ay = A�y

Area Obc = Az = A�z

Suppose the traction vector t has components tx , ty, tz . Application of the
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equilibrium requirement for the x direction, for example, yields

tx A − �xx A�x − �xy A�y − �zx A�z = 0 (2.6)

or

tx = �xx �x + �xy�y + �zx �z

Equation 2.6 represents an important relation between the traction component, the
state of stress, and the orientation of a surface through the point. Developing the
equilibrium equations, similar to equation 2.6, for the y and z directions, pro-
duces analogous expressions for ty and tz . The three equilibrium equations may
then be written




tx

ty

tz


 =




�xx �xy �zx

�xy �yy �yz

�zx �yz �zz







�x

�y

�z


 (2.7)

or

[t] = [�][�] (2.8)

Proceeding in the same way for another set of co-ordinate axes l, m, n maintaining
the same global orientation of the cutting surface to generate the tetrahedral free body,
but expressing all traction and stress components relative to the l, m, n axes, yields
the relations




tl
tm
tn


 =




�ll �lm �nl

�lm �mm �mn

�nl �mn �nn







�l

�m

�n


 (2.9)

or

[t∗] = [�∗][�∗] (2.10)

In equations 2.8 and 2.10, [t], [t∗], [�], [�∗] are vectors, expressed relative to the
x, y, z and l, m, n co-ordinate systems. They represent traction components acting on,
and direction cosines of the outward normal to, a surface with fixed spatial orienta-
tion. From elementary vector analysis, a vector [v] is transformed from one set of
orthogonal reference axes x, y, z to another set, l, m, n, by the transformation equation




vl

vm

vn


 =




lx ly lz

mx my mz

nx ny nz







vx

vy

vz




or

[v∗] = [R][v] (2.11)

In this expression, [R] is the rotation matrix, whose rows are seen to be formed
from the row vectors of direction cosines of the new axes relative to the old axes.
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As discussed by Jennings (1977), a unique property of the rotation matrix is that its
inverse is equal to its transpose, i.e.

[R]−1 = [R]T (2.12)

Returning now to the relations between [t] and [t∗], and [�] and [�∗], the results
expressed in equations 2.11 and 2.12 indicate that

[t∗] = [R][t]

or

[t] = [R]T[t∗]

and

[�∗] = [R][�]

or

[�] = [R]T[�∗]

Then

[t∗] = [R][t]

= [R][�][�]

= [R][�][R]T[�∗]

but since

[t∗] = [�∗][�∗]

then

[�∗] = [R][�][R]T (2.13)

Equation 2.13 is the required stress transformation equation. It indicates that the
state of stress at a point is transformed, under a rotation of axes, as a second-order
tensor.

Equation 2.13 when written in expanded notation becomes



�ll �lm �nl

�lm �mm �mn

�nl �mn �nn


 =




lx ly lz

mx my mz

nx ny nz







�xx �xy �zx

�xy �yy �yz

�zx �yz �zz







lx mx nx

ly my ny

lz mz nz




Proceeding with the matrix multiplication on the right-hand side of this expression,
in the usual way, produces explicit formulae for determining the stress components
under a rotation of axes, given by

�ll = l2
x �xx + l2

y�yy + l2
z �zz + 2(lx ly�xy + lylz�yz + lzlx �zx ) (2.14)

�lm = lx mx �xx + lymy�yy + lzmz�zz + (lx my + lymx )�xy

+ (lymz + lzmy)�yz + (lzmx + lx mz)�zx (2.15)
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PRINCIPAL STRESSES AND STRESS INVARIANTS

Expressions for the other four components of the stress matrix are readily obtained
from these equations by cyclic permutation of the subscripts.

2.4 Principal stresses and stress invariants

The discussion above has shown that the state of stress at a point in a medium may
be specified in terms of six components, whose magnitudes are related to arbitrarily
selected orientations of the reference axes. In some rock masses, the existence of a
particular fabric element, such as a foliation or a schistosity, might define a suitable
direction for a reference axis. Such a feature might also determine a mode of defor-
mation of the rock mass under load. However, in an isotropic rock mass, any choice of
a set of reference axes is obviously arbitrary, and a non-arbitrary way is required for
defining the state of stress at any point in the medium. This is achieved by determining
principal stresses and related quantities which are invariant under any rotations of
reference axes.

In section 2.2 it was shown that the resultant stress on any plane in a body could
be expressed in terms of a normal component of stress, and two mutually orthogonal
shear stress components. A principal plane is defined as one on which the shear stress
components vanish, i.e. it is possible to select a particular orientation for a plane such
that it is subject only to normal stress. The magnitude of the principal stress is that
of the normal stress, while the normal to the principal plane defines the direction of
the principal stress axis. Since there are, in any specification of a state of stress, three
reference directions to be considered, there are three principal stress axes. There are
thus three principal stresses and their orientations to be determined to define the state
of stress at a point.

Suppose that in Figure 2.2, the cutting plane abc is oriented such that the resultant
stress on the plane acts normal to it, and has a magnitude �p. If the vector (�x , �y, �z)
defines the outward normal to the plane, the traction components on abc are defined
by




tx

ty

tz


 = �p




�x

�y

�z


 (2.16)

The traction components on the plane abc are also related, through equation 2.7, to
the state of stress and the orientation of the plane. Subtracting equation 2.16 from
equation 2.7 yields the equation




�xx − �p �xy �zx

�xy �yy − �p �yz

�zx �yz �zz − �p







�x

�y

�z


 = [0] (2.17)

The matrix equation 2.17 represents a set of three simultaneous, homogeneous,
linear equations in �x , �y, �z . The requirement for a non-trivial solution is that the
determinant of the coefficient matrix in equation 2.17 must vanish. Expansion of the
determinant yields a cubic equation in �p, given by

�3
p − I1�2

p + I2�p − I3 = 0 (2.18)
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In this equation, the quantities I1, I2 and I3, are called the first, second and third
stress invariants. They are defined by the expressions

I1 = �xx + �yy + �zz

I2 = �xx �yy + �yy�zz + �zz�xx − (
�2

xy + �2
yz + �2

zx

)

I3 = �xx �yy�zz + 2�xy�yz�zx − (
�xx �2

yx + �yy�2
zx + �zz�

2
xy

)

It is to be noted that since the quantities I1, I2, I3 are invariant under a change of axes,
any quantities derived from them are also invariants.

Solution of the characteristic equation 2.18 by some general method, such as a
complex variable method, produces three real solutions for the principal stresses.
These are denoted �1, �2, �3, in order of decreasing magnitude, and are identified
respectively as the major, intermediate and minor principal stresses.

Each principal stress value is related to a principal stress axis, whose direction
cosines can be obtained directly from equation 2.17 and a basic property of direction
cosines. The dot product theorem of vector analysis yields, for any unit vector of
direction cosines (�x , �y, �z), the relation

�2
x + �2

y + �2
z = 1 (2.19)

Introduction of a particular principal stress value, e.g. �1, into equation 2.17, yields a
set of simultaneous, homogeneous equations in �x1, �y1, �x1. These are the required
direction cosines for the major principal stress axis. Solution of the set of equations
for these quantities is possible only in terms of some arbitrary constant K , defined by

�x1

A
= �y1

B
= �z1

C
= K

where

A =
∣∣∣∣
�yy − �1 �yz

�yz �zz − �1

∣∣∣∣

B = −
∣∣∣∣
�xy �yz

�zx �zz − �1

∣∣∣∣ (2.20)

C =
∣∣∣∣
�xy �yy − �1

�zx �yz

∣∣∣∣

Substituting for �x1, �y1, �z1 in equation 2.19, gives

�x1 = A/(A2 + B2 + C2)1/2

�y1 = B/(A2 + B2 + C2)1/2

�z1 = C/(A2 + B2 + C2)1/2

Proceeding in a similar way, the vectors of direction cosines for the intermediate
and minor principal stress axes, i.e. (�x2, �y2, �z2) and (�x3, �y3, �z3), are obtained
from equations 2.20 by introducing the respective values of �2 and �3.

The procedure for calculating the principal stresses and the orientations of the
principal stress axes is simply the determination of the eigenvalues of the stress matrix,
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and the eigenvector for each eigenvalue. Some simple checks can be performed to
assess the correctness of solutions for principal stresses and their respective vectors of
direction cosines. The condition of orthogonality of the principal stress axes requires
that each of the three dot products of the vectors of direction cosines must vanish, i.e.

�x1�x2 + �y1�y2 + �z1�z2 = 0

with a similar result for the (2,3) and (3,1) dot products. Invariance of the sum of the
normal stresses requires that

�1 + �2 + �3 = �xx + �yy + �zz

In the analysis of some types of behaviour in rock, it is usual to split the stress
matrix into two components – a spherical or hydrostatic component [�m], and a
deviatoric component [�d]. The spherical stress matrix is defined by

[�m] = �m[I] =



�m 0 0
0 �m 0
0 0 �m




where

�m = I1/3.

The deviator stress matrix is obtained from the stress matrix [�] and the spherical
stress matrix, and is given by

[�d] =



�xx − �m �xy �zx

�xy �yy − �m �yz

�zx �yz �zz − �m




Principal deviator stresses S1, S2, S3 can be established either from the deviator
stress matrix, in the way described previously, or from the principal stresses and the
hydrostatic stress, i.e.

S1 = �1 − �m, etc.

where S1 is the major principal deviator stress.
The principal directions of the deviator stress matrix [�d] are the same as those of

the stress matrix [�].

2.5 Differential equations of static equilibrium

Problems in solid mechanics frequently involve description of the stress distribution
in a body in static equilibrium under the combined action of surface and body forces.
Determination of the stress distribution must take account of the requirement that the
stress field maintains static equilibrium throughout the body. This condition requires
satisfaction of the equations of static equilibrium for all differential elements of the
body.
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Figure 2.3 Free-body diagram for
development of the differential equa-
tions of equilibrium.

Figure 2.3 shows a small element of a body, in which operate body force components
with magnitudes X, Y, Z per unit volume, directed in the positive x, y, z co-ordinate
directions. The stress distribution in the body is described in terms of a set of stress
gradients, defined by ∂�xx/∂x, ∂�xy/∂y, etc. Considering the condition for force
equilibrium of the element in the x direction yields the equation

∂�xx

∂x
· dx · dy dz + ∂�xy

∂y
· dy · dx dz + ∂�zx

∂z
· dz · dx dy + X dx dy dz = 0

Applying the same static equilibrium requirement to the y and z directions, and
eliminating the term dx dy dz, yields the differential equations of equilibrium:

∂�xx

∂x
+ ∂�xy

∂y
+ ∂�zx

∂z
+ X = 0

∂�xy

∂x
+ ∂�yy

∂y
+ ∂�yz

∂z
+ Y = 0 (2.21)

∂�zx

∂x
+ ∂�yz

∂y
+ ∂�zz

∂z
+ Z = 0

These expressions indicate that the variations of stress components in a body under
load are not mutually independent. They are always involved, in one form or another,
in determining the state of stress in a body. A purely practical application of these
equations is in checking the admissibility of any closed-form solution for the stress
distribution in a body subject to particular applied loads. It is a straightforward matter
to determine if the derivatives of expressions describing a particular stress distribution
satisfy the equalities of equation 2.21.

2.6 Plane problems and biaxial stress

Many underground excavation design analyses involving openings where the length
to cross section dimension ratio is high, are facilitated considerably by the relative
simplicity of the excavation geometry. For example, an excavation such as a tunnel of
uniform cross section along its length might be analysed by assuming that the stress
distribution is identical in all planes perpendicular to the long axis of the excavation.
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Figure 2.4 A long excavation, of
uniform cross section, for which a
contracted form of the stress transfor-
mation equations is appropriate.

Suppose a set of reference axes, x, y, z, is established for such a problem, with the long
axis of the excavation parallel to the z axis, as shown in Figure 2.4. As shown above,
the state of stress at any point in the medium is described by six stress components.
For plane problems in the x, y plane, the six stress components are functions of (x, y)
only. In some cases, it may be more convenient to express the state of stress relative
to a different set of reference axes, such as the l, m, z axes shown in Figure 2.4. If the
angle lOx is �, the direction cosines of the new reference axes relative to the old set
are given by

lx = cos �, ly = sin �, lz = 0

mx = − sin �, my = cos �, mz = 0

Introducing these values into the general transformation equations, i.e. equations
2.14 and 2.15, yields

�ll = �xx cos2 � + �yy sin2 � + 2�xy sin � cos �

�mm = �xx sin2 � + �yy cos2 � − 2�xy sin � cos �

�lm = �xy(cos2 � − sin2 �) − (�xx − �yy) sin � cos � (2.22)

�mz = �yz cos � − �zx sin �

�zl = �yz sin � + �zx cos �

and the �zz component is clearly invariant under the transformation of axes. The
set of equations 2.22 is observed to contain two distinct types of transformation:
those defining �ll , �mm, �lm , which conform to second-order tensor transformation
behaviour, and �mz and �zl , which are obtained by an apparent vector transformation.
The latter behaviour in the transformation is due to the constancy of the orientation
of the element of surface whose normal is the z axis. The rotation of the axes merely
involves a transformation of the traction components on this surface.

For problems which can be analysed in terms of plane geometry, equations 2.22
indicate that the state of stress at any point can be defined in terms of the plane
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Figure 2.5 Problem geometry for
determination of plane principal
stresses and their orientations.

components of stress (�xx , �yy, �xy) and the antiplane components (�zz, �yz, �zx ). In
the particular case where the z direction is a principal axis, the antiplane shear stress
components vanish. The plane geometric problem can then be analysed in terms of
the plane components of stress, since the �zz , component is frequently neglected. A
state of biaxial (or two-dimensional) stress at any point in the medium is defined by
three components, in this case �xx , �yy, �xy .

The stress transformation equations related to �ll , �mm, �lm in equation 2.22, for
the biaxial state of stress, may be recast in the form

�ll = 1
2 (�xx + �yy) + 1

2 (�xx − �yy) cos 2� + �xy sin 2�

�mm = 1
2 (�xx + �yy) − 1

2 (�xx − �yy) cos 2� − �xy sin 2� (2.23)

�lm = �xy cos 2� − 1
2 (�xx − �yy) sin 2�

In establishing these equations, the x, y and l, m axes are taken to have the same
sense of ‘handedness’, and the angle � is measured from the x to the l axis, in a sense
that corresponds to the ‘handedness’ of the transformation. There is no inference
of clockwise or anticlockwise rotation of axes in establishing these transformation
equations. However, the way in which the order of the terms is specified in the
equations, and related to the sense of measurement of the rotation angle �, should be
examined closely.

Consider now the determination of the magnitudes and orientations of the plane
principal stresses for a plane problem in the x, y plane. In this case, the �zz, �yz, �zx

stress components vanish, the third stress invariant vanishes, and the characteristic
equation, 2.18, becomes

�2
p − (�xx + �yy)�p + �xx �yy − �2

xy = 0

Solution of this quadratic equation yields the magnitudes of the plane principal
stresses as

�1,2 = 1
2 (�xx + �yy) ± [

1
4 (�xx − �yy)2 + �2

xy

]1/2
(2.24a)

The orientations of the respective principal stress axes are obtained by establishing
the direction of the outward normal to a plane which is free of shear stress. Suppose
ab, shown in Figure 2.5, represents such a plane. The outward normal to ab is Ol, and
therefore defines the direction of a principal stress, �p. Considering static equilibrium
of the element aOb under forces operating in the x direction:

�p ab cos � − �xx ab cos � − �xy ab sin � = 0

or

tan � = �p − �xx

�xy

i.e.

� = tan−1 �p − �xx

�xy
(2.24b)
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Substitution of the magnitudes �1, �2, determined from equation 2.24a, in equation
2.24b yields the orientations �1, �2 of the principal stress axes relative to the positive
direction of the x axis. Calculation of the orientations of the major and minor plane
principal stresses in this way associates a principal stress axis unambiguously with
a principal stress magnitude. This is not the case with other methods, which employ
the last of equations 2.23 to determine the orientation of a principal stress axis.

It is to be noted that in specifying the state of stress in a body, there has been no
reference to any mechanical properties of the body which is subject to applied load.
The only concept invoked has been that of static equilibrium of all elements of the
body.

2.7 Displacement and strain

Application of a set of forces to a body, or change in its temperature, changes the
relative positions of points within it. The change in loading conditions from the initial
state to the final state causes a displacement of each point relative to all other points.
If the applied loads constitute a self-equilibrating set, the problem is to determine
the equilibrium displacement field induced in the body by the loading. A particu-
lar difficulty is presented in the analysis of displacements for a loaded body where
boundary conditions are specified completely in terms of surface tractions. In this
case, unique determination of the absolute displacement field is impossible, since any
set of rigid-body displacements can be superimposed on a particular solution, and
still satisfy the equilibrium condition. Difficulties of this type are avoided in analysis
by employing displacement gradients as the field variables. The related concept of
strain is therefore introduced to make basically indeterminate problems tractable.

Figure 2.6 shows the original positions of two adjacent particles P(x, y, z) and
Q(x + dx, y + dy, z + dz) in a body. Under the action of a set of applied loads, P
moves to the point P∗(x + ux , y + uy, z + uz), and Q moves to the point Q∗(x + dx +
u∗

x , y + dy + u∗
y, z + dz + u∗

z ). If ux = u∗
x , etc., the relative displacement between P

Figure 2.6 Initial and final positions
of points P, Q, in a body subjected to
strain.
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and Q under the applied load is zero, i.e. the body has been subject to a rigid-body
displacement. The problem of interest involves the case where ux �= u∗

x , etc. The line
element joining P and Q then changes length in the process of load application, and
the body is said to be in a state of strain.

In specifying the state of strain in a body, the objective is to describe the changes in
the sizes and shapes of infinitesimal elements in the loaded medium. This is done by
considering the displacement components (ux , uy, uz) of a particle P, and (u∗

x , u∗
y, u∗

z )
of the adjacent particle Q. Since

u∗
x = ux + dux , where dux = ∂ux

∂x
dx + ∂ux

∂y
dy + ∂ux

∂z
dz

and

u∗
y = uy + duy, where duy = ∂uy

∂x
dx + ∂uy

∂y
dy + ∂uy

∂z
dz

u∗
z = uz + duz, where duz = ∂uz

∂x
dx + ∂uz

∂y
dy + ∂uz

∂z
dz

the incremental displacements may be expressed by



dux

duy

duz




=




∂ux

∂x

∂ux

∂y

∂ux

∂z
∂uy

∂x

∂uy

∂y

∂uy

∂z
∂uz

∂x

∂uz

∂y

∂uz

∂z







dx

dy

dz




(2.25a)

or

[d�] = [D][dr] (2.25b)

In this expression, [dr] represents the original length of the line element PQ, while
[d�] represents the relative displacement of the ends of the line element in deforming
from the unstrained to the strained state.

The infinitesimal relative displacement defined by equation 2.25 can arise from both
deformation of the element of which PQ is the diagonal, and a rigid-body rotation

Figure 2.7 Rigid-body rotation of
an element producing component dis-
placements of adjacent points.

of the element. The need is to define explicitly the quantities related to deformation
of the body. Figure 2.7 shows the projection of the element, with diagonal PQ, on to
the yz plane, and subject to a rigid body rotation �x about the x axis. Since the side
dimensions of the element are dy and dz, the relative displacement components of Q
relative to P are

duy = −�x dz

duz = �x dy
(2.26)

Considering rigid-body rotations �y and �z about the y and z axes, the respective
displacements are

duz = −�y dx

dux = �y dz
(2.27)
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Figure 2.8 Displacement compo-
nents produced by pure longitudinal
strain.

Figure 2.9 Displacement produced
by pure shear strain.

and

dux = −�z dy
duy = �z dx

(2.28)

The total displacement due to the various rigid-body rotations is obtained by addi-
tion of equations 2.26, 2.27 and 2.28, i.e.

dux = −�z dy + �y dz

duy = �z dx − �x dz

duz = −�y dx + �x dy

These equations may be written in the form



dux

duy

duz


 =




0 −�z �y

�z 0 −�x

−�z �x 0







dx
dy
dz


 (2.29a)

or

[d�′] = [Ω][dr] (2.29b)

The contribution of deformation to the relative displacement [d�] is determined
by considering elongation and distortion of the element. Figure 2.8 represents the
elongation of the block in the x direction. The element of length dx is assumed to be
homogeneously strained, in extension, and the normal strain component is therefore
defined by

εxx = dux

dx

Considering the y and z components of elongation of the element in a similar way,
gives the components of relative displacement due to normal strain as

dux = εxx dx

duy = εyy dy

duz = εzz dz

(2.30)

The components of relative displacement arising from distortion of the element
are derived by considering an element subject to various modes of pure shear strain.
Figure 2.9 shows such an element strained in the x, y plane. Since the angle � is
small, pure shear of the element results in the displacement components

dux = � dy

duy = � dx

Since shear strain magnitude is defined by

�xy = �

2
− � = 2�
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then

dux = 1
2 �xy dy

duy = 1
2 �xy dx

(2.31)

Similarly, displacements due to pure shear of the element in the y, z and z, x planes
are given by

duy = 1
2 �yz dz

duz = 1
2 �yz dy

(2.32)

and

duz = 1
2 �zx dx

dux = 1
2 �zx dz

(2.33)

The total displacement components due to all modes of infinitesimal strain are
obtained by addition of equations 2.30, 2.31, 2.32 and 2.33, i.e.

dux = εxx dx + 1
2 �xy dy + 1

2 �zx dz

duy = 1
2 �xy dx + εyy dy + 1

2 �yz dz

duz = 1
2 �zx dx + 1

2 �yz dy + εzz dz

These equations may be written in the form



dux

duy

duz


 =




εxx
1
2 �xy

1
2 �zx

1
2 �xy εyy

1
2 �yz

1
2 �zx

1
2 �yz εzz







dx

dy

dz


 (2.34a)

or

[d�′′] = [�][dr] (2.34b)

where [�] is the strain matrix.
Since

[d�] = [d�′] + [d�′′]

equations 2.25a, 2.29a and 2.34a yield



∂ux

∂x

∂ux

∂y

∂ux

∂z
∂uy

∂x

∂uy

∂y

∂uy

∂z
∂uz

∂x

∂uz

∂y

∂uz

∂z




=




εxx
1
2 �xy

1
2 �zx

1
2 �xy εyy

1
2 �yz

1
2 �zx

1
2 �yz εzz




+




0 −�z �y

�z 0 −�x

−�y �x 0




Equating corresponding terms on the left-hand and right-hand sides of this equation,
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gives for the normal strain components

εxx = ∂ux

∂x
, εyy = ∂uy

∂y
, εzz = ∂uz

∂z
(2.35)

and

∂ux

∂y
= 1

2
�xy − �z

∂uy

∂x
= 1

2
�xy + �z

Thus expressions for shear strain and rotation are given by

�xy = ∂ux

∂y
+ ∂uy

∂x
, �z = 1

2

(
∂uy

∂x
− ∂ux

∂y

)

and, similarly,

�yz = ∂uy

∂z
+ ∂uz

∂y
, �x = 1

2

(
∂uz

∂y
− ∂uy

∂z

)

(2.36)

�zx = ∂uz

∂x
+ ∂ux

∂z
, �y = 1

2

(
∂ux

∂z
− ∂uz

∂x

)

Equations 2.35 and 2.36 indicate that the state of strain at a point in a body is
completely defined by six independent components, and that these are related simply
to the displacement gradients at the point. The form of equation 2.34a indicates that
a state of strain is specified by a second-order tensor.

2.8 Principal strains, strain transformation, volumetric strain
and deviator strain

Since a state of strain is defined by a strain matrix or second-order tensor, determina-
tion of principal strains, and other manipulations of strain quantities, are completely
analogous to the processes employed in relation to stress. Thus principal strains and
principal strain directions are determined as the eigenvalues and associated eigen-
vectors of the strain matrix. Strain transformation under a rotation of axes is defined,
analogously to equation 2.13, by

[�∗] = [R][�][R]T

where [�] and [�∗] are the strain matrices expressed relative to the old and new sets
of co-ordinate axes.

The volumetric strain, �, is defined by

� = εxx + εyy + εzz

The deviator strain matrix is defined in terms of the strain matrix and the volumetric
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strain by

[�] =



εxx − �/3 �xy �zx

�xy εyy − �/3 �yz

�zx �yz εzz − �/3




Plane geometric problems, subject to biaxial strain in the xy plane, for example,
are described in terms of three strain components, εxx , εyy, �xy .

2.9 Strain compatibility equations

Equations 2.35 and 2.36, which define the components of strain at a point, suggest
that the strains are mutually independent. The requirement of physical continuity of
the displacement field throughout a continuous body leads automatically to analytical
relations between the displacement gradients, restricting the degree of independence
of strains. A set of six identities can be established readily from equations 2.35 and
2.36. Three of these identities are of the form

∂2εxx

∂y2
+ ∂2εyy

∂x2
= ∂2�xy

∂x∂y

and three are of the form

2
∂2εxx

∂y∂z
= ∂

∂x

(
−∂�yz

∂x
+ ∂�zx

∂y
+ ∂�xy

∂z

)

These expressions play a basic role in the development of analytical solutions to
problems in deformable body mechanics.

2.10 Stress-strain relations

It was noted previously that an admissible solution to any problem in solid mechanics
must satisfy both the differential equations of static equilibrium and the equations of
strain compatibility. It will be recalled that in the development of analytical descrip-
tions for the states of stress and strain at a point in a body, there was no reference
to, nor exploitation of, any mechanical property of the solid. The way in which
stress and strain are related in a material under load is described qualitatively by its
constitutive behaviour. A variety of idealised constitutive models has been formu-
lated for various engineering materials, which describe both the time-independent and
time-dependent responses of the material to applied load. These models describe re-
sponses in terms of elasticity, plasticity, viscosity and creep, and combinations of these
modes. For any constitutive model, stress and strain, or some derived quantities, such
as stress and strain rates, are related through a set of constitutive equations. Elasticity
represents the most common constitutive behaviour of engineering materials, includ-
ing many rocks, and it forms a useful basis for the description of more complex
behaviour.

In formulating constitutive equations, it is useful to construct column vectors
from the elements of the stress and strain matrices, i.e. stress and strain vectors
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are defined by

[�] =




�xx

�yy

�zz

�xy

�yz

�zx




and [�] =




εxx

εyy

εzz

�xy

�yz

�zx




The most general statement of linear elastic constitutive behaviour is a generalised
form of Hooke’s Law, in which any strain component is a linear function of all the
stress components, i.e.




εxx

εyy

εzz

�xy

�yz

�zx




=




S11 S12 S13 S14 S15 S16

S21 S22 S23 S24 S25 S26

S31 S32 S33 S34 S35 S36

S41 S42 S43 S44 S45 S46

S51 S52 S53 S54 S55 S56

S61 S62 S63 S64 S65 S66







�xx

�yy

�zz

�xy

�yz

�zx




(2.37a)

or

[�] = [S][�] (2.37b)

Each of the elements Si j of the matrix [S] is called a compliance or an elastic
modulus. Although equation 2.37a suggests that there are 36 independent compli-
ances, a reciprocal theorem, such as that due to Maxwell (1864), may be used to
demonstrate that the compliance matrix is symmetric. The matrix therefore contains
only 21 independent constants.

In some cases it is more convenient to apply equation 2.37 in inverse form, i.e.

[�] = [D][�] (2.38)

The matrix [D] is called the elasticity matrix or the matrix of elastic stiffnesses. For
general anisotropic elasticity there are 21 independent stiffnesses.

Equation 2.37a indicates complete coupling between all stress and strain compo-
nents. The existence of axes of elastic symmetry in a body de-couples some of the
stress–strain relations, and reduces the number of independent constants required to
define the material elasticity. In the case of isotropic elasticity, any arbitrarily ori-
ented axis in the medium is an axis of elastic symmetry. Equation 2.37a, for isotropic
elastic materials, reduces to




εxx

εyy

εzz

�xy

�yz

�zx




= 1

E




1 −	 −	 0 0 0
−	 1 −	 0 0 0
−	 −	 1 0 0 0

0 0 0 2(1 + 	) 0 0
0 0 0 0 2(1 + 	) 0
0 0 0 0 0 2(1 + 	)







�xx

�yy

�zz

�xy

�yz

�zx




(2.39)
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The more common statements of Hooke’s Law for isotropic elasticity are readily
recovered from equation 2.39, i.e.

εxx = 1

E
[�xx − 	(�yy + �zz)], etc.

�xy = 1

G
�xy, etc. (2.40)

where

G = E

2(1 + 	)

The quantities E, G, and 	 are Young’s modulus, the modulus of rigidity (or shear
modulus) and Poisson’s ratio. Isotropic elasticity is a two-constant theory, so that de-
termination of any two of the elastic constants characterises completely the elasticity
of an isotropic medium.

The inverse form of the stress–strain equation 2.39, for isotropic elasticity, is given
by




�xx

�yy

�zz

�xy

�yz

�zx




= E(1 − 	)

(1 + 	)(1 − 2	)




1 	/(1 − 	) 	/(1 − 	) 0 0 0

	/(1 − 	) 1 	/(1 − 	) 0 0 0

	/(1 − 	) 	/(1 − 	) 1 0 0 0

0 0 0
(1 − 2	)

2(1 − 	)
0 0

0 0 0 0
(1 − 2	)

2(1 − 	)
0

0 0 0 0 0
(1 − 2	)

2(1 − 	)







εxx

εyy

εzz

�xy

�yz

�zx




(2.41)

The inverse forms of equations 2.40, usually called Lamé’s equations, are obtained
from equation 2.41, i.e.

Figure 2.10 A transversely isotro-
pic body for which the x, y plane is
the plane of isotropy.

�xx = �� + 2Gεxx , etc.

�xy = G�xy, etc.

where � is Lamé’s constant, defined by

� = 2	G

(1 − 2	)
= 	E

(1 + 	)(1 − 2	)

and � is the volumetric strain.
Transverse isotropic elasticity ranks second to isotropic elasticity in the degree of

expression of elastic symmetry in the material behaviour. Media exhibiting transverse
isotropy include artificially laminated materials and stratified rocks, such as shales.
In the latter case, all lines lying in the plane of bedding are axes of elastic symmetry.
The only other axis of elastic symmetry is the normal to the plane of isotropy. In
Figure 2.10, illustrating a stratified rock mass, the plane of isotropy of the material

36



CYLINDRICAL POLAR CO-ORDINATES

coincides with the x, y plane. The elastic constitutive equations for this material are
given by




εxx

εyy

εzz

�xy

�yz

�zx




= 1

E1




1 −	1 −	2 0 0 0
−	1 1 −	2 0 0 0
−	2 −	2 E1/E2 0 0 0

0 0 0 2(1 + 	1) 0 0
0 0 0 0 E1/G2 0
0 0 0 0 0 E1/G2







�xx

�yy

�zz

�xy

�yz

�zx




(2.42)

It appears from equation 2.42 that five independent elastic constants are required
to characterise the elasticity of a transversely isotropic medium: E1 and 	1 define
properties in the plane of isotropy, and E2, 	2, G2 properties in a plane containing the
normal to, and any line in, the plane of isotropy. Inversion of the compliance matrix
in equation 2.42, and putting E1/E2 = n, G2/E2 = m, produces the elasticity matrix
given by

[D] = E2

(1 + 	1)
(
1 − 	1 − 2n 	2

2

)




n
(
1 − n 	2

2

)
n

(
	1 + n 	2

2

)
n2	2(1 + 	1) 0 0 0

n
(
1 − n 	2

2

)
n2	2(1 + 	1) 0 0 0(

1 − 	2
1

)
0 0 0

0.5 ∗ n∗
symmetric ∗ (

1 − 	1 − 2n 	2
2

)
0 0

m(1 + 	1)∗ 0

∗ (
1 − 	1 − 2n	2

2

)
m(1 + 	1)∗

∗ (
1 − 	1 − 2n	2

2

)




Although it might be expected that the modulus ratios, n and m, and Poisson’s ratios, 	1

and 	2, may be virtually independent, such is not the case. The requirement for positive
definiteness of the elasticity matrix, needed to assure a stable continuum, restricts
the range of possible elastic ratios. Gerrard (1977) has summarised the published
experimental data on elastic constants for transversely isotropic rock materials and
rock materials displaying other forms of elastic anisotropy, including orthotropy for
which nine independent constants are required.

2.11 Cylindrical polar co-ordinates

A Cartesian co-ordinate system does not always constitute the most convenient sys-
tem for specifying the state of stress and strain in a body, and problem geometry may
suggest a more appropriate system. A cylindrical polar co-ordinate system is used
frequently in the analysis of axisymmetric problems. Cartesian (x, y, z) and cylindrical
polar (r, 
, z) co-ordinate systems are shown in Figure 2.11, together with an ele-
mentary free body in the polar system. To operate in the polar system, it is necessary
to establish equations defining the co-ordinate transformation between Cartesian and
polar co-ordinates, and a complete set of differential equations of equilibrium, strain
displacement relations and strain compatibility equations.
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Figure 2.11 Cylindrical polar coor-
dinate axes, and associated free-body
diagram.

The co-ordinate transformation is defined by the equations.

r = (x2 + y2)1/2


 = arctan
( y

x

)

and

x = r cos 


y = r sin 


If R, 
, Z are the polar components of body force, the differential equations of equi-
librium, obtained by considering the condition for static equilibrium of the element
shown in Figure 2.11, are

∂�rr

∂r
+ 1

r

∂�r


∂

+ ∂�r z

∂z
+ �rr − �



r
+ R = 0

∂�r


∂r
+ 1

r

∂�



∂

+ ∂�
z

∂z
+ 2�r


r
+ 
 = 0

∂�r z

∂r
+ 1

r

∂�
z

∂

+ ∂�zz

∂z
+ �zz

r
+ Z = 0

For axisymmetric problems, the tangential shear stress components, �r
 and �
z ,
and the tangential component of body force, 
, vanish. The equilibrium equations
reduce to

∂�rr

∂r
+ ∂�r z

∂z
+ �rr − �



r
+ R = 0

∂�r z

∂r
+ ∂�zz

∂z
+ �r z

r
+ Z = 0

For the particular case where r, 
, z are principal stress directions, i.e. the shear stress
component �r z vanishes, the equations become

∂�rr

∂r
+ �rr − �



r
+ R = 0

∂�zz

∂z
+ Z = 0

Displacement components in the polar system are described by ur , u
, uz . The
elements of the strain matrix are defined by

εrr = ∂ur

∂r

ε

 = 1

r

∂u


∂

+ ur

r

εzz = ∂uz

∂z
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�
z = 1

r

∂uz

∂

+ ∂u


∂z

�r z = ∂ur

∂z
+ ∂uz

∂r

�r
 = 1

r

(
−u
 + r∂u


∂r
+ ∂ur

∂


)

The volumetric strain is the sum of the normal strain components, i.e.

� = εrr + ε

 + εzz

When the principal axes of strain coincide with the directions of the co-ordinate
axes, i.e. the shear strain components vanish, the normal strains are defined by

εrr = dur

dr

ε

 = ur

r

εzz = duz

dz

The compatibility equations for strains are

∂2(r�r
)

∂r ∂

= r

∂2(rε

)

∂r2
− r

∂εrr

∂r
+ ∂2εrr

∂
2

∂2�r z

∂r ∂z
= ∂2εrr

∂z2
+ ∂2εzz

∂r2

∂2�
z

∂
 ∂z
= ∂2(rε

)

∂z2
+ 1

r

∂2εzz

∂
2
+ ∂εzz

∂z
− ∂�zr

∂z

The case where �r
 = �
z = �r z = 0 yields only one compatibility equation, i.e.

d

dr
(rε

) = εrr

Stress components expressed relative to the Cartesian axes are transformed to the
polar system using equations 2.22, with r and 
 replacing l and m and 
 replacing
�. An analogous set of equations can be established for transformation of Cartesian
strain components to the polar system.

2.12 Geomechanics convention for displacement, strain and stress

The convention used until now in the discussion of displacement, strain and stress
has been the usual engineering mechanics one. Under this convention, force and dis-
placement components are considered positive if directed in the positive directions of
the co-ordinate axes. Extensile normal strains and tensile normal stresses are treated
as positive. Finally, the sense of positive shear stress on a surface of the elementary
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free body is outward, if the outward normal to the surface is directed outward relative
to the co-ordinate origin, and conversely. The sense of positive stress components,
defined in this way, is illustrated in Figures 2.1c and 2.11, for Cartesian and polar
co-ordinate systems. This convention has been followed in this introductory mate-
rial since important notions such as traction retain their conceptual basis, and since
practically significant numerical methods of stress analysis are usually developed
employing it.

States of stress occurring naturally, and generated and sustained in a rock mass by
excavation activity, are pervasively compressive. If the usual engineering mechanics
convention for stresses were followed, all numerical manipulations related to stress
and strain in rock would involve negative quantities. Although this presents no con-
ceptual difficulties, convenience and accuracy in calculations are served by adopting
the following convention for stress and strain analysis in rock mechanics:

(a) positive force and displacement components act in the positive directions of the
co-ordinate axes;

(b) contractile normal strains are taken as positive;
(c) compressive normal stresses are taken as positive;
(d) the sense of positive shear stress on a surface is inward relative to the co-ordinate

origin, if the inward normal to the surface acts inwards relative to the co-ordinate
origin, and conversely.

The senses of positive stress components defined by this convention, for Cartesian
and polar co-ordinate systems, and biaxial and triaxial states of stress, are shown in
Figure 2.12. Some minor changes are required in some of the other general relations
developed earlier, and these are now defined.

2.12.1 Stress-traction relations
If the outward normal to a surface has direction cosines (�x , �y, �z), traction compo-
nents are determined by

tx = −(�xx �x + �xy�y + �zx �z), etc.

2.12.2 Strain-displacement relations
Strain components are determined from displacement components using the expres-
sions

εxx = −∂ux

∂x

�xy = −
(

∂uy

∂x
+ ∂ux

∂y

)
, etc.

2.12.3 Differential equations of equilibrium
The change in the sense of positive stress components yields equations of the form

∂�xx

∂x
+ ∂�xy

∂y
+ ∂�zx

∂z
− X = 0, etc.

All other relations, such as strain compatibility equations, transformation equations
and stress invariants, are unaffected by the change in convention.
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GRAPHICAL REPRESENTATION OF BIAXIAL STRESS

Figure 2.12 Two- and three-
dimensional free bodies, for speci-
fication of the state of stress relative to
Cartesian and polar co-ordinate axes,
using the geomechanics convention
for the sense of positive stresses.

2.13 Graphical representation of biaxial stress

Analytical procedures for plane problems subject to biaxial stress have been discussed
above. Where equations or relations appropriate to the two-dimensional case have not
been proposed explicitly, they can be established from the three-dimensional equa-
tions by deleting any terms or expressions related to the third co-ordinate direction.
For example, for biaxial stress in the x, y plane, the differential equations of static
equilibrium, in the geomechanics convention, reduce to

∂�xx

∂x
+ ∂�xy

∂y
− X = 0

∂�xy

∂x
+ ∂�yy

∂y
− Y = 0

One aspect of biaxial stress that requires careful treatment is graphical representa-
tion of the state of stress at a point, using the Mohr circle diagram. In particular, the
geomechanics convention for the sense of positive stresses introduces some subtle
difficulties which must be overcome if the diagram is to provide correct determination
of the sense of shear stress acting on a surface.

Correct construction of the Mohr circle diagram is illustrated in Figure 2.13. The
state of stress in a small element abcd is specified, relative to the x, y co-ordinate
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Figure 2.13 Construction of a Mohr
circle diagram, appropriate to the
geomechanics convention of stresses.

axes, by known values of �xx , �yy, �xy . A set of reference axes for the circle diagram
construction is defined by directions �n and � , with the sense of the positive � axis
directed downwards. If O is the origin of the �n − � co-ordinate system, a set of
quantities related to the stress components is calculated from

OC = 1
2 (�xx + �yy)

CD = 1
2 (�xx − �yy)

DF = −�xy

Points corresponding to C, D, F are plotted in the �, � plane as shown in Figure 2.13,
using some convenient scale. In the circle diagram construction, if �xy is positive,
the point F plots above the �n axis. Construction of the line FDF′ returns values
of � = �xy and �n = �xx which are the shear and normal stress components acting
on the surface cb of the element. Suppose the surface ed in Figure 2.13 is inclined
at an angle 
 to the negative direction of the y axis, or, alternatively, its outward
normal is inclined at an angle 
 to the x axis. In the circle diagram, the ray FG
is constructed at an angle 
 to FDF′, and the normal GH constructed. The scaled
distances OH and HG then represent the normal and shear stress components on the
plane ed.

A number of useful results can be obtained or verified using the circle dia-
gram. For example, OS1 and OS2 represent the magnitudes of the major and minor
principal stresses �1, �2. From the geometry of the circle diagram, they are given
by

�1,2 = OC ± CF

= 1
2 (�xx + �yy) ± [

�2
xy + 1

4 (�xx − �yy)2
]1/2

confirming the solution given in equation 2.24a. The ray FS1 defines the orientation
of the major principal plane, so FS2, normal to FS1, represents the orientation of the
major principal axis. If this axis is inclined at an angle �1, to the x axis, the geometry
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of the circle diagram yields

tan �1 = (OS1 − OD)

DF

= (�1 − �xx )

�xy

This expression is completely consistent with that for orientations of principal axes
established analytically (equation 2.24b).

Problems

(The geomechanics convention for stress and strain is to be assumed in the following
exercises.)

1 The rectangular plate shown in the figure below has the given loads uniformly
distributed over the edges. The plate is 50 mm thick, AB is 500 mm and BC is
400 mm.

(a) Determine the shear forces which must operate on the edges BC, DA, to maintain
the equilibrium of the plate.

(b) Relative to the x, y reference axes, determine the state of stress at any point P
in the interior of the plate.

(c) For the l, m axes oriented as shown, determine the stress components
�ll , �mm, �lm .

(d) Determine the magnitudes of the principal stresses, and the orientation of the
major principal stress axis to the x axis.

(e) For the surface GH, whose outward normal is inclined at 
◦ to the x axis,
determine expressions for the component tractions, tx , ty, operating on it as a

43



STRESS AND INFINITESIMAL STRAIN

function of �xx , �yy, �xy and 
. Determine values of tx , ty for 
 = 0◦, 60◦, 90◦,
respectively. Determine the resultant stress on the plane for which 
 = 60◦.

2 The unit free body shown in the figure (left) is subject to the stress components
shown acting parallel to the given reference axes, on the visible faces of the cube.

(a) Complete the free-body diagram by inserting the required stress components,
and specify the six stress components relative to the x, y, z axes.

(b) The l, m, n reference axes have direction cosines relative to the x, y, z axes defined
by

(lx , ly, lz) = (0.281, 0.597, 0.751)

(mx , my, mz) = (0.844, 0.219, −0.490)

(nx , ny, nz) = (−0.457, 0.771, −0.442)

Write down the expressions relating �mm, �nl to the x, y, z components of stress
and the direction cosines, and calculate their respective values.

(c) From the stress components established in (a) above, calculate the stress invari-
ants, I1, I2, I3, write down the characteristic equation for the stress matrix, and
determine the principal stresses and their respective direction angles relative to
the x, y, z axes.

Demonstrate that the principal stress directions define a mutually orthogonal
set of axes.

3 A medium is subject to biaxial loading in plane strain. Relative to a set of x, y,

co-ordinate axes, a load imposed at the co-ordinate origin induces stress components
defined by

�xx = 1

r2
− 8y2

r4
+ 8y4

r6

�yy = 1

r2
+ 4y2

r4
− 8y4

r6

�xy = 2xy

r4
− 8xy3

r6

where r2 = x2 + y2

Verify that the stress distribution described by these expressions satisfies the dif-
ferential equations of equilibrium. Note that

∂

∂x

(
1

r

)
= − x

r3
etc.

4 A medium is subject to plane strain loading by a perturbation at the origin of the
x, y co-ordinate axes. The displacements induced by the loading are given by

ux = 1

2G

[ xy

r2
+ C1

]

uy = 1

2G

[
y2

r2
− (3 − 4v)�nr + C2

]
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where C1, C2 are indefinite constants.

(a) Establish expressions for the normal and shear strain components, εxx , εyy, �xy .
(b) Verify that the expressions for the strains satisfy the strain compatibility equa-

tions.
(c) Using the stress–strain relations for isotropic elasticity, establish expressions for

the stress components induced by the loading system.

5 The body shown in the figure below is subject to biaxial loading, with stress com-
ponents given by �xx = 12, �yy = 20, �xy = 8.

(a) Construct the circle diagram representing this state of stress. Determine, from
the diagram, the magnitudes of the principal stresses, and the inclination of the
major principal stress axis relative to the x reference direction. Determine, from
the diagram, the normal and shear stress components �n and � on the plane EF
oriented as shown.

(b) Noting that the outward normal, OL, to the surface EF is inclined at an angle of
30◦ to the x axis, use the stress transformation equations to determine the stress
components �ll and �lm . Compare them with �n and � determined in (a) above.

(c) Determine analytically the magnitudes and orientations of the plane principal
stresses, and compare them with the values determined graphically in (a) above.
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3 Rock mass structure and
characterisation

3.1 Introduction

Rock differs from most other engineering materials in that it contains fractures of
one type or another which render its structure discontinuous. Thus a clear distinction
must be made between the rock element or rock material on the one hand and the
rock mass on the other. Rock material is the term used to describe the intact rock
between discontinuities; it might be represented by a hand specimen or piece of drill
core examined in the laboratory. The rock mass is the total in situ medium containing
bedding planes, faults, joints, folds and other structural features. Rock masses are
discontinuous and often have heterogeneous and anisotropic engineering properties.

The nature and distribution of structural features within the rock mass is known
as the rock structure. Obviously, rock structure can have a dominant effect on the
response of a rock mass to mining operations. It can influence the choice of a mining
method and the design of mining layouts because it can control stable excavation
spans, support requirements, subsidence, cavability and fragmentation characteris-
tics. At shallow depths and in de-stressed areas, structurally controlled failures may
be the prime concern in excavation design (Figure 3.1). At depth and in areas of

Figure 3.1 Sidewall failure in a
mine haulage aligned parallel to the
line of intersection of two major dis-
continuities (photograph by E. Hoek).
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high stress concentration, the influence of structure may be less marked, and lim-
iting the induced boundary stresses or energy release rates may be more important
considerations (Chapters 7 and 10).

This chapter describes the types and important properties of structural features
found in rock masses, methods of collecting, processing and presenting data on rock
structure, and the incorporation of such data into rock mass classification schemes.
The uses of these data and rock mass classifications in selecting mining methods and
designing excavations will be described in subsequent chapters.

3.2 Major types of structural features

Structural features and their origins are well described in several textbooks on general,
structural and engineering geology. From an engineer’s point of view, the accounts
given by Hills (1972), Hobbs et al. (1976), Blyth and de Freitas (1984), Price and
Cosgrove (1990) and Goodman (1993) are particularly helpful. The reader who is not
familiar with the elements of structural geology should study one of these texts. All
that will be given here is a catalogue of the major types of structural feature and brief
descriptions of their key engineering properties.

Bedding planes divide sedimentary rocks into beds or strata. They represent inter-
ruptions in the course of deposition of the rock mass. Bedding planes are generally
highly persistent features, although sediments laid down rapidly from heavily laden
wind or water currents may contain cross or discordant bedding. Bedding planes may
contain parting material of different grain size from the sediments forming the rock
mass, or may have been partially healed by low-order metamorphism. In either of
these two cases, there would be some ‘cohesion’ between the beds; otherwise, shear
resistance on bedding planes would be purely frictional. Arising from the depositional
process, there may be a preferred orientation of particles in the rock, giving rise to
planes of weakness parallel to the bedding.

Folds are structures in which the attitudes of the beds are changed by flexure
resulting from the application of post-depositional tectonic forces. They may be major
structures on the scale of a mine or mining district or they may be on a smaller local
scale. Folds are classified according to their geometry and method of formation (Hills,
1972, for example).

The major effects of folds are that they alter the orientations of beds locally, and
that certain other structural features are associated with them. In particular, well-
defined sets of joints may be formed in the crest or trough and in the limbs of a fold.
Figure 3.2 shows the typical development of jointing in one stratum in an anticline.
During the folding of sedimentary rocks, shear stresses are set up between the beds
where slip may occur. Consequently, the bedding plane shear strength may approach,
or be reduced to, the residual (section 4.7.2). Axial-plane or fracture cleavage may
also develop as a series of closely spaced parallel fractures resulting from the shear
stresses associated with folding.

Faults are fractures on which identifiable shear displacement has taken place. They
may be recognised by the relative displacement of the rock on opposite sides of the
fault plane. The sense of this displacement is often used to classify faults (Hills, 1972,
for example). Faults may be pervasive features which traverse a mining area or they
may be of relatively limited local extent on the scale of metres; they often occur in
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Figure 3.2 Jointing in a folded stra-
tum (after Blyth and de Freitas, 1984).

echelon or in groups. Fault thickness may vary from metres in the case of major,
regional structures to millimetres in the case of local faults. This fault thickness may
contain weak materials such as fault gouge (clay), fault breccia (recemented), rock
flour or angular fragments. The wall rock is frequently slickensided and may be coated
with minerals such as graphite and chlorite which have low frictional strengths. The
ground adjacent to the fault may be disturbed and weakened by associated structures
such as drag folds or secondary faulting (Figure 3.3). These factors result in faults
being zones of low shear strength on which slip may readily occur.

Shear zones are bands of material, up to several metres thick, in which local shear
failure of the rock has previously taken place. They represent zones of stress relief
in an otherwise unaltered rock mass throughout which they may occur irregularly.
Fractured surfaces in the shear zone may be slickensided or coated with low-friction
materials, produced by the stress relief process or weathering. Like faults, shear zones
have low shear strengths but they may be much more difficult to identify visually.

Figure 3.3 Secondary structures as-
sociated with faulting: (a) bedding
plane fault in brittle rock develops
associated shear and tension (gash)
fractures; (b) bedding plane fault in
closely bedded shale develops closely
spaced, intersecting shears; (c) bed-
ding plane fault in poorly stratified,
partially ductile rock produces a wide
zone of drag folds; (d) fault in compe-
tent, brittle rock dies out in weak shale;
(e) fault in crystalline igneous rock de-
velops subsidiary inclined shears and
parallel sheeting; (f ) a fault in an ig-
neous rock changes character in pass-
ing through a mica-rich metamorphic
rock (after Wahlstrom, 1973).
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Deere (1979) has described the nature of shear zones and discussed the engineering
problems associated with them. Salehy et al. (1977) have described their occurrence
in coal measures rocks as intraformational shears.

Dykes are long, narrow intrusions of generally fine-grained igneous rock with
steep or vertical and approximately parallel sides. They may vary in width from a few
centimetres to several metres and may appear as dyke swarms. Dykes may also be of
considerable length. The Great Dyke of Rhodesia, for example, is some 500 km long.
It is a flat, trough-like structure which is extensively mineralised, particularly on the
margins. Some dyke rocks are more resistant to weathering than the country rock, but
the basic igneous dyke rocks such as dolerite can weather to montmorillonite clays
which are noted for their swelling characteristics. The dyke margins are frequently
fractured and altered during the intrusion. They form potential seepage paths and zones
of low stiffness and shear strength in which movements will tend to be concentrated.
Because of their high stiffnesses, unweathered dyke rocks can develop high stresses
and so be susceptible to stress-induced failure or, as in the deep-level gold mines
of South Africa, be associated with rockburst conditions. Figure 3.4 (after Cook,
N.G.W. et al., 1966) shows the effect of dyke proximity on rockburst incidence at

Figure 3.4 The effect of dyke prox-
imity on rockburst incidence, East
Rand Proprietary Mines. (a) Large
dykes in continent abutments; (b)
large dykes in island or remnant abut-
ments (after Cook, N.G.W. et al.,
1966).
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Figure 3.5 Diagrammatic longi-
tudinal section illustrating inrush
of water from Bank compartment,
West Dreifontein Mine, 26 Octo-
ber 1968. Total inflow was approx-
imately 100 000 gal/day (� 45.5 ×
104 1/day) (after Cartwright, 1969).

East Rand Proprietary Mines. Another major mining problem caused by dykes in
South African gold mines is the compartmentalisation of water-bearing dolomites
causing severe differences in head between adjacent compartments after the water
level in one has been drawn down during mining operations. At the West Driefontein
Mine in 1968, a stope hangingwall failure adjacent to a fault in the compartment on
the non-dewatered side of a major vertical dyke triggered the flooding of a portion of
the mine (Figure 3.5).

Joints are the most common and generally the most geotechnically significant
structural features in rocks. Joints are breaks of geological origin along which there
has been no visible displacement. A group of parallel joints is called a joint set,
and joint sets intersect to form a joint system. Joints may be open, filled or healed.
They frequently form parallel to bedding planes, foliations or slaty cleavage, when
they may be termed bedding joints, foliation joints or cleavage joints. Sedimentary
rocks often contain two sets of joints approximately orthogonal to each other and to
the bedding planes (Figure 3.2). These joints sometimes end at bedding planes, but
others, called master joints, may cross several bedding planes.

Veins, or cemented joints, are mineral infillings of joints or fissures. They may be
sheet-like or tabular or irregular. They are generally of igneous origin but may also
result from sedimentary processes. They are commonly associated with metalliferous
orebodies and have been found to have major influences on orebody cavability and
fragmentation as at the El Teniente mine, Chile. They may be weaker or stronger than
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the wall rock and should be taken into account in rock mass classification schemes
(see section 3.7).

It is common in rock mechanics to use the term discontinuity as a collective term
for all fractures or features in a rock mass such as joints, faults, shears, weak bedding
planes and contacts that have zero or relatively low tensile strengths. This terminology
will be used here and will be departed from only when it is necessary to identify the
geological origin of the structural feature being discussed.

3.3 Important geomechanical properties of discontinuities

This section lists and discusses briefly the most important of those properties of dis-
continuities that influence the engineering behaviour of rock masses. For a fuller
discussion of these properties, the reader should consult the document ‘Suggested
methods for the quantitative description of discontinuities in rock masses’ prepared
by the Commission on Standardization of Laboratory and Field Tests, International
Society for Rock Mechanics (1978a), subsequently referred to as the ISRM Commis-
sion (1978a).

Figure 3.6 Definition of dip direc-
tion (�) and dip (�).

Orientation, or the attitude of a discontinuity in space, is described by the dip
of the line of maximum declination on the discontinuity surface measured from the
horizontal, and the dip direction or azimuth of this line, measured clockwise from
true north (Figure 3.6). Some geologists record the strike of the discontinuity rather
than the dip direction, but this approach can introduce some ambiguity and requires
that the sense of the dip must also be stated for unique definition of discontinuity
orientation. For rock mechanics purposes, it is usual to quote orientation data in the
form of dip direction (three digits)/dip (two digits) thus, 035/70, 290/15. Obviously,
the orientations of discontinuities relative to the faces of excavations have a dominant
effect on the potential for instability due to falls of blocks of rock or slip on the
discontinuities (Chapter 9). The mutual orientations of discontinuities will determine
the shapes of the blocks into which the rock mass is divided.

Spacing is the perpendicular distance between adjacent discontinuities, and is usu-
ally expressed as the mean spacing of a particular set of joints. The spacing of discon-
tinuities determines the sizes of the blocks making up the rock mass. The mechanism
of deformation and failure can vary with the ratio of discontinuity spacing to exca-
vation size. Engineering properties such as cavability, fragmentation characteristics
and rock mass permeability also vary with discontinuity spacing.

It is to be expected that, like all other characteristics of a given rock mass, discon-
tinuity spacings will not have uniquely defined values but, rather, will take a range of
values, possibly according to some form of statistical distribution. Priest and Hudson
(1976) made measurements on a number of sedimentary rock masses in the United
Kingdom and found that, in each case, the discontinuity spacing histogram gave a
probability density distribution that could be approximated by the negative exponen-
tial distribution. Thus the frequency, f (x), of a given discontinuity spacing value, x ,
is given by the function

f (x) = �e−�x (3.1)

where � � 1/x̄ is the mean discontinuity frequency of a large discontinuity population
and x̄ is the mean spacing.
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Figure 3.7 Discontinuity spacing
histogram, Lower Chalk, Chinnor,
Oxfordshire (after Priest and Hudson,
1976).

A discontinuity spacing histogram and the corresponding negative exponential
distribution calculated from equation 3.1 are shown for the Lower Chalk, Chin-
nor, Oxfordshire, UK, in Figure 3.7. The use of frequency distributions such as
that given by equation 3.1 permits statistical calculations to be made of such fac-
tors as probable block sizes and the likelihood that certain types of intersection will
occur.

Priest and Hudson’s findings have since been verified for a wider range of igneous,
sedimentary and metamorphic rocks, although other distributions, most notably the
log-normal distribution, have been found to provide better fits to some sets of data.
Which distribution applies has been found to depend on the rock type and the spacing
range recorded. If there have been enough geological events to create a number of
discontinuity sets and a small total spacing, the spacings are likely to follow a nega-
tive exponential distribution. If only a few geological events have caused fracturing,
existing discontinuity sets have become healed, or the recorded spacings were cen-
sored by omitting discontinuities of below a particular size, a larger total spacing and
a log-normal distribution may result (Brown, 2003).

In classifying rock masses for engineering purposes, it is common practice to quote
values of Rock Quality Designation (RQD), a concept introduced by Deere (1964,
1968) in an attempt to quantify discontinuity spacing. RQD is determined from drill
core and is given by

RQD = 100�xi

L
(3.2)

where xi are the lengths of individual pieces of core in a drill run having lengths of
0.1 m or greater and L is the total length of the drill run. The lengths of the pieces
of core may be measured from tip to tip, along the core centre line, or as the fully
circular lengths of core. There are good reasons for using the centre line method
(Brown, 2003, Goodman, 1993, ISRM Commission, 1978a).

Priest and Hudson (1976) found that an estimate of RQD could be obtained
from discontinuity spacing measurements made on core or an exposure using the
equation

RQD = 100e−0.1�(0.1� + 1) (3.3)
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Figure 3.8 Relation between RQD
and mean discontinuity frequency
(after Priest and Hudson, 1976).

For values of � in the range 6 to 16/m, a good approximation to measured RQD
values was found to be given by the linear relation

RQD = −3.68� + 110.4 (3.4)

Figure 3.8 shows the relations obtained by Priest and Hudson (1976) between mea-
sured values of RQD and �, and the values calculated using equations 3.3 and 3.4.

It should be noted, however, that RQD measured from drill core can be an unreliable
predictor of discontinuity frequency because:

� it relies on the ability of the logger to discriminate between natural fractures and
those caused by blasting or drilling;

� it may be influenced by the strength of the rock material being drilled;
� good core recovery depends on the drilling practice used (see section 3.4.2);
� RQD is not a good measure of the better rock mass conditions. If a rock mass has

one uniformly spaced discontinuity set with a spacing of either 0.1 m or 5 m, the
RQD will be 100 in both cases; and

� in an anisotropic rock mass, the measured RQD will be influenced by drilling
orientation.

Discontinuity spacing is a factor used in many rock mass classification schemes.
Table 3.1 gives the terminology used by the ISRM Commission (1978a).

Persistence is the term used to describe the areal extent or size of a discontinuity
within a plane. It can be crudely quantified by observing the trace lengths of discon-
tinuities on exposed surfaces. It is one of the most important rock mass parameters
but one of the most difficult to determine. Figure 3.9 shows a set of simple plane
sketches and block diagrams used to help indicate the persistence of various sets of
discontinuities in a rock mass. Clearly, the persistence of discontinuities will have a
major influence on the shear strength developed in the plane of the discontinuity and
on the fragmentation characteristics, cavability and permeability of the rock mass.
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Table 3.1 Classification of discontinuity spacing.

Description Spacing (mm)

extremely close spacing <20
very close spacing 20–60
close spacing 60–200
moderate spacing 200–600
wide spacing 600–2000
very wide spacing 2000–6000
extremely wide spacing >6000

Table 3.2 Classification of discontinuity persistence.

Description Modal trace length (m)

very low persistence <1
low persistence 1–3
medium persistence 3–10
high persistence 10–20
very high persistence 20

Figure 3.9 Illustration of persis-
tence of various sets of discontinuities
(after ISRM Commission, 1978a).

The ISRM Commission (1978a) uses the most common or modal trace lengths of
each set of discontinuities measured on exposures (section 3.4.1) to classify persis-
tence according to Table 3.2.

Roughness is a measure of the inherent surface unevenness and waviness of the
discontinuity relative to its mean plane. The wall roughness of a discontinuity has a
potentially important influence on its shear strength, especially in the case of undis-
placed and interlocked features (e.g. unfilled joints). The importance of roughness
declines with increasing aperture, filling thickness or previous shear displacement.
The important influence of roughness on discontinuity shear strength is discussed in
section 4.7.2.

When the properties of discontinuities are being recorded from observations made
on either drill core or exposures, it is usual to distinguish between small-scale surface
irregularity or unevenness and larger-scale undulations or waviness of the surface
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Table 3.3 Classification of discontinuity roughness.

Class Description

I rough or irregular, stepped
II smooth, stepped
III slickensided, stepped
IV rough or irregular, undulating
V smooth, undulating
VI slickensided, undulating
VII rough or irregular, planar
VIII smooth, planar
IX slickensided, planar

Figure 3.10 Different scales of dis-
continuity roughness sampled by dif-
ferent scales of shear test. Waviness
can be characterised by the angle i
(after ISRM Commission, 1978a).

(Figure 3.10). Each of these types of roughness may be quantified on an arbitrary
scale of, say, one to five. Descriptive terms may also be used particularly in the
preliminary stages of mapping (e.g. during feasibility studies). For example, the ISRM
Commission (1978a) suggests that the terms listed in Table 3.3 and illustrated in
Figure 3.11 may be used to describe roughness on two scales – the small scale (several
centimetres) and the intermediate scale (several metres). Large-scale waviness may
be superimposed on such small- and intermediate-scale roughness (Figure 3.10).

Aperture is the perpendicular distance separating the adjacent rock walls of an
open discontinuity in which the intervening space is filled with air or water. Aper-
ture is thereby distinguished from the width of a filled discontinuity (Figure 3.12).
Large apertures can result from shear displacement of discontinuities having appre-
ciable roughness, from outwash of filling materials (e.g. clay), from solution or from
extensile opening. In most subsurface rock masses, apertures will be small, probably
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Figure 3.11 Typical roughness pro-
files and suggested nomenclature.
Profile lengths are in the range 1 to
10 m; vertical and horizontal scales
are equal (after ISRM Commission,
1978a).

Figure 3.12 Suggested definition of
the aperture of open discontinuities
and the width of filled discontinuities
(after ISRM Commission. 1978a).
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less than half a millimetre. It will be appreciated, of course, that unlike the examples
given in Figure 3.12, the apertures of real discontinuities are likely to vary widely
over the extent of the discontinuity. This variation will be difficult, if not impossible,
to measure.

Clearly, aperture and its areal variation will have an influence on the shear strength
of the discontinuity. Perhaps more important, however, is the influence of aperture on
the permeability or hydraulic conductivity of the discontinuity and of the rock mass.
For laminar flow, the hydraulic conductivity of a single discontinuity with plane,
parallel sides is given by

k = ge3

12v
(3.5)

where k = hydraulic conductivity (m s−1), g = acceleration due to gravity
(m s−2), e = discontinuity aperture (m) and v = kinematic viscosity of the fluid
(m2 s−1) (= 1.01 × 10−6 m2 s−1 for water at 20◦C).

If e = 0.05 mm, for example, k = 1.01 × 10−7 m s−1 for water at 20◦C, but if e is
increased to 0.5 mm, k is increased by a factor of 1000 to 1.01 × 10−4 m s−1.

Filling is the term used to describe material separating the adjacent rock walls
of discontinuities. Such materials may be calcite, chlorite, clay, silt, fault gouge,
breccia, quartz or pyrite, for example. Filling materials will have a major influence on
the shear strengths of discontinuities. With the exception of those filled with strong
vein materials (calcite, quartz, pyrite), filled discontinuities will generally have lower
shear strengths than comparable clean, closed discontinuities. The behaviour of filled
discontinuities will depend on a wide range of properties of the filling materials. The
following are probably the most important and should be recorded where possible:

(a) mineralogy of the filling material taking care to identify low-friction materials
such as chlorite

(b) grading or particle size
(c) water content and permeability
(d) previous shear displacement
(e) wall roughness
(f) width of filling
(g) fracturing, crushing or chemical alteration of wall rock.

3.4 Collecting structural data

The task of collecting the data referred to in section 3.3 is usually the responsibility
of the mining or engineering geologist, although rock mechanics engineers or mining
engineers may sometimes be called on to undertake the necessary fieldwork. In either
case, it is essential for the rock mechanics or mining engineer (who will generally
initiate a request for the data, and who will use it in mine planning studies) to be
familiar with techniques used in collecting the data and with the potential difficulties
involved.

The starting point for the development of an engineering understanding of the rock
mass structure is a study of the general regional and mine geology as determined
during exploration. This will provide some knowledge of the lithologies and of the
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major structural features (folds, faults and dykes) present in the mining area. Such
information provides essential background to rock mechanics studies, but in itself,
is inadequate for our purposes. Further studies, involving careful mapping of surface
and underground exposures and logging of boreholes drilled for this purpose, are
required to obtain the types of data discussed in section 3.3.

The present account of the methods used to collect structural and related geological
data is far from exhaustive. Fuller accounts are given by Goodman (1976, 1993), ISRM
Commission (1978a), Hoek and Brown (1980), Priest (1993) and Brown (2003).

3.4.1 Mapping exposures
In the early stages of a mining project, it may not be possible to gain access under-
ground. In this case, surface outcrops must be utilised to obtain information on the
engineering properties and structure of the rock mass. Measurements may be made on
natural outcrops or on faces exposed by surface excavations. In some mining projects,
an existing open pit provides an invaluable source of data.

It must be recognised, however, that these surface exposures can be affected by
weathering and that the surface rock mass quality may be quite different from that at
depth. It is essential, therefore, that any preliminary data obtained from surface expo-
sures are validated by subsequently examining underground exposures. Exploratory
openings should be mapped at the earliest possible stage to provide data for the rock
mechanics input into mining feasibility studies. As the mining project reaches a more
advanced stage, development openings should be mapped to provide information on
which stope design can be based.

In all of these instances, there is a basic sampling problem to be considered.
What proportion of the rock mass should be surveyed to obtain satisfactory results?
What degree of confidence can be placed on mean values of discontinuity properties
determined using limited amounts of data? There are no complete answers to such
questions although the use of statistical techniques, such as those developed by Priest
and Hudson (1981) and discussed briefly below, does provide valuable guidance.
Even where it is possible to develop a statistical approach to discontinuity mapping,
practical considerations, such as a lack of access to the desired underground exposure,
can mean that surveyors must use their judgement in interpreting results.

The approaches used for mapping exposures may be of three main types:

� spot mapping in which the observer selectively samples only those discontinuities
that are considered to be important;

� lineal mapping in which all discontinuities intersecting a given sampling line are
mapped; and

� areal mapping in which all discontinuities within a selected area of the face,
often called a window, are mapped. This method can reduce some of the biases in
mapping to be discussed below, but it suffers from some practical difficulties for
routine use in underground mines.

The basic technique used in mapping surface or underground exposures is the
scanline survey (Figure 3.13). A scanline is a line set on the surface of the rock
mass, and the survey consists of recording data for all discontinuities that intersect
the scanline along its length. An alternative approach is to measure all discontinuities
within a defined area on the rock face, but this is more difficult to control and do
systematically than are scanline surveys. In underground development excavations
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Figure 3.13 Scanline survey.

of limited height, it is often possible to combine these two approaches and to record
all discontinuities by extrapolating those which do not intersect the scanline to give
imaginary intersection points.

In practice, a scanline is a measuring tape fixed to the rock face by short lengths of
wire attached to masonry nails hammered into the rock. The nails should be spaced at
approximately 3 m intervals along the tape which must be kept as taut and as straight as
possible. Where practicable, each scanline location should be photographed with the
scanline number or location suitably identified. Once the scanline is established, the
location (scanline number and grid co-ordinates), date, rock type, face orientation,
scanline orientation and name of the surveyor are recorded on the logging sheet
(Figure 3.14). Surveyors should then carefully and systematically work their way
along the scanline recording the following features for each discontinuity intersecting
the scanline:

(a) distance along the scanline to the point at which the discontinuity intersects the
scanline (D in Figure 3.13). Fractures obviously caused by blasting are usually
not recorded;

(b) number of endpoints of the discontinuity observed on the face (0, 1 or 2);
(c) discontinuity type (joint, fault, vein, bedding plane, shear zone);
(d) orientation (dip and dip direction) of the discontinuity at or near the point of

intersection with the scanline using a suitable magnetic compass such as the
Clar compass;

(e) roughness (rough, smooth or slickensided);
(f) planarity (planar, wavy or undulating, irregular or stepped);
(g) trace length or length of the discontinuity seen in the sample plane. Some author-

ities (e.g. Priest, 1993) advocate recording only the length, L, above the scanline
as shown in Figure 3.13, whereas others record separately the trace lengths above
and below the discontinuity;

(h) termination types (in intact rock, at another joint or hidden) for the ends above
and below the scanline; and

(i) remarks, particularly on the nature of any infilling present, discontinuity aperture
or seepage from the discontinuity.
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Line No.: _________ North: ___________ Bench face/wall dip: ____________ Page: _____  of ________

Bearing: __________ East: ____________ Bench face/wall dip dir: _________ By:__________________

Plunge:___________ Censoring levels (m): up ________ down_______ Date: ________________

Elev: ____________ Location: ___________________________ Start: ___________ Finish: __________

LOCATION STRUCTURE GEOMETRY REMARKS

Above Trace Length Below

Dist (m) Endpoints Type Dip  Dir Dip Rock Rough Plan T1 T2 (m) T1 T2

NOTATION USED:

Endpoint Locations Structure Type Roughness Planarity T1     (Termination)     T2

0 Transecting J Joint B Bedding R Rough P Planar AJ Another joint L Low angle (<20°)

1 Intersecting V Vein S Shear S Smooth W Wavy IR Intact rock H High angle (>20°)

2 Contained F Fault C Contact SL Slickensided I Irregular FC Floor censored UN Unknown

BX Blast induced RC Roof censored

Figure 3.14 Scanline survey sheet
(after Villaescusa, 1991).

Traditionally, data have been recorded on paper in the field. However, depending
on the environment in which the mapping is done, it is now quite common for data
to be captured on hand held computers from which it may be transferred directly to
the computers used for subsequent data analysis and presentation (see section 3.6).

Experience has shown that, for rock mechanics purposes, rock masses can be
divided into homogeneous zones, or zones within which the rock mass has relatively
uniform rock mass structure and geotechnical properties. Where possible, the rock
mass should be divided into such zones and at least one scanline survey made in
each zone. Clearly, attention should be concentrated on areas in and adjacent to the
orebody for mine design studies. However, other sections of the rock mass may also
be of interest as sites for permanent underground installations. Figure 3.15 shows the
likely locations of scanlines in an exploration cross cut driven through a sedimentary
sequence containing mineralised shales. These scanlines sample the immediate foot-
wall and hangingwall of each of the two orebodies, the orebodies themselves and the
rocks outside the mineralised zone.

As with other methods of collecting structural data, bias may be introduced into
scanline survey results by a number of causes. There are four main types of sampling
bias associated with discontinuity measurement (Brown, 2003):

Orientation bias – the frequency of discontinuities intersecting a particular win-
dow, scanline or piece of drill core depends on the orientation of the sampling
geometry relative to the orientation of the discontinuity set.
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Figure 3.15 Suggested scanline lo-
cations along an exploration cross cut
intersecting two orebodies in steeply
dipping sedimentary strata.

Size bias – the larger the scale of a discontinuity, the more likely it is to be sampled
by a given drill core, scanline or mapping window.

Truncation bias – a truncation or size cut-off is usually used in scanline or window
mapping. For example, fractures that are less than 50 mm in length may be
ignored. Although using such a small cut-off will usually have little effect on
the overall discontinuity statistics, if a comprehensive, rigorous analysis is
undertaken with the aim of fully describing the distribution of discontinuity
sizes then the truncation size cut-off must be taken into account. It has been
found that the size cut-off can have a particular influence on estimates of
fragmentation size distributions (Villaescusa, 1991).

Censoring bias – this bias is associated with the artificial boundaries imposed
when carrying out a rock mass characterisation exercise. Typically, in under-
ground mines, the most limiting boundary is the height of the drives in which
mapping is carried out. The restriction in height of the mapping window limits
the trace lengths that can be observed. Censored trace lengths provide lower
bound estimates of the true trace lengths.

Generally there will be an orientation bias in the observed spacings between dis-
continuities in a particular set because the scanline will not be perpendicular to the
discontinuity traces. If, as shown in Figure 3.13, the apparent spacing between two dis-
continuities in a set is xi and the acute angle between the normal to the discontinuities
and the scanline is �, the true spacing in the plane of the face, xi0, can be calculated
from

xi0 = xi cos � (3.6)

Only when � = 0◦, is the true spacing in the plane of the face measured directly.
In the extreme case when the discontinuity and scanline are parallel (� = 90◦), no
intersection will be observed. It is necessary, therefore, that scanline surveys of a face
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be carried out in two orthogonal directions, usually horizontal and vertical. Ideally,
equal total horizontal and vertical scanline lengths should be used, but this is often
difficult to achieve in practice.

The value xi0 given by equation 3.6 will be the true normal spacing of the discon-
tinuities only when the face is normal to the discontinuities. If the scanline intersects
N sets of discontinuities, the discontinuity frequency measured along the scanline is
given by

� =
N∑

i=1

�i0 cos �i (3.7)

where �i0 is the frequency of set i measured along the normal to the discontinuities
and �i is the acute angle between the normal and the scanline.

Hudson and Priest (1983) showed that if �i , �i are the trend (the azimuth of the
vertical plane containing the line) and plunge (the acute angle measured in a vertical
plane between the downward directed end of the line and the horizontal) of the normal
to the i th discontinuity set and �s, �s are the trend and plunge of the scanline, the
discontinuity frequency measured along the scanline is

� = A sin �s cos �s + B cos �s cos �s + C sin �s (3.8)

where

A =
N∑

i=1

�i0 sin �i cos �i

B =
N∑

i=1

�i0 cos �i cos �i

C =
N∑

i=1

�i0 sin �i

Priest and Hudson (1981) have pointed out that there is also a natural variability in
the mean discontinuity spacing x̄ computed as

x̄ =

n∑
i=1

xi

n
(3.9)

where xi is the i th discontinuity spacing measurement along a scanline of length L
yielding n values. The question arises as to what value n should take in order that
the value of x̄ can be estimated with acceptable precision. In theory, a plot of the
frequency of occurrence of values of x̄ determined from several scanline surveys in
the one direction with different values of n, should have a normal distribution (Figure
3.16a). It is known that, in this case, a proportion � (z) of the different scanlines
will yield a mean value within ± z�/

√
n of the population mean (Figure 3.16b)

where z is the standard normal variable associated with a certain confidence level
and � is the standard deviation of the population of values. Tabulations of values of
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Table 3.4 Values of �( z) for the normal distribution.

z �(z)

0.675 0.50
0.842 0.60
1.036 0.70
1.282 0.80
1.645 0.90
1.960 0.95
2.576 0.99

Figure 3.16 Frequency distribution
of the sample mean (after Priest and
Hudson, 1981).

z and � (z) can be found in most statistics textbooks. Selected values are given in
Table 3.4.

It will be recalled that discontinuity spacings, x , often follow the negative expo-
nential probability density function

f (x) = �e−�x (3.1)

It so happens that, for this distribution, the mean and standard deviation of the pop-
ulation are equal. For a sample of size n, the bandwidth of �(z) confidence is then
x̄ ± (zx̄)/

√
n. Alternatively, this bandwidth can be written as x̄ ± ε x̄ where ε is the
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Figure 3.17 Sample number vs. pre-
cision of the mean discontinuity spac-
ing estimate for a negative exponen-
tial distribution of spacing (after Priest
and Hudson, 1981).

allowable proportionate error. Hence

ε = z√
n

or n =
( z

ε

)2
(3.10)

Equation 3.10 can be used to estimate the sample size required to achieve a given
error bandwidth to a required confidence level in the estimate of the mean. For exam-
ple, if the mean spacing is required within an error bandwidth of ±20% at the 80%
confidence level, ε = 0.2, z = 1.282 and n = 41. If, on the other hand, the mean
spacing is required to within 10% at the 90% confidence level, n = 271.

Figure 3.17 shows the required number of spacing values versus the error band for
various confidence levels. It will be seen that the required sample size increases very
rapidly as the allowable error is reduced.

Priest and Hudson (1981), Villaescusa and Brown (1992) and others, have discussed
the bias in trace lengths measured in scanline surveys and developed methods for
estimating mean trace lengths from censored measurements made at exposures of
limited extent. These estimated trace lengths can serve as measures of persistence
(Table 3.2) which is an important engineering property of discontinuities. A detailed
consideration of these analyses is beyond the scope of this text. However, the reader
should be aware of the uncertainties involved in estimating mean rock mass properties
from scanline and other types of discontinuity survey.

3.4.2 Geotechnical drilling and core logging
Core drilling is the most reliable way of exploring the interior of a rock mass prior to
mining. As will be discussed later in this section, downhole geophysical and other in-
struments may be used in drill holes to investigate the structure and physical properties
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of the rock mass. However, they cannot yet substitute for sampling the rock by
coring.

The aim of geotechnical drilling is to obtain a continuous, correctly oriented sample
of the rock mass in as nearly undisturbed a form as possible. Therefore, the standard
of the drilling must be considerably higher than that required for normal exploration
drilling. In geotechnical drilling, it is necessary to aim for 100% core recovery. Any
weak materials such as weathered rock, fault gouge, clay seams or partings in bedding
planes, should be recovered, because a knowledge of their presence and properties
is essential in predicting the likely behaviour of the rock mass during and following
excavation. In normal exploration drilling, these materials are seen to be of little
importance and no effort is made to recover them.

Diamond core drilling is expensive, and it is important that the operation be ade-
quately controlled if full value is to be gained from the expenditure. Several factors
can influence the quality of the results obtained.

Drilling machine. A hydraulic feed drilling machine is essential to ensure high core
recovery. The independent control of thrust permits the bit to adjust its penetration
rate to the properties of the rock being drilled and, in particular, to move rapidly
through weathered rock and fault zones before they are eroded away by the drilling
fluid.

There is a range of hydraulic feed machines that are suitable for geotechnical
drilling from surface and underground locations. The use of lightweight (aluminium)
drill rods and hydraulic chucks permits rapid coupling and uncoupling of rods in
a one-man operation. Figure 3.18 shows some results obtained with one of these
machines, a Craelius Diamec 250, in drilling a horizontal 56 mm diameter hole in an
underground limestone quarry. Electronic transducers were used to monitor thrust,
rotary speed, penetration, torque and delivery and return water pressures and flows as
drilling proceeded. Changes in rock strength were reflected by changes in penetration
rate. Open fractures were typified by local steps in the penetration trace and by spikes
in the rotary speed and torque traces. Clay- or gouge-filled features also produced
irregular torque and rotary speed traces. In the case shown in Figure 3.18, a 12 cm
wide clay-filled fissure encountered at a hole depth of 17.61 m, caused the bit to block
and the drill to stall.

Figure 3.18 Strip chart record of a
short instrumented diamond drilling
run (after Barr and Brown, 1983).
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Figure 3.19 Diagrammatic illustra-
tion of the distinctive features of (a)
single-tube, and (b) double-tube core
barrels.

The use of drill rig instrumentation, sometimes known as measurement while
drilling (MWD), can greatly improve the quantity and quality of the geotechnical data
obtained from non-coring rotary drilling as well as from coring drilling. Schunnesson
and Holme (1997) and Schunnesson (1998) give examples of rock characterisation
through the monitoring of production percussive drilling at a number of mines in
Sweden. Both in-the-hole and top hammer drills were used with drilling orientations
ranging from vertical to horizontal. Depending on the type of drill being used,
microprocessors were used to record drilled length, thrust, penetration rate, rotational
speed, torque pressure, hydraulic pressure, time and electric current and voltage at
every 10 mm or 10 cm of penetration. The data obtained were used to identify faults,
discriminate between rock types, identify orebody boundaries and estimate RQD
values.

Core barrel. Except in extremely good-quality rock and for the larger core sizes,
the objective of recovering a complete, undisturbed core sample of the rock mass
can only be achieved if the core passes into an inner tube in the core barrel. When
a single-tube core barrel (Figure 3.19a) is used, the core may be damaged by the
rotating barrel and by the circulating water to which it is fully exposed. In a double-
tube core barrel (Figure 3.19b), the core is retained in an inner barrel mounted on a
bearing assembly. This de-couples the inner barrel from the rotating outer barrel and
isolates the core from the drilling water, except at the bit. Some manufacturers also
supply triple-tube core barrels which use a split inner tube inside the second barrel.
This inner tube is removed from the barrel with the core, further minimising core
disturbance, particularly during and after core extraction. Split inner tube wireline
core barrels have greatly improved the efficiency and quality of geotechnical drilling
in deeper holes.
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The more sophisticated core barrels are not required for very good quality,
strong rocks or when larger-diameter cores are taken. The usual core diameter for
geotechnical drilling is 50–55 mm. With larger core diameters, mechanical breakage
of the core and erosion at the bit are less likely to occur, and recovery is correspond-
ingly higher. Unfortunately, drilling costs vary approximately with the square of the
core diameter, and so a compromise must be reached between cost and drilling quality.
Rosengren (1970) describes successful large-diameter core drilling operations car-
ried out from underground locations at the Mount Isa Mine, Australia. Thin wall bits
and up to 6 m long single-tube core barrels were used to take 102 mm and 152 mm
diameter cores in hard silica dolomite.

Drilling techniques and contracts. Because the emphasis is on core recovery
rather than on depth drilled, the drillers must exercise greater care in geotechnical
than in other types of drilling, and must be motivated and rewarded accordingly. It
is desirable that geotechnical drilling crews be given special training and that their
contracts take account of the specialised nature of their work. The normal method
of payment for exploration drilling (fixed rate plus payment per unit length drilled)
is generally unworkable for geotechnical drilling. A preferred alternative is to pay
drillers on the basis of drilling time, with a bonus for core recovery achieved above a
specified value which will vary with the nature of the rock mass.

To obtain good core recovery and avoid excessive breakage of the core, it is essential
that the drilling machine be firmly secured to its base, that special care be taken
when drilling through weak materials (the readings of instruments monitoring drilling
parameters can be invaluable here), and that extreme care be used in transferring the
core from the core barrel to the core box and in transporting it to the core shed.

Core orientation. If the fullest possible structural data are to be obtained from the
core, it is essential that the core be oriented correctly in space. Not only must the trend
and plunge of the borehole axis be measured (the trend and plunge of a line are
analogous to the dip direction and dip of a plane), but the orientation of the core
around the full 360◦ of the borehole periphery must be recorded. If this is not done,
then the true orientations of discontinuities intersected by the borehole cannot be
determined.

Three general approaches may be used to orient the core correctly.

(a) Use the known orientations of geological markers, such as bedding planes,
cleavage or an easily identified joint set, to determine the correct orientation
of the core and of the other structural features that it contains. Even the most
regular geological features do not always have the same attitudes at widely
spaced locations within the rock mass and so this approach can be relied upon
only in exceptional cases.

(b) Use a device in the core barrel that places orientation marks on the core. Ex-
amples of such mechanical devices are the Craelius core orienter which uses
a set of lockable prongs to orient the first piece of core in a drilling run using
the existing core stub as a guide, and the Christensen-Hugel core barrel which
scribes reference marks on the core in an orientation known from a magnetic
borehole survey instrument mounted in the core barrel. Acid etching and clay
imprint methods are also examples of this general approach.
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(c) Examine the borehole walls with a suitably oriented downhole tool and relate
orientations of features measured on the walls to those found on the core at the
corresponding depth. Instruments used for this purpose include cameras, televi-
sion cameras, periscopes, the seisviewer (an acoustic device) and the borehole
impression packer.

A complete discussion of these various techniques is outside the scope of this
text. Fuller details are given by Rosengren (1970), Goodman (1976), Sullivan et al.
(1992) and Nickson et al. (2000). Unfortunately, all of these techniques have their own
disadvantages and generally only operate successfully under restricted conditions. As
with many aspects of mining engineering, there is no universal or simple answer to the
question of how to orient core. Quite often, when the standard techniques do not give
satisfactory results, techniques suited to local conditions can be devised. Rosengren
(1970), for example, describes a technique developed for orienting core taken from flat
dipping, large-diameter holes at the Mount Isa Mine, Australia. The device ‘consists
of a marking pen fitted in a short dummy barrel and attached to a mercury orienting
switch. The barrel is lowered into the hole with aluminium rods and when nearly on the
face, is rotated until the pen is in a known position, as indicated by the mercury switch.
The barrel is then pushed on to the face, and so marks the core stub in a known position.’

Core logging. The final stage in the geotechnical drilling process is the recording of
the information obtained from the core. Here again, the value of the entire expensive
exercise can be put at risk by the use of poor techniques or insufficient care. Generally,
the structural or geotechnical logging of the core is carried out by specially trained
operators in a location removed from the drilling site. The log so obtained is additional
to the normal driller’s or geologist’s log.

It must be recognised that the data obtained from geotechnical drilling may not be
used in planning studies or detailed mine design until after some time has elapsed.
Because of the considerable cost of obtaining the core, measures should be taken to
ensure that the fullest amount of useful information is recovered from it. An essential
first step in this regard is to take colour photographs of the boxes of core as soon as
they become available and before they are disturbed by the logging process or pieces
of core are removed for testing or assaying. The use of digital technologies makes
the taking, archiving and use of core photographs much easier and more reliable than
it had been previously. Brown (2003) gives an example of the use of a photograph
gallery manager within a geotechnical data management system.

The design of the logging sheet and the logging procedures used will vary with the
nature of the rock mass and with the project concerned. However, the geotechnical or
structural log will usually include information on the size, location and orientation of
the borehole, a description of the rock types encountered, together with a strength in-
dex (generally the point load index) and/or a weathering index, and, most importantly,
data on all discontinuities intersecting the core. These data will include the depth at
which the discontinuity is intersected, its nature (joint, bedding plane, drilling break),
its orientation, its roughness (generally on a multi-point scale) and the presence and
nature of infilling materials. Values of RQD or the results of in situ testing, such as
permeability tests, may be added as required. From the data recorded on the core log
and the driller’s or geologist’s log, composite logs may be prepared for subsequent
use by the planning or rock mechanics engineer.
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Downhole logging. The logging of core may be supplemented by logging of the
borehole walls with a range of downhole tools such as borehole cameras, televi-
sion cameras and geophysical tools. Optical imaging may be enhanced by the use of
digital imaging software to process the signals received from a downhole scanner.
The digitally recorded data yield high resolution colour images, enabling detailed
measurements to be made of discontinuities (e.g. Kamewada et al., 1990, Goodman,
1993) and mineralisation to be identified. However, it must be remembered that sam-
pling issues such as the orientation bias and the lack of persistence data also apply to
borehole imaging techniques.

Geophysical logging systems consist of a downhole probe or tool attached to a
multi-conductor electric cable often referred to as a wireline. Several types of geo-
physical devices may be combined to form one downhole logging tool. The most
common types of downhole geophysical logging test include seismic velocity (full
wave seismic logs), acoustic scanning, electrical resistivity, gamma-gamma and self
potential. These logs may be correlated with rock types, material strengths and moduli
(e.g. Schepers et al., 2001). The ISRM Commission (1981) has published Suggested
Methods for the standard geophysical logging tests. The most useful device for making
discontinuity measurements is the acoustic scanner, seisviewer or televiewer, which
is able to provide oriented images of borehole walls at very fine resolutions (Hatherly
and Medhurst, 2000).

3.5 Presentation of structural data

3.5.1 Major features
The effective utilisation of geological data by a mining or rock mechanics engineer
requires that the engineer must first be able to understand and digest the data and to
visualise their relation to the proposed mining excavation. It is necessary, therefore,
that means be found of presenting the data so that the often complex three-dimensional
geometrical relations between excavations and structural features can be determined
and portrayed.

Major structural features such as dykes, faults, shear zones and persistent joints
may be depicted in a variety of ways. Their traces may be plotted directly on to mine
plans with the dips and dip directions marked. Alternatively, structural features may
be plotted, level by level, on transparent overlays which can be laid over mine plans
so that their influence can be assessed in developing mining layouts.

However, the most effective method of depicting major structural features is through
the use of modern computer-based mine planning systems. These systems which are
used at all major mines in one form or another, permit geological and geotechnical data
to be integrated with mine planning and design systems. They are able to produce plan
or sectional views as well as three-dimensional representations which can be rotated
about chosen axes. Figure 3.20 shows such a depiction of two faults with orientations
(dip/dip direction) of 70/255 and 70/319 intersecting stope development excavations
in a bench-and-fill stoping block at the Neves Corvo mine, Portugal.

3.5.2 Joints and bedding planes
The data for joints and bedding planes differ in two significant respects from the data
for major structural features such as faults. First, they are much more numerous, giving

69



ROCK MASS STRUCTURE AND CHARACTERISATION

Figure 3.20 Computerised depic-
tion of two faults intersecting stope
development excavations.

rise to a distribution of orientations for each set rather than the single orientation used
to describe a major feature. Second, their spacings or frequencies are important and
must be represented in some way. As illustrated by Figure 3.7, a histogram of spacing
values is a convenient way of presenting these data. All discontinuities intersected
by a given length of borehole or scanline may be plotted together as in Figure 3.7, or
alternatively, the individual discontinuities may be assigned to particular sets which
are then plotted separately. Figure 3.21 shows an example in which a distinction is
made between bedding plane breaks and other joints in discontinuity frequency plots
for two inclined boreholes intersecting two orebodies.

Figures 3.7 and 3.21 show measured spacings along a scanline and measured
frequencies along a borehole, respectively. It is also possible to present these data as
spacings or frequencies along lines perpendicular to the discontinuity plane at various
points along the scanline or borehole.

Orientation data are sometimes presented on a rose diagram in which the strikes of
discontinuities are shown in, say, 5◦ intervals around a polar diagram and the numbers

Figure 3.21 Plots of fracture fre-
quency along the lengths of boreholes
(after Mathews and Rosengren, 1986).

70



THE HEMISPHERICAL PROJECTION

of observations made for each orientation interval are plotted as radii. Dips and dip
directions may be added at the periphery of the circular diagram. This method of
presenting discontinuity orientation data is much less useful and versatile than the
hemispherical or stereographic projection which will be discussed in the following
section.

3.6 The hemispherical projection

3.6.1 Hemispherical projection of a plane
The hemispherical projection is a method of representing and analysing the three-
dimensional relations between planes and lines on a two-dimensional diagram. The
method was first developed as a tool for use in structural geology but has been ex-
tended and used to solve engineering problems. The basis of the method and its classic
geological applications are described by Phillips (1971). Rock engineering applica-
tions are described in detail by Goodman (1976, 1989), Hoek and Brown (1980),
Hoek and Bray (1981) and Priest (1985, 1993). Application of the technique to the
problem of structurally controlled failures around underground mining excavations
will be discussed in Chapter 9.

Imagine a sphere which is free to move in space so that it can be centred on an
inclined plane as illustrated in Figure 3.22. The intersection of the plane and the
surface of the sphere is a great circle, shown at the perimeter of the shaded area in

Figure 3.22 The great circle and its
poles which define the orientation of
a plane.
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Figure 3.23 Stereographic projec-
tion of a great circle and its pole on
to the horizontal plane from the lower
reference hemisphere.

Figure 3.22. A line perpendicular to the plane and passing through the centre of the
sphere intersects the sphere at two diametrically opposite points called the poles of
the plane.

Because the great circle and the pole representing the plane appear on both the
upper and lower parts of the sphere, only one hemisphere need be used to plot and
manipulate structural data. In rock mechanics, the lower-hemisphere projection is
almost always used. The upper-hemisphere projection is often used in textbooks
on structural geology and can be used for rock mechanics studies if required (for
example, Goodman, 1976).

The hemispherical projection provides a means of representing the great circle and
pole shown in Figure 3.22 on a horizontal plane. As shown in Figure 3.23, this is
achieved by connecting all points on the great circle and the pole with the zenith or
point at which a vertical through the centre of the sphere intersects the top of the
sphere. The hemispherical projections of the great circle and the pole are then given
by the intersections of these projection lines with the horizontal plane.

The projection shown in Figure 3.23 is known as the stereographic, Wulff, or
equal-angle projection. In this projection, any circle on the reference hemisphere
projects as a circle on the plane of the projection. This is not the case for an alternative
projection known as the Lambert, Schmidt or equal-area projection. The latter
projection is better suited than the equal-angle projection for use in the analysis
of discontinuity orientation data, to be discussed in section 3.6.2. The equal-angle
projection has an advantage in terms of the solution of some engineering problems
and so will be used here. Most of the constructions to be used are the same for both
types of projection.

The plotting of planes and their poles is carried out with the aid of a stereonet such
as that shown in Figure 3.24. The great circles representing planes of constant dip are
constructed as circular arcs centred on extensions of the east–west axis of the net. The
stereonet also contains a series of small circles centred on extensions of the north–
south axis. The angle between any two points on a great circle is determined by count-
ing the small circle divisions along the great circle between the two points concerned.
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Figure 3.24 Meridional stereo-
graphic or equal area net.

Figure 3.25 Stereographic projec-
tion of the great circle and pole of the
plane 230◦/50◦.

Appendix A sets out the detailed steps required to construct the great circle and
pole of a plane using a stereonet such as that shown in Figure 3.24. This procedure
involves centring a piece of tracing paper over the stereonet with a drawing pin,
marking the north point, marking the dip direction of the discontinuity measured
around the periphery of the net from the north point, rotating the tracing paper so that
the dip direction coincides with either the east or the west direction on the stereonet,
measuring the dip of the discontinuity by counting great circles from the periphery of
the net, and drawing in the appropriate great circle. The pole is plotted by counting a
further 90◦ along the east–west axis from the great circle with the tracing paper still
in the rotated position. Figure 3.25 shows the great circle and pole of a plane having
a dip of 50◦ and a dip direction of 230◦. Appendix A also sets out the steps required
to carry out a number of other manipulations. In practice these manipulations are
carried out using computer programs. The manual methods are presented here to aid
the development of the reader’s understanding. Further details are given by Priest
(1985, 1993).

3.6.2 Plotting and analysis of discontinuity orientation data
An elementary use of the stereographic projection is the plotting and analysis of field
measurements of discontinuity orientation data. If the poles of planes rather than
great circles are plotted, the data for large numbers of discontinuities can be rapidly
plotted on one diagram and contoured to give the preferred or ‘mean’ orientations of
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Figure 3.26 Polar stereographic net
used for plotting poles of geological
planes.

the dominant discontinuity sets and a measure of the dispersion of orientations about
the ‘mean’.

Field data may be plotted using a stereonet such as that shown in Figure 3.24
and the method for plotting poles to planes given in Appendix A. However, it is
slightly more convenient to use a suitably annotated polar net such as that shown in
Figure 3.26. Using this net, the tracing paper on which the data are to be plotted does
not have to be rotated in the east–west position to plot each pole, as it has to be in
the procedure described in Appendix A. A piece of tracing paper is centred over the
net using a drawing pin, the north point is marked, and the poles are plotted using
the dip directions given in bold in Figure 3.26 (the dip direction of the plane ± 180◦)
and measuring the dips from the centre of the net along the appropriate dip direction
lines.

Figure 3.27 shows such a plot of the poles to 351 individual discontinuities whose
orientations were measured at a particular field site. Different symbols have been
used for three different types of discontinuity – joints, bedding planes and a fault. The
fault has a dip direction of 307◦ and a dip of 56◦. Contours of pole concentrations
may be drawn for the joints and bedding planes to give an indication of the preferred
orientations of the various discontinuity sets present. Because of the basic principle
of its construction, the equal-area projection is best suited to contouring. However,
Hoek and Brown (1980) found that provided a suitable counting net (see below) is
used, the equal-angle projection can be used to give results that are almost identical
with those given by the equal-area method.
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Figure 3.27 Plots of poles of
351 discontinuities (after Hoek and
Brown, 1980).

Methods of manual pole contouring are described by Phillips (1971), Hoek and
Brown (1980) and Priest (1985, 1993). In these methods, the numbers of poles lying
within successive areas which each constitute 1% of the area of the hemisphere are
counted. The maximum percentage pole concentrations are then determined and con-
tours of decreasing percentage of pole concentrations around the major concentrations
are established. Figure 3.28 shows the contours of pole concentrations so determined
for the data shown in Figure 3.27. The central orientations (dip/dip direction) of the
two major joint sets are 22/347 and 83/352, and that of the bedding planes is 81/232.
It is important to note that although the order dip/dip direction is most commonly
used in the mining industry, some authors (e.g. Priest 1985, 1993) use the reverse
representation of trend/plunge or dip direction/dip.

It is also important to note that there is a distribution of orientations about the
central or “mean” orientations. As illustrated by Figure 3.28, this distribution may be
symmetric or asymmetric. A number of statistical models have been used to provide
measures of the dispersion of orientations about the mean. The most commonly used
of these is the Fisher distribution (Fisher, 1953) in which the symmetric dispersion
of data about the mean in represented by a number, K, known as the Fisher constant.
The higher the value of K, the less is the dispersion of values about the mean or true
orientation. For a random distribution of poles, K = 0. Further details of the Fisher
distribution and its application to the analysis of discontinuity orientation data are
given by Priest (1985, 1993) and Brown (2003).

The data from which contours of pole concentrations are drawn usually suffer
from the orientation bias illustrated by Figure 3.13 and discussed in section 3.4.1.
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Figure 3.28 Contours of pole con-
centrations for the data plotted in
Figure 3.27 (after Hoek and Brown,
1980).

When the data are collected from a single borehole or scanline, it will be necessary to
correct the observed pole concentrations to account for the fact that the numbers of
discontinuities of a given set intersected will depend on the relative orientations of the
set and the borehole or scanline. The correction most widely used is that developed
by Terzaghi (1965). In the general case, the number of observations within a given
counting area must be weighted by a factor 1/ cos � where � is the angle between
the borehole axis or the scanline and the normal to the discontinuity. In practice, this
correction is generally made only for |�| ≤ 70◦ (Goodman, 1976). For � > 70◦, the
Terzaghi correction is not reliable and so the data should be discarded or an alternative
approach used (Priest, 1993).

As noted previously, the plotting and analysis of discontinuity orientation data are
now carried out using computer software. Figure 3.29 shows a contoured stereographic
projection produced by one of the most commonly used programs known as DIPS
(Rocscience, 1999). Fisher constant calculations, the Terzaghi correction, and other
corrections and analytical tools may be incorporated into these programs. When
orientation data have been obtained from boreholes or scanlines of similar length
oriented in at least three different directions at a site, it is not necessary to apply
the Terzaghi correction to a plot of the combined data if discontinuity frequency is
not being considered. In this case, it may be necessary to use the procedure given in
Appendix A for rotating data from one plane to another if the data are given with
respect to the borehole axis rather than as correctly oriented data.
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Figure 3.29 Computer generated
contoured stereographic projection
(after Rocscience, 1999).

3.7 Rock mass classification

3.7.1 The nature and use of rock mass classification schemes
Whenever possible, it is desirable that mining rock mechanics problems be solved
using the analytical tools and engineering mechanics-based approaches discussed in
later chapters of this book. However, the processes and interrelations involved in
determining the behaviour of the rock surrounding a mining excavation or group
of excavations are sometimes so complex that they are not amenable to enginerring
analysis using existing techniques. In these cases, design decisions may have to take
account of previous experience gained in the mine concerned or elsewhere.

In an attempt to quantify this experience so that it may be extrapolated from one site
to another, a number of classification schemes for rock masses have been developed.
These classification schemes seek to assign numerical values to those properties
or features of the rock mass considered likely to influence its behaviour, and to
combine these individual values into one overall classification rating for the rock
mass. Rating values for the rock masses associated with a number of mining or civil
engineering projects are then determined and correlated with observed rock mass
behaviour. Aspects of rock mass behaviour that have been studied in this way include
the stable spans of unsupported excavations, stand-up times of given unsupported
spans, support requirements for various spans, cavability, stable pit slope angles,
hangingwall caving angles and fragmentation. A number of these assessments made
from geotechnical data collected in the exploration or feasibility study stages of a
mining project may provide useful guides to the selection of an appropriate mining
method.

Although the use of this approach is superficially attractive, it has a number of
serious shortcomings and must be used only with extreme care. The classification
scheme approach does not always fully evaluate important aspects of a problem,
so that if blindly applied without any supporting analysis of the mechanics of the
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problem, it can lead to disastrous results. It is particularly important to recognise
that the classification schemes give reliable results only for the rock masses and
circumtances for which the guide-lines for their application were originally developed.
It is for this reason that considerable success has been achieved in using the approach
to interpolate experience within one mine or a group of closely related mines, as
described by Laubscher (1977), for example.

Hoek and Brown (1980), Goodman (1993) and Brown (2003), among others, have
reviewed the considerable number of rock mass classification schemes that have been
developed for a variety of purposes. Two of these schemes, the NGI tunnelling quality
index (Q) developed by Barton et al. (1974) and the CSIR goemechanics or Rock
Mass Rating (RMR) scheme developed by Bieniawski (1973, 1976), are currently
widely used in civil engineering and in mining practice. Bieniawski’s RMR scheme
has been modified by Laubscher (1977, 1990), particularly for use in cave mining
applications. Because of their widespread use in mining practice, the basic RMR and
Q systems will be outlined here. The more recent GSI system introduced by Hoek
(1994) and developed further by Marinos and Hoek (2000) will also be discussed.

3.7.2 Bieniawski’s geomechanics classification
Bieniawski (1973, 1976) developed his scheme using data obtained mainly from civil
engineering excavations in sedimentary rocks in South Africa. Bieniawski’s scheme
uses five classification parameters.

1 Strength of the intact rock material. The uniaxial compressive strength of the
intact rock may be measured on cores as described in section 4.3.2. Alternatively,
for all but very low-strength rocks, the point load index (section 4.3.9) may be
used.

2 Rock Quality Designation (RQD) as described in section 3.3.
3 Spacing of joints. In this context, the term joints is used to describe all disconti-

nuities.
4 Condition of joints. This parameter accounts for the separation or aperture of

discontinuities, their continuity or persistence, their surface roughness, the wall
condition (hard or soft) and the nature of any in-filling materials present.

5 Groundwater conditions. An attempt is made to account for the influence of
groundwater pressure or flow on the stability of underground excavations in terms
of the observed rate of flow into the excavation, the ratio of joint water pressure
to major principal stress, or by a general qualitative observation of groundwater
conditions.

The way in which these parameters are incorporated into Bieniawski’s geo-
mechanics classification for jointed rock masses is shown in Part (a) of Table 3.5.
For various ranges of each parameter, a rating value is assigned. The allocation of
these rating values allows for the fact that all parameters do not necessarily contribute
equally to the behaviour of the rock mass. The overall Rock Mass Rating (RMR) is
obtained by adding the values of the ratings determined for the individual parame-
ters. This RMR value may be adjusted for the influence of discontinuity orientation
by applying the corrections given in Part (b) of Table 3.5. The terms used for this
purpose are explained in Table 3.6. (When falling or sliding of blocks of rock from
the roof or walls of an excavation is a possibility, this approach should not be relied
upon. A wedge analysis of the type described in Chapter 9 should be used.) Part (c) of
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Table 3.6 The effects of joint strike and dip in tunnelling (after Bieniawski, 1989).

Strike perpendicular to tunnel axis Strike parallel to tunnel axis

Drive with dip Drive against dip

Dip 0◦–20◦
Dip Dip Dip Dip Dip Dip irrespective
45◦–90◦ 20◦–45◦ 45◦–90◦ 20◦–45◦ 45◦–90◦ 20◦–45◦ of strike

very favourable fair unfavourable very fair fair
favourable unfavourable

Table 3.7 Determination of rock mass rating.

Parameter Value or description Rating

1. strength of intact rock material 150 MPa 12
2. RQD 70 13
3. joint spacing 0.5 m 10
4. condition of joints slightly rough surfaces

separation < 1 mm 25
slightly weathered joint
wall rock

5. groundwater water dripping 4
Total RMR 64

Table 3.5 sets out the class and description assigned to rock masses with various total
ratings. The interpretation of these ratings in terms of stand-up times of underground
excavations and rock mass strength parameters is given in Part (d) of Table 3.5. The
variation with RMR of the in situ strengths and deformabilities of jointed rock masses
will be discussed in section 4.9.

As an example of the application of Bieniawski’s classification, consider a granitic
rock mass for which the RMR is determined as shown in Table 3.7. An adit is to
be driven into the granite oriented such that the dominant joint set strikes roughly
perpendicular to the adit axis and dips at 35◦ against the drive direction. From Table 3.6
this situation is described as unfavourable for which a rating adjustment of – 10 is
obtained from Part (b) of Table 3.5. Thus the final RMR is reduced to 54 which places
the rock mass in Class III with a description of fair.

3.7.3 The NGI Q system
This classification was developed by Barton et al. (1974) as a means estimating
support requirements for hard rock tunnels in Scandinavia as a function of an index
of rock mass quality, defined as

Q =
(

RQ D

Jn

)
×

(
Jr

Ja

)
×

(
Jw

SRF

)
(3.11)

where
RQD is the Rock Quality Designation discussed in section 3.3;
Jn is the Joint Set Number which represents the number of joint sets in the rock

mass, varying from 0.5 for a massive rock mass with no or few joints to 20 for crushed
or diaggregated rock;

Jr is the Joint Roughness Number which represents the roughness of the structural
features in the rock mass, varying from 0.5 for slickensided, planar surfaces to 5 for
non-persistent structures with spacings larger than 3 m;
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Ja is the Joint Alteration Number representing the condition or degree of alteration
of the structures in the rock mass, varying from 0.75 for wall-wall contact in unaltered
rock or for joints containing tightly healed, hard, non-softening, impermeable filling
to 20 for structures with thick fillings of clay gouge;

Jw is the Joint Water Reduction Factor representing the groundwater conditions,
varying from 0.05 for exceptionally high inflows or for water pressure continuing
without noticeable decay to 1.0 for dry conditions or minor inflows; and

SRF is the Stress Reduction Factor which is a coefficient representing the effect
of stresses acting on the rock mass, varying from 0.5 for high stress but tight structure
conditions in good quality rock to 400 for heavy squeezing rock pressures or heavy
rock burst conditions and immediate dynamic deformations in massive rock.

The three quotients in equation 3.11 may be taken to represent the block size,
the inter-block frictional shear strength and the “active stress”, respectively. The
details of how the six parameters in the Q system are determined are given by Barton
et al. (1974), Hoek and Brown (1980), Priest (1993) and Barton (2002), for example.
Except for some changes to the SRF parameter introduced to account for rockburst
conditions, the original Q system has remained essentially unchanged since it was
first developed. Possible Q values range from 0.001 to 1000 on a logarithmic scale.
The system defines nine geotechnical classes of rock mass ranging from exceptionally
poor (Q ≤ 0.01) to exceptionally good (Q ≥ 400). The application of the Q system in
underground mining rock mechanics will be discussed at various points in this book.
It should be noted that some applications use the parameter Q′ which is the value of
Q with the active stress term Jw/SRF, put equal to unity.

3.7.4 Geological strength index (GSI)
As part of the continuing development and practical application of the Hoek-Brown
empirical rock mass strength criterion to be discussed in section 4.9.1, Hoek (1994)
and Hoek et al. (1995) introduced a new rock mass classification scheme known as
the Geological Strength Index (GSI). The GSI was developed to overcome some of
the deficiencies that had been identified in using the RMR scheme with the rock mass
strength criterion.

The GSI was developed specifically as a method of accounting for those properties
of a discontinuous or jointed rock mass which influence its strength and deformability.
As will become apparent in Chapter 4, the strength of a jointed rock mass depends on
the properties of the intact pieces of rock and upon the freedom of those pieces to slide
and rotate under a range of imposed stress conditions. This freedom is controlled by
the shapes of the intact rock pieces as well as by the condition of the surfaces separating
them. The GSI seeks to account for these two features of the rock mass, its structure
as represented by its blockiness and degree or interlocking, and the condition of the
discontinuity surfaces. Using Figure 3.30 and with some experience, the GSI may be
estimated from visual exposures of the rock mass or borehole core.

It will be noted that the GSI does not explicitly include an evaluation of the uniaxial
compressive strength of the intact rock pieces and avoids the double allowance for
discontinuity spacing as occurs in the RMR system. Nor does it include allowances for
water or stress conditions which are accounted for in the stress and stability analyses
with which the Hoek-Brown criterion is used. Although the origin and petrography
of the rock are not represented in Figure 3.30, the rock type will usually constrain the
range of GSI values that might be encountered in rock masses of that type. Marinos
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Figure 3.30 Geological Strength In-
dex (GSI) for jointed rock masses
(after Hoek, 2003).

and Hoek (2000) present a series of indicative charts which show the most probable
ranges of GSI values for rock masses of several generic rock types.

Problems

1 A scanline survey is to be carried out on the vertical wall of an exploration drive.
The rock mass contains two sets of parallel discontinuities whose traces on the wall
are mutually inclined at 75◦ as shown in the diagram. The traces of set A make an
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angle of 55◦ with a horizontal scanline. Large numbers of measurements give the
apparent mean spacings of sets A and B along the scanline as 0.450 m and 0.800 m,
respectively.

(a) Calculate the mean normal spacing of each set.
(b) What is the mean spacing of all discontinuities in the direction of the scanline?
(c) Assuming that the combined discontinuity spacings follow a negative expo-

nential distribution, estimate the RQD of the rock mass in the direction of the
scanline.

2 A preliminary borehole investigation of a sandstone produced 30 m of core that
contained 33 drilling breaks, 283 iron-stained joints and 38 other discontinuities of
uncertain origin.

(a) Calculate the bandwidths within which the overall mean discontinuity spacing
in the direction of the borehole axis lies at the 80% and 95% confidence levels.

(b) What approximate additional length of borehole is required to provide a value
in a bandwidth of ± 8% of the true spacing value at the 95% confidence
level?

3 Plot on the stereographic projection the great circle of the plane with the orientation
(dip direction/dip) 110/50. What is the apparent dip of this plane in the direction 090◦?

4 What are the trend and plunge of the line of intersection of the planes 110/50 and
320/60?

5 Plot the great circles and poles to the planes 156/32 and 304/82. What is the acute
angle between these planes? In what plane is it measured?

6 A tunnel of square cross section has planar vertical sidewalls of orientation 230/90.
The lineation produced by the intersection of a planar joint with one sidewall plunges
at 40◦ to the north-west. The same joint strikes across the horizontal roof in the
direction 005◦ − 185◦. What is the orientation of the joint plane?

7 A reference line is scribed on drill core for use in correctly orienting discontinuities
intersected by the core. A certain planar discontinuity has the apparent orientation
120/35 measured with the reference line vertical. If the actual trend and plunge of the
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borehole axis, and of the reference line, are 225◦ and 60◦ respectively, determine the
true orientation of the discontinuity.

8 Assume that, for the rock mass described in Problem 1, both sets of discontinuities
strike perpendicular to the drive axis. The intact rock material has a uniaxial com-
pressive strength of 120 MPa, the joint surfaces are slightly rough with an average
separation of 0.2 mm and, although there is water in the joints, the flow into the
excavation is quite small.

Determine the basic CSIR geomechanics classification for this rock mass (Ta-
ble 3.5). How does application of the adjustments for joint orientations for tunnelling
given by Tables 3.5 and 3.6 affect this classification?

Is the adjusted RMR value likely to provide a satisfactory guide to roof stability in
this case?
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4 Rock strength and deformability

4.1 Introduction

The engineering mechanics-based approach to the solution of mining rock mechanics
problems used in this book, requires prior definition of the stress–strain behaviour of
the rock mass. Important aspects of this behaviour are the constants relating stresses
and strains in the elastic range, the stress levels at which yield, fracturing or slip occurs
within the rock mass, and the post-peak stress–strain behaviour of the fractured or
‘failed’ rock.

In some problems, it may be the behaviour of the intact rock material that is of
concern. This will be the case when considering the excavation of rock by drilling
and blasting, or when considering the stability of excavations in good quality, brittle
rock which is subject to rockburst conditions. In other instances, the behaviour of
single discontinuities, or of a small number of discontinuities, will be of paramount
importance. Examples of this class of problem include the equilibrium of blocks of
rock formed by the intersections of three or more discontinuities and the roof or wall of
an excavation, and cases in which slip on a major throughgoing fault must be analysed.
A different class of problem is that in which the rock mass must be considered as
an assembly of discrete blocks. As noted in section 6.7 which describes the distinct
element method of numerical analysis, the normal and shear force–displacement
relations at block face-to-face and corner-to-face contacts are of central importance
in this case. Finally, it is sometimes necessary to consider the global response of a
jointed rock mass in which the discontinuity spacing is small on the scale of the
problem domain. The behaviour of caving masses of rock is an obvious example of
this class of problem.

It is important to note that the presence of major discontinuities or of a number of
joint sets does not necessarily imply that the rock mass will behave as a discontinuum.
In mining settings in which the rock surrounding the excavations is always subject
to high compressive stresses, it may be reasonable to treat a jointed rock mass as an
equivalent elastic continuum. A simple example of the way in which rock material
and discontinuity properties may be combined to obtain the elastic properties of the
equivalent continuum is given in section 4.9.2.

Figure 4.1 illustrates the transition from intact rock to a heavily jointed rock mass
with increasing sample size in a hypothetical rock mass surrounding an underground
excavation. Which model will apply in a given case will depend on the size of the
excavation relative to the discontinuity spacing, the imposed stress level, and the
orientations and strengths of the discontinuities. Those aspects of the stress–strain
behaviour of rocks and rock masses required to solve these various classes of prob-
lem, will be discussed in this chapter. Since compressive stresses predominate in
geotechnical problems, the emphasis will be on response to compressive and shear
stresses. For the reasons outlined in section 1.2.3, the response to tensile stresses will
not be considered in detail.
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Figure 4.1 Idealised illustration of
the transition from intact rock to a
heavily jointed rock mass with in-
creasing sample size (after Hoek and
Brown, 1980).

4.2 Concepts and definitions

Experience has shown that the terminology used in discussions of rock ‘strength’ and
‘failure’ can cause confusion. Unfortunately, terms which have precise meanings in
engineering science are often used imprecisely in engineering practice. In this text,
the following terminology and meanings will be used.

Fracture is the formation of planes of separation in the rock material. It involves
the breaking of bonds to form new surfaces. The onset of fracture is not necessarily
synonymous with failure or with the attainment of peak strength.

Strength, or peak strength, is the maximum stress, usually averaged over a plane,
that the rock can sustain under a given set of conditions. It corresponds to point B
in Figure 4.2a. After its peak strength has been exceeded, the specimen may still
have some load-carrying capacity or strength. The minimum or residual strength
is reached generally only after considerable post-peak deformation (point C in
Figure 4.2a).

Brittle fracture is the process by which sudden loss of strength occurs across a
plane following little or no permanent (plastic) deformation. It is usually associated
with strain-softening or strain-weakening behaviour of the specimen as illustrated in
Figure 4.2a.

Ductile deformation occurs when the rock can sustain further permanent defor-
mation without losing load-carrying capacity (Figure 4.2b).

Figure 4.2 (a) Strain-softening; (b)
strain-hardening stress–strain curves.
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Yield occurs when there is a departure from elastic behaviour, i.e. when some of
the deformation becomes irrecoverable as at A in Figure 4.2a. The yield stress (�y in
Figure 4.2) is the stress at which permanent deformation first appears.

Failure is often said to occur at the peak strength or be initiated at the peak strength
(Jaeger and Cook, 1979). An alternative engineering approach is to say that the rock
has failed when it can no longer adequately support the forces applied to it or otherwise
fulfil its engineering function. This may involve considerations of factors other than
peak strength. In some cases, excessive deformation may be a more appropriate
criterion of ‘failure’ in this sense.

Effective stress is defined, in general terms, as the stress which governs the gross
mechanical response of a porous material. The effective stress is a function of the
total or applied stress and the pressure of the fluid in the pores of the material,
known as the pore pressure or pore-water pressure. The concept of effective stress
was first developed by Karl Terzaghi who used it to provide a rational basis for the
understanding of the engineering behaviour of soils. Terzaghi’s formulation of the
law of effective stress, an account of which is given by Skempton (1960), is probably
the single most important contribution ever made to the development of geotechnical
engineering. For soils and some rocks loaded under particular conditions, the effective
stresses, �′

i j , are given by

�′
i j = �i j − u�i j (4.1)

where �i j are the total stresses, u is the pore pressure, and �i j is the Kronecker delta.
This result is so well established for soils that it is often taken to be the definition of
effective stress. Experimental evidence and theoretical argument suggest that, over a
wide range of material properties and test conditions, the response of rock depends
on

�′
i j = �i j − �u�i j (4.2)

where � � 1, and is a constant for a given case (Paterson, 1978).

4.3 Behaviour of isotropic rock material in uniaxial compression

4.3.1 Influence of rock type and condition
Uniaxial compression of cylindrical specimens prepared from drill core, is proba-
bly the most widely performed test on rock. It is used to determine the uniaxial or
unconfined compressive strength, �c, and the elastic constants, Young’s modulus,
E , and Poisson’s ratio, �, of the rock material. The uniaxial compressive strength
of the intact rock is used in rock mass classification schemes (section 3.7), and as
a basic parameter in the rock mass strength criterion to be introduced later in this
chapter.

Despite its apparent simplicity, great care must be exercised in interpreting results
obtained in the test. Obviously, the observed response will depend on the nature and
composition of the rock and on the condition of the test specimens. For similar miner-
alogy, �c will decrease with increasing porosity, increasing degree of weathering and
increasing degree of microfissuring. As noted in section 1.2.4, �c may also decrease
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with increasing water content. Data illustrating these various effects are presented by
Vutukuri et al. (1974).

It must be recognised that, because of these effects, the uniaxial compressive
strengths of samples of rock having the same geological name, can vary widely.
Thus the uniaxial compressive strength of sandstone will vary with the grain size,
the packing density, the nature and extent of cementing between the grains, and the
levels of pressure and temperature that the rock has been subjected to throughout
its history. However, the geological name of the rock type can give some qualitative
indication of its mechanical behaviour. For example, a slate can be expected to exhibit
cleavage which will produce anisotropic behaviour, and a quartzite will generally be a
strong, brittle rock. Despite the fact that such features are typical of some rock types,
it is dangerous to attempt to assign mechanical properties to rock from a particular
location on the basis of its geological description alone. There is no substitute for a
well-planned and executed programme of testing.

4.3.2 Standard test procedure and interpretation
Suggested techniques for determining the uniaxial compressive strength and deforma-
bility of rock material are given by the International Society for Rock Mechanics
Commission on Standardization of Laboratory and Field Tests (ISRM Commission,
1979). The essential features of the recommended procedure are:

(a) The test specimens should be right circular cylinders having a height to diam-
eter ratio of 2.5–3.0 and a diameter preferably of not less than NX core size,
approximately 54 mm. The specimen diameter should be at least 10 times the
size of the largest grain in the rock.

(b) The ends of the specimen should be flat to within 0.02 mm and should not depart
from perpendicularity to the axis of the specimen by more than 0.001 rad or
0.05 mm in 50 mm.

(c) The use of capping materials or end surface treatments other than machining is
not permitted.

(d) Specimens should be stored, for no longer than 30 days, in such a way as to
preserve the natural water content, as far as possible, and tested in that condition.

(e) Load should be applied to the specimen at a constant stress rate of
0.5–1.0 MPa s−1.

(f ) Axial load and axial and radial or circumferential strains or deformations should
be recorded throughout each test.

(g) There should be at least five replications of each test.

Figure 4.3 shows an example of the results obtained in such a test. The axial force
recorded throughout the test has been divided by the initial cross-sectional area of
the specimen to give the average axial stress, �a, which is shown plotted against
overall axial strain, εa, and against radial strain, εr. Where post-peak deformations
are recorded (section 4.3.7), the cross-sectional area may change considerably as
the specimen progressively breaks up. In this case, it is preferable to present the
experimental data as force–displacement curves.

In terms of progressive fracture development and the accumulation of deformation,
the stress-strain or load-deformation responses of rock material in uniaxial compres-
sion generally exhibit the four stages illustrated in Figure 4.3. An initial bedding down
and crack closure stage is followed by a stage of elastic deformation until an axial
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Figure 4.3 Results obtained in a uni-
axial compression test on rock.

stress of �ci is reached at which stable crack propagation is initiated. This continues
until the axial stress reaches �cd when unstable crack growth and irrecoverable defor-
mations begin. This region continues until the peak or uniaxial compressive strength,
�c, is reached. The processes involved in these stages of loading will be discussed
later in this Chapter.

As shown in Figure 4.3, the axial Young’s modulus of the specimen varies through-
out the loading history and so is not a uniquely determined constant for the material.
It may be calculated in a number of ways, the most common being:

(a) Tangent Young’s modulus, Et, is the slope of the axial stress–axial strain curve
at some fixed percentage, generally 50%, of the peak strength. For the example
shown in Figure 4.3, Et = 51.0 GPa.

(b) Average Young’s modulus, Eav, is the average slope of the more-or-less straight
line portion of the axial stress–strain curve. For the example shown in Figure
4.3, Eav = 51.0 GPa.

(c) Secant Young’s modulus, Es, is the slope of a straight line joining the origin
of the axial stress–strain curve to a point on the curve at some fixed percentage
of the peak strength. In Figure 4.3, the secant modulus at peak strength is Es =
32.1 GPa.

Corresponding to any value of Young’s modulus, a value of Poisson’s ratio may be
calculated as

� = − (��a/�εa)

(��a/�εr)
(4.3)

For the data given in Figure 4.3, the values of � corresponding to the values of Et,
Eav, and Es calculated above are approximately 0.29, 0.31 and 0.40 respectively.

Because of the axial symmetry of the specimen, the volumetric strain, εv, at any
stage of the test can be calculated as

εv = εa + 2εr (4.4)

For example, at a stress level of �a = 80 MPa in Figure 4.3, εa = 0.220%, εr =
−0.055% and εv = 0.110%.
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Figure 4.4 Influence of end restraint
on stresses and displacements induced
in a uniaxial compression test: (a)
desired uniform deformation of the
specimen; (b) deformation with com-
plete radial restraint at the specimen–
platen contact; (c) non-uniform nor-
mal stress, �n and shear stress, � in-
duced at the specimen end as a result
of end restraint.

Varying the standard conditions will influence the observed response of the spec-
imen. Some of these effects will be discussed briefly in sections 4.3.3 to 4.3.7.
More extensive discussions of these effects are given by Hawkes and Mellor (1970),
Vutukuri et al. (1974) and Paterson (1978).

4.3.3 End effects and the influence of height to diameter ratio
The objective of the test arrangements should be to subject the specimen to uni-
form boundary conditions with a uniform uniaxial stress and a uniform displacement
field being produced throughout the specimen (Figure 4.4a). Due to friction between
the specimen ends and the platens and differences between the elastic properties of
rock and steel, the specimen will be restrained near its ends and prevented from de-
forming uniformly. Figure 4.4b illustrates a case in which complete radial restraint
occurs at the specimen ends. The result of such restraint is that shear stresses are
set up at the specimen–platen contact (Figure 4.4c). This means that the axial stress
is not a principal stress and that the stresses within the specimen are not always
uniaxial.

As a consequence of these end effects, the stress distribution varies throughout the
specimen as a function of specimen geometry. As the height to diameter (H/D) ratio
increases, a greater proportion of the sample volume is subjected to an approximately
uniform state of uniaxial stress. It is for this essential reason that a H/D ratio of at least
2.0 should be used in laboratory compression testing of rock. Figure 4.5 shows some
experimental data which illustrate this effect. When 51 mm diameter specimens of
Wombeyan Marble were loaded through 51 mm diameter steel platens, the measured
uniaxial compressive strength increased as the H/D ratio was decreased and the shape
of the post-peak stress–strain curve became flatter. When the tests were repeated with
‘brush’ platens (made from an assembly of 3.2 mm square high-tensile steel pins),
lateral deformation of the specimens was not inhibited; similar stress–strain curves
were obtained for H/D ratios in the range 0.5 to 3.0 However, ‘brush’ platens were
found to be too difficult to prepare and maintain for their use in routine testing to be
recommended.

It is tempting to seek to eliminate end effects by treating the specimen–platen
interface with a lubricant or by inserting a sheet of soft material between the specimen
and the platen. Experience has shown that this can cause lateral tensile stresses to be
applied to the specimen by extrusion of the inserts or by fluid pressures set up inside
flaws on the specimen ends. For this reason, the ISRM Commission (1979) and other
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Figure 4.5 Influence of height to di-
ameter (H/D) ratio on stress-strain
curves obtained in uniaxial compres-
sion tests carried out on Wombeyan
Marble using (a) brush platens, and
(b) solid steel platens (after Brown and
Gonano, 1974).

authorities (e.g. Hawkes and Mellor, 1970; Jaeger and Cook, 1979) recommend that
treatment of the sample ends, other than by machining, be avoided.

4.3.4 Influence of the standard of end preparation
In Figures 4.3 and 4.5, the axial stress-axial strain curves have initial concave up-
wards sections before they become sensibly linear. This initial portion of the curve
is generally said to be associated with ‘bedding-down’ effects. However, experience
shows that the extent of this portion of the curve can be greatly reduced by paying
careful attention to the flatness and parallelism of the ends of the specimen. Analyses
of the various ways in which a poor standard of end preparation influence the observed
response of the sample have been presented by Hawkes and Mellor (1970).

The ISRM Commission (1979) recommends that in a 50+ mm diameter specimen,
the ends should be flat to within 0.02 mm and should not depart from the perpendicular
to the specimen axis by more than 0.05 mm. The latter figure implies that the ends
could be out of parallel by up to 0.10 mm. Even when spherical seats are provided in
the platens, out-of-parallelism of this order can still have a significant influence on the
shape of the stress–strain curve, the peak strength and the reproducibility of results.
For research investigations, the authors prepare their 50–55 mm diameter specimens
with ends flat and parallel to within 0.01 mm.

4.3.5 Influence of specimen volume
It has often been observed experimentally that, for similar specimen geometry, the
uniaxial compressive strength of rock material, �c, varies with specimen volume.
(This is a different phenomenon to that discussed in section 4.1 where the changes
in behaviour considered were those due to the presence of varying numbers of ge-
ological discontinuities within the sample volume.) Generally, it is observed that �c

decreases with increasing specimen volume, except at very small specimen sizes
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where inaccuracy in specimen preparation and surface flaws or contamination may
dominate behaviour and cause a strength decrease with decreasing specimen volume.
This, coupled with the requirement that the specimen diameter should be at least 10
times the size of the largest grain, provides a reason for using specimen diameters of
approximately 50 mm in laboratory compression tests.

Many explanations have been offered for the existence of size effects, but none
has gained universal acceptance. A popular approach is to interpret size effects in
terms of the distribution of flaws within the material. Much of the data on which
conclusions about size effects are based, were obtained using cubical specimens.
Brown and Gonano (1975) have shown that in these cases, stress gradients and end
effects can greatly influence the results obtained. The most satisfactory explanations
of observed size effects in rock and other brittle materials are those in which surface
energy is used as the fundamental material property (section 4.5.3).

4.3.6 Influence of strain rate
The ISRM Commission (1979) recommends that a loading rate of 0.5–1.0 MPa s−1

be used in uniaxial compression tests. This corresponds to a time to the attainment
of peak strength in the order of 5–10 min. As the arguments presented below show,
it is preferable to regard strain or deformation, rather than axial stress or load, as the
controlling variable in the compression testing of rock. For this reason, the following
discussion will be in terms of axial strain rate, ε̇a, rather than axial stress rate.

The times to peak strength recommended by the ISRM Commission (1979) corre-
spond to axial strain rates in the order of 10−5–10−4 s−1. For rocks other than those
such as the evaporites which exhibit markedly time-dependent behaviour, departures
from the prescribed strain rate by one or two orders of magnitude may produce little
discernible effect. For very fast and very slow strain rates, differences in the observed
stress–strain behaviour and peak strengths can become quite marked. However, a
change in strain rate from 10−8 s−1 to 102 s−1 may only increase the measured uniax-
ial compressive strength by a factor of about two. Generally, the observed behaviour
of rock is not significantly influenced by varying the strain rate within the range that
it is convenient to use in quasi-static laboratory compression tests.

4.3.7 Influence of testing machine stiffness
Whether or not the post-peak portion of the stress–strain curve can be followed and
the associated progressive disintegration of the rock studied, depends on the relative
stiffnesses of the specimen and the testing machine. The standard test procedure and
interpretation discussed in section 4.3.2 do not consider this post-peak behaviour.
However, the subject is important in assessing the likely stability of rock fracture in
mining applications including pillar stability and rockburst potential.

Figure 4.6 illustrates the interaction between a specimen and a conventional testing
machine. The specimen and machine are regarded as springs loaded in parallel. The
machine is represented by a linear elastic spring of constant longitudinal stiffness, km,
and the specimen by a non-linear spring of varying stiffness, ks. Compressive forces
and displacements of the specimen are taken as positive. Thus as the specimen is
compressed, the machine spring extends. (This extension is analogous to that which
occurs in the columns of a testing machine during a compression test.) When the
peak strength has been reached in a strain-softening specimen such as that shown
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Figure 4.6 Spring analogy illustrat-
ing machine–specimen interaction.

in Figure 4.6, the specimen continues to compress, but the load that it can carry
progressively reduces. Accordingly, the machine unloads and its extension reduces.

Figure 4.7 shows what will happen if the machine is (a) soft, and (b) stiff, with re-
spect to the specimen. Imagine that the specimen is at peak strength and is compressed
by a small amount, �s. In order to accommodate this displacement, the load on the
specimen must reduce from PA to PB, so that an amount of energy �Ws, given by
the area ABED in Figures 4.7 a and b, is absorbed. However, in displacing by �s
from point A, the ‘soft’ machine only unloads to F and releases stored strain energy
�Wm, given by the area AFED. In this case �Wm > �Ws, and catastrophic failure
occurs at, or shortly after, the peak because the energy released by the machine during
unloading is greater than that which can be absorbed by the specimen in following
the post-peak curve from A to B.

If the machine is stiff with respect to the specimen in the post-peak region, the
post-peak curve can be followed. In Figure 4.7b, �Wm < �Ws and energy in excess
of that released by the machine as stored strain energy must be supplied in order
to deform the specimen along ABC. Note that the behaviour observed up to, and
including, the peak, is not influenced by machine stiffness.

For some very brittle rocks, generally those that are fine grained and homogeneous,
portions of the post-peak force–displacement or stress–strain curves can be very
steep so that it becomes impossible to ‘control’ post-peak deformation even in the
stiffest of testing machines. In these cases, the post-peak curves and the associated
mechanisms of fracture may be studied using a judiciously operated servocontrolled
testing machine.

Figure 4.7 Post-peak unloading us-
ing machines that are (a) soft, and (b)
stiff, with respect to the specimen.
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Figure 4.8 Principle of closed-loop
control (after Hudson et al., 1972b).

Figure 4.9 Choice between force
and displacement as the programmed
control variable (after Hudson et al.,
1972a).

The essential features of closed-loop servocontrol are illustrated in Figure 4.8.
An experimental variable (a force, pressure, displacement or strain component) is
programmed to vary in a predetermined manner, generally monotonically increasing
with time. The measured and programmed values are compared electronically several
thousands of times a second, and a servo valve adjusts the pressure within the actuator
to produce the desired equivalence.

Modern servocontrolled testing systems are used to conduct a wide variety of tests
in rock mechanics laboratories. The key to the successful use of these systems is the
choice of the control variable. The basic choice is between a force (or pressure) and a
displacement (or strain) component. Figure 4.9 shows why it is not feasible to obtain
the complete uniaxial force–displacement curve for a strain-softening specimen by
programming the axial force to increase monotonically with time. When the peak
strength of the specimen is reached, the program will attempt to continue to increase
the axial force, but the load-carrying capacity can only decrease with further axial
displacement. However, the test can be successfully controlled by programming the
axial displacement to increase monotonically with time.

The post-peak portions of the force–displacement curves obtained in compression
tests on some rocks may be steeper than, or not as smooth as, those shown in Figures
4.7 and 4.9. In these cases, better control can be obtained by using the circumferential
displacement rather than the axial displacement as the control variable. Figure 4.10
shows the complete axial stress (�a)–axial strain (εa) and circumferential (or radial)
strain (εr)–axial strain curves obtained in such a test on a 50 mm diameter by 100 mm
long specimen of an oolitic limestone (Portland stone) in which a wrap-around trans-
ducer was used to monitor circumferential displacement. Although the possibility of
extracting energy from the machine–specimen system offered by this technique is
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Figure 4.10 Axial stress, �a, and
radial strain, εr, vs. axial strain, εa,
curves recorded in a uniaxial compres-
sion test on an oolitic limestone (after
Elliott, 1982).

not reproduced in practical mining problems, this approach does permit progressive
post-peak breakdown to be controlled and studied.

Figure 4.11 shows the complete �a–εa curves obtained by Wawersik and Fairhurst
(1970) in a series of controlled uniaxial compression tests on a range of rock types.
By halting tests on specimens of the same rock at different points on the curve
and sectioning and polishing the specimens, Wawersik and Fairhurst were able to
study the mechanisms of fracture occurring in the different rock types. They found
that the post-peak behaviours of the rocks studied may be divided into two classes

Figure 4.11 Uniaxial stress–strain
curves for six rocks (after Wawersik
and Fairhurst, 1970).
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Figure 4.12 Two classes of stress–
strain behavior observed in uniaxial
compression tests (after Wawersik and
Fairhurst, 1970).

(Figure 4.12). For class I behaviour, fracture propagation is stable in the sense that
work must be done on the specimen for each incremental decrease in load-carrying
ability. For class II behaviour, the fracture process is unstable or self-sustaining; to
control fracture, energy must be extracted from the material.

The experiments of Wawersik and Fairhurst and of subsequent investigators, indi-
cate that, in uniaxial compression, two different modes of fracture may occur:

(a) local ‘tensile’ fracture predominantly parallel to the applied stress;
(b) local and macroscopic shear fracture (faulting).

The relative predominance of these two types of fracture depends on the strength,
anisotropy, brittleness and grain size of the crystalline aggregates. However, sub-
axial fracturing generally precedes faulting, being initiated at 50–95% of the peak
strength.

In very heterogeneous rocks, sub-axial fracturing is often the only fracture mech-
anism associated with the peaks of the �a–εa curves for both class I and class II
behaviour. In such rocks, shear fractures develop at the boundaries and then in the
interiors of specimens, well beyond the peak. This observation is at variance with
the traditional view that through-going shear fracture occurs at the peak. Generally,
these shear fractures, observed in ‘uncontrolled’ tests, are associated with sudden
unloading in a soft testing machine.

In homogeneous, fine-grained rocks such as the Solenhofen Limestone (Figure
4.11), the peak compressive strength may be governed by localised faulting. Be-
cause of the internal structural and mechanical homogeneity of these rocks, there
is an absence of the local stress concentrations that may produce pre-peak crack-
ing throughout coarser-grained crystalline aggregates. In these homogeneous, fine-
grained rocks, fracture initiation and propagation can occur almost simultaneously. If
violent post-peak failure of the specimen is to be prevented, the strain energy stored
in the unfractured parts of the specimen, and in the testing machine, must be removed
rapidly by reversing the sense of platen movement. This produces the artefact of a
class II curve.

It is important to recognise that the post-peak portion of the curve does not reflect
a true material property. The appearance of localised faulting in laboratory tests on
rock and around underground excavations may be explained at a fundamental level
by bifurcation or strain localisation analysis. In this approach, it is postulated that the
material properties may allow the homogeneous deformation of an initially uniform
material to lead to a bifurcation point, at which non-uniform deformation can be
incipient in a planar band under conditions of continuing equilibrium and continuing
homogeneous deformation outside the zone of localisation (Rudnicki and Rice, 1975).
Using a rigorous analysis of this type with the required material properties determined
from measured stress–strain and volumetric strain curves, Vardoulakis et al. (1988)
correctly predicted the axial stress at which a particular limestone failed by faulting
in a uniaxial compression test, the orientation of the faults and the Coulomb shear
strength parameters (section 4.5.2) of the rock.

4.3.8 Influence of loading and unloading cycles
Figure 4.13 shows the axial force–axial displacement curve obtained by Wawersik
and Fairhurst (1970) for a 51 mm diameter by 102 mm long specimen of Tennessee
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Figure 4.13 Axial force–axial dis-
placement curve obtained for Ten-
nessee Marble with post-peak unload-
ing and reloading (after Wawersik and
Fairhurst, 1970).

Marble which was unloaded and then reloaded from a number of points in the post-
peak range. Several points should be noted about the behaviour observed.

(a) On reloading, the curve eventually joins that for a specimen in which the axial
displacement increases monotonically with time.

(b) As displacement continues in the post-peak region, the proportion of the total
displacement that is irrecoverable increases.

(c) The unloading–loading loop shows some hysteresis.
(d) The apparent modulus of the rock which can be calculated from the slope of

the reloading curve, decreases with post-peak deformation and progressive frag-
mentation of the specimen.

If rock specimens are subjected to loading and unloading cycles in the pre-peak
range, some permanent deformation and hysteresis are generally observed. This is
often associated with ‘bedding-down’ effects, and for this reason, the ISRM Commis-
sion (1979) recommends that ‘it is sometimes advisable for a few cycles of loading
and unloading to be performed’.

4.3.9 The point load test
Sometimes the facilities required to prepare specimens and carry out uniaxial com-
pression tests to the standard described above are not available. In other cases, the
number of tests required to determine the properties of the range of rock types en-
countered on a project may become prohibitive. There may be still further cases, in
which the uniaxial compressive strength and the associated stress–strain behaviour
need not be studied in detail, with only an approximate measure of peak strength
being required. In all of these instances, the point load test may be used to provide
an indirect estimate of uniaxial compressive strength. This account is based on the
ISRM Suggested Method for determining point load strength (ISRM Commission,
1985).
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Figure 4.14 Point load test appara-
tus (photograph by ELE International
Ltd).

In this test, rock specimens in the form of core (the diametral and axial tests), cut
blocks (the block test) or irregular lumps (the irregular lump test) are broken by
a concentrated load applied through a pair of spherically truncated, conical platens.
The test can be performed in the field with portable equipment or in the laboratory
using apparatus such as that shown in Figure 4.14. The load should be applied at least
0.5D from the ends of the specimen in diametral tests, where D is the core diameter,
and equivalent distances in other tests as specified by the ISRM Commission (1985).
From the measured value of the force, P , at which the test specimen breaks, an
Uncorrected Point Load Index, Is, is calculated as

Is = P

D2
e

(4.5)

where De, the equivalent core diameter, is given by the core diameter, D, for diametral
tests, and by 4A/� for axial, block and lump tests, where A is the minimum cross
sectional area of a plane through the specimen and the platen contact points.

The index, Is, varies with De and so size correction must be applied in order to
obtain a unique point load strength index for a particular rock sample for use for
strength classification. Wherever possible, it is preferable to carry out diametral tests
on 50–55 mm diameter specimens. The size-corrected Point Load Strength Index,
Is(50), is defined as the value of Is that would have been measured in a diametral test
with D = 50 mm. The results of several series of tests carried out by a number of
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investigators show that the value of Is determined in a test of equivalent diameter, De,
may be converted to an Is(50) value by the relation

Is(50) = Is ×
(

De

50

)0.45

(4.6)

Beginning with Broch and Franklin (1972), a number of investigators have developed
correlations of the Point Load Index with the uniaxial compressive strength, �c. The
most commonly used correlation is

�c ≈ (22 − 24)Is(50) (4.7)

Caution must be exercised in carrying out point load tests and in interpreting the
results, especially when correlations such as that given by equation 4.7 are used. The
test is one in which fracture is caused by induced tension, and it is essential that a
consistent mode of failure be produced if the results obtained from different specimens
are to be comparable. Very soft rocks, and highly anisotropic rocks or rocks containing
marked planes of weakness such as bedding planes, are likely to give spurious results.
A high degree of scatter is a general feature of point load test results and large numbers
of individual determinations (often in excess of 100) are required in order to obtain
reliable indices. For anisotropic rocks, it is usual to determine a Strength Anisotropy
Index, Ia(50), defined as the ratio of mean Is(50) values measured perpendicular and
parallel to the planes of weakness.

4.4 Behaviour of isotropic rock material in multiaxial compression

4.4.1 Types of multiaxial compression test
A basic principle of the laboratory testing of rock to obtain data for use in design
analyses, is that the boundary conditions applied to the test specimen should simulate
those imposed on the rock element in situ. This can rarely be achieved. General
practice is to study the behaviour of the rock under known uniform applied stress
systems.

As was shown in Chapter 2, a general state of three-dimensional stress at a point
can be represented by three principal stresses, �1, �2 and �3, acting on mutually
orthogonal planes. No shear stresses act on these planes. A plane of particular interest
is the boundary of an underground excavation which is a principal plane except
in the unusual case in which a shear stress is applied to the boundary surface by
the support. The rock surrounding an underground excavation is rarely in a state
of uniaxial compression. In the general case, away from the excavation boundary
or on the boundary when a normal support stress, �3, is applied, there will be a
state of polyaxial stress (�1 �= �2 �= �3). The special case in which �2 = �3 is called
triaxial stress. It is this form of multiaxial stress that is most commonly used in
laboratory testing. On the boundary of an unsupported excavation, �3 = 0, and a
state of biaxial stress exists. The behaviour of intact, isotropic rock materials under
each of these applied stress conditions will be discussed briefly in the following
sections.
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4.4.2 Biaxial compression (�1 � �2, �3 = 0)
Biaxial compression tests are carried out by applying different normal stresses to
two pairs of faces of a cube, plate or rectangular prism of rock. The great difficulty
with such tests is that the end effects described in section 4.3.3 exert an even greater
influence on the stress distribution within the specimen than in the case of uniaxial
compression. For this reason, fluid rather than solid medium loading is preferred. An
alternative approach is to generate a biaxial state of stress at the inner surface of a
hollow cylinder by loading it axially with a fluid pressure applied to its outer surface
(Hoskins, 1969, Jaeger and Cook, 1979) in a triaxial cell (section 4.4.3). However, in
this case, the stresses at ‘failure’ cannot be measured, but must be calculated using the
theory of elasticity which may not be applicable at peak stress. The inner boundary of
the hollow cylinder is a zone of high stress gradient which could influence the result.
For these reasons, it is recommended that the use of hollow cylinder tests be restricted
to the simulation of particular rock mechanics problems such as the behaviour of rock
around a shaft, bored raise or borehole.

Brown (1974) carried out a series of biaxial compression tests on 76 mm square by
25 mm thick plates of Wombeyan Marble which were loaded on their smaller faces
through (a) 76 mm × 25 mm solid steel platens, and (b) brush platens made from
3.2 mm square steel pins. Figure 4.15 shows the peak strength envelopes obtained
in tests carried out at constant �2/�1 ratios. The data are normalised with respect to
the uniaxial compressive strength of the plates, �c = 66 MPa. The increase in peak
strength over �c, associated with a given value of �2, was greater for the solid platens
than for the brush platens. This was attributed to the influence of end effects. When
the brush platens were used, the maximum measured increase in peak strength over

Figure 4.15 Biaxial compression
test results for Wombeyan Marble (af-
ter Brown, 1974).
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Figure 4.16 Elements of a conven-
tional triaxial testing apparatus.

�c was only 15%. For �2 = �1, no strength increase was observed (i.e. �1 = �c).
The practical consequence of these results is that, for this rock type, the ‘strength-
ening’ effect of the intermediate principal stress can be neglected so that the uniax-
ial compressive strength, �c, should be used as the rock material strength whenever
�3 = 0. This slightly conservative conclusion is likely to apply to a wide range of rock
types.

4.4.3 Triaxial compression (�1 > �2 = �3)
This test is carried out on cylindrical specimens prepared in the same manner as those
used for uniaxial compression tests. The specimen is placed inside a pressure vessel
(Figures 4.16 and 4.17) and a fluid pressure, �3, is applied to its surface. A jacket,
usually made of a rubber compound, is used to isolate the specimen from the confining
fluid which is usually oil. The axial stress, �1, is applied to the specimen via a ram
passing through a bush in the top of the cell and hardened steel end caps. Pore pressure,
u, may be applied or measured through a duct which generally connects with the
specimen through the base of the cell. Axial deformation of the specimen may be most
conveniently monitored by linear variable differential transformers (LVDTs) mounted
inside or outside the cell, but preferably inside. Local axial and circumferential strains
may be measured by electric resistance strain gauges attached to the surface of the
specimen (Figure 4.17).

Figure 4.17 Cut-away view of the
triaxial cell designed by Hoek and
Franklin (1968). Because this cell
does not require drainage between
tests, it is well suited to carrying out
large numbers of tests quickly.
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Figure 4.18 Results of triaxial com-
pression tests on an oolitic limestone
with volumetric strain measurement
(after Elliott, 1982).

It is necessary to have available for use with the triaxial cell a system for generating
the confining pressure and keeping it constant throughout the test. If the confining
pressure is generated by a screw-driven pressure intensifier, it is possible to use
the displacement of the intensifier plunger to measure the volumetric strain of the
specimen (Crouch, 1970). Figure 4.18 shows some results obtained using such a
system in tests carried out at three different confining pressures on specimens of an
oolitic limestone. An important feature of the behaviour of rock material in triaxial
compression is illustrated by Figure 4.18. When the specimen is initially loaded it
compresses, but a point is soon reached, generally before the peak of the axial stress–
axial strain curve, at which the specimen begins to dilate (increase in volume) as
a result of internal fracturing. Shortly after the peak strength is reached, the nett
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Figure 4.19 Complete axial stress–
axial strain curves obtained in triaxial
compression tests on Tennessee Mar-
ble at the confining pressures indi-
cated by the numbers on the curves
(after Wawersik and Fairhurst, 1970).

Figure 4.20 Effect of pore pressure
(given in MPa by the numbers on the
curves) on the stress–strain behaviour
of a limestone tested at a constant
confining pressure of 69 MPa (after
Robinson, 1959).

volumetric strain of the specimen becomes dilational. Dilation continues in the post-
peak range. The amount of dilation decreases with increasing confining pressure.
At very high confining pressures, often outside the range of engineering interest,
dilation may be totally suppressed with the volumetric strains remaining contractile
throughout the test.

Figure 4.19 illustrates a number of other important features of the behaviour of
rock in triaxial compression. The axial stress (�a)–axial strain (εa) data shown were
obtained by Wawersik and Fairhurst (1970) for the Tennessee Marble giving the
uniaxial stress–strain curve shown in Figure 4.11. These and similar data for other
rocks show that, with increasing confining pressure,

(a) the peak strength increases;
(b) there is a transition from typically brittle to fully ductile behaviour with the

introduction of plastic mechanisms of deformation including cataclastic flow
and grain-sliding effects;

(c) the region incorporating the peak of the �a–εa curve flattens and widens;
(d) the post-peak drop in stress to the residual strength reduces and disappears at

high values of �3.

The confining pressure at which the post-peak reduction in strength disappears and
the behaviour becomes fully ductile (�3 = 48.3 MPa in Figure 4.19), is known as the
brittle–ductile transition pressure and varies with rock type. In general, the more
siliceous igneous and metamorphic rocks such as granite and quartzite remain brittle
at room temperature at confining pressures of up to 1000 MPa or more (Paterson,
1978). In these cases, ductile behaviour will not be of concern in practical mining
problems.

The influence of pore-water pressure on the behaviour of porous rock in the triaxial
compression test is illustrated by Figure 4.20. A series of triaxial compression tests
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was carried out on a limestone with a constant value of �3 = 69 MPa, but with various
levels of pore pressure in the range u = 0 − 69 MPa applied. There is a transition
from ductile to brittle behaviour as u is increased from 0 to 69 MPa. In this case,
mechanical response is controlled by the effective confining pressure, �′

3 = �3 − u,
calculated using Terzaghi’s classical effective stress law. For less permeable rocks than
this limestone, it may appear that the classical effective stress law does not hold. Brace
and Martin (1968) conducted triaxial compression tests on a variety of crystalline
silicate rocks of low porosity (0.001–0.03) at axial strain rates of 10−3–10−8 s−1.
They found that the classical effective stress law held only when the strain rate was
less than some critical value which depended on the permeability of the rock, the
viscosity of the pore fluid and the specimen geometry. At strain rates higher than the
critical, static equilibrium could not be achieved throughout the specimen.

4.4.4 Polyaxial compression (�1 > �2 > �3)
These tests may be carried out on cubes or rectangular prisms of rock with different
normal stresses being applied to each pair of opposite faces. The difficulties caused by
end effects are even more marked than in the comparable case of biaxial compression
(section 4.4.2). By the addition of an internal fluid pressure, the hollow cylinder
biaxial compression test may be converted into a polyaxial test. Hoskins (1969) gives
a detailed account of such tests. However, the test also suffers from the difficulties
noted for the hollow cylinder biaxial compression test.

The results of polyaxial compression tests on prismatic specimens are often con-
flicting, but generally indicate some influence of the intermediate principal stress, �2,
on stress–strain behaviour. Generally, the peak strength increases with increasing �2

for constant �3, but the effect is not as great as that caused by increasing �3 by a
similar amount (Paterson, 1978). However, doubts must remain about the uniformity
of the applied stresses in these tests and the results should be interpreted with great
care.

4.4.5 Influence of stress path
In the tests described in the preceding sections, it is usual for two of the principal
stresses (�2 and �3) to be applied and held constant and for the other principal stress
(�1) to be increased towards the peak strength. This stress path is not necessarily that
which an element of rock influenced by an excavation will follow when the excavation
is made.

As an example, consider a long excavation of circular cross section made in an
elastic rock mass in which the in situ principal stresses were p vertically, p horizontally
parallel to the axis of the excavation, and 0.5p horizontally perpendicular to the axis.
Results to be presented in Chapter 7 show that on completion of the excavation,
the principal stresses at mid-height on the boundary of the excavation change from
�1 = p, �2 = p, �3 = 0.5p, to �1 = 2.5p, �2 = (1 + �)p where � is Poisson’s ratio
of the rock, and �3 = 0. As a result of excavation, two principal stresses are increased
and the other decreased. It is necessary to determine, therefore, whether the behaviour
described earlier is stress-path dependent or whether it is simply a function of the
final state of stress.

A test of considerable relevance in this regard is the triaxial extension test which is
carried out in a triaxial cell with the confining pressure, �r, greater than the axial stress,
�a. The test may be commenced at �a = �r with �a being progressively reduced so that
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Figure 4.21 Influence of stress path
on the peak strength envelope for
Westerly Granite (after Swanson and
Brown, 1971).

Figure 4.22 Shear failure on plane
ab.

�r = �1 = �2 > �a = �3. With modern servocontrolled testing machines, almost any
desired total or effective stress path can be followed within the limitations imposed
by the axisymmetric configuration of the triaxial cell. Swanson and Brown (1971)
investigated the effect of stress path on the peak strength of a granite and a quartz
diorite. They found that, for both rock types, the peak strengths in all tests fell on the
same envelope (Figure 4.21 for Westerly Granite) irrespective of stress path. They also
found that the onset of dilatancy, described in section 4.4.3, is stress-path independent.
Similarly, Elliott (1982) found the yield locus of a high-porosity, oolitic limestone to
be stress-path independent.

4.5 Strength criteria for isotropic rock material

4.5.1 Types of strength criterion
A peak strength criterion is a relation between stress components which will permit
the peak strengths developed under various stress combinations to be predicted. Sim-
ilarly, a residual strength criterion may be used to predict residual strengths under
varying stress conditions. In the same way, a yield criterion is a relation between
stress components which is satisfied at the onset of permanent deformation. Given
that effective stresses control the stress–strain behaviour of rocks, strength and yield
criteria are best written in effective stress form. However, around most mining exca-
vations, the pore-water pressures will be low, if not zero, and so �′

i j � �i j . For this
reason, it is common in mining rock mechanics to use total stresses in the majority
of cases and to use effective stress criteria only in special circumstances.

The data presented in the preceding sections indicate that the general form of the
peak strength criterion should be

�1 = f (�2, �3) (4.8)

This is sometimes written in terms of the shear, � , and normal stresses, �n, on a
particular plane in the specimen:

� = f (�n) (4.9)

Because the available data indicate that the intermediate principal stress, �2, has less
influence on peak strength than the minor principal stress, �3, all of the criteria used
in practice are reduced to the form

�1 = f (�3) (4.10)

4.5.2 Coulomb’s shear strength criterion
In one of the classic papers of engineering science, Coulomb (1776) postulated that
the shear strengths of rock and of soil are made up of two parts – a constant cohesion
and a normal stress-dependent frictional component. (Actually, Coulomb presented
his ideas and calculations in terms of forces; the differential concept of stress that we
use today was not introduced until the 1820s.) Thus, the shear strength that can be
developed on a plane such as ab in Figure 4.22 is

s = c + �n tan � (4.11)

where c = cohesion and � = angle of internal friction.
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Figure 4.23 Coulomb strength en-
velopes in terms of (a) shear and nor-
mal stresses, and (b) principal stresses.

Applying the stress transformation equations to the case shown in Figure 4.22
gives

�n = 1
2 (�1 + �3) + 1

2 (�1 − �3) cos 2�

and

� = 1
2 (�1 − �3) sin 2�

Substitution for �n and s = � in equation 4.11 and rearranging gives the limiting
stress condition on any plane defined by � as

�1 = 2c + �3[sin 2� + tan � (1 − cos 2�)]

sin 2� − tan � (1 + cos 2�)
(4.12)

There will be a critical plane on which the available shear strength will be first
reached as �1 is increased. The Mohr circle construction of Figure 4.23a gives the
orientation of this critical plane as

� = �

4
+ �

2
(4.13)

This result may also be obtained by putting d(s − � )/d� = 0.
For the critical plane, sin 2� = cos �, cos 2� = −sin �, and equation 4.12 reduces

to

�1 = 2c cos � + �3(1 + sin �)

1 − sin �
(4.14)

This linear relation between �3 and the peak value of �1 is shown in Figure 4.23b.
Note that the slope of this envelope is related to � by the equation

tan 	 = 1 + sin �

1 − sin �
(4.15)

and that the uniaxial compressive strength is related to c and � by

�c = 2c cos �

1 − sin �
(4.16)
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Figure 4.24 Coulomb strength en-
velopes with a tensile cut-off.

If the Coulomb envelope shown in Figure 4.23b is extrapolated to �1 = 0, it will
intersect the �3 axis at an apparent value of uniaxial tensile strength of the material
given by

�T = 2c cos �

1 + sin �
(4.17)

The measurement of the uniaxial tensile strength of rock is fraught with difficulty.
However, when it is satisfactorily measured, it takes values that are generally lower
than those predicted by equation 4.17. For this reason, a tensile cutoff is usually
applied at a selected value of uniaxial tensile stress, T0, as shown in Figure 4.24. For
practical purposes, it is prudent to put T0 = 0.

Although it is widely used, Coulomb’s criterion is not a particularly satisfactory
peak strength criterion for rock material. The reasons for this are:

(a) It implies that a major shear fracture exists at peak strength. Observations such
as those made by Wawersik and Fairhurst (1970) show that this is not always
the case.

(b) It implies a direction of shear failure which does not always agree with experi-
mental observations.

(c) Experimental peak strength envelopes are generally non-linear. They can be
considered linear only over limited ranges of �n or �3.

For these reasons, other peak strength criteria are preferred for intact rock. How-
ever, the Coulomb criterion can provide a good representation of residual strength
conditions, and more particularly, of the shear strengths of discontinuities in rock
(section 4.7).

4.5.3 Griffith crack theory
In another of the classic papers of engineering science, Griffith (1921) postulated
that fracture of brittle materials, such as steel and glass, is initiated at tensile stress
concentrations at the tips of minute, thin cracks (now referred to as Griffith cracks)
distributed throughout an otherwise isotropic, elastic material. Griffith based his deter-
mination of the conditions under which a crack would extend on his energy instability
concept:

A crack will extend only when the total potential energy of the system of ap-
plied forces and material decreases or remains constant with an increase in crack
length.
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Figure 4.25 Extension of a preex-
isting crack, (a) Griffith’s hypothesis,
(b) the actual case for rock.

Figure 4.26 Griffith crack model for
plane compression.

For the case in which the potential energy of the applied forces is taken to be
constant throughout, the criterion for crack extension may be written

∂

∂c
(Wd − We) � 0 (4.18)

where c is a crack length parameter, We is the elastic strain energy stored around the
crack and Wd is the surface energy of the crack surfaces.

Griffith (1921) applied this theory to the extension of an elliptical crack of initial
length 2c that is perpendicular to the direction of loading of a plate of unit thickness
subjected to a uniform uniaxial tensile stress, �. He found that the crack will extend
when

� �

√
2E�

�c
(4.19)

where � is the surface energy per unit area of the crack surfaces (associated with the
rupturing of atomic bonds when the crack is formed), and E is the Young’s modulus
of the uncracked material.

It is important to note that it is the surface energy, �, which is the fundamental
material property involved here. Experimental studies show that, for rock, a pre-
existing crack does not extend as a single pair of crack surfaces, but a fracture zone
containing large numbers of very small cracks develops ahead of the propagating
crack (Figure 4.25). In this case, it is preferable to treat � as an apparent surface
energy to distinguish it from the true surface energy which may have a significantly
smaller value.

It is difficult, if not impossible, to correlate the results of different types of direct
and indirect tensile test on rock using the average tensile stress in the fracture zone as
the basic material property. For this reason, measurement of the ‘tensile strength’ of
rock has not been discussed in this chapter. However, Hardy (1973) was able to obtain
good correlation between the results of a range of tests involving tensile fracture when
the apparent surface energy was used as the unifying material property.

Griffith (1924) extended his theory to the case of applied compressive stresses.
Neglecting the influence of friction on the cracks which will close under compression,
and assuming that the elliptical crack will propagate from the points of maximum
tensile stress concentration (P in Figure 4.26), Griffith obtained the following criterion
for crack extension in plane compression:

(�1 − �2)2 − 8T0(�1 + �2) = 0 if �1 + 3�2 > 0
�2 + T0 = 0 if �1 + 3�2 < 0

(4.20)

where T0 is the uniaxial tensile strength of the uncracked material (a positive number).
This criterion can also be expressed in terms of the shear stress, � , and the normal

stress, �n acting on the plane containing the major axis of the crack:

� 2 = 4T0(�n + T0) (4.21)

The envelopes given by equations 4.20 and 4.21 are shown in Figure 4.27. Note
that this theory predicts that the uniaxial compressive stress at crack extension will
always be eight times the uniaxial tensile strength.
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Figure 4.27 Griffith envelopes for
crack extension in plane compression.

During the 1960s, a number of attempts were made to apply these results to the
peak strength envelopes for rock. Quite often, �2 in the plane stress criterion was
simply replaced by �3 so that the criterion could be applied to triaxial test results.
For a number of reasons, the classical Griffith criterion did not provide a very good
model for the peak strength of rock under multiaxial compression. Accordingly, a
number of modifications to Griffith’s solution were introduced (see Paterson, 1978
and Jaeger and Cook, 1979 for details). The most important of these modifications
was probably that introduced by Cook (1965) who developed equations for the
Griffith locus for instability, or the post-peak stress-strain curve, for rock in com-
pression by assuming shear displacement or sliding on an array of variably inclined
cracks.

Using Cook’s approach, Martin and Chandler (1994) developed equations for the
Griffith locus for rock in triaxial compression which they fitted to triaxial test results
obtained for the Lac du Bonnet granite from the Underground Research Laboratory
at Pinnawa, Manitoba, Canada. Figure 4.28 shows a comparison of the calculated
Griffith locus (solid line) and the measured Griffith locus at confining pressures of 2,
15 and 30 MPa. It was found that as crack-induced damage accumulated in the sample,
the stress level associated with crack initiation remained essentially unchanged but
that the stress level required to initiate sliding reduced dramatically.

Figure 4.28 Comparison of calcu-
lated Griffith locus (solid line) and
measured Griffith locus for Lac du
Bonnet granite (after Martin and
Chandler, 1994).
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Figure 4.29 The three basic modes
of distortion at a crack tip (after Pater-
son, 1978).

4.5.4 Fracture mechanics
Griffith’s energy instability concept forms the basis of the engineering science of
fracture mechanics which is being used increasingly to study a number of fracture
propagation phenomena in rock mechanics. The outline of the essential concepts of
fracture mechanics given here follows that of Paterson (1978).

Although, as illustrated in Figure 4.25, non-elastic effects operate at the tips of
cracks in rock, the practical analysis of the stresses in the vicinity of a crack tip
is usually carried out using the classical theory of linear elasticity. In this case, the
approach is referred to as linear elastic fracture mechanics. The purpose of this
stress analysis is to estimate the “loading” applied to the crack tip and to determine
whether or not the crack will propagate. In order to do this, the nature of the stress
distribution in the vicinity of the crack tip must be determined.

The analysis of the stresses in the vicinity of the crack tip is approached by con-
sidering three basic modes of distortion, designated modes I, II and III, and defined
with respect to a reference plane that is normal to the edge of a straight line crack.
As shown in Figure 4.29, modes I and II are the plane strain distortions in which the
points on the crack surface are displaced in the reference plane normal and parallel,
respectively, to the plane of the crack. Mode III is the anti-plane strain distortion in
which the points on the crack surface are displaced normal to the reference plane. In
simpler terms, modes I, II and III are the extension or opening, in-plane shear and
out-of-plane shear modes, respectively. The stress and displacement fields around
the crack tip in these three basic modes of distortion are obtained by considering
the distributions resulting from the application of uniform loadings at infinity. In the
absence of perturbations due to the crack, these loadings correspond, respectively, to
a uniform tensile stress normal to the crack (I), a uniform shear stress parallel to the
crack (II) and a uniform shear stress transverse to the crack (III).

It is found that, for each mode of distortion, each of the stress and displacement
components can be expressed as the product of a spatial distribution function that is
independent of the actual value of the applied stress and a scaling factor that depends
only on the applied stress and the crack length. The same scaling factor applies for
each of the stress and displacement components in a given mode. It is known as the
stress intensity factor for that mode. The stress intensity factors for the three modes
of distortion are designated KI, KII and KIII, respectively. For example, in the mode I
case for the co-ordinate axes shown in Figure 4.29, the �zz stress component near the
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crack tip within the material in the plane of the crack is given by (Jaeger and Cook,
1979)

�zz = �
√

(c/2x)

or,

�zz = K1/
√

(2�x) (4.22)

where KI = �
√

(�c), 2c is the crack length, x is the distance from the crack tip and
� is the far field stress applied normal to the crack. Equations of a similar form to
equation 4.22 may be obtained for the other modes of distortion (e.g. Paris and Sih,
1965).

It is clear from the above that the values of KI, KII and KIII in any particular
case depend on both the macroscopic stress field and the geometry of the specimen.
These values have been calculated for a number of practical cases (e.g. Paris and
Sih, 1965, Whittaker et al., 1992). The question then arises as to when a crack in a
particular case will begin to extend. In linear elastic fracture mechanics, it is postulated
that the crack will begin to extend when a critical intensity of loading as measured
by the stress intensity factors is reached at its tip. That is, the failure criterion is
expressed in terms of critical stress intensity factors designated KIC, KIIC, KIIIC.
These factors which are also known as fracture toughnesses are regarded as material
properties. Practical procedures have been developed for measuring them for a range
of engineering materials including rock (e.g. Backers et al., 2002, ISRM Testing
Commission 1988, 1995, Whittaker et al., 1992.) It must be noted that in many
practical problems, the applied stress field will be such that a mixed mode of fracture
will apply.

4.5.5 Empirical criteria
Because the classic strength theories used for other engineering materials have been
found not to apply to rock over a wide range of applied compressive stress con-
ditions, a number of empirical strength criteria have been introduced for practical
use. These criteria usually take the form of a power law in recognition of the fact
that peak �1 vs. �3 and � vs. �n envelopes for rock material are generally concave
downwards (Figures 4.21, 30, and 31). In order to ensure that the parameters used in
the power laws are dimensionless, these criteria are best written in normalised form
with all stress components being divided by the uniaxial compressive strength of the
rock.

Bieniawski (1974) found that the peak triaxial strengths of a range of rock types
were well represented by the criterion

�1

�c
= 1 + A

(
�3

�c

)k

(4.23)

or

�m

�c
= 0.1 + B

(
�m

�c

)c

(4.24)

where �m = 1
2 (�1 − �3) and �m = 1

2 (�1 + �3).
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Figure 4.30 Normalised peak str-
ength envelope for sandstones (after
Hoek and Brown, 1980).

Bieniawski found that, for the range of rock types tested, k � 0.75 and c � 0.90.
The corresponding values of A and B are given in Table 4.1. Note that both A and B
take relatively narrow ranges for the rock types tested.

Brady (1977) studied the development of rock fracture around a bored raise in a
pillar in mineralised shale in a trial stoping block at the Mount Isa Mine, Australia.

Figure 4.31 Hoek-Brown failure
envelope for Lac du Bonnet gran-
ite based on laboratory peak strength
(Lab Peak), long-term strength (Lab
�cd) and in situ crack initiation
stress (�ci) determined by microseis-
mic monitoring (after Martin, 1997).
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Table 4.1 Constants in Bieniawski’s empirical strength criterion
(after Bieniawski, 1974).

Rock type A B

norite 5.0 0.8
quartzite 4.5 0.78
sandstone 4.0 0.75
siltstone 3.0 0.70
mudstone 3.0 0.70

Using a boundary element analysis to calculate the elastic stresses induced around the
raise as the pillar was progressively mined, he found that fracture of the rock could be
accurately modelled using equation 4.23 with A = 3.0, k = 0.75 and �c = 90 MPa
which is approximately half the mean value of 170 MPa measured in laboratory
tests.

Hoek and Brown (1980) found that the peak triaxial compressive strengths of a
wide range of isotropic rock materials could be described by the equation

�1 = �3 + (
m �c �3 + s�2

c

)0.5
(4.25)

where m varies with rock type and s = 1.0 for intact rock material. On the basis of
analyses of published strength data and some interpolation and extrapolation based
on practical experience, Marinos and Hoek (2000) have suggested that the constant
m for intact rock, m i, varies with rock type in the manner shown in Table 4.2.

A normalised peak strength envelope for sandstones is shown in Figure 4.30. The
grouping and analysis of data according to rock type has obvious disadvantages.
Detailed studies of rock strength and fracture indicate that factors such as mineral
composition, grain size and angularity, grain packing patterns and the nature of ce-
menting materials between grains, all influence the manner in which fracture initiates
and propagates. If these factors are relatively uniform within a given rock type, then it
might be expected that a single curve would give a good fit to the normalised strength
data with a correspondingly high value of the coefficient of determination, r2. If, on
the other hand, these factors are quite variable from one occurrence of a given rock
type to another, then a wider scatter of data points and a poorer fit by a single curve
might be anticipated. For sandstones (Figure 4.30) where grain size, porosity and
the nature of the cementing material can vary widely, and for limestone which is a
name given to a wide variety of carbonate rocks, the values of r2 are, indeed, quite
low.

Despite these difficulties and the sometimes arbitrary allocation of a particular
name to a given rock, the results obtained initially by Hoek and Brown (1980) and
updated by Marinos and Hoek (2000), do serve an important practical purpose. By
using the approximate value of m i found to apply for a particular rock type, it may be
possible to carry out preliminary design calculations on the basis of no testing other
than a determination of a suitable value of �c made using a simple test such as the
point load test. A value of �c is required as a scaling factor to determine the strength
of a particular sample of rock. Thus although the same value of m i may apply to
granites from different localities, their strengths at different confining pressures may
differ by a factor of two or three.
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Table 4.2 Variation of the constant mi for intact rock by rock group (after Hoek, 2003).

Porphyries

∗Conglomerates and breccias may present a wide range of mi values depending on the nature of the cementing material and the
degree of cementation, so they may range from values similar to sandstone, to values used for fine grained sediments (even under
10).
∗∗These values are for intact rock specimens tested normal to bedding or foliation. The value of mi will be significantly different
if failure occurs along a weakness plane.
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An instructive and practically useful interpretation of the Hoek-Brown criterion
for brittle intact rock has been provided by Martin (1997) and others (e.g. Martin and
Chandler, 1994, Hajiabdolmajid et al., 2002, Martin et al., 1999), who studied the
laboratory and field behaviour of Lac du Bonnet granite. Martin (1997) found that,
in a manner consistent with that described in Section 4.3.7, the start of the fracture or
failure process began with the initiation of damage caused by small cracks growing in
the direction of the maximum applied load. For unconfined Lac du Bonnet granite, this
occurred at an applied stress of 0.3 to 0.4 �c. As the load increased, these stable cracks
continued to accumulate. Eventually, when the sample contained a sufficient density of
these cracks, they started to interact and an unstable cracking process involving sliding
was initiated. The stress level at which this unstable cracking process is initiated is
referred to as the long term strength of the rock, �cd. Martin (1997) argued that,
in terms of the Coulombic concepts of cohesion and friction, the mobilised strength
to this stage is cohesive. After the stress �cd has been reached, cohesion is lost and
frictional strength is mobilised.

As illustrated in Figure 4.31, Martin (1997) determined the laboratory peak, long
term and crack initiation strengths for the Lac du Bonnet granite. He was able to fit
Hoek-Brown failure envelopes to these curves, although the laboratory crack initia-
tion curve was found to be a straight line on �1 versus �3 axes. Subsequently, in a
field experiment carried out at the URL site, the initiation of cracks around a tunnel
excavated in the Lac du Bonnet granite was recorded using microseismic emissions
(see section 18.2.7). As shown in Figure 4.31, these data correspond well with the
laboratory crack initiation data. It was found that crack initiation at approximately
constant deviatoric stress, (�1 − �3), could be well represented by the Hoek-Brown
criterion with mb = 0 and s = 0.11 (Martin et al., 1999). This important result will
be used in later chapters of this book.

4.5.6 Yield criteria based on plasticity theory
The incremental theory of plasticity (Hill, 1950) is a branch of continuum mechanics
that was developed in an attempt to model analytically the plastic deformation or
flow of metals. Plastic deformation is permanent or irrecoverable; its onset marks the
yield point. Perfectly plastic deformation occurs at constant volume under constant
stress. If an increase in stress is required to produce further post-yield deformation,
the material is said to be work- or strain-hardening.

As noted in section 4.4.3, plastic or dissipative mechanisms of deformation may
occur in rocks under suitable environmental conditions. It would seem reasonable,
therefore, to attempt to use plasticity theory to develop yield criteria for rocks. The
relevant theory is beyond the scope of this introductory text and only the elements of
it will be introduced here.

Because plastic deformation is accompanied by permanent changes in atomic posi-
tions, plastic strains cannot be defined uniquely in terms of the current state of stress.
Plastic strains depend on loading history, and so plasticity theory must use an incre-
mental loading approach in which incremental deformations are summed to obtain the
total plastic deformation. In some engineering problems, the plastic strains are much
larger than the elastic strains, which may be neglected. This is not always the case
for rock deformation (for example, Elliott and Brown, 1985), and so an elastoplastic
analysis may be required.
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The total strain increment {ε̇} is the sum of the elastic and plastic strain in-
crements

{ε̇} = {ε̇e} + {ε̇p} (4.26)

A plastic potential function, Q ({�}), is defined such that

{ε̇p} = 


{
∂ Q

∂�

}
(4.27)

where 
 is a non-negative constant of proportionality which may vary throughout the
loading history. Thus, from the incremental form of equation 2.38 and equations 4.26
and 4.27

{ε̇} = [D]−1{�̇} + 


{
∂ Q

∂�

}
(4.28)

where [D] is the elasticity matrix.
It is also necessary to be able to define the stress states at which yield will occur

and plastic deformation will be initiated. For this purpose, a yield function, F({�}),
is defined such that F = 0 at yield. If Q = F , the flow law is said to be associated.
In this case, the vectors of {�} and {ε̇p} are orthogonal as illustrated in Figure 4.32.
This is known as the normality condition.

For isotropic hardening and associated flow, elastoplastic stress and strain incre-
ments may be related by the equation

{�̇} = [Dep][ε̇]

where

[Dep] = [D] − [D]
{

∂ Q
∂�

} {
∂ F
∂�

}T
[D]

A + {
∂ F
∂�

}T
[D]

{
∂ Q
∂�

}

Figure 4.32 The normality condi-
tion of the associated flow rule.
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in which

A = −1




∂ F

∂K
dK

where K is a hardening parameter such that yielding occurs when

dF =
{

∂ F

∂�

}T

{�̇} + ∂ F

∂K
= 0

The concepts of associated plastic flow were developed for perfectly plastic and
strain-hardening metals using yield functions such as those of Tresca and von Mises
which are independent of the hydrostatic component of stress (Hill, 1950). Although
these concepts have been found to apply to some geological materials, it cannot be
assumed that they will apply to pressure-sensitive materials such as rocks in which
brittle fracture and dilatancy typically occur (Rudnicki and Rice, 1975).

In order to obtain realistic representations of the stresses at yield in rocks and rock
masses, it has been necessary to develop yield functions which are more complex than
the classical functions introduced for metals. These functions are often of the form
F(I1, J2) = 0 where I1 is the first invariant of the stress tensor and J2 is the second
invariant of the deviator stress tensor (section 2.4), i.e.

J2 = 1
2

(
S2

1 + S2
2 + S2

3

)

= 1
6 [(�1 − �2)2 + (�2 − �3)2 + (�3 − �1)2]

More complex functions also include the third invariant of the deviator stress tensor
J3 = S1 S2 S3. For example, Desai and Salami (1987) were able to obtain excellent
fits to peak strength (assumed synonymous with yield) and stress–strain data for a
sandstone, a granite and a dolomite using the yield function

F = J2 −
(

�

�n−2
0

I n
1 + I 2

1

) (
1 − �

J 1/3
3

J 1/2
2

)m

where �, n, � and m are material parameters and �0 is one unit of stress.

4.6 Strength of anisotropic rock material in triaxial compression

So far in this chapter, it has been assumed that the mechanical response of rock
material is isotropic. However, because of some preferred orientation of the fabric or
microstructure, or the presence of bedding or cleavage planes, the behaviour of many
rocks is anisotropic. The various categories of anisotropic elasticity were discussed in
section 2.10. Because of computational complexity and the difficulty of determining
the necessary elastic constants, it is usual for only the simplest form of anisotropy,
transverse isotropy, to be used in design analyses. Anisotropic strength criteria are
also required for use in the calculations.

The peak strengths developed by transversely isotropic rocks in triaxial compres-
sion vary with the orientation of the plane of isotropy, foliation plane or plane of
weakness, with respect to the principal stress directions. Figure 4.33 shows some
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Figure 4.33 Variation of peak prin-
cipal stress difference with the angle
of inclination of the major principal
stress to the plane of weakness, for the
confining pressures indicated for (a) a
phyllite (after Donath, 1972), (b–d) a
slate and two shales (after McLamore
and Gray, 1967).

Figure 4.34 (a) Transversely iso-
tropic specimen in triaxial compres-
sion; (b) variation of peak strength at
constant confining pressure with the
angle of inclination of the normal to
the plane of weakness to the compres-
sion axis (�).

measured variations in peak principal stress difference with the angle of inclination
of the major principal stress to the plane of weakness.

Jaeger (1960) introduced an instructive analysis of the case in which the rock
contains well-defined, parallel planes of weakness whose normals are inclined at an
angle � to the major principal stress direction as shown in Figure 4.34a. Each plane
of weakness has a limiting shear strength defined by Coulomb’s criterion

s = cw + �n tan �w (4.29)

Slip on the plane of weakness (ab) will become incipient when the shear stress on
the plane, � , becomes equal to, or greater than, the shear strength, s. The stress
transformation equations give the normal and shear stresses on ab as

�n = 1
2 (�1 + �3) + 1

2 (�1 − �3) cos 2�

and

� = 1
2 (�1 − �3) sin 2� (4.30)
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Substituting for �n in equation 4.29, putting s = � , and rearranging, gives the criterion
for slip on the plane of weakness as

(�1 − �3)s = 2(cw + �3 tan �w)

(1 − tan �w cot �) sin 2�
(4.31)

The principal stress difference required to produce slip tends to infinity as � → 90◦

and as � → �w. Between these values of �, slip on the plane of weakness is possible,
and the stress at which slip occurs varies with � according to equation 4.31. By
differentiation, it is found that the minimum strength occurs when

tan 2� = − cot �w

or when

� = �

4
+ �w

2

The corresponding value of the principal stress difference is

(�1 − �3)min = 2(cw + �w�3)
([

1 + �2
w

]1/2 + �w
)

where �w = tan �w.
For values of � approaching 90◦ and in the range 0◦ to �w, slip on the plane of

weakness cannot occur, and so the peak strength of the specimen for a given value of
�3, must be governed by some other mechanism, probably shear fracture through the
rock material in a direction not controlled by the plane of weakness. The variation of
peak strength with the angle � predicted by this theory is illustrated in Figure 4.34b.

Note that the peak strength curves shown in Figure 4.33, although varying with �
and showing pronounced minima, do not take the same shape as Figure 4.34b. (In
comparing these two figures note that the abscissa in Figure 4.33 is � = �/2 − �).
In particular, the plateau of constant strength at low values of �, or high values of
�, predicted by the theory, is not always present in the experimental strength data.
This suggests that the two-strength model of Figure 4.34 provides an oversimplified
representation of strength variation in anisotropic rocks. Such observations led Jaeger
(1960) to propose that the shear strength parameter, cw, is not constant but is contin-
uously variable with � or �. McLamore and Gray (1967) subsequently proposed that
both cw and tan �w vary with orientation according to the empirical relations

cw = A − B[cos 2(� − �c0)]n

and

tan �w = C − D[cos 2(� − ��0)]m

where A, B, C, D, m and n are constants, and �c0 and ��0 are the values of � at which
cw and �w take minimum values, respectively.
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Figure 4.35 Direct shear test con-
figurations with (a) the shear force
applied parallel to the discontinuity,
(b) an inclined shear force.

4.7 Shear behaviour of discontinuities

4.7.1 Shear testing
In mining rock mechanics problems other than those involving only fracture of intact
rock, the shear behaviour of discontinuities will be important. Conditions for slip on
major pervasive features such as faults or for the sliding of individual blocks from the
boundaries of excavations are governed by the shear strengths that can be developed
by the discontinuities concerned. In addition, the shear and normal stiffnesses of
discontinuities can exert a controlling influence on the distribution of stresses and
displacements within a discontinuous rock mass. These properties can be measured
in the same tests as those used to determine discontinuity shear strengths.

The most commonly used method for the shear testing of discontinuities in rock is
the direct shear test. As shown in Figure 4.35, the discontinuity surface is aligned
parallel to the direction of the applied shear force. The two halves of the specimen are
fixed inside the shear box using a suitable encapsulating material, generally an epoxy
resin or plaster. This type of test is commonly carried out in the laboratory, but it
may also be carried out in the field, using a portable shear box to test discontinuities
contained in pieces of drill core or as an in situ test on samples of larger size. Methods
of preparing samples and carrying out these various tests are discussed by the ISRM
Commission (1974), Goodman (1976, 1989) and Hoek and Bray (1981).

Test arrangements of the type shown in Figure 4.35a can cause a moment to be
applied about a lateral axis on the discontinuity surface. This produces relative rotation
of the two halves of the specimen and a non-uniform distribution of stress over the
discontinuity surface. To minimise these effects, the shear force may be inclined at
an angle (usually 10◦–15◦) to the shearing direction as shown in Figure 4.35b. This is
almost always done in the case of large-scale in situ tests. Because the mean normal
stress on the shear plane increases with the applied shear force up to peak strength, it
is not possible to carry out tests in this configuration at very low normal stresses.

Direct shear tests in the configuration of Figure 4.35a are usually carried out at
constant normal force or constant normal stress. Tests are most frequently carried
out on dry specimens, but many shear boxes permit specimens to be submerged and
drained shear tests to be carried out with excess joint water pressures being assumed
to be fully dissipated throughout the test. Undrained testing with the measurement of
induced joint water pressures, is generally not practicable using the shear box.

The triaxial cell is sometimes used to investigate the shear behaviour of discon-
tinuities. Specimens are prepared from cores containing discontinuities inclined at
25–40◦ to the specimen axis. A specimen is set up in the triaxial cell as shown in
Figure 4.34a for the case of anisotropic rocks, and the cell pressure and the axial load
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are applied successively. The triaxial cell is well suited to testing discontinuities in the
presence of water. Tests may be either drained or undrained, preferably with a known
level of joint water pressure being imposed and maintained throughout the test.

It is assumed that slip on the discontinuity will occur according to the theory set
out in section 4.6. Mohr circle plots are made of the total or effective stresses at slip
at a number of values of �3, and the points on these circles giving the stresses on the
plane of the discontinuity are identified. The required shear strength envelope is then
drawn through these points. This requires that a number of tests be carried out on
similar discontinuities.

In an attempt to overcome the need to obtain, prepare and set up several specimens
containing similar discontinuities, a stage testing procedure is sometimes used. A
specimen is tested at a low confining pressure as outlined above. When it appears that
slip on the discontinuity has just been initiated (represented by a flattening of the axial
load–axial displacement curve that must be continuously recorded throughout each
test), loading is stopped, the cell pressure is increased to a new value, and loading
is recommenced. By repeating this process several times, a number of points on the
peak strength envelope of the discontinuity can be obtained from the one specimen.
However, this approach exacerbates the major difficulty involved in using the triaxial
test to determine discontinuity shear strengths, namely the progressive change in the
geometry of the cell–specimen system that accompanies shear displacement on the
discontinuity.

The problem is illustrated by Figure 4.36. It is clear from Figure 4.36a that, if
relative shear displacement of the two parts of the specimen is to occur, there must be
lateral as well as axial relative translation. If, as is often the case, one spherical seat
is used in the system, axial displacement causes the configuration to change to that
of Figure 4.36b, which is clearly unsatisfactory. As shown in Figure 4.36c, the use
of two spherical seats allows full contact to be maintained over the sliding surfaces,
but the area of contact changes and frictional and lateral forces are introduced at the
seats. Figure 4.36d illustrates the most satisfactory method of ensuring that the lateral
component of translation can occur freely and that contact of the discontinuity surfaces
is maintained. Pairs of hardened steel discs are inserted between the platens and either
end of the specimen. No spherical seats are used. The surfaces forming the interfaces
between the discs are polished and lubricated with a molybdenum disulphide grease.

Figure 4.36 Discontinuity shear
testing in a triaxial cell (after Jaeger
and Rosengren, 1969).
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Figure 4.37 Shear stress–shear dis-
placement curves for ground surfaces
tested with a constant normal stress of
1.0 MPa (after Jaeger, 1971).

In this way, the coefficient of friction between the plates can be reduced to the order
of 0.005 which allows large amounts of lateral displacement to be accommodated at
the interface with little resistance.

This technique was developed by Rosengren (1968) who determined the corrections
required to allow for the influence of friction and the change of contact area. His
analysis has been re-presented by Goodman (1976, 1989) and will not be repeated
here. The authors have successfully used this technique in tests on specimens of
150 mm diameter tested at confining pressures of up to 70 MPa.

4.7.2 Influence of surface roughness on shear strength
Shear tests carried out on smooth, clean discontinuity surfaces at constant normal
stress generally give shear stress–shear displacement curves of the type shown in
Figure 4.37. When a number of such tests are carried out at a range of effective normal
stresses, a linear shear strength envelope is obtained (Figure 4.38). Thus the shear
strength of smooth, clean discontinuities can be described by the simple Coulomb
law

s = �′
n tan �′ (4.32)

where �′ is the effective angle of friction of the discontinuity surfaces. For the case
shown in Figure 4.38, �′ = 35◦, a typical value for quartz-rich rocks.

Naturally occurring discontinuity surfaces are never as smooth as the artificially
prepared surfaces which gave the results shown in Figures 4.38 and 4.39. The shear
force–shear displacement curve shown in Figure 4.39a is typical of the results obtained
for clean, rough discontinuities. The peak strength at constant normal stress is reached
after a small shear displacement. With further displacement, the shear resistance falls
until the residual strength is eventually reached. Tests at a number of normal stresses
give peak and residual strength envelopes such as those shown in Figure 4.40.

This behaviour can be explained in terms of surface roughness using a simple
model introduced by Patton (1966) (Figure 4.41). A smooth, clean, dry discontinuity
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Figure 4.38 Sliding of smooth
quartzite surfaces under various con-
ditions (after Jaeger and Rosengren,
1969).

Figure 4.39 Results of a direct
shear test on a 127 mm × 152 mm
graphite-coated joint, carried out at
a constant normal force of 28.9 kN.
(a) Shear force–shear displacement
curves; (b) surface profile contours be-
fore testing (mm); (c) relative posi-
tions on a particular cross section after
25 mm of sliding (after Jaeger, 1971).
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Figure 4.40 Peak and residual effec-
tive stress shear strength envelopes.

surface has a friction angle �, so that at limiting equilibrium for the direct shear test
configuration of Figure 4.41a,

S

N
= tan �

If the discontinuity surface is inclined at an angle i to the direction of the shear
force, S (Figure 4.41b), then slip will occur when the shear and normal forces on the
discontinuity, S∗ and N ∗, are related by

S∗

N ∗ = tan � (4.33)

Resolving S and N in the direction of the discontinuity surface gives

S∗ = S cos i − N sin i

and

N ∗ = N cos i + S sin i

Substitution of these values in equation 4.33 and simplification gives the condition
for slip as

S

N
= tan (� + i) (4.34)

Thus the inclined discontinuity surface has an apparent friction angle of (� + i).
Patton extended this model to include the case in which the discontinuity surface
contains a number of ‘teeth’ (Figure 4.41c and d). In a series of model experiments

Figure 4.41 Idealised surface
roughness models illustrating the
roughness angle, i .

124



SHEAR BEHAVIOUR OF DISCONTINUITIES

Figure 4.42 Bilinear peak strength
envelope obtained in direct shear tests
on the models shown in Figure 4.41.

with a variety of surface profiles, he found that, at low values of N , sliding on the
inclined surfaces occurred according to equation 4.34. Dilation of the specimens
necessarily accompanied this mechanism. As the value of N was increased above
some critical value, sliding on the inclined asperity surfaces was inhibited, and a value
of S was eventually reached at which shear failure through the asperities occurred. The
corresponding values of S and N gave the upper portion of the bilinear shear strength
envelope shown in Figure 4.42. Note that, in such cases, the shear strengths that can
be developed at low normal loads can be seriously overestimated by extrapolating the
upper curve back to N = 0 and using a Coulomb shear strength law with a cohesion
intercept, c, and a friction angle, �r.

Natural discontinuities rarely behave in the same way as these idealised models.
However, the same two mechanisms – sliding on inclined surfaces at low normal loads
and the suppression of dilation and shearing through asperities at higher normal loads –
are found to dominate natural discontinuity behaviour. Generally, the two mechanisms
are combined in varying proportions with the result that peak shear strength envelopes
do not take the idealised bilinear form of Figure 4.42 but are curved. These combined
effects are well illustrated by the direct shear test on a graphite-coated joint which
gave the results shown in Figure 4.39a. The roughness profile of the initially mating
surfaces is shown in Figure 4.39b. The maximum departure from the mean plane over
the 127 mm × 152 mm surface area was in the order of ± 2.0 mm. After 25 mm of
shear displacement at a constant normal force of 28.9 kN, the relative positions of the
two parts of the specimen were as shown in Figure 4.39c. Both riding up on asperities
and shearing off of some material in the shaded zone took place.

Roughness effects can cause shear strength to be a directional property. Figure 4.43
illustrates a case in which rough discontinuity surfaces were prepared in slate spec-
imens by fracturing them at a constant angle to the cleavage. When the specimens
were tested in direct shear with the directions of the ridges on the surfaces parallel to
the direction of sliding (test A), the resulting shear strength envelope gave an effective
friction angle of 22◦ which compares with a value of 19.5◦ obtained for clean, pol-
ished surfaces. However, when the shearing direction was normal to the ridges (test
B), sliding up the ridges occurred with attendant dilation. A curved shear strength
envelope was obtained with a roughness angle of 45.5◦ at near zero effective normal
stress and a roughness angle of 24◦ at higher values of effective normal stress.

4.7.3 Interrelation between dilatancy and shear strength
All of the test data presented in the previous section were obtained in direct shear
tests carried out at constant normal force or stress. Because of the influence of surface
roughness, dilatancy accompanies shearing of all but the smoothest discontinuity sur-
faces in such tests. Goodman (1976, 1989) pointed out that although this test may re-
produce discontinuity behaviour adequately in the case of sliding of an unconstrained
block of rock from a slope (Figure 4.44c), it may not be suited to the determination
of the stress–displacement behaviour of discontinuities isolating a block that may po-
tentially slide or fall from the periphery of an underground excavation (Figure 4.44d).
In the former case, dilation is permitted to occur freely, but in the latter case, dilation
may be inhibited by the surrounding rock and the normal stress may increase with
shear displacement.

When laboratory specimens in the configuration of Figure 4.44a are subjected
to a shear stress, � , parallel to the discontinuity, they can undergo shear and normal
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Figure 4.43 Effect of shearing di-
rection on the shear strength of a wet
discontinuity in a slate (after Brown et
al., 1977).

displacements, u and v, respectively. When a normal compressive stress, �n is applied,
the discontinuity will compress. This compressive stress–displacement behaviour is
highly non-linear (Figure 4.45a) and at high values of �n, becomes asymptotic to a
maximum closure, Vmc, related to the initial thickness or aperture of the discontinuity.

Suppose that a clean, rough discontinuity is sheared with no normal stress applied.
Dilatancy will occur as shown in the upper curve of Figure 4.45b. If the shear resis-
tance is assumed to be solely frictional, the shear stress will be zero throughout. For
successively higher values of constant normal stress, A, B, C and D, the initial normal
displacement will be a, b, c and d as shown in Figure 4.45a, and the dilatancy–shear
displacement and shear stress–shear displacement curves obtained during shearing
will be as shown in Figures 4.45b and c. As the normal stress is increased, the amount
of dilatancy will decrease because a greater proportion of the asperities will be dam-
aged during shearing.

Now suppose that a test is carried out on the same specimen with the normal stress
initially zero and no dilation permitted during shearing (i.e. v = 0 throughout). By
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Figure 4.44 Controlled normal
force (a, c) and controlled normal
displacement (b, d) shearing modes.

the time a shear displacement corresponding to point 1 in Figure 4.43b is reached, a
normal stress of �n = A will have been acquired, and the shear resistance will be that
given by the �–u curve for �n = A at u = u1. As shearing progresses, the shear stress
will increase according to the dashed locus 0–1–2 in Figure 4.45c. If the discontinuity
is initially compressed to point 3 in Figure 4.45b by a normal stress �n = A, and
shearing then occurs with no further normal displacement being permitted (i.e. v = a
throughout), then the �–u curve followed will be that given by the locus 3–4–5–6
in Figure 4.45c. Note that, in both cases, considerable increases in shear strength
accompany shearing without dilatancy, and that the �–u behaviour is no longer strain
softening as it was for constant normal stress tests. This helps explain why limiting
dilation on discontinuities by rock bolt, dowel and cable reinforcement (Chapter 11),
can stabilise excavations in discontinuous rock.

4.7.4 Influence of scale
As was noted in section 3.3, discontinuity roughness may exist on a number of scales.
Figure 3.10 illustrated the different scales of roughness sampled by different scales of
shear test. For tests in which dilation is permitted, the roughness angle and, therefore,
the apparent friction angle, decrease with increasing scale. For tests in which dilation
is inhibited, the influence of scale is less important.

Barton (1973) proposed that the peak shear strengths, of joints, � , in rock could be
represented by the empirical relation

� = �′
n tan

[
JRC log10

(
JCS

�′
n

)
+ �′

r

]
(4.35)

where �′
n = effective normal stress, JRC = joint roughness coefficient on a scale of

1 for the smoothest to 20 for the roughest surfaces, JCS = joint wall compressive
strength and �′

r = drained, residual friction angle.
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Figure 4.45 Relations between nor-
mal stress (�n), shear stress (� ), nor-
mal displacement (v), and shear dis-
placement (u) in constant displace-
ment shear tests on rough discontinu-
ities (after Goodman, 1989).

Equation 4.35 suggests that there are three components of shear strength – a basic
frictional component given by �′

r, a geometrical component controlled by surface
roughness (JRC) and an asperity failure component controlled by the ratio (JCS /�′

n).
As Figure 4.46 shows, the asperity failure and geometrical components combine to
give the nett roughness component, i◦. The total frictional resistance is then given by
(�′

r + i)◦.
Equation 4.35 and Figure 4.46 show that the shear strength of a rough joint is

both scale dependent and stress dependent. As �′
n increases, the term log10(JCS/�′

n)
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Figure 4.46 Influence of scale on
the three components of discontinu-
ity shear strength (after Bandis et al.,
1981).

decreases, and so the nett apparent friction angle decreases. As the scale increases, the
steeper asperities shear off and the inclination of the controlling roughness decreases.
Similarly, the asperity failure component of roughness decreases with increasing
scale because the material compressive strength, JCS, decreases with increasing size
as discussed in section 4.3.5.

4.7.5 Infilled discontinuities
The previous discussion referred to ‘clean’ discontinuities or discontinuities contain-
ing no infilling materials. As noted in section 3.3, discontinuities may contain infilling
materials such as gouge in faults, silt in bedding planes, low-friction materials such
as chlorite, graphite and serpentine in joints, and stronger materials such as quartz or
calcite in veins or healed joints. Clearly, the presence of these materials will influ-
ence the shear behaviour of discontinuities. The presence of gouge or clay seams can
decrease both stiffness and shear strength. Low-friction materials such as chlorite,
graphite and serpentine can markedly decrease friction angles, while vein materials
such as quartz can serve to increase shear strengths.

Of particular concern is the behaviour of major infilled discontinuities in which the
infilling materials are soft and weak, having similar mechanical properties to clays
and silts. The shear strengths of these materials are usually described by an effective
stress Coulomb law. In a laboratory study of such filled discontinuities, Ladanyi and
Archambault (1977) reached the following conclusions:

(a) For most filled discontinuities, the peak strength envelope is located between
that for the filling and that for a similar clean discontinuity.

(b) The stiffnesses and shear strength of a filled discontinuity decrease with in-
creasing filling thickness, but always remain higher than those of the filling
alone.

(c) The shear stress–displacement curves of filled discontinuities often have two
portions, the first reflecting the deformability of the filling materials before rock
to rock contact is made, and the second reflecting the deformability and shear
failure of rock asperities in contact.
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(d) The shear strength of a filled discontinuity does not always depend on the thick-
ness of the filling. If the discontinuity walls are flat and covered with a low-
friction material, the shear surface will be located at the filling-rock contact.

(e) Swelling clay is a dangerous filling material because it loses strength on swelling
and can develop high swelling pressures if swelling is inhibited.

4.8 Models of discontinuity strength and deformation

In section 4.7, discussion was concentrated on the factors influencing the peak and
residual shear strengths of discontinuities. When the responses of discontinuous rock
masses are modelled using numerical methods such as joint-element finite element
or distinct element methods (Chapter 6) it is also necessary that the shear and normal
displacements on discontinuities be considered. The shear and normal stiffnesses of
discontinuities can exert controlling influences on the distribution of stresses and dis-
placements within a discontinuous rock mass. Three discontinuity strength and de-
formation models of varying complexity will be discussed here. For simplicity, the
discussion is presented in terms of total stresses.

4.8.1 The Coulomb friction, linear deformation model
The simplest coherent model of discontinuity deformation and strength is the Coulomb
friction, linear deformation model illustrated in Figure 4.47. Under normal compres-
sive loading, the discontinuity undergoes linear elastic closure up to a limiting value
of �vm (Figure 4.47a). The discontinuity separates when the normal stress is less
than the discontinuity tensile strength, usually taken as zero. For shear loading (Fig-
ure 4.47b), shear displacement is linear and reversible up to a limiting shear stress
(determined by the value of the normal stress), and then perfectly plastic. Shear load
reversal after plastic yield is accompanied by permanent shear displacement and hys-
teresis. The relation between limiting shear resistance and normal stress is given by
equation 4.11.

This model may be appropriate for smooth discontinuities such as faults at residual
strength, which are non-dilatant in shear. The major value of the model is that it
provides a useful and readily implemented reference case for static discontinuity
response.

Figure 4.47 Coulomb friction, lin-
ear deformation joint model; (a) nor-
mal stress (�n)–normal closure (�v)
relation; (b) shear deformation (� )–
shear displacement (�u) relation.
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Figure 4.48 The Barton–Bandis
model: (a) normal stress–normal clo-
sure relation; (b) example of piece-
wise linear shear deformation simu-
lation (after Barton et al., 1985).

4.8.2 The Barton–Bandis model
The data presented in section 4.7 expressed the non-linear nature of the mechani-
cal responses of rough discontinuities in rock. The effects of surface roughness on
discontinuity deformation and strength have been described by Bandis et al. (1983,
1985) and Barton et al. (1985) in terms of a series of empirical relations between
stress and deformation components and the parameters joint roughness coefficient,
JRC, and joint wall compressive strength, JCS, introduced in equation 4.35.

The Barton–Bandis discontinuity closure model incorporates hyperbolic loading
and unloading curves (Figure 4.48a) in which normal stress and closure, �v, are
related by the empirical expression

�n = �v/(a − b�v) (4.36)

where a and b are constants. The initial normal stiffness of the joint, Kni, is equal to
the inverse of a and the maximum possible closure, vm, is defined by the asymptote
a/b.

Differentiation of equation 4.36 with respect to �v yields the expression for normal
stiffness

Kn = Kni[1 − �n/(vm Kni + �n)]−2

which shows the normal stiffness to be highly dependent on normal stress.
To provide estimates of joint initial stiffness and closure, Bandis et al. (1985)

present the empirical relations

Kni = 0.02(JCS0/E0) + 2.0JRC0 − 10

vm = A + B(JRC0) + C(JCS0/E0)D
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where JCS0 and JRC0 are laboratory scale values, E0 is the initial aperture of the
discontinuity, and A, B, C and D are constants which depend on the previous stress
history.

The peak shear strength is given by equation 4.35. The gradual reduction in shear
strength during post-peak shearing is caused by a decline in the effective contribution
of roughness due to mismatch and wear. This behaviour is modelled by using different
values for the roughness coefficient, JRCmob, that will be mobilised at any given value
of shear displacement, u. A set of empirical relations between u, JRC, JCS, �n, the
mobilised dilation angle and the size of the discontinuity permits the shear stress–shear
displacement curve to be modelled in piecewise linear form (Figure 4.48b).

The Barton–Bandis model takes explicit account of more features of discontinuity
strength and deformation behaviour than the elementary model discussed in section
4.8.1. However, its practical application may present some difficulties. In particular,
the derivation of relations for the mobilisation and degradation of surface roughness
from a piecewise linear graphical format rather than from a well-behaved formal
expression may lead to some irregularities in numerical simulation of the stress–
displacement behaviour.

Although three decades of experience has been gained in assigning JRC values, the
exercise remains a subjective one. A range of approaches to the measurement of JRC
involving surface profiling and statistical and fractal analyses have been proposed.
Grasselli and Egger (2003), for example, used an advanced topometric sensor (ATS)
scanner to obtain digitised three-dimensional profiles of the surfaces of joints in seven
rock types which were then subjected to constant normal load direct shear tests. As
in the example shown in Figure 4.43, they found that the surface profiles and the
associated shear strengths were anisotropic. They were able to fit the measured shear
strengths to the peak shear strength criterion given by equation 4.35 using a model in
which the value of JRC on the laboratory scale was expressed as a function of the basic
friction angle, the ratios of uniaxial compressive and tensile strengths to the average
normal stress, and a number of parameters which represent the three dimensional
surface morphology of the joint and the direction of shearing.

4.8.3 The continuous-yielding joint model
The continuous-yielding joint model was designed to provide a coherent and unified
discontinuity deformation and strength model, taking account of non-linear com-
pression, non-linearity and dilation in shear, and a non-linear limiting shear strength
criterion. Details of the formulation of the model are given by Cundall and Lemos
(1990).

The key elements of the model are that all shear displacement at a discontinuity
has a component of plastic (irreversible) displacement, and all plastic displacement
results in progressive reduction in the mobilised friction angle. The displacement
relation is

�up = (1 − F)�u

where �u is an increment of shear displacement, �up is the irreversible component
of shear displacement and F is the fraction that the current shear stress constitutes of
the limiting shear stress at the prevailing normal stress.
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The progressive reduction in shear stress is represented by

��m = − 1

R
(�m − �b)�up

where �m is the prevailing mobilised friction angle, �b is the basic friction angle, and
R is a parameter with the dimension of length, related to joint roughness.

The response to normal loading is expressed incrementally as

��n = Kn�v

where the normal stiffness Kn is given by

Kn = �n��n
n

in which �n and �n are further model parameters.
The shear stress and shear displacement increments are related by

�� = F Ks�u

where the shear stiffness may also be taken to be a function of normal stress, e.g.

Ks = �s�
�s
n

in which �s, �s are further model parameters.
The continuously-yielding joint model has been shown to have the capability to

represent satisfactorily single episodes of shear loading and the effects of cyclic
loading in a manner consistent with that reported by Brown and Hudson (1974).

4.9 Behaviour of discontinuous rock masses

4.9.1 Strength
The determination of the global mechanical properties of a large mass of discontinuous
in situ rock remains one of the most difficult problems in the field of rock mechanics.
Stress–strain properties are required for use in the determination of the displacements
induced around mine excavations, and overall strength properties are required in, for
example, assessments of pillar strength and the extent of discontinuous subsidence.

A first approach to the determination of the overall strength of a multiply jointed
rock mass is to apply Jaeger’s single plane of weakness theory (section 4.6) in several
parts. Imagine that a rock mass is made up of the material for which the data shown
in Figure 4.33b were obtained, but that it contains four sets of discontinuities each
identical to the cleavage planes in the original slate. The sets of discontinuities are
mutually inclined at 45◦ as shown in the sketches in Figure 4.49. A curve showing the
variation of the peak principal stress difference with the orientation angle, �, may be
constructed for a given value of �3 by superimposing four times the appropriate curve
in Figure 4.33b with each curve displaced from its neighbour by 45◦ on the � axis.
Figure 4.49 shows the resulting rock mass strength characteristics for three values of
�3. In this case, failure always takes place by slip on one of the discontinuities. Note
that, to a very good approximation, the strength of this hypothetical rock mass may
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Figure 4.49 Composite peak
strength characteristics for a hypo-
thetical rock mass containing four
sets of discontinuities each with the
properties of the cleavage in the slate
for which the data shown in Figure
4.33b were obtained.

be assumed to be isotropic. This would not be the case if one of the discontinuity sets
had a substantially lower shear strength than the other sets.

Because of the difficulty of determining the overall strength of a rock mass by
measurement, empirical approaches are generally used. As discussed in section 4.5.5,
Brady (1977) found that the power law of equation 4.23 could be applied to the
mineralised shale at the Mount Isa Mine. An attempt to allow for the influence of
rock quality on rock mass strength was made by Bieniawski (1976) who assigned
Coulomb shear strength parameters, c and �, to the various rock mass classes in
his geomechanics classification (Table 3.5). Correlations have also been proposed
between other rock mass classification schemes and rock mass strengths (e.g. Barton,
2002, Laubscher, 1990, Laubscher and Jakubec, 2001).

The most completely developed of these empirical approaches is that introduced
by Hoek and Brown (1980). Because of a lack of suitable alternatives, the Hoek-
Brown empirical rock mass strength criterion was soon adopted by rock mechanics
practitioners, and sometimes used for purposes for which it was not originally intended
and which lay outside the limits of the data and methods used in its derivation. Because
of this, and as experience was acquired in its practical application, a series of changes
were made and new elements introduced into the criterion. Hoek and Brown (1997)
consolidated the changes made to that time and gave a number of worked examples to
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illustrate the criterion’s application in practice. A further update was given by Hoek
et al. (2002). The summary of the criterion given here is based on these accounts and
those of Marinos and Hoek (2000) and Brown (2003).

In effective stress terms, the generalised Hoek-Brown peak strength criterion for
jointed rock masses is given by:

�′
1 = �′

3 + (
mb�c�′

3 + s�2
c

)a
(4.37)

where mb is the reduced value of the material constant m i (see equation 4.25) for the
rock mass, and s and a are parameters which depend on the characteristics or quality
of the rock mass. The values of mb and s are related to the GSI for the rock mass (see
section 3.7.4) by the relations

mb = m i exp{(GSI − 100)/(28 − 14D)} (4.38)

and

s = exp{(GSI − 100)/(9 − 3D)} (4.39)

where D is a factor which depends on the degree to which the rock mass has been
disturbed by blasting or stress relaxation. D varies from 0 for undisturbed in situ rock
masses to 1.0 for very disturbed rock masses. For good quality blasting, it might be
expected that D ≈ 0.7.

In the initial version of the Hoek-Brown criterion, the index a took the value 0.5 as
shown in equation 4.25. After a number of other changes, Hoek et al. (2002) expressed
the value of a which applies over the full range of GSI values as the function:

a = 0.5 + (exp−GSI/15 − exp−20/3)/6 (4.40)

Note that for GSI > 50, a ≈ 0.5, the original value. For very low values of GSI, a →
0.65.

The uniaxial compressive strength of the rock mass is obtained by setting �′
3 to

zero in equation 4.37 giving

�cm = �csa (4.41)

Assuming that the uniaxial and biaxial tensile strengths of brittle rocks are approx-
imately equal, the tensile strength of the rock mass may be estimated by putting
�′

1 = �′
3 = �tm in equation 4.37 to obtain

�tm = −s �c/mb (4.42)

The resulting peak strength envelope for the rock mass is as illustrated in Figure 4.50.
Because analytical solutions and numerical analyses of a number of mining rock
mechanics problems use Coulomb shear strength parameters rather than principal
stress criteria, the Hoek-Brown criterion has also been represented in shear stress-
effective normal stress terms. The resulting shear strength envelopes are non-linear
and so equivalent shear strength parameters have to be determined for a given normal
stress or effective normal stress, or for a small range of those stresses (Figure 4.50).
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Figure 4.50 Hoek-Brown peak
strength envelope for a diorite rock
mass with �c = 100 MPa, mi = 25
and GSI 65 and the equivalent
Coulomb shear strength parameters.

Methods of doing this are proposed by Hoek and Brown (1997), Hoek et al. (2002)
and Sofianos (2003).

It is important to recognise that the Hoek-Brown rock mass strength criterion as
presented here is a short-term peak strength criterion and not a crack initiation or
long-term strength criterion. Furthermore, it applies only to sensibly isotropic rock
masses as in the case illustrated in Figure 4.49. In particular, it should not be used when
failure is governed by a single discontinuity or by a small number of discontinuities.
The limitations of the criterion and the conditions under which it should be used have
been discussed by Hoek and Brown (1997) and are illustrated in Figure 4.51.

4.9.2 Deformability
The study of the complete stress–strain behaviour of jointed rock masses involving
post-yield plastic deformation, is beyond the scope of this introductory text. How-
ever, it is of interest to consider the pre-peak behaviour with a view to determining
equivalent overall elastic constants for use in design analyses.

In the simplest case of a rock mass containing a single set of parallel discontinuities,
a set of elastic constants for an equivalent transversely isotropic continuum may be
determined. For a case analogous to that shown in Figure 2.10, let the rock material
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Figure 4.51 Applicability of the
Hoek–Brown empirical rock mass
strength criterion at different scales
(after Hoek and Brown, 1988).

be isotropic with elastic constants E and �, let the discontinuities have normal and
shear stiffnesses Kn and Ks as defined in section 4.7.5, and let the mean discontinuity
spacing be S. By considering the deformations resulting from the application of unit
shear and normal stresses with respect to the x, y plane in Figure 2.10, it is found that
the equivalent elastic constants required for use in equation 2.42 are given by

E1 = E

1

E2
= 1

E
+ 1

KnS
�1 = �

�2 = E2

E
�

1

G2
= 1

G
+ 1

KsS

If, for example, E = 10 GPa, � = 0.20, Kn = 5 GPa m−1, Ks = 0.1 GPa m−1 and
S = 0.5 m, then G = 4.17 GPa, E1 = 10 GPa, E2 = 2.0 GPa, �1 = 0.20, �2 = 0.04
and G2 = 49.4 MPa.

Similar solutions for cases involving more than one set of discontinuities are given
by Amadei and Goodman (1981) and by Gerrard (1982). It is often found in practice
that the data required to apply these models are not available or that the rock mass
structure is less regular than that assumed in developing the analytical solutions. In
these cases, it is common to determine E as the modulus of deformation or slope
of the force–displacement curve obtained in an in situ compression test. There are
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Figure 4.52 Determination of the
Young’s modulus of a rock mass from
the response on initial unloading in a
cyclic loading test (after Brady et al.,
1985).

many types of in situ compression test including uniaxial compression, plate bearing,
flatjack, pressure chamber, borehole jacking and dilatometer tests.

The results of such tests must be interpreted with care particularly when tests are
conducted under deviatoric stress conditions on samples containing discontinuities
that are favourably oriented for slip. Under these conditions, initial loading may
produce slip as well as reflecting the elastic properties of the rock material and the
elastic deformabilities of the joints. Using a simple analytical model, Brady et al.
(1985) have demonstrated that, in this case:

(a) the loading–unloading cycle must be accompanied by hysteresis; and
(b) it is only in the initial stage of unloading (Figure 4.52) that inelastic response is

suppressed and the true elastic response of the rock mass is observed.

Bieniawski (1978) compiled values of in situ modulus of deformation determined
using a range of test methods at 15 different locations throughout the world. He found
that for values of rock mass rating, RMR, greater than about 55, the mean deformation
modulus, EM, measured in GPa, could be approximated by the empirical equation

EM = 2(RMR) − 100 (4.43)

Serafim and Pereira (1983) found that an improved fit to their own and to Bieni-
awski’s data, particularly in the range of EM between 1 and 10 GPa, is given by the
relation

EM = 10
RMR−10

40 (4.44)

and Periera’s (1983) data, respectively. It also shows further data provided by Barton
(2002) fitted to the equation

EM = 10 Q1/3
c (4.45)

where Qc = Q�c/100.
Following Hoek and Brown (1997), Hoek et al. (2002) proposed the more complex

empirical relation

EM = (1 − D/2)
√

(�c/100) · 10((GSI−10)/40) (4.46)

which is derived from equation 4.44 but gives an improved fit to the data at lower
values of RMR (≈ GSI for RMR > 25), and includes the factor D to allow for the
effects of blast damage and stress relaxation.

It must be recognised that equations 4.43 to 4.46 relate rock mass classification
indices to measured static deformability values that show considerable scatter. Ac-
cordingly, it cannot be expected that they will always provide accurate estimates of
EM. It must also be remembered that, as indicated earlier in this section, rock mass
moduli may be highly anisotropic. They also vary non-linearly with the level of ap-
plied stress and so can be expected to vary with depth. Because of the high costs of
carrying out in situ deformability tests, geophysical methods are often used to esti-
mate in situ moduli. These methods generally involve studies of the transmission of
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Figure 4.53 Measured values of
static rock mass modulus, EM ,
and some empirical relations (after
Barton, 2002).

elastic compression and shear waves through the rock mass and empirical correlations
with rock mass classifications and dynamic and/or static moduli. Barton (2002), for
example, was able to fit data from a number of hard rock sites using equation 4.45
with the value of Qc estimated from the in situ seismic P wave velocity, Vp(km s−1),
using the empirical relation

Vp ≈ 3.5 + log10 Qc

Problems

1 From the data given in Figure 4.18, calculate the tangent modulus and Poisson’s
ratio for the initial elastic behaviour of the limestone with �3 = 2.0 MPa.

2 A porous sandstone has a uniaxial compressive strength of �c = 75 MPa. The
results of a series of triaxial compression tests plotted on shear stress–normal stress
axes give a linear Coulomb peak strength envelope having a slope of 45◦.

Determine the axial stress at peak strength of a jacketed specimen subjected to a
confining pressure of �3 = 10 MPa. If the jacket had been punctured during the test,
and the pore pressure had built up to a value equal to the confining pressure, what
would the peak axial stress have been?

3(a) Establish an approximate peak strength envelope for the marble for which the
data shown in Figure 4.19 were obtained.
3(b) In what ways might the observed stress–strain behaviour of the specimens have
differed had the tests been carried out in a conventional testing machine having a
longitudinal stiffness of 2.0 GN m−1? Assume that all specimens were 50 mm in
diameter and 100 mm long.
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4 A series of laboratory tests on intact specimens of quartzite gave the following
mean peak strengths. The units of stress are MPa, and compression is taken as
positive.

1
2 (�1 + �3) 1

2 (�1 − �3)

100 100
135 130

triaxial 160 150
compression 200 180
�2 = �3 298 248

435 335

�1 �2 �3

biaxial 0 0 −13.5
tension/ 0 −13 −13
compression 218 50 0

225 100 0
228 150 0
210 210 0

Develop a peak strength criterion for the quartzite for use in underground excavation
design. Experience has shown that the in situ uniaxial compressive strength of the
quartzite is one-half the laboratory value.

5 A series of triaxial compression tests on specimens of a slate gave the following
results:

Confining Peak axial Angle between
pressure stress cleavage and �1

�3 (MPa) �1 (MPa) �◦

2.0 62.0 40
5.0 62.5 32

10.0 80.0 37
15.0 95.0 39
20.0 104.0 27

In each test, failure occurred by shear along the cleavage. Determine the shear
strength criterion for the cleavage planes.

6 In a further series of tests on the slate for which the data of Problem 5 were obtained,
it was found that, when failure occurred in directions other than along the cleavage,
the peak strength of the rock material was given by

�1 = 150 + 2.8�3

where �1 and �3 are in MPa.
Construct a graph showing the expected variation of peak axial stress at a confining

pressure of 10 MPa, as the angle between the cleavage and the specimen axis varies
from 0◦ to 90◦.
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7 The following results were obtained in a series of direct shear tests carried out on
100 mm square specimens of granite containing clean, rough, dry joints.

Normal stress Peak shear Residual shear Displacement at
strength strength peak shear strength

Normal Shear
�n (MPa) �p (MPa) �r (MPa) v(mm) u(mm)

0.25 0.25 0.15 0.54 2.00
0.50 0.50 0.30 0.67 2.50
1.00 1.00 0.60 0.65 3.20
2.00 1.55 1.15 0.45 3.60
3.00 2.15 1.70 0.30 4.00
4.00 2.60 – 0.15 4.20

(a) Determine the basic friction angle and the initial roughness angle for the joint
surfaces.

(b) Establish a peak shear strength criterion for the joints, suitable for use in the
range of normal stresses, 0–4 MPa.

(c) Assuming linear shear stress-shear displacement relations to peak shear strength,
investigate the influence of normal stress on the shear stiffness of the joints.

8 A triaxial compression test is to be carried out on a specimen of the granite referred
to in Problem 7 with the joint plane inclined at 35◦ to the specimen axis. A confining
pressure of �3 = 1.5 MPa and an axial stress of �1 = 3.3 MPa are to be applied. Then
a joint water pressure will be introduced and gradually increased with �1 and �3 held
constant. At what joint water pressure is slip on the joint expected to occur? Repeat
the calculation for a similar test in which �1 = 4.7 MPa and �3 = 1.5 MPa.

9 In the plane of the cross section of an excavation, a rock mass contains four sets of
discontinuities mutually inclined at 45◦. The shear strengths of all discontinuities are
given by a linear Coulomb criterion with c′ = 100 kPa and �′ = 30◦.

Develop an isotropic strength criterion for the rock mass that approximates the
strength obtained by applying Jaeger’s single plane of weakness theory in several
parts.

10 A certain slate can be treated as a transversely isotropic elastic material. Block
samples of the slate are available from which cores may be prepared with the cleavage
at chosen angles to the specimen axes.

Nominate a set of tests that could be used to determine the five independent elastic
constants in equation 2.42 required to characterise the stress–strain behaviour of the
slate in uniaxial compression. What measurements should be taken in each of these
tests?
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5 Pre-mining state of stress

5.1 Specification of the pre-mining state of stress

The design of an underground structure in rock differs from other types of structural
design in the nature of the loads operating in the system. In conventional surface struc-
tures, the geometry of the structure and its operating duty define the loads imposed on
the system. For an underground rock structure, the rock medium is subject to initial
stress prior to excavation. The final, post-excavation state of stress in the structure
is the resultant of the initial state of stress and stresses induced by excavation. Since
induced stresses are directly related to the initial stresses, it is clear that specification
and determination of the pre-mining state of stress is a necessary precursor to any
design analysis.

The method of specifying the in situ state of stress at a point in a rock mass,
relative to a set of reference axes, is demonstrated in Figure 5.1. A convenient set
of Cartesian global reference axes is established by orienting the x axis towards
mine north, y towards mine east, and z vertically downwards. The ambient stress
components expressed relative to these axes are denoted pxx , pyy, pzz, pxy, pyz, pzx .
Using the methods established in Chapter 2, it is possible to determine, from these
components, the magnitudes of the field principal stresses pi (i = 1, 2, 3), and the
respective vectors of direction cosines (�xi , �yi , �zi ) for the three principal axes. The
corresponding direction angles yield a dip angle, �i , and a bearing, or dip azimuth, �i ,
for each principal axis. The specification of the pre-mining state of stress is completed
by defining the ratio of the principal stresses in the form p1 : p2 : p3 = 1.0 : q : r
where both q and r are less than unity.

The assumption made in this discussion is that it is possible to determine the in situ
state of stress in a way which yields representative magnitudes of the components of
the field stress tensor throughout a problem domain. The state of stress in the rock
mass is inferred to be spatially quite variable, due to the presence of structural features
such as faults or local variation in rock material properties. Spatial variation in the
field stress tensor may be sometimes observed as an apparent violation of the equation
of equilibrium for the global z (vertical) direction. Since the ground surface is always
traction-free, simple statics requires that the vertical normal stress component at a

Figure 5.1 Method of specifying the
in situ state of stress relative to a set
of global reference axes.
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sub-surface point be given by

pzz = � z (5.1)

where � is the rock unit weight, and z is the depth below ground surface.
Failure to satisfy this equilibrium condition (equation 5.1) in any field determination

of the pre-mining state of stress may be a valid indication of heterogeneity of the stress
field. For example, the vertical normal stress component might be expected to be less
than the value calculated from equation 5.1, for observations made in the axial plane
of an anticlinal fold.

A common but unjustified assumption in the estimation of the in situ state of stress
is a condition of uniaxial strain (‘complete lateral restraint’) during development of
gravitational loading of a formation by superincumbent rock. For elastic rock mass
behaviour, horizontal normal stress components are then given by

pxx = pyy =
(

�

1 − �

)
pzz (5.2)

where � is Poisson’s ratio for the rock mass.
If it is also assumed that the shear stress components pxy, pyz, pzx are zero, the

normal stresses defined by equations 5.1 and 5.2 are principal stresses.
Reports and summaries of field observations (Hooker et al., 1972; Brown and Hoek,

1978) indicate that for depths of stress determinations of mining engineering interest,
equation 5.2 is rarely satisfied, and the vertical direction is rarely a principal stress
direction. These conditions arise from the complex load path and geological history
to which an element of rock is typically subjected in reaching its current equilibrium
state during and following orebody formation.

5.2 Factors influencing the in situ state of stress

The ambient state of stress in an element of rock in the ground subsurface is deter-
mined by both the current loading conditions in the rock mass, and the stress path
defined by its geologic history. Stress path in this case is a more complex notion than
that involved merely in changes in surface and body forces in a medium. Changes in
the state of stress in a rock mass may be related to temperature changes and thermal
stress, and chemical and physicochemical processes such as leaching, precipitation
and recrystallisation of constituent minerals. Mechanical processes such as fracture
generation, slip on fracture surfaces and viscoplastic flow throughout the medium,
can be expected to produce both complex and heterogeneous states of stress. Conse-
quently, it is possible to describe, in only semi-quantitative terms, the ways in which
the current observed state of a rock mass, or inferred processes in its geologic evolu-
tion, may determine the current ambient state of stress in the medium. The following
discussion is intended to illustrate the role of common and readily comprehensible
factors on pre-mining stresses.

5.2.1 Surface topography
Previous discussion has indicated that, for a flat ground surface, the average verti-
cal stress component should approach the depth stress (i.e. pzz = � z). For irregular
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Figure 5.2 The effect of irregular
surface topography (a) on the subsur-
face state of stress may be estimated
from a linearised surface profile (b). A
V-notch valley (c) represents a limit-
ing case of surface linearisation.

surface topography, such as that shown in Figure 5.2a, the state of stress at any point
might be considered as the resultant of the depth stress and stress components associ-
ated with the irregular distribution of surface surcharge load. An estimate of the latter
effect can be obtained by linearising the surface profile, as indicated in Figure 5.2b.
Expressions for uniform and linearly varying strip loads on an elastic half-space can
be readily obtained by integration of the solution for a line load on a half-space
(Boussinesq, 1883). From these expressions, it is possible to evaluate the state of
stress in such locations as the vicinity of the subsurface of the base of a V-notch
valley (Figure 5.2c). Such a surface configuration would be expected to produce a
high horizontal stress component, relative to the vertical component at this location.
In all cases, it is to be expected that the effect of irregular surface topography on the
state of stress at a point will decrease rapidly as the distance of the point below ground
surface increases. These general notions appear to be confirmed by field observations
(Endersbee and Hofto, 1963).

5.2.2 Erosion and isostasy
Erosion of a ground surface, either hydraulically or by glaciation, reduces the depth
of rock cover for any point in the ground subsurface. It can be reasonably assumed
that the rock mass is in a lithologically stable state prior to erosion, and thus that
isostasy occurs under conditions of uniaxial strain in the vertical direction. Suppose
after deposition of a rock formation, the state of stress at a point P below the ground
surface is given by

px = py = pz = p

If a depth he of rock is then removed by erosion under conditions of uniaxial strain,
the changes in the stress components are given by

�pz = −he�, �px = �py = �/(1 − �)�pz = −�/(1 − �)he�

and the post-erosion values of the stress components are

px f = py f = p − �/(1 − �)he�, pz f = p − he�

Because � < 0.5, from this expression it is clear that, after the episode of erosion, the
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horizontal stresses are reduced by amounts less than the reduction in vertical stress;
i.e.

px f , py f > pz f

or the ratios of the stresses px f /pz f , py f /pz f are greater than unity. For a point at
shallow current depth hc, it can be shown that, for he � hc, is possible for the ratios
of the horizontal stresses to the vertical stress to achieve very high values indeed.

From this analysis, it can also be deduced that the horizontal/vertical stress ratio
decreases as the current depth hc increases, approaching the pre-erosion value when
hc is significantly greater than he.

5.2.3 Residual stress
Residual stresses exist in a finite body when its interior is subject to a state of stress in
the absence of applied surface tractions. The phenomenon has long been recognised
in the mechanics of materials. For example, Love (1944) describes the generation
of residual stresses in a cast-iron body on cooling, due to the exterior cooling more
rapidly than the interior. Timoshenko and Goodier (1970) also discuss the develop-
ment of residual (or initial) stresses in common engineering materials. In general,
residual stresses may be related to physical or chemical processes occurring non-
homogeneously in restricted volumes of material. For example, non-uniform cooling
of a rock mass, or the presence in a rock mass subject to uniform cooling, of contigu-
ous lithological units with different coefficients of thermal expansion, will produce
states of stress which are locally ‘locked-in’.

Processes other than cooling that produce residual stresses may involve local min-
eralogical changes in the rock medium. Local recrystallisation in a rock mass may
be accompanied by volumetric strain. Changes in the water content of a mineral
aggregation, by absorption or exudation and elimination of chemically or physically
associated water, can result in strains and residual stresses similar in principle to those
associated with spatially non-uniform cooling.

A comprehensive understanding of the thermal history and subtle geologic evo-
lution of the members of a rock formation is not considered a practical possibility.
The problem of residual stresses therefore remains an inhibiting factor in predicting
the ambient state of stress in a rock mass, from either basic mechanics or detailed
geological investigations. The inverse process may be a more tractable proposition;
i.e. anomalous or non-homogeneous states of stress in a formation may be related to
the features or properties of the rock mass which reflect the spatial non-uniformity of
its thermal, chemical or petrological history.

5.2.4 Inclusions
Inclusions in a rock mass are lithological units that post-date the formation of the host
rock mass. Common inclusions are extrusive features such as dykes and sills, and
veins of such minerals as quartz and fluorspar. The existence of a vertical, subplanar
inclusion in a rock mass may have influenced the current in situ state of stress in
two ways. First, if the inclusion were emplaced under pressure against the horizontal
passive resistance of the surrounding rock, a high-stress component would operate
perpendicular to the plane of inclusion. A second possible influence of an inclusion
is related to the relative values of the deformation moduli of the inclusion and the
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surrounding rock. Any loading of the system, for example by change of effective
stress in the host rock mass or imposed displacements in the medium by tectonic
activity, will generate relatively high or low stresses in the inclusion, compared with
those in the host rock mass. A relatively stiff inclusion will be subject to relatively
high states of stress, and conversely. An associated consequence of the difference in
elastic moduli of host rock and inclusion is the existence of high-stress gradients in
the host rock in the vicinity of the inclusion. In contrast, the inclusion itself will be
subject to a relatively homogeneous state of stress (Savin, 1961).

An example of the effect of an inclusion on the ambient state of stress is provided
by studies of conditions in and adjacent to dykes in the Witwatersrand Quartzite. The
high elastic modulus of dolerite, compared with that of the host quartzite, should lead
to a relatively high state of stress in the dyke, and a locally high stress gradient in the
dyke margins. These effects appear to be confirmed in practice (Gay, 1975).

5.2.5 Tectonic stress
The state of stress in a rock mass may be derived from a pervasive force field imposed
by tectonic activity. Stresses associated with this form of loading operate on a regional
scale, and may be correlated with such structural features as thrust faulting and folding
in the domain. Active tectonism need not imply that an area be seismically active, since
elements of the rock mass may respond viscoplastically to the imposed state of stress.
However, the stronger units of a tectonically stressed mass should be characterised
by the occurrence of one subhorizontal stress component significantly greater than
both the overburden stress and the other horizontal component. It is probable also that
this effect should persist at depth. The latter factor may therefore allow distinction
between near-surface effects, related to erosion, and latent tectonic activity in the
medium.

5.2.6 Fracture sets and discontinuities
The existence of fractures in a rock mass, either as sets of joints of limited continuity,
or as major, persistent features transgressing the formation, constrains the equilibrium
state of stress in the medium. Thus vertical fractures in an uplifted or elevated rock
mass, such as a ridge, can be taken to be associated with low horizontal stress com-
ponents. Sets of fractures whose orientations, conformation and surface features are
compatible with compressive failure in the rock mass, can be related to the properties
of the stress field inducing fracture development (Price, 1966). In particular, a set
of conjugate faults is taken to indicate that the direction of the major principal field
stress prior to faulting coincides with the acute bisector of the faults’ dihedral angle,
the minor principal stress axis with the obtuse bisector, and the intermediate principal
stress axis with the line of intersection of the faults (Figure 5.3). This assertion is
based on a simple analogy with the behaviour of a rock specimen in true triaxial
compression. Such an interpretation of the orientation of the field principal stresses
does not apply to the state of stress prevailing following the episode of fracture. In
fact, the process of rock mass fracture is intrinsically an energy dissipative and stress
redistributive event.

The implication of the stress redistribution during any clastic episode is that the
ambient state of stress may be determined by the need to maintain equilibrium con-
ditions on the fracture surfaces. It may bear little relation to the pre-fracture state of
stress. A further conclusion, from considerations of the properties of fractured rock,
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Figure 5.3 Relation between fault
geometry and the field stresses caus-
ing faulting.

and of significance in site investigation, relates to the problem of spatial variability of
the field stress tensor. A fracture field in a rock mass is usually composed of members
which are variably oriented. It is inferred that a mechanically compatible stress field
may also be locally variable, in both magnitudes and orientations of the principal
stresses. A heterogeneous stress field is thus a natural consequence of an episode of
faulting, shearing or extensive slip, such as occurs between beds in parallel folding.
Successive episodes of fracturing, where, for example, one fault set transgresses an
earlier set, may be postulated to lead to increasing complexity in the stress distribution
throughout the medium.

It is clear from this brief discussion that the ambient, subsurface state of stress in a
rock mass presents prohibitive difficulty in estimation ab initio. Its direct determina-
tion experimentally also presents some difficulty. In particular, the spatial variability
of the stress tensor suggests that any single experimental determination may bear
little relation to volume averages of the tensor components. In the design of a mine
excavation or mine structure, it is the average state of stress in the zone of influence of
the structure which exerts a primary control on the post-excavation stress distribution
in the excavation near-field rock. The requirements for successful definition of the in
situ state of stress are a technique for a local determination of the stress tensor, and a
strategy for integration of a set of observations to derive a representative solution for
the field stress tensor throughout the sampled volume.

5.3 Methods of in situ stress determination

5.3.1 General procedures
The need for reliable estimates of the pre-mining state of stress has resulted in the
expenditure of considerable effort in the development of stress measurement devices
and procedures. Methods developed to date exploit several separate and distinct prin-
ciples in the measurement methodology, although most methods use a borehole to gain
access to the measurement site. The most common set of procedures is based on de-
termination of strains in the wall of a borehole, or other deformations of the borehole,
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induced by overcoring that part of the hole containing the measurement device. If
sufficient strain or deformation measurements are made during this stress-relief oper-
ation, the six components of the field stress tensor can be obtained directly from the
experimental observations using solution procedures developed from elastic theory.
The second type of procedure, represented by flatjack measurements and hydraulic
fracturing (Haimson, 1978), determines a circumferential normal stress component
at particular locations in the wall of a borehole. At each location, the normal stress
component is obtained by the pressure, exerted in a slot or fissure, which is in balance
with the local normal stress component acting perpendicular to the measurement slot.
The circumferential stress at each measurement location may be related directly to
the state of stress at the measurement site, preceding boring of the access hole. If
sufficient boundary stress determinations are made in the hole periphery, the local
value of the field stress tensor can be determined directly.

The third method of stress determination is based on the analysis and interpreta-
tion of patterns of fracture and rupture around deep boreholes such as oil and gas
wells. Although such ‘borehole breakouts’ are a source of difficulty in petroleum
engineering, they are invaluable for estimating the state of stress in the lithosphere.

For characterising the state of stress on a regional scale, a method which is funda-
mentally different from the three described above was formulated by Mukhamediev
(1991). It relies on the analysis in the domain of interest of stress trajectories, derived
from other types of stress measurement, to reconstruct the distribution of principal
stresses throughout the block. The method is discussed later in relation to the world
stress map.

The importance of the in situ state of stress in rock engineering has been recognized
by the documentation of ISRM Suggested Methods of rock stress estimation, reported
by Hudson et al. (2003), Sjöberg et al. (2003) and Haimson and Cornet (2003).

5.3.2 Triaxial strain cell
The range of devices for direct and indirect determination of in situ stresses in-
cludes photoelastic gauges, USBM borehole deformation gauges, and biaxial and
triaxial strain cells. The soft inclusion cell, as described by Leeman and Hayes (1966)
and Worotnicki and Walton (1976) is the most convenient of these devices, since it
allows determination of all components of the field stress tensor in a single stress
relief operation. Such a strain cell, as shown in Figure 5.4a, consists of at least three
strain rosettes, mounted on a deformable base or shell. The method of operation is
indicated in Figures 5.4b, c and d. The cell is bonded to the borehole wall using a
suitable epoxy or polyester resin. Stress relief in the vicinity of the strain cell induces
strains in the gauges of the strain rosettes, equal in magnitude but opposite in sign
to those originally existing in the borehole wall. It is therefore a simple matter to
establish, from measured strains in the rosettes, the state of strain in the wall of the
borehole prior to stress relief. These borehole strain observations are used to deduce
the local state of stress in the rock, prior to drilling the borehole, from the elastic
properties of the rock and the expressions for stress concentration around a circular
hole.

The method of determination of components of the field stress tensor from borehole
strain observations is derived from the solution (Leeman and Hayes, 1966) for the
stress distribution around a circular hole in a body subject to a general triaxial state
of stress. Figure 5.5a shows the orientation of a stress measurement hole, defined
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(a) by dip, �, and dip direction, �, relative to a set of global axes x , y, z. Relative
to these axes, the ambient field stress components (prior to drilling the hole) are
pxx , pyy, Pzz, pxy, pyz, pzx . A convenient set of local axes, l, m, n, for the borehole
is also shown in Figure 5.5a, with the n axis directed parallel to the hole axis, and
the m axis lying in the horizontal (x, y) plane. The field stress components expressed
relative to the hole local axes, i.e. pll , pln, etc., are readily related to the global
components pxx , pxz, etc., through the stress transformation equation and a rotation
matrix defined by

[R] =



�xl �xm �xn

�yl �ym �yn

�zl �zm �zn


 =




− sin � cos � sin � cos � cos �
− sin � sin � − cos � cos � sin �

cos � 0 sin �




In Figure 5.5b, the location of a point on the wall of the borehole is defined by
the angle � measured clockwise in the l, m plane. Boundary stresses at the point

(b)

Figure 5.4 (a) A triaxial strain
cell (of CSIRO design), and (b),
(c), (d) its method of application.

(c) (d)
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Figure 5.5 (a) Definition of hole lo-
cal axes; (b) field stress components
relative to hole local axes and posi-
tion co-ordinate angle, �; (c) reference
axes on hole wall.

are related to the local field stresses, for an isotropic elastic medium, by the
expressions

�rr = �r� = �rn = 0

��� = pll(1 − 2 cos 2�) + pmm(1 + 2 cos 2�) − 4plm sin 2�

�nn = pnn + 2�(−pll cos 2� + pmm cos 2� − 2plm sin 2�)

��n = 2pmn cos � − 2pnl sin �

(5.3)

Equations 5.3 define the non-zero boundary stress components, ��� , ��n , �nn , relative
to the n, � axes, aligned respectively with the hole axis, and the orthogonal direction
which is tangential, in the l, m plane, to the hole boundary. Another set of right
Cartesian axes, OA, OB, may be embedded in the hole boundary, as shown in Figure
5.5c, where the angle � defines the rotation angle from the n, � axes to the OA, OB
axes. The normal components of the boundary stress, in the directions OA, OB are
given by

�A = 1
2 (�nn + ���) + 1

2 (�nn − ���) cos 2� + ��n sin 2�

�B = 1
2 (�nn + ���) − 1

2 (�nn − ���) cos 2� − ��n sin 2�
(5.4)

Suppose the direction OA in Figure 5.5c coincides with the orientation and location
of a strain gauge used to measure the state of strain in the hole wall. Since plane
stress conditions operate at the hole boundary during the stress relief process, the
measured normal strain component is related to the local boundary stress components
by

εA = 1

E
(�A − ��B)

or

EεA = �A − ��B (5.5)

Substituting the expressions for �A, �B (equations 5.4) in equation 5.5, and then
substituting equations 5.3 in the resulting expression, gives the required relation
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between the local state of strain in the hole wall and the field stresses as

EεA = pll
{

1
2 [(1 − �) − (1 + �) cos 2�] − (1 − �2)(1 − cos 2�) cos 2�

}

+ pmm
{

1
2 [(1 − �) − (1 + �) cos 2�] + (1 − �2)(1 − cos 2�) cos 2�

}

+ pnn
1
2 [(1 − �) + (1 + �) cos 2�]

− plm2(1 − �2)(1 − cos 2�) sin 2�

+ Pmn2(1 + �) sin 2� cos �

− pnl2(1 + �) sin 2� sin � (5.6a)

or

a1 pll + a2 pmm + a3 pnn + a4 plm + a5 pmn + a6 pnl = b (5.6b)

Equations 5.6a and 5.6b indicate that the state of strain in the wall of a borehole, at
a defined position and in a particular orientation, specified by the angles � and �, is
determined linearly by the field stress components. In equation 5.6b, the coefficients
ai (i = 1 − 6) can be calculated directly from the position and orientation angles for
the measurement location and Poisson’s ratio for the rock. Thus if six independent
observations are made of the state of strain in six positions/orientations on the hole
wall, six independent simultaneous equations may be established. These may be
written in the form

[A][p] = [b] (5.7)

where [p] represents a column vector formed from the stress components
pll , pmm, pnn, plm, pmn, pnl . Provided the positions/orientations of the strain obser-
vations are selected to ensure a well conditioned coefficient matrix [A], equation 5.7
can be solved directly for the field stress components pll , plm , etc.. A Gaussian elimi-
nation routine, similar to that given by Fenner (1974), presents a satisfactory method
of solving the set of equations.

The practical design of a triaxial strain cell usually provides more than the minimum
number of six independent strain observations. The redundant observations may be
used to obtain large numbers of equally valid solutions for the field stress tensor
(Brady et al., 1976). These may be used to determine a locally averaged solution
for the ambient state of stress in the zone of influence of the stress determination.
Confidence limits for the various parameters defining the field stress tensor may also
be attached to the measured state of stress.

5.3.3 Flatjack measurements
Stress measurement using strain gauge devices is usually performed in small-diameter
holes, such that the volume of rock whose state of stress is sampled is about 10−3 m3.
Larger volumes of rock can be examined if a larger diameter opening is used as the
measurement site. For openings allowing human access, it may be more convenient
to measure directly the state of stress in the excavation wall, rather than the state of
strain. This eliminates the need to determine or estimate a deformation modulus for
the rock mass. The flatjack method presents a particularly attractive procedure for
determination of the boundary stresses in an opening, as it is a null method, i.e. the
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Figure 5.6 (a) Core drilling a slot for
a flatjack test and (b) slot pressurisa-
tion procedure.

measurement system seeks to restore the original, post-excavation local state of stress
at the experiment site. Such methods are intrinsically more accurate than those relying
on positive disturbance of the initial condition whose state is to be determined.

Three prerequisites must be satisfied for a successful in situ stress determination
using flatjacks. These are:

(a) a relatively undisturbed surface of the opening constituting the test site;
(b) an opening geometry for which closed-form solutions exist, relating the far-field

stresses and the boundary stresses; and
(c) a rock mass which behaves elastically, in that displacements are recoverable

when the stress increments inducing them are reversed.

The first and third requirements virtually eliminate the use as a test site of an ex-
cavation developed by conventional drilling and blasting. Cracking associated with
blasting, and other transient effects, may cause extensive disturbance of the elastic
stress distribution in the rock and may give rise to non-elastic displacements in the
rock during the measurement process. The second requirement restricts suitable open-
ing geometry to simple shapes. An opening with circular cross section is by far the
most convenient.

The practical use of a flatjack is illustrated in Figure 5.6. The jack consists of
a pair of parallel plates, about 300 mm square, welded along the edges. A tubular
non-return connection is provided to a hydraulic pump. A measurement site is es-
tablished by installing measurement pins, suitable for use with a DEMEC or similar
deformation gauge, in a rock surface and perpendicular to the axis of the proposed
measurement slot. The distance d0 between the pins is measured, and the slot is cut,
using, for example, a series of overlapping core-drilled holes. Closure occurs between
the displacement measuring stations. The flatjack is grouted in the slot, and the jack
pressurised to restore the original distance d0 between the displacement monitoring
pins. The displacement cancellation pressure corresponds closely to the normal stress
component directed perpendicular to the slot axis prior to slot cutting.

Determination of the field stresses from boundary stresses using flatjacks follows
a procedure similar to that using strain observations. Suppose a flatjack is used to
measure the normal stress component in the direction OA in Figure 5.5c, i.e. the
plane of the flatjack slot is perpendicular to the axis OA. If �A is the jack cancellation
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pressure, substitution of the expressions for ��� , �nn , ��n (equations 5.3) into the
expression for �A(equation 5.4) yields

�A = pll
1
2 {(1 − cos 2�) − 2 cos 2�[(1 + �) − (1 − �) cos 2�]}

+ pmm
1
2 {(1 − cos 2�) + 2 cos 2�[(1 + �) − (1 − �) cos 2�]}

+ pnn
1
2 (1 + cos 2�) − plm 2 sin 2�{(1 + �) − (1 − �) cos 2�}

+ pmn 2 sin 2� cos � − pnl 2 sin 2� sin � (5.8)

or

C1 pu + C2 pmm + C3 pnn + C4 plm + C5 pmn + C6 pnl = �A (5.9)

Equation 5.9 confirms that the state of stress in any position/orientation in the hole
boundary is linearly related to the field stress components, by a set of coefficients
which are simply determined from the geometry of the measurement system. Thus if
six independent observations of �A are made at various locations defined by angles �
and �, a set of six simultaneous equations is established:

[C][p] = [�] (5.10)

The terms of the coefficient matrix [C] in this equation are determined from � and �

for each boundary stress observation, using equation 5.8.
In the design of a measurement programme, the boundary stress measurement

positions and orientations must be selected carefully, to ensure that equations 5.10 are
both linearly independent and well conditioned. The criterion for a poorly conditioned
set of equations is that the determinant of the [C] matrix is numerically small compared
with any individual term in the matrix.

5.3.4 Hydraulic fracturing
A shortcoming of the methods of stress measurement described previously is that close
access to the measurement site is required for operating personnel. For example, hole
depths of about 10 m or less are required for effective use of most triaxial strain cells.
Virtually the only method which permits remote determination of the state of stress is
the hydraulic fracturing technique, by which stress measurements can be conducted
in deep boreholes such as exploration holes drilled from the surface.

The principles of the technique are illustrated in Figure 5.7. A section of a borehole
is isolated between inflatable packers, and the section is pressurised with water, as
shown in Figure 5.7a. When the pressure is increased, the state of stress around
the borehole boundary due to the field stresses is modified by superposition of
hydraulically-induced stresses. If the field principal stresses in the plane perpen-
dicular to the hole axis are not equal, application of sufficient pressure induces tensile
circumferential stress over limited sectors of the boundary. When the tensile stress ex-
ceeds the rock material tensile strength, fractures initiate and propagate perpendicular
to the hole boundary and parallel to the major principal stress, as indicated in Figure
5.7b. Simultaneously, the fluid pressure falls in the test section. After relaxation of
the pressure and its subsequent re-application, the peak borehole pressure achieved is
less than the initial boundary fracturing pressure by an amount corresponding to the
tensile strength of the rock material.
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Figure 5.7 Principles of stress mea-
surement by hydraulic fracturing: (a)
packed-off test section; (b) cross sec-
tion of hole, and fracture orientation
relative to plane principal stresses.

A record of borehole pressure during an hydraulic fracturing experiment, in which
typically several cycles of pressure application and decline are examined, is shown
in Figure 5.8. Two key parameters defined on the borehole pressure record are the
instantaneous shut-in pressure ps and the crack re-opening pressure pr. The shut-in
pressure or fracture closure pressure defines the field principal stress component per-
pendicular to the plane of the fracture. As suggested by Figure 5.7b, this corresponds
to the minor principal stress p2 acting in the plane of section. The crack re-opening
pressure is the borehole pressure sufficient to separate the fracture surfaces under
the state of stress existing at the hole boundary. The crack re-opening pressure, the
shut-in pressure and the pore pressure, u, at the test horizon may be used to estimate
the major principal stress in the following way.

The minimum boundary stress, �min, around a circular hole in rock subject to biaxial
stress, with field stresses of magnitudes p1 and p2, is given by

�min = 3p2 − p1 (5.11)

When a pressure p0 is applied to the interior of the borehole, the induced tangential
stress ��� at the hole wall is

��� = −p0

Figure 5.8 Pressure vs. time record
for a hydraulic fracturing experiment
(after Enever and Chopra, 1986).
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The minimum tangential boundary stress is obtained by superimposing this stress on
that given by equation 5.11, i.e.

�min = 3p2 − p1 − p0 (5.12)

and the minimum effective boundary stress is

�′
min = 3p2 − p1 − p0 − u (5.13)

The crack re-opening pressure pr corresponds to the state of borehole pressure p0

where the minimum effective boundary stress is zero, i.e. introducing pr in equation
5.13

3p2 − p1 − pr − u = 0

or

p1 = 3p2 − pr − u (5.14)

Because p2 = ps, equation 5.14 confirms that the magnitudes of the major and minor
plane principal stresses p1 and p2 can be determined from measurements of shut-in
pressure ps and crack re-opening pressure pr. The orientation of the principal stress
axes may be deduced from the position of the boundary fractures, obtained using a
device such as an impression packer. The azimuth of the major principal stress axis
is defined by the hole diameter joining the trace of fractures on opposing boundaries
of the hole.

Although hydraulic fracturing is a simple and apparently attractive stress measure-
ment technique, it is worth recalling the assumptions implicit in the method. First,
it is assumed that the rock mass is continuous and elastic, at least in the zone of
influence of the hole and the hydraulically induced fractures. Second, the hole axis
is assumed to be parallel to a field principal stress axis. Third, the induced fracture
plane is assumed to include the hole axis. If any of these assumptions is not satisfied,
an invalid solution to the field stresses will be obtained. A further limitation is that it
provides only plane principal stresses, and no information on the other components
of the triaxial stress field. The usual assumption is that the vertical normal stress
component is a principal stress, and that it is equal to the depth stress.

5.3.5 Other methods of estimating the in situ state of stress
Compared with overcoring, flatjacks and hydraulic fracturing, some other methods
of estimating the in situ state of stress are attractive by virtue of the relative ease
with which the raw data for the stress determination can be recovered. Of particular
interest in this regard are methods based on borehole breakouts, stress history gauging
through the Kaiser effect, and differential strain curve analysis or deformation rate
analysis.

The borehole breakout method described by Zoback et al. (1985) relies on the state
of stress around a borehole being sufficient to cause compressive fracture at preferred
locations around the hole boundary. Assuming a principal stress direction is parallel
to the borehole axis and that the principal stress field in the plane perpendicular to the
hole axis is anisotropic, the Kirsch equations and a knowledge of the rock material
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strength properties allow an estimate of the state of stress immediately outside the
zone of influence of the borehole. Widely used in the petroleum industry for estimating
the state of stress in deep reservoirs, the method is reviewed in detail by Zoback et al.
(2003). An example of its application in hard rock is provided by Paillet and Kim
(1987).

Development and application of a method for in situ stress measurement based on
the Kaiser effect is described by Villaescusa et al. (2002). The Kaiser effect is an
expression of the immediately preceding maximum stress to which a specimen of
rock has been subjected, and provides a method of estimating the recent stress history
of a core sample recovered from a borehole. For a specimen containing microcracks,
such as brittle rock, uniaxial loading is aseismic until a stress threshold is reached
characteristic of the earlier stress magnitude it experienced. Application of the Kaiser
effect in estimating the complete stress tensor relies on a capacity to determine re-
liably the magnitudes of the preceding normal stresses applied to the specimen in
various directions. This is done by monitoring the emission of acoustic pulses during
loading of small undercores recovered from the larger, oriented drill core taken from
the ground. By Kaiser-effect gauging of preceding stresses in six undercores in six
mutually independent orientations, it is possible to invert the normal stresses to re-
cover the field stresses which the large core experienced in situ. The advantage of the
method is the relative convenience and ease of application and the related low cost.

Anelastic strain recovery (Voight, 1968) exploits the relaxation which a rock core
experiences after it is isolated from the stressed host rock mass. The time-dependent
strains are measured with strain gauges, the principal strains calculated, and the total
strains are estimated by assuming direct proportionality between total strains and the
anelastic strains.

Differential strain curve analysis (Roegiers, 1989) or deformation rate analysis
(Villaescusa et al., 2002) are similar in principle to Kaiser effect gauging of the
recent stress history of a sample of rock. When a core is taken from the ground, re-
laxation of normal stress allows microcracks to open. In axial loading of undercores
taken from a larger core, closure of open microcracks is indicated by a clear change
in the slope of the axial stress-normal strain plot. The related value of the applied
normal stress is taken to correspond to the normal stress existing in the ground imme-
diately prior to recovery of the core. If closure stresses are determined for undercores
taken in six mutually independent orientations, then as for Kaiser-effect gauging, it
is possible to invert the stress data to recover the field principal stresses and their
orientations.

5.4 Presentation of in situ stress measurement results

The product of a stress measurement exercise is the set of six components of the field
stress tensor, usually expressed relative to a set of local axes for the measurement
hole. These yield the stress components expressed relative to the global axes by
a simple transformation. The principal stress magnitudes and orientations are then
determined from these quantities using the methods described in Chapter 2. If a single
determination is made of the field stress tensor, the orientations of the principal stress
axes can be plotted directly on to a stereonet overlay as shown in Figure 5.9. The
value of this procedure is that the required mutual orthogonality of the principal

156



PRESENTATION OF IN SITU STRESS MEASUREMENT RESULTS

Figure 5.9 Presentation of principal
stress data on lower hemisphere stere-
ographic projection.

stress directions can be determined by direct measurement. It therefore provides a
useful check on the validity and consistency of the solution for the principal stresses.
Other points of confirmation of the correctness of the solution are readily established
by considering the magnitudes of the various stress invariants, calculated from the
several sets of components (expressed relative to different sets of reference axes) of
the field stress tensor.

In the case where redundant experimental observations have been collected, many
independent solutions are possible for the in situ stress tensor. The methods suggested
by Friday and Alexander (Brady et al., 1976) can then be used to establish mean
values of the components and principal directions of the stress tensor. An example of
the way in which an over-determination of experimental parameters can be used is
illustrated in Figure 5.10. More than 1000 independent solutions for the field stresses
allowed construction of histograms of principal stress magnitudes, and contour plots
of principal stress directions. Presumably, greater reliability can be attached to the
mean values of principal stress magnitudes and orientations obtained from these plots,
than to any single solution for the field stresses. The usual tests for consistency can
be applied to the mean solution in the manner described earlier.

Figure 5.10 Histogram plots of
principal stress frequencies and con-
tour plots and principal stress orienta-
tions obtained from redundant strain
observations.

A number of other assessments, in addition to those to test the internal consistency
of a solution for the field stresses, can be performed to take account of specific site
conditions. A primary requirement is that the ambient state of stress cannot violate
the in situ failure criterion for the rock mass. As was noted in Chapter 4, establishing a
suitable rock mass failure criterion is not a simple procedure process, but an essential
proposition is that the field stresses should not violate the failure criterion for the intact
rock material. The latter rock property may be established from standard laboratory
tests on small specimens. Since the in situ strength of rock is typically much less than
the strength measured on small specimens, the proposed test may not be a sensitive
discriminant of the acceptability of a field stress determination. However, it ensures
that widely inaccurate results are identified and re-examined.

157



PRE-MINING STATE OF STRESS

A second determinant of the mechanical acceptability of an in situ stress measure-
ment is derived from the requirement for conditions of static equilibrium on pervasive
planes of weakness in the rock mass. Application of this criterion is best illustrated
by example. Suppose a fault plane has the orientation 295◦/50◦ (dip direction/dip),
and that the measured in situ stress field is defined by:

�1, magnitude 15 MPa, dips 35◦ towards 085◦;

�2, magnitude 10 MPa, dips 43◦ towards 217◦;

�3, magnitude 8 MPa, dips 27◦ towards 335◦.

The groundwater pressure at the measurement horizon is 2.8 MPa, and the angle of
friction for the fault surface 25◦. These data can be used to determine the normal and
resultant shear stress components acting on the fault, and thus to calculate the angle
of friction on the fault surface required to maintain equilibrium.

The given data are applied in the following way. When plotted on a stereonet, the
direction angles (�, �, � ) between the principal axes and the pole to the fault plane
are measured directly from the stereonet as (24◦, 71◦, 104◦). These yield direction
cosines (l1, l2, l3) of (0.914, 0.326, −0.242) of the fault normal relative to the principal
stress axes. The effective principal stresses are given by

�′
1 = 12.2 MPa

�′
2 = 7.2 MPa

�′
3 = 5.2 MPa

Working now in terms of effective stresses, the resultant stress is given by

R = (
l2
1 �′2

1 + l2
2 �′2

2 + l2
3 �′2

3

)1/2 = 11.46 MPa

and the normal stress by

�′
n = l2

1 �′
1 + l2

2 �′
2 + l2

3 �′
3 = 11.26 MPa

The resultant shear stress is

� = (
R2 − �′2

n

)1/2 = 2.08 MPa

The angle of friction mobilised by the given state of stress on the plane is

	mob = tan−1(2.08/11.26) = 10.5◦

Since 	mob is less than the measured angle of friction for the fault, it is concluded that
the in situ state of stress is compatible with the orientation and strength properties of
the fault. It is to be noted also that a similar conclusion could be reached by some
simple constructions on the stereonet. Clearly, the same procedures would be followed
for any major structural feature transgressing the rock mass.

For the example considered, the measured state of stress was consistent with static
equilibrium on the plane of weakness. In cases where the field stresses apparently
violate the equilibrium condition, it is necessary to consider carefully all data related to
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Figure 5.11 Variation with depth
below surface of (a) measured val-
ues of in situ vertical stress, pzz , and
(b) ratio of average measured horizon-
tal stresses to the vertical stress (data
compiled by Windsor, 2003, after
Aydan and Kawamoto, 1997).

the problem. These include such factors as the possibility of a true cohesive component
of discontinuity strength and the possible dilatant properties of the discontinuity in
shear. Questions to be considered concerning stress measurement results include the
probable error in the determination of both principal stress magnitudes and directions,
and the proximity of the stress measurement site to the discontinuity. Thus the closer
the measurement site to the discontinuity, the more significance to be attached to
the no-slip criterion. Only when these sorts of issues have been considered in detail
should the inadmissibility of a solution for the field stress tensor be decided.

5.5 Results of in situ stress measurements

A comprehensive collation of the results of measurement of the pre-mining state of
stress, at the locations of various mining, civil and petroleum engineering projects,
reported by Brown and Hoek (1978), was updated by Windsor (2003). The results
presented in Figure 5.11 consist of data for about 900 determinations of in situ states
of stress. Although data exist for depths extending to 7 km, those presented are for
depths down to 3 km, which is the range of interest in most mining projects. The first
observation from this figure is that the measurements of pzz (in MPa) are scattered
about the trend line

pzz = 0.027z

where z (in m) is the depth below ground surface. Since 27 kN m−3 represents a
reasonable average unit weight for most rocks, it appears that the vertical component
of stress is closely related to depth stress. A further observation concerns the variation
with depth of the parameter k, defined as the ratio of the average of the horizontal
stresses to the vertical stresses: i.e.

k = (pxx + pyy)/2pzz

The data are bounded on the lower side by k = 0.3, while the upper bound is defined
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by the expression

k = 0.3 + 1500/z

where z is the depth below the ground surface in metres.
At shallow depth, values of k vary widely and are frequently much greater than

unity. At increasing depth, the variability of the ratio decreases and the upper bound
tends towards unity. Some of the variability in the stress ratio at shallow depths and
low stress levels may be due to experimental error. However, the convergence of the
ratio to a value of unity at depth is consistent with the principle of time-dependent
elimination of shear stress in rock masses. The postulate of regression to a lithostatic
state by viscoplastic flow is commonly referred to as Heim’s Rule (Talobre, 1957).

The final observation arising from inspection of Figures 5.11a and b is a confirma-
tion of the assertion made at the beginning of this chapter. The virgin state of stress
in a rock mass is not amenable to calculation by any known method, but must be
determined experimentally. In jointed and fractured rock masses, a highly variable
stress distribution is to be expected, and indeed has been confirmed by several investi-
gations of the state of stress in such settings. For example, Bock (1986) described the
effect of horizontal jointing on the state in a granite, confirming that each extensive
joint defined a boundary of a distinct stress domain. In the analysis of results from
a jointed block test, Brown et al. (1986) found that large variations in state of stress
occurred in the different domains of the block generated by the joints transgressing
it. Richardson et al. (1986) reported a high degree of spatial variation of the stress
tensor in foliated gneiss, related to rock fabric, and proposed methods of deriving a
representative solution of the field stress tensor from the individual point observa-
tions. In some investigations in Swedish bedrock granite, Carlsson and Christiansson
(1986) observed that the local state of stress is clearly related to the locally dominant
geological structure.

These observations of the influence of rock structure on rock stress suggest that
a satisfactory determination of a representative solution of the in situ state of stress
is probably not possible with a small number of random stress measurements. The
solution is to develop a site-specific strategy to sample the stress tensor at a number
of points in the mass, taking account of the rock structure. It may then be necessary to
average the results obtained, in a way consistent with the distribution of measurements,
to obtain a site representative value.

The natural state of stress near the earth’s surface is of world-wide interest, from
the points of view of both industrial application and fundamental understanding of
the geomechanics of the lithosphere. For example, industrially the topic is of interest
in mining and petroleum engineering and hazardous waste isolation. On a larger
scale, the topic is of interest in tectonophysics, crustal geomechanics and earthquake
seismology. From observations of the natural state of stress in many separate domains
of the lithosphere, ‘world stress maps’ have been assembled to show the relation
between the principal stress directions and the megascopic structure of the earth’s
crust. An example is shown in Figure 5.12, due to Reinecker et al. (2003). The map
is a section of the world map showing measurements of horizontal principal stresses
in and around the Australasian plate.

The value of such a map in mining rock mechanics is that it presents some high
level information on orientations of the horizontal components of the pre-mining
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Figure 5.12 A section of the stress
map of the world, showing orienta-
tions of horizontal principal stresses
in and around the Australasian plate
(after Reinecker et al., 2003).

principal stresses which can be incorporated in site investigations and preliminary
design and scoping studies. A map of this type is also valuable in other fields of
resource engineering. For example, considering the Australian continental land mass,
Mukhamadiev et al. (2001) showed that, by analysis of the horizontal principal stress
orientations, after constructing the principal stress trajectories it was possible to de-
duce the macroscopic state of stress throughout the continental block. An important
result from the analysis was that it suggested the existence of a singular point in the
interior of the Australian continent, where the ratio k of the horizontal stresses is
unity. This has significant implications for exploitation of petroleum and geothermal
energy resources in the region, which might depend on hydraulic fracture treatments
for their economic recovery.

Problems

1 At a particular site, the surface topography can be represented in a vertical cross
section by a vertical cliff separating horizontal, planar ground surfaces, as shown
in the figure (a) below. The upper and lower surfaces AB and CD can be taken to
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extend infinite distances horizontally from the toe of the 100 m high cliff. The effect
of the ground above the elevation D′CD can be treated as a wide surcharge load on a
half-space.

(a) The stress components due to a line load of magnitude P on a half space are
given by

�rr = 2P sin �


r
��� = �r� = 0

where r and � are defined in figure (b).
Relative to x , z reference axes, show that the stress components due to the

strip load defined in figure (c) are given by

�xx = p

2

[2(�2 − �1) + (sin 2�2 − sin 2�1)]

�zz = p

2

[2(�2 − �1) − (sin 2�2 − sin 2�1)]

�zx = p

2

[cos 2�1 − cos 2�2]

(b) If the unit weight of the rock is 27 kN m−3, calculate the stress components
induced at a point P, 80 m vertically below the toe of the cliff, by the surcharge
load.

(c) If the state of stress at a point Q remote from the toe of the cliff and on the same
elevation as P, is given by �xx = 2.16 MPa, �zz = 3.24 MPa, �zx = 0, estimate
the magnitudes and orientations of the plane principal stresses at P.

2 An element of rock 800 m below ground surface is transgressed by a set of parallel,
smooth continuous joints, dipping as shown in the figure below. The fissures are
water filled below an elevation 100 m below the ground surface. The vertical stress
component pzz is a principal stress, and equal to the depth stress. From the calculated
depth stress, pzz , calculate the range of possible magnitudes of the horizontal stress
component, pxx . The unit weight of the rock mass is 26 kN m−3, and the unit weight
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of water 9.8 kN m−3. The resistance to slip on the joints is purely frictional, with an
angle of friction 	′ of 20◦.

State any assumptions used in deriving the solution.

3 In an underground mine, flatjacks were used to measure the state of stress in the
walls and crown of a long horizontal tunnel of circular cross section. Independent
observations indicated that the long axis of the tunnel was parallel to a field principal
stress. For slots cut parallel to the tunnel axis, the cancellation pressures were 45 MPa
in both side walls, at the midheight of the tunnel, and 25 MPa in the crown. For slots
cut in each side wall, perpendicular to the tunnel axis and at the tunnel midheight, the
cancellation pressures were 14.5 MPa.

(a) By considering the symmetry properties of equations 5.3 defining boundary
stresses around a circular hole in a triaxial stress field, deduce the principal
stress directions.

(b) Calculate the magnitudes of the field principal stresses, assuming � = 0.25.

4 A CSIRO hollow inclusion strain cell was used in an overcoring experiment to
determine the state of strain in the walls of a borehole. The borehole was oriented
300◦/70◦. Using the angular co-ordinates and orientations defined in Figure 5.5, the
measured states of strain (expressed in microstrains) in the wall of the hole were, for
various � and �:

�◦
�◦

0◦ 45◦ 90◦ 135◦

0◦ — 213.67 934.41 821.11
120◦ 96.36 — 349.15 131.45
240◦ 96.36 — 560.76 116.15

Young’s modulus of the rock was 40 GPa, and Poisson’s ratio, 0.25.

(a) Set up the set of nine equations relating measured strain and gauge location.
(Note that, for � = 0◦, identical equations are obtained, independent of �.)

(b) Select the best conditioned set of six equations, and solve for the field stresses,
expressed relative to the hole local axes.

(c) Transform the field stresses determined in (b) to the mine global axes (x – north,
y – east, z – down).
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(d) Determine the magnitudes of the field principal stresses, and their orientations
relative to the mine global axes.
(Note: This problem is most conveniently handled with a calculator capable of
solving six simultaneous equations.)

5 Measurement of the state of stress in a rock mass produced the following results:

�1, of magnitude 25 MPa, is oriented 109◦/40◦;

�2, of magnitude 18 MPa, is oriented 221◦/25◦;

�3, of magnitude 12 MPa, is oriented 334◦/40◦.

The groundwater pressure at the measurement site is 8 MPa. A fault, oriented
190◦/60◦, is cohesionless, and has an estimated angle of friction of 	′ = 20◦.

Comment on the consistency of this set of observations, and describe any other
subsequent investigations you might consider necessary.
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6 Methods of stress analysis

6.1 Analytical methods for mine design

Basic issues to be considered in the development of a mine layout include the location
and design of the access and service openings, and the definition of stoping procedures
for ore extraction. These issues are not mutually independent. However, geomechanics
questions concerning stoping activity may be more pervasive than those related to the
siting and design of permanent openings, since the former persist throughout the life
of the mine, and possibly after the completion of mining.

The scope of the problems which arise in designing and planning the extraction
of an orebody can be appreciated by considering the implementation of a method
such as room-and-pillar mining. It is necessary to establish parameters such as stope
dimensions, pillar dimensions, pillar layout, stope mining sequence, pillar extraction
sequence, type and timing of placement of backfill, and the overall direction of mining
advance. These geomechanics aspects of design and planning must also be integrated
with other organisational functions in the planning process. It is not certain that this
integration is always achieved, or that economic and geomechanics aspects of mine
planning and design are always compatible. However, it is clear that sound mining rock
mechanics practice requires effective techniques for predicting rock mass response to
mining activity. A particular need is for methods which allow parameter studies to be
undertaken quickly and efficiently, so that a number of operationally feasible mining
options can be evaluated for their geomechanical soundness. Alternatively, parameter
studies may be used to identify and explore geomechanically appropriate mining
strategies and layouts, which can then be used to develop detailed ore production
schemes.

The earliest attempts to develop a predictive capacity for application in mine design
involved studies of physical models of mine structures. Their general objective was to
identify conditions which might cause extensive failure in the prototype. The difficulty
in this procedure is maintaining similitude in the material properties and the loads
applied to model and prototype. These problems can be overcome by loading a model
in a centrifuge. However, such facilities are expensive to construct and operate, and
their use is more suited to basic research than to routine design applications. An
additional and major disadvantage of any physical modelling concerns the expense and
time to design, construct and test models which represent the prototype in sufficient
detail to resolve specific mine design questions. The general conclusion is that physical
models are inherently limited in their potential application as a predictive tool in mine
design. Base friction modelling provides an exception to this statement. If it is possible
to deal with a two-dimensional model of a mine structure, and to examine discrete
sections of the complete mine layout, the procedure described by Bray and Goodman
(1981) provides a useful and inexpensive method for design evaluation. The method
is particularly appropriate where structural features exercise a dominant role in rock
mass response.

A conventional physical model of a structure yields little or no information on
stresses and displacements in the interior of the medium. The earliest method for
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quantitative experimental determination of the internal state of stress in a body sub-
ject to applied load was the photoelastic method. The principle exploited in the method
is that, in two dimensions, and for isotropic elasticity, the stress distribution is inde-
pendent of the elastic properties of the material, and is the same for plane stress
and plane strain. In its original application, a two-dimensional model of a structure
was prepared from a transparent material such as glass or plastic, and mounted in
a beam of monochromatic, polarised light. Application of loads to the model, and
passage of the light beam through an analyser onto a screen, produced a series of
bands, or fringes, of light extinction and enhancement. Generation of the fringes is
due to dependence of the propagation velocity of light through the medium on the
local principal stress components. A fringe, also called an isochromatic, represents
a contour line of constant principal stress difference. Thus a fringe pattern produced
by a photoelastic model represents a mapping of contours of maximum shear stress
throughout the medium. Calibration of the system allows the shear stress magnitude
of any contour level to be determined. For excavation design in rock, it is necessary to
establish the distribution of principal stresses throughout the medium. Thus in addi-
tion to the maximum shear stress distribution, it is necessary to establish contour plots
of the first stress invariant. Since, as is shown later, this quantity satisfies the Laplace
equation, various analogues can be used to define its spatial variation in terms of a set
of isopachs, or contour plots of (�1 + �3). Taken together with the photoelastic data,
these plots allow the development of contour plots of the principal stresses throughout
the problem domain.

It is clear from this brief discussion that the photoelastic method of stress analysis
is a rather tedious way of predicting the stress distribution in a mine structure. It is
therefore rarely used in design practice. However, the method is a useful research
technique, for examining such problems as blocky media (Gaziev and Erlikmann,
1971) and three-dimensional structures (Timoshenko and Goodier, 1970) using the
frozen-stress method.

A major detraction from the use of physical models of any sort for prediction of the
rock mass response to mining is their high cost in time and effort. Since many mine
design exercises involve parameter studies to identify an optimum mining strategy,
construction and testing of models is inherently unsuited to the demands of the design
process. Their use can be justified only for a single, confirmatory study of a proposed
extraction strategy, to verify key aspects of the mine structural design.

6.2 Principles of classical stress analysis

A comprehensive description of the fundamentals of stress analysis is beyond the
scope of this book. Texts such as those by Timoshenko and Goodier (1970) and
Prager (1959) may be consulted as general discourses on engineering elasticity and
plasticity, and related methods of the analysis of stress. The intention here is to
identify key elements in the analytical determination of the stress and displacement
fields in a body under applied load. The particular concern is to ensure that the
conditions to be satisfied in any closed-form solution for the stress distribution in a
body are appreciated. Techniques can then be established to verify the accuracy of any
solution to a particular problem, such as the stress distribution around an underground
excavation with a defined shape. This procedure is important, since there exist many
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Figure 6.1 An opening in a medium
subject to initial stresses, for which
is required the distribution of total
stresses and excavation-induced dis-
placements.

analytical solutions, such as those collated by Poulos and Davis (1974), which can
be used in excavation design. Use of any solution in a design exercise could not be
justified unless suitable tests were applied to establish its validity.

The following discussion considers as an example a long, horizontal opening of reg-
ular cross section excavated in an elastic medium. A representative section of the prob-
lem geometry is shown in Figure 6.1. The far-field stresses are pyy(= p), pxx (= K p),
and pzz , and other field stress components are zero, i.e. the long axis of the excavation
is parallel to a pre-mining principal stress axis. The problem is thus one of simple
plane strain. It should be noted that in dealing with excavations in a stressed medium,
it is possible to consider two approaches in the analysis. In the first case, analysis
proceeds in terms of displacements, strains and stresses induced by excavation in
a stressed medium, and the final state of stress is obtained by superposition of the
field stresses. Alternatively, the analysis proceeds by determining the displacements,
strains and stresses obtained by applying the field stresses to a medium containing
the excavation. Clearly, in the two cases, the equilibrium states of stress are identi-
cal, but the displacements are not. In this discussion, the first method of analysis is
used.

The conditions to be satisfied in any solution for the stress and displacement dis-
tributions for a particular problem geometry and loading conditions are:

(a) the boundary conditions for the problem;
(b) the differential equations of equilibrium;
(c) the constitutive equations for the material;
(d) the strain compatibility equations.

For the types of problem considered here, the boundary conditions are defined by
the imposed state of traction or displacement at the excavation surface and the far-
field stresses. For example, an excavation surface is typically traction free, so that,
in Figures 6.1b and c, tx and ty , or tl and tm , are zero over the complete surface of
the opening. The other conditions are generally combined analytically to establish
a governing equation, or field equation, for the medium under consideration. The
objective then is to find the particular function which satisfies both the field equation
for the system and the boundary conditions for the problem.
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It is instructive to follow the procedure developed by Airy (1862) and described by
Timoshenko and Goodier (1970), in establishing a particular form of the field equation
for isotropic elasticity and plane strain. The differential equations of equilibrium in
two dimensions for zero body forces are

∂�xx

∂x
+ ∂�xy

∂y
= 0 (6.1)

∂�xy

∂x
+ ∂�yy

∂y
= 0

or

∂2�xy

∂x∂y
= −∂2�xx

∂x2
= −∂2�yy

∂y2
(6.2)

For plane strain conditions and isotropic elasticity, strains are defined by

εxx = 1

E ′ (�xx − �′�yy)

εyy = 1

E ′ (�yy − �′�xx ) (6.3)

�xy = 1

G
�xy

= 2(1 + �′)
E ′ �xy

where

E ′ = E

1 − �2

�′ = �

1 − �

The strain compatibility equation in two dimensions is given by

∂2εyy

∂x2
+ ∂2εxx

∂y2
= ∂2�xy

∂x∂y
(6.4)

Substituting the expressions for the strain components, (equations 6.3) in equation
6.4, and then equations 6.2 in the resultant expression yields

1

E ′

(
∂2�yy

∂x2
− �′ ∂

2�xx

∂x2

)
+ 1

E ′

(
∂2�xx

∂y2
− �′ ∂

2�yy

∂y2

)
= 2

(1 + �′)
E ′

∂2�xy

∂x ∂y

= − (1 + �′)
E ′

(
∂2�xx

∂x2
+ ∂2�yy

∂y2

)

which becomes, on simplification,

∂2�xx

∂x2
+ ∂2�xx

∂y2
+ ∂2�yy

∂x2
+ ∂2�yy

∂y2
= 0
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or
(

∂2

∂x2
+ ∂2

∂y2

)
(�xx + �yy) = 0 (6.5)

Equation 6.5 demonstrates that the two-dimensional stress distribution for isotropic
elasticity is independent of the elastic properties of the medium, and that the stress
distribution is the same for plane strain as for plane stress. The latter point validates
the use of photoelastic plane-stress models in estimating the stress distribution in
bodies subject to loading in plane strain. Also, as noted in section 6.1, equation 6.5
demonstrates that the sum of the plane normal stresses, �xx + �yy , satisfies the Laplace
equation.

The problem is to solve equations 6.1 and 6.5, subject to the imposed boundary
conditions. The method suggested by Airy introduces a new function U (x, y), in
terms of which the stress components are defined by

�xx = ∂2U

∂y2

�yy = ∂2U

∂x2
(6.6)

�xy = − ∂2U

∂x ∂y

These expressions for the stress components satisfy the equilibrium equations 6.1,
identically. Introducing them in equation 6.5 gives

∇4U = 0

where

∇2 = ∂2

∂x2
+ ∂2

∂y2
(6.7)

Equation 6.7 is called the biharmonic equation.
Several methods may be used to obtain solutions to particular problems in terms

of an Airy stress function. Timoshenko and Goodier (1970) transform equations
6.5 and 6.6 to cylindrical polar co-ordinates, and illustrate a solution procedure by
reference to a thick-walled cylinder subject to internal and external pressure, as shown
in Figure 6.2. For this axisymmetric problem, the biharmonic equation assumes the
form

d4U

dr4
+ 2d3U

rdr3
− 1

r2

d2U

dr2
+ 1

r3

dU

dr
= 0

for which a general solution for U is given by

U = A �n r + Br2 �n r + Cr2 + D

In this expression, the constants A, B, C, D are determined by considering both the
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Figure 6.2 A thick-walled cylinder
of elastic material, subject to interior
pressure, pi, and exterior pressure, po.

requirement for uniqueness of displacements and the pressure boundary conditions
for the problem. It can be shown that uniqueness of displacements requires B = 0,
and that the stress components are then given by

�rr = A

r2
+ 2C

��� = − A

r2
+ 2C

�r� = 0 (6.8)

where

A = a2b2(pi − po)

(b2 − a2)

2C = pob2 − pia2

(b2 − a2)

In these expressions, a and b are the inner and outer radii of the cylinder, and pi

and po are the pressures applied to its inner and outer surfaces.
For problems involving two-dimensional geometry and biaxial stress, the most

elegant solution of the biharmonic equation is obtained in terms of complex variable
theory. The topic is discussed in some detail by Jaeger and Cook (1979). Briefly, it is
shown that the Airy stress function may be expressed as the real part of two analytic
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functions � and � of a complex variable z, in the form

U = R[z�(z) + � (z)]

= 1
2 [z�(z) + z�(z) + � (z) + � (z)] (6.9)

Expressions for the stress components may then be established from U (equation
6.9) by successive differentiation. The displacements are obtained by setting up ex-
plicit expressions for the normal strain components εxx and εyy in terms of the stress
components, and integrating. It is then found that stresses and displacements are given
by

�xx + �yy = 4R[�′(z)]

−�xx + �yy + 2i�xy = 2[z̄�′′(z) + � ′(z)] (6.10)

2G(ux + iuy) = −[��(z) − z�′(z) − � (z)]

where

� (z) = � ′(z)

and

� = 3 − 4� for plane strain

In applying these results, it is often useful to invoke the transformation between the
rectangular Cartesian and cylindrical polar co-ordinates, given in complex variable
form by

�rr + ��� = �xx + �yy
(6.11)

−�rr + ��� + 2i�r� = [−�xx + �yy + 2i�xy]ei2�

The solution to particular problems in two dimensions involves selection of suit-
able forms of the analytic functions �(z) and � (z). Many useful solutions involve
polynomials in z or z−1. For example, one may take

�(z) = 2cz, � (z) = d

z
(6.12)

where c and d are real.
Using the relations 6.9 and 6.10, equation 6.11 yields

�rr + ��� = 2c

−�rr + ��� + 2i�r� = −2d

r2

so that

�rr = c + d

r2
(6.13)

��� = c − d

r2

�r� = 0
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For the axisymmetric problem defined by Figure 6.2, introducing the boundary
conditions �rr = pi when r = a, and �rr = po when r = b, into equations 6.13 yields

c = pob2 − pia2

(b2 − a2)
(6.14)

d = a2b2(pi − po)

(b2 − a2)

Equations 6.13 and 6.14 together are identical in form to equations 6.8. Thus
the choice of the analytic functions in the form given by equation 6.12 is sufficient
to represent conditions in a thick-walled cylinder subject to internal and external
pressure. Expressions for the displacements induced in the cylinder by application of
the internal and external pressures are obtained directly from �(z), � (z) and the third
of equations 6.10.

It is clear that expressions for the stress and displacement distributions around
openings of various shapes may be obtained by an heuristic selection of the forms
of the analytic source functions. For example, for a circular hole with a traction-free
surface, in a medium subject to a uniaxial stress pxx at infinity, the source functions
are

�(z) = 1

4
pxx

(
z + A

z

)
, � (z) = −1

2
pxx

(
z + B

z
+ C

z3

)
(6.15)

The real constants A, B, C are then selected to satisfy that known boundary condi-
tions. These conditions are that, for all �, �rr = �r� = 0 at r = a (the hole boundary),
and �rr → pxx for � = 0 and r → ∞. The resulting equations yield

A = 2a2, B = a2, C = −a4

and the stress components are given by

�rr = 1

2
pxx

(
1 − a2

r2

)
+ 1

2
pxx

(
1 − 4a2

r2
+ 3a4

r4

)
cos 2�

��� = 1

2
pxx

(
1 + a2

r2

)
− 1

2
pxx

(
1 + 3a4

r4

)
cos 2� (6.16)

�r� = −1

2
pxx

(
1 + 2a2

r2
− 3a4

r4

)
sin 2�

In spite of the apparent elegance of this procedure, it appears that seeking source
analytic functions to suit particular problem geometries may be a tedious process.
However, the power of the complex variable method is enhanced considerably by
working in terms of a set of curvilinear co-ordinates, or through a technique called
conformal mapping. There is considerable similarity between the two approaches,
which are described in detail by Muskhelishvili (1963) and Timoshenko and Goodier
(1970).

A curvilinear co-ordinate system is most conveniently invoked to match the shape
of a relatively simple excavation cross section. For example, for an excavation of
elliptical cross section, an orthogonal elliptical (	, 
) co-ordinate system in the z
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plane can be readily established from an orthogonal Cartesian system in the � plane
through the transformation

z = x + iy = c cosh � = c cosh(	 + i
)

so that

x = c cosh 	 cos 
, y = c sinh 	 sin 
 (6.17)

Equations 6.17 are also the parametric equations for an ellipse of major and minor axes
c cosh 	, c sinh 	 . The analysis of the stress distribution around the opening proceeds
by expressing boundary conditions, source analytic functions and stress components
in terms of the elliptic co-ordinates. The detail of the method then matches that
described for a circular opening.

The conformal mapping method involves finding a transformation which will map
a chosen geometric shape in the z plane into a circle of unit radius in the � plane. The
problem boundary conditions are simultaneously transformed to an appropriate form
for the � plane. The problem is solved in the � plane and the resulting expressions
for stress and displacement distributions then inverted to obtain those for the real
problem in the z plane. Problem geometries which have been analysed with this
method include a square with rounded corners, an equilateral triangle and a circular
hole with a concentric annular inclusion.

6.3 Closed-form solutions for simple excavation shapes

The preceding discussion has established the analytical basis for determining the stress
and displacement distributions around openings with two-dimensional geometry. In
rock mechanics practice, there is no need for an engineer to undertake the analysis
for particular problem configurations. It has been noted already that comprehensive
collections of solutions exist for the analytically tractable problems. The collection
by Poulos and Davis (1974) is the most thorough. The practical requirement is to be
able to verify any published solution which is to be applied to a design problem. This
is achieved by systematic checking to determine if the solution satisfies the governing
equations and the specified far-field and boundary conditions. The verification tests to
be undertaken therefore match the sets of conditions employed in the development of
the solution to a problem, as defined in section 6.1, i.e. imposed boundary conditions,
differential equations of equilibrium, strain compatibility equations and constitutive
equations. The method of verification can be best demonstrated by the following
example which considers particular features of the stress distribution around a circular
opening.

6.3.1 Circular excavation
Figure 6.3a shows the circular cross section of a long excavation in a medium subject to
biaxial stress, defined by pyy = p, and pxx = K p. The stress distribution around the
opening may be readily obtained from equations 6.6, by superimposing the induced
stresses associated with each of the field stresses p and K p. The complete solutions
for stress and displacement distributions around the circular opening, originally due
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Figure 6.3 Problem geometry, co-
ordinate system and nomenclature for
specifying the stress and displacement
distribution around a circular excava-
tion in a biaxial stress field.

to Kirsch (1898), are

�rr = p

2

[
(1 + K )

(
1 − a2

r2

)
− (1 − K )

(
1 − 4

a2

r2
+ 3a4

r4

)
cos 2�

]

��� = p

2

[
(1 + K )

(
1 + a2

r2

)
+ (1 − K )

(
1 + 3a4

r4

)
cos 2�

]

�r� = p

2

[
(1 − K )

(
1 + 2a2

r2
− 3a4

r4

)
sin 2�

]
(6.18)

ur = − pa2

4Gr

[
(1 + K ) − (1 − K )

{
4(1 − �) − a2

r2

}
cos 2�

]

u� = − pa2

4Gr

[
(1 − K )

{
2(1 − 2�) + a2

r2

}
sin 2�

]

In these expressions ur , u� are displacements induced by excavation, while
�rr , ���, �r� are total stresses after generation of the opening.

By putting r = a in equation 6.18, the stresses on the excavation boundary are
given as

��� = p[(1 + K ) + 2(1 − K ) cos 2�]

�rr = 0 (6.19)

�r� = 0

Equations 6.19 confirm that the solutions satisfy the imposed condition that the ex-
cavation boundary is traction free. Similarly, for � = 0, and r large, the stress com-
ponents are given by

�rr = K p, ��� = p, �r� = 0
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so that the far-field stresses recovered from the solutions correspond to the imposed
field stresses. With regard to the equilibrium requirements, the differential equation
of equilibrium in two dimensions for the tangential direction and no body forces, is

∂�r�

∂r
+ 1

r

∂���

∂�
+ 2�r�

r
= 0

Evaluating each of the terms of this equation from the expressions for ��� and �r�

leads to

∂�r�

∂r
= p(1 − K )

(
−2a2

r3
+ 6a4

r5

)
sin 2�

1

r

∂���

∂�
= −p(1 − K )

(
1

r
+ 3a4

r5

)
sin 2�

2�r�

r
= p(1 − K )

(
1

r
+ 2a2

r3
− 3a4

r5

)
sin 2�

Inspection indicates that the equilibrium equation for the tangential direction is sat-
isfied by these expressions. It is obviously an elementary exercise to confirm that the
stress components satisfy the other two-dimensional (i.e. radial) equilibrium equa-
tion. Similarly, the strain components can be determined directly, by differentiation
of the solutions for displacements, and the expressions for stress components derived
by employing the stress–strain relations. Such a test can be used to confirm the mutual
consistency of the solutions for stress and displacement components.

Boundary stresses. Equations 6.19 define the state of stress on the boundary of a
circular excavation in terms of the co-ordinate angle �. Clearly, since the surface is
traction free, the only non-zero stress component is the circumferential component
��� . For K < 1.0, the maximum and minimum boundary stresses occur in the side
wall (� = 0) and crown (� = �/2) of the excavation. Referring to Figure 6.3b, these
stresses are defined by the following:

at point A: � = 0, (���)A = �A = p(3 − K )

at point B: � = �

2
, (���)B = �B = p(3K − 1)

These expressions indicate that, for the case when K = 0, i.e. a uniaxial field
directed parallel to the y axis, the maximum and minimum boundary stresses are

�A = 3p, �B = −p

These values represent upper and lower limits for stress concentration at the boundary.
That is, for any value of K > 0, the sidewall stress is less than 3p, and the crown
stress is greater than −p. The existence of tensile boundary stresses in a compressive
stress field is also noteworthy.

In the case of a hydrostatic stress field (K = 1), equation 6.19 becomes

��� = 2p
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Figure 6.4 Problem geometry, co-
ordinate axes and nomenclature for
specifying the stress distribution
around an elliptical excavation in a bi-
axial stress field.

i.e. the boundary stress takes the value 2p, independent of the co-ordinate angle �. This
represents the optimum distribution of local stress, since the boundary is uniformly
compressed over the complete excavation periphery.

Equations 6.18 are considerably simplified for a hydrostatic stress field, taking the
form

�rr = p

(
1 − a2

r2

)

��� = p

(
1 + a2

r2

)
(6.20)

�r� = 0

The independence of the stress distribution of the co-ordinate angle �, and the fact
that �r� is everywhere zero, indicates that the stress distribution is axisymmetric.

6.3.2 Elliptical excavation
Solutions for the stress distribution in this case are quoted by Poulos and Davis (1974)
and Jaeger and Cook (1979). In both cases, the solutions are expressed in terms of
elliptical curvilinear co-ordinates. Their practical use is somewhat cumbersome. Bray
(1977) produced a set of formulae which results in considerable simplification of the
calculation of the state of stress at points in the medium surrounding an elliptical
opening. The problem geometry is defined in Figure 6.4a, with the global x axis
parallel to the field stress component K p, and with an axis of the ellipse defining the
local x1 axis for the opening. The width, W , of the ellipse is measured in the direction
of the x1 axis, and the height, H , in the direction of the local z1 axis. The attitude of
the ellipse in the biaxial stress field is described by the angle  between the global x
and local x1 axes. The position of any point in the medium is defined by its Cartesian
co-ordinates (x1, z1) relative to the local x1, z1 axes.

Bray’s solution specifies the state of stress at a point in the medium in terms of a set
of geometrical parameters, and relative to a set of local axes, denoted l and m, centred
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on the point of interest. The various geometric parameters are defined as follows:

e0 = (W + H )

(W − H )

b = 4(x2
1 + z2

1)

(W 2 − H 2)

d = 8(x2
1 − z2

1)

(W 2 − H 2)
− 1

u = b + e0

|e0| (b2 − d)1/2

e = u + e0

|e0| (u2 − 1)1/2

� = arctan

[(
e+1

e − 1

)
z1

x1

]

� = arctan

[(
e+1

e − 1

)2 z1

x1

]

C = 1 − ee0

J = 1 + e2 − 2e cos 2�

The stress components are given by

�ll = p(e0 − e)

J 2

{
(1 + K )(e2 − 1)

C

2e0

+ (1 − K )

[[
J

2
(e − e0) + Ce

]
cos 2(� + ) − C cos 2

]}

�mm = p

J
{(1 + K )(e2 − 1) + 2(1 − K )e0[e cos 2(� + ) − cos 2]} − �ll

�lm = p(e0 − e)

J 2

{
(1 + K )

Ce

e0
sin 2� + (1 − K )

[
e(e0 + e) sin 2

+ e sin 2(� − ) −
[

J

2
(e0 + e) + e2e0

]
sin 2(� + )

]}
(6.21)

In applying these formulae, it should be noted that the angle �, defining the orientation
of the local reference axes l, m relative to the ellipse local axes x1, z1, is not selected
arbitrarily. It is defined uniquely in terms of the ellipse shape and the point’s position
co-ordinates.

The boundary stresses around an elliptical opening with axes inclined to the field
stress directions are obtained by selecting values of x1, z1 which fall on the boundary
contour. For this case, e = e0, �ll = �lm = 0, and the l axis is directed normal to the
boundary. For the problem geometry defined in Figure 6.4b, the boundary stress is
given by

� = p

2q
{(1 + K )[(1 + q2) + (1 − q2) cos 2(� − )]

− (1 − K )[(1 + q)2 cos 2� + (1 − q2) cos 2]} (6.22)
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When the axes of the ellipse are oriented parallel to the field stress directions, equation
6.22 reduces to

� = p

2q
{(1 + K )[(1 + q2) + (1 − q2) cos 2� ]

− (1 − K )[(1 + q)2 cos 2� + (1 − q2)]} (6.23)

In assessing the state of stress in the sidewall and crown of an elliptical excavation,
i.e. for points A and B (� = �/2, � = 0) in Figure 6.4c, it is useful to introduce the
effect of the local boundary curvature on boundary stress. For an ellipse of major and
minor axes 2a and 2b, the radius of curvature at points A and B, �A and �B, is found
from simple analytical geometry (Lamb, 1956) to be

�A = b2

a
, �B = a2

b

Since q = W/H = a/b, it follows that

q =
√

W

2�A
,

1

q
=

√
H

2�B

Sidewall and crown stresses in the ellipse boundary, for the problem defined in Figure
6.4c, may then be expressed as

�A = p(1 − K + 2q) = p

(
1 − K +

√
2W

�A

)

(6.24)

�B = p

(
K − 1 + 2K

q

)
= p

(
K − 1 + K

√
2H

�B

)

It will be shown later that the formulae for stress distribution about ideal excavation
shapes, such as a circle and an ellipse, can be used to establish useful working ideas
of the state of stress around regular excavation shapes.

6.4 Computational methods of stress analysis

The preceding discussion indicated that even for a simple two-dimensional excavation
geometry, such as an elliptical opening, quite complicated expressions are obtained for
the stress and displacement distributions. Many design problems in rock mechanics
practice involve more complex geometry. Although insight into the stress distributions
around complex excavation shapes may be obtained from the closed form solutions for
approximating simple shapes, it is sometimes necessary to seek a detailed understand-
ing of stress distribution for more complicated configurations. Other conditions which
arise which may require more powerful analytical tools include non-homogeneity of
the rock mass in the problem domain and non-linear constitutive behaviour of the
medium. These conditions generally present difficulties which are not amenable to
solution by conventional analysis.
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Solutions to the more complex excavation design problems may usually be obtained
by use of computational procedures. The use of these techniques is now firmly em-
bedded in rock mechanics practice. The following discussion is intended to indicate
the potential of various computational methods of analysis in excavation design. The
description is limited to the formulation of solution procedures for plane geometric
problems, with the implication that, conceptually at least, there is no difficulty in
extending a particular procedure to three-dimensional geometry.

Computational methods of stress analysis fall into two categories – differential
methods and integral methods. In differential methods, the problem domain is di-
vided (discretised) into a set of subdomains or elements. A solution procedure may
then be based on numerical approximations of the governing equations, i.e. the differ-
ential equations of equilibrium, the strain–displacement relations and the stress–strain
equations, as in classical finite difference methods. Alternatively, the procedure may
exploit approximations to the connectivity of elements, and continuity of displace-
ments and stresses between elements, as in the finite element method.

The characteristic of integral methods of stress analysis is that a problem is spec-
ified and solved in terms of surface values of the field variables of traction and
displacement. Since the problem boundary only is defined and discretised, the so-
called boundary element methods of analysis effectively provide a unit reduction in
the dimensional order of a problem. The implication is a significant advantage in
computational efficiency, compared with the differential methods.

The differences in problem formulation between differential and integral methods
of analysis lead to various fundamental and operational advantages and disadvantages
for each. For a method such as the finite element method, nonlinear and heteroge-
neous material properties may be readily accommodated, but the outer boundary of
the problem domain is defined arbitrarily, and discretisation errors occur throughout
the domain. On the other hand, boundary element methods model far-field boundary
conditions correctly, restrict discretisation errors to the problem boundary, and en-
sure fully continuous variation of stress and displacement throughout the medium.
However, these methods are best suited to linear material behaviour and homoge-
neous material properties; non-linear behaviour and medium heterogeneity negate
the intrinsic simplicity of a boundary element solution procedure.

In describing various computational procedures, the intention is not to provide a
comprehensive account of the methods. Instead, the aim is to identify the essential
principles of each method.

6.5 The boundary element method

Attention in the following discussion is confined to the case of a long excavation of
uniform cross section, developed in an infinite elastic body subject to initial stress. By
way of introduction, Figure 6.5a illustrates the trace of the surface S of an excavation
to be generated in a medium subject to uniaxial stress, pxx , in the x direction. At
any point on the surface, the pre-excavation load condition is defined by a traction
t ′
x (S). After excavation of the material within S, the surface of the opening is to be

traction free, as shown in Figure 6.5b. This condition is achieved if a distribution
of surface traction, tx (S), equal in magnitude, but opposite in sense to that shown
in Figure 6.5a, is induced in a medium that is stress free at infinity. The required
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Figure 6.5 Superposition scheme
demonstrating that generation of an
excavation is mechanically equivalent
to introducing a set of tractions on a
surface in a continuum.

induced traction distribution is shown in Figure 6.5c. Superposition of Figures 6.5a
and c confirms that their resultant is a stressed medium with an internal traction-free
surface S. It is concluded from this that if a procedure is established for solving the
problem illustrated in Figure 6.5c, the solution to the real problem (Figure 6.5b) is
immediately available. Thus the following discussion deals with excavation-induced
tractions, displacements and stresses, and the method of achieving particular induced
traction conditions on a surface in a continuum.

For a medium subject to general biaxial stress, the problem posed involves distribu-
tions of induced tractions, tx (S), ty(S), at any point on the surface S, as illustrated in
Figure 6.6a. In setting up the boundary element solution procedure, the requirements
are to discretise and describe algebraically the surface S, and to find a method of
satisfying the imposed induced traction conditions on S.

The geometry of the problem surface S is described conveniently in terms of the
position co-ordinates, relative to global x, y axes, of a set of nodes, or collocation
points, disposed around S. Three adjacent nodes, forming a representative boundary
element of the surface S, are shown in Figure 6.6b. The complete geometry of this
element of the surface may be approximated by a suitable interpolation between the
position co-ordinates of the nodes. In Figure 6.6b an element intrinsic co-ordinate 	 is
defined, with the property that −1 ≤ 	 ≤ 1 over the range of the element. Considering

Figure 6.6 Surface, element and
load distribution description for devel-
opment of a quadratic, indirect bound-
ary element formulation.
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nodes 1, 2, 3 of the element, suppose that a set of functions is defined by

N1 = − 1
2 	(1 − 	)

N2 = (1 − 	2) (6.25)

N3 = 1
2 	(1 + 	)

The property of these functions is that each takes the value of unity at a particular
node, and zero at the other two nodes. They are therefore useful for interpolation of
element geometry from the nodal co-ordinates in the form

x(	) = x1 N1 + x2 N2 + x3 N3 =
∑

x� N�

(6.26)
y(	) =

∑
y� N�

It is seen that the properties of the interpolation functions 6.25 ensure that equations
6.26 return the position co-ordinates of the nodes, 1, 2, 3, for 	 = −1, 0, 1 respectively.
Also, equations 6.25 and 6.26 can be interpreted to define a transformation from the
element local co-ordinate 	 to the global x, y system.

In seeking a solution to the boundary value problem posed in Figure 6.6a, it is
known that the stress and displacement distribution in the medium exterior to S is
uniquely determined by the conditions on the surface S (Love, 1944). Thus if some
method can be established for inducing a traction distribution on S identical to the
known, imposed distribution, the problem is effectively solved. Suppose, for example,
continuous distributions qx (S), qy(S), of x- and y-directed line load singularities
are disposed over the surface S in the continuum. Using the solutions for stress
components due to unit line loads (Appendix B), and the known tangent to S at
any point i , the x and y component tractions T x

xi , T x
yi and T y

xi , T y
yi induced by the

distributions of x- and y-directed line loads, can be determined. When point i is a
node of the surface, the condition to be achieved to realise the known condition on S
is

∫
s

[
qx (S)T x

xi + qy(S)T y
xi

]
dS = txi

(6.27)∫
s

[
qx (S)T x

yi + qy(S)T y
yi

]
dS = tyi

Discretisation of equation 6.27 requires that the surface distributions of fictitious load,
qx (S) and qy(S), be expressed in terms of the nodal values of these quantities. Suppose
that, for any element, the interpolation functions 6.25 are also used to define fictitious
load distributions with respect to the element intrinsic co-ordinate 	 , i.e.

qx (	) = qx1 N1 + qx2 N2 + qx3 N3 =
∑

qx� N�

(6.28)
qy(	) =

∑
qy� N�
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The discretised form of equation 6.27 can be written

n∑
j=1

∫
se

[
qx (S)T x

xi + qy(S)T y
xi

]
dS = txi (6.29)

n∑
j=1

∫
se

[
qx (S)T x

yi + qy(S)T y
yi

]
dS = tyi (6.30)

where n is the number of boundary elements, and each surface integral is evaluated
over the range S j

e of each boundary element j . Considering a particular element, one
of the surface integrals can be expressed by

∫
se

[
qx (S)T x

xi + qy(S)T y
xi

]
dS =

∑
qx�

∫ 1

−1
N�(	)T x

xi (	)
dS

d	
d	 +

∑
qy�

∫ 1

−1
N�(	)T y

xi (	)
dS

d	
d	 (6.31)

The integrals of the interpolation function (N )–kernel (T ) products defined in equation
6.31 can be evaluated readily by standard Gaussian quadrature methods. When all
components of equations 6.29 and 6.30 have been calculated using the procedure
defined in equation 6.31, it is found that for the m boundary nodes

m∑
j=1

(
qx j T

x∗
x + qyj T

y∗
x

) = txi

(6.32)
m∑

j=1

(
qx j T

x∗
x + qyj T

y∗
y

) = tyi

where T x∗
x , etc., are the results of the various interpolation function–kernel integrations

and, for the end nodes of each element, a summation with the appropriate integral for
the adjacent element. When equations similar to 6.32 have been established for each
of the m boundary nodes, they may be recast in the form

[T∗][q] = [t] (6.33)

Equation 6.33 represents a set of 2m simultaneous equations in 2m unknowns, which
are the nodal values of fictitious boundary load intensity.

Once equation 6.33 has been solved for the vector [q] of nodal load intensities,
all other problem unknowns can be calculated readily. For example, nodal displace-
ments, or displacements at an internal point i in the medium, can be determined
from

uxi =
∫

s

[
qx (S)U x

xi + qy(S)U y
xi

]
dS

(6.34)

uyi =
∫

s

[
qx (S)U x

yi + qy(S)U y
yi

]
dS
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Similarly, stress components at an internal point i in the medium are given by

�xxi =
∫

s

[
qx (S)�x

xxi + qy(S)� y
xxi

]
dS

�yyi =
∫

s

[
qx (S)�x

yyi + qy(S)� y
yyi

]
dS (6.35)

�xyi =
∫

s

[
qx (S)�x

xyi + qy(S)� y
xyi

]
dS

In equations 6.34 and 6.35, U x
xi , �x

xxi , U y
xi , �

y
xxi , etc., are displacements and stresses

induced by x- and y-directed unit line loads, given by the expressions in Appendix B.
Equations 6.34 and 6.35 may be discretised using the methods defined by equations
6.29–6.31, and all the resulting integrals can be evaluated using standard quadrature
formulae.

In setting up equations 6.27, 6.34 and 6.35, the principle of superposition is ex-
ploited implicitly. Thus the method is applicable to linear elastic, or at least piece-wise
linear elastic, behaviour of the medium. Also, since both element geometry and ficti-
tious load variation are described in terms of quadratic interpolation functions (equa-
tions 6.25), the method may be described as a quadratic, isoparametric formulation
of the boundary element method.

The introduction of fictitious load distributions, qx (S), qy(S), in the solution proce-
dure to satisfy the imposed boundary conditions results in this approach being called
an indirect formulation of the boundary element method. In the alternative direct
formulation, the algorithm is developed from a relation between nodal displacements
[u] and tractions [t], based on the Betti Reciprocal Work Theorem (Love, 1944).
These formulations are also isoparametric, with element geometry, surface tractions
and displacements following imposed quadratic variation with respect to the element
intrinsic co-ordinate.

6.6 The finite element method

The basis of the finite element method is the definition of a problem domain surround-
ing an excavation, and division of the domain into an assembly of discrete, interacting
elements. Figure 6.7a illustrates the cross section of an underground opening gener-
ated in an infinite body subject to initial stresses pxx , pyy, pxy . In Figure 6.7b, the
selected boundary of the problem domain is indicated, and appropriate supports and
conditions are prescribed at the arbitrary outer boundary to render the problem stati-
cally determinate. The domain has been divided into a set of triangular elements. A
representative element of the set is illustrated in Figure 6.7c, with the points i, j, k
defining the nodes of the element. The problem is to determine the state of total
stress, and the excavation-induced displacements, throughout the assembly of finite
elements. The following description of the solution procedure is based on that by
Zienkiewicz (1977).

In the displacement formulation of the finite element method considered here, the
initial step is to choose a set of functions which define the displacement components
at any point within a finite element, in terms of the nodal displacements. The various
steps of the solution procedure then develop from the imposed displacement field.

183



METHODS OF STRESS ANALYSIS

Figure 6.7 Development of a finite
element model of a continuum prob-
lem, and specification of element ge-
ometry and loading for a constant
strain, triangular finite element.

Thus, since strain components are defined uniquely in terms of various derivatives
of the displacements, the imposed displacement variation defines the state of strain
throughout an element. These induced strains and the elastic properties of the medium
together determine the induced stresses in an element. Superposition of the initial and
the induced stresses yields total stresses in the element.

The assumption in the finite element method is that transmission of internal forces
between the edges of adjacent elements can be represented by interactions at the
nodes of the elements. It is therefore necessary to establish expressions for nodal
forces which are statically equivalent to the forces acting between elements along
the respective edges. Thus the procedure seeks to analyse the continuum problem
(Figure 6.7a) in terms of sets of nodal forces and displacements for the discretised
domain (Figure 6.7b). The solution procedure described here, for purposes of il-
lustration, considers triangular element geometry, linear variation of displacement
with respect to element intrinsic co-ordinates, and resultant constant stress within an
element.

6.6.1 Displacement variation
In Figure 6.7c, induced nodal displacements are uxi , uyi , etc., and displacements
[u] at any point within the element are to be obtained by suitable interpolation from
the nodal values. Introducing a matrix of interpolation functions, [N], a suitable
interpolation formula is

[u] =
[

ux

uy

]
=

∑
[Ni ][ui ] = [Ni , N j , Nk]




ui

u j

uk


 (6.36)

= [N][ue]

where

[ui ] =
[

uxi

uyi

]
[Ni ] = Ni =

[
Ni 0
0 Ni

]
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The components of [N], i.e. the terms Ni , are prescribed functions of position, and
[ue] is a column vector listing the nodal displacements uxi , uyi , ux j . . . etc.

The interpolation functions which constitute the elements of [N] must be chosen
to return the nodal displacements at each of the nodes. This requires that

[Ni ]xi,yi = [I]

[Ni ]xi,y j = [0], etc.

where [I] and [0] are the identity and null matrices respectively. Also, since both
components of displacement at a point are to be interpolated in the same way, it is
clear that

[Ni ] = Ni [I]

where Ni is a scalar function of position within the element.
A simple development of a linear interpolation function is demonstrated by repre-

senting the displacements in terms of linear functions of position, i.e.

ux = �1 + �2x + �3 y
(6.37)

uy = �4 + �5x + �6 y

The six interpolation constants are determined by ensuring that the displacements
ux , uy assume the nodal values when nodal co-ordinates are inserted in equation
6.37. Thus �1, �2, �3 are determined by solving the simultaneous equations

uxi = �1 + �2xi + �3 yi

ux j = �1 + �2x j + �3 y j

uxk = �1 + �2xk + �3 yk

Solution for �1, �2, �3 and some rearrangement, produces

ux = 1

2�
[(ai + bi x + ci y)uxi + (a j + b j x + c j y)ux j + (ak + bk x + ck y)uxk]

(6.38)

where

ai = x j yk − xk y j

bi = y j − yk

ci = xk − x j

with cyclic permutation of i, j, k to obtain a j , etc., and

2� = 2 × area of the triangular element

= 2




1 xi yi

1 x j y j

1 xk yk
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Solution for �4, �5, �6 yields an interpolation function for uy identical to equation
6.38, with uyi replacing uxi , etc. The variation of displacements throughout an element
is therefore described by

[u] =
[

ux

uy

]
= [N][ue] = [Ni I, N j I, NkI][ue] (6.39)

where Ni = (ai + bi x + ci y)/2�, with similar expressions N j , Nk and I is a 2 × 2
identity matrix.

By defining the displacement field in an element in terms of the nodal dis-
placements, the interpolation procedure ensures continuity of the displacements
both across an element interface with an adjacent element, and within the element
itself.

Once the displacement field in an element is defined, the state of strain can be
established from the strain–displacement relations. For plane strain problems, a strain
vector may be defined by

[ε] =




εxx

εyy

�xy


 =




∂ux

∂x
∂uy

∂y
∂ux

∂y
+ ∂uy

∂x




=




∂

∂x
0

0
∂

∂y
∂

∂y

∂

∂x




[
ux

uy

]

or

[ε] = [L][u] (6.40)

Since displacements are specified by equation 6.39, equation 6.40 becomes

[ε] = [L][N][ue] = [B][ue]

where

[B] =




∂ Ni

∂x
0

∂ N j

∂x
0

∂ Nk

∂x
0

0
∂ Ni

∂y
0

∂ N j

∂y
0

∂ Nk

∂y

∂ Ni

∂y

∂ Ni

∂x

∂ N j

∂y

∂ N j

∂x

∂ Nk

∂y

∂ Nk

∂x




For the case of linear displacement variation, the terms ∂ Ni/∂x , etc., of the B matrix
are constant, and thus the strain components are invariant over the element.

6.6.2 Stresses within an element
The state of total stress within an element is the sum of the induced stresses and the
initial stresses. Ignoring any thermal strains, total stresses, for conditions of plane
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strain, are given by




�xx

�yy

�xy


= E(1 − �)

(1 + �)(1 − �)




1 �/(1 − �) 0

�/(1 − �) 1 0

0 0 (1 − 2�)/2(1 − �)







εxx

εyy

�xy


+




�0
xx

�0
yy

�0
xy




or

[�] = [D][�] + [�0]

= [D][B][ue] + [�0] (6.41)

where [�] is the vector of total stresses, [D] is the elasticity matrix, and [�0] is the
vector of initial stresses.

6.6.3 Equivalent nodal forces
The objective in the finite element method is to establish nodal forces qxi , qyi etc.,
equivalent to the internal forces operating between the edges of elements, and the
body force

[b] =
[

bx

by

]

operating per unit volume of the element. The internal nodal forces are determined
by imposing a set of virtual displacements [�ue] at the nodes, and equating the in-
ternal and external work done by the various forces in the displacement field. For
imposed nodal displacements [�ue], displacements and strains within an element
are

[�u] = [N][�ue], [��] = [B][�ue]

The external work done by the nodal forces [qe] acting through the virtual displace-
ments is

�W e = [�ue]T[qe]

and the internal work per unit volume, by virtue of the virtual work theorem for a
continuum (Charlton, 1959) is given by

�W i = [��]T[�] − [�u]T[b]

= ([B][�ue])T[�] − ([N][�ue])T[b]

= [�ue]T([B]T[�] − [N]T[b])

Integrating the internal work over the volume Ve of the element, and equating it with
the external work, gives

[qe] =
∫

Ve

[B]T[�]dV −
∫

Ve

[N]T[b]dV
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Introducing equation 6.41,

[qe] =
∫

Ve

[B]T[D][B][ue]dV +
∫

Ve

[B]T[�0]dV −
∫

Ve

[N]T[b]dV (6.42)

Examining each component of the RHS of this expression, for a triangular element
the term

∫
Ve

[B]T[D][B] dV yields a 6 × 6 matrix of functions which must be inte-
grated over the volume of the element, the term

∫
Ve

[B]T[�0]dV a 6 × 1 matrix, and∫
Ve

[N]T[b]dV a 6 × 1 matrix. In general, the integrations may be carried out using
standard quadrature theory. For a constant strain triangular element, of volume Ve,
the elements of [B] and [N] are constant over the element, and equation 6.42 becomes

[qe] = Ve[B]T[D][B][ue] + Ve[B]T[�0] − Ve[N]T[b]

In all cases, equation 6.42 may be written

[qe] = [Ke][ue] + [f e] (6.43)

In this equation, equivalent internal nodal forces [qe] are related to nodal displace-
ments [ue] through the element stiffness matrix [Ke] and an initial internal load vector
[f e]. The elements of [Ke] and [f e] can be calculated directly from the element ge-
ometry, the initial state of stress and the body forces.

6.6.4 Solution for nodal displacements
The computational implementation of the finite element method involves a set of
routines which generate the stiffness matrix [Ke] and initial load vector [f e] for all
elements. These data, and applied external loads and boundary conditions, provide
sufficient information to determine the nodal displacements for the complete element
assembly. The procedure is illustrated, for simplicity, by reference to the two-element
assembly shown in Figure 6.8.

Suppose the applied external forces at the nodes are defined by

[r]T = [rx1 ry1 rx2 ry2 rx3 ry3 rx4 ry4]

Figure 6.8 A simple finite element
structure to illustrate the relation be-
tween nodal connectivity and con-
struction of the global stiffness matrix.
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Equilibrium at any node requires that the applied external force at the node be in bal-
ance with the resultant internal equivalent nodal force. Suppose the internal equivalent
nodal force vector for elements a and b is given by

[qa]T = [
qa

x1 qa
y1 qa

x2 qa
y2 qa

x3 qa
y3

]

[qb]T = [
qb

x2 qb
y2 qb

x4 qb
y4 qb

x3 qb
y3

]

The nodal equilibrium condition requires

for node 1: rx1 = qa
x1, ry1 = qa

y1

for node 2: rx2 = qa
x2 + qb

x2, ry2 = qa
y2 + qb

y2

with similar conditions for the other nodes. The external force–nodal displacement
equation for the assembly then becomes




rx1

ry1

rx2

ry2

rx3

ry3

rx4

ry4




=




-
-

-
-

-
-

-
-

-
-

K a 0 0
0 0

- - - - - - - - - - - -
K a + K b

- - - - - - - - - - - -
0 0 K b

0 0 -
-

-
-

-
-

-
-

-






ux1

uy1

ux2

uy2

ux3

uy3

ux4

uy4




+




fx1

fy1

fx2

fy2

fx3

fy3

fx4

fy4




where appropriate elements of the stiffness matrices [Ka] and [Kb] are added at the
common nodes. Thus assembly of the global stiffness matrix [K] proceeds simply by
taking account of the connectivity of the various elements, to yield the global equation
for the assembly

[K][ug] = [rg] − [fg] (6.44)

Solution of the global equation 6.44 returns the vector [ug] of nodal displacements.
The state of stress in each element can then be calculated directly from the appropriate
nodal displacements, using equation 6.41.

In practice, special attention is required to render [K] non-singular, and account
must be taken of any applied tractions on the edges of elements. Also, most finite ele-
ment codes used in design practice are based on curvilinear quadrilateral elements and
higher-order displacement variation with respect to the element intrinsic co-ordinates.
For example, a quadratic isoparametric formulation imposes quadratic variation of
displacements and quadratic description of element shape. Apart from some added
complexity in the evaluation of the element stiffness matrix and the initial load vector,
the solution procedure is essentially identical to that described here.

6.7 The distinct element method

Both the boundary element method and the finite element method are used exten-
sively for analysis of underground excavation design problems. Both methods can
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Figure 6.9 A schematic representa-
tion of a rock mass, in which the be-
haviour of the excavation periphery is
controlled by discrete rock blocks.

be modified to accommodate discontinuities such as faults, shear zones, etc., trans-
gressing the rock mass. However, any inelastic displacements are limited to elastic
orders of magnitude by the analytical principles exploited in developing the solution
procedures. At some sites, the performance of a rock mass in the periphery of a mine
excavation may be dominated by the properties of pervasive discontinuities, as shown
in Figure 6.9. This is the case since discontinuity stiffness (i.e. the force/displacement
characteristic) may be much lower than that of the intact rock. In this situation, the
elasticity of the blocks may be neglected, and they may be ascribed rigid behaviour.
The distinct element method described by Cundall (1971) was the first to treat a
discontinuous rock mass as an assembly of quasi-rigid blocks interacting through de-
formable joints of definable stiffness. It is the method discussed here. The technique
evolved from the conventional relaxation method described by Southwell (1940)
and the dynamic relaxation method described by Otter et al. (1966). In the distinct
element approach, the algorithm is based on a force-displacement law specifying the
interaction between the quasi-rigid rock units, and a law of motion which determines
displacements induced in the blocks by out-of-balance forces.

6.7.1 Force–displacement laws
The blocks which constitute the jointed assemblage are taken to be rigid, meaning
that block geometry is unaffected by the contact forces between blocks. The deforma-
bility of the assemblage is conferred by the deformability of the joints, and it is this
property of the system which renders the assemblage statically determinate under an
equilibrating load system. It is also noted that, intuitively, the deformability of joints
in shear is likely to be much greater than their normal deformability.

In defining the normal force mobilised by contact between blocks, a notional over-
lap �n is assumed to develop at the block boundaries, as shown in Figure 6.10a. The
normal contact force is then computed assuming a linear force–displacement law, i.e.

Fn = Kn�n (6.45)
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Figure 6.10 Normal and shear
modes of interaction between distinct
elements.

where Kn is the joint normal stiffness. When the faces of two blocks are aligned in a
subparallel attitude, as shown in Figure 6.10b, interaction is assumed to occur at two
point contacts, for each of which equation 6.45 is taken to define the contact force.
While the realism of this two-point mode of interaction might be questioned, it is
likely that when rock blocks are disturbed from their initial, topographically matched
equilibrium condition, the number of contacts will be small. It is improbable that the
location of these contacts will affect the shear deformability of a joint.

Equation 6.45 indicates that the normal contact force between blocks is determined
uniquely by the relative spatial positions of the blocks. However, the shear contact
force at any stage depends on the deformation path to which the contact has been
subjected. Thus it is necessary to compute the progressive shear displacements of
blocks, which are then used to determine the incremental shear force operating be-
tween two blocks. For an increment of shear displacement �s, as shown in Figure
6.10c, the increment of shear force �Fs is given by

�Fs = Ks�s (6.46)

where Ks is the joint shear stiffness.
The deformation relations defined by equations 6.45 and 6.46 are elastic, in that

they describe non-dissipative, reversible processes. Under some circumstances, these
relations will not apply. For example, when separation occurs at a joint, normal
and shear forces at the block surfaces vanish. If, at some stage, the computed shear
force, Fs, at a contact exceeds the maximum frictional resistance (Fn tan �, for a
cohesionless surface), slip occurs, and the shear force assumes the limiting value
Fn tan �. Consequently, in any algorithmic treatment, after each increment of normal
and shear displacement, the total shear force must be evaluated. If the shear force
is less than the limiting frictional resistance, elastic deformability conditions are re-
established at the joints.

6.7.2 Law of motion
Equations 6.45 and 6.46 indicate how a set of forces acting on a block can be de-
termined from the position of a block relative to its neighbours. For each block,
these forces may be combined to determine the resultant force, and a moment. Using
Newton’s Second Law of motion, it is possible to determine the translation of the
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block centroid and the rotation of the block about the centroid; i.e. for the x direction

üx = Fx

m
(6.47)

where üx is the acceleration of the block centroid in the x direction, Fx is the x
component of the resultant force on the block, and m is the mass of the block.

The translation of the block centroid can be determined from equation 6.47, by nu-
merical integration. Suppose a time increment �t is selected, over which it is intended
to determine the block translation. Block velocity and translation are approximated
by

u̇x (t1) = u̇(t0) + üx�t

ux (t1) = ux (t0) + u̇x�t

Similar expressions are readily established for block translation in the y direction,
and for block rotation.

6.7.3 Computational scheme
The distinct element method is conceptually and algorithmically the simplest of the
methods of analysis considered here. In its computational implementation, precau-
tions and some effort are required to achieve satisfactory performance. First, the time
step �t in the integration of the law of motion cannot be chosen arbitrarily, and an ex-
cessively large value of �t results in numerical instability. Second, for an assemblage
of blocks which is mechanically stable, the dynamic relaxation method described
above provides no mechanism for dissipation of energy in the system. Computation-
ally, this is expressed as continued oscillation of the blocks as the integration proceeds
in the time domain. It is therefore necessary to introduce a damping mechanism to
remove elastic strain energy as the blocks displace to an equilibrium position. Viscous
damping is used in practice.

The computational scheme proceeds by following the motion of blocks through a
series of increments of displacements controlled by a time-stepping iteration. Iteration
through several thousand time steps may be necessary to achieve equilibrium in the
block assemblage.

6.8 Finite difference methods for continuous rock

Dynamic relaxation, finite difference methods for continua have a long history of
application in the analysis of stress and displacement in the mechanics of deformable
bodies, traceable from the original work of Southwell (1940) and Otter et al. (1966).
Particular formulations for rock mechanics are represented by the proprietary codes
FLAC and FLAC3D (Itasca, 2003), which have gained acceptance as reference codes
for excavation engineering and support and reinforcement design. The FLAC (Fast
Langrangian Analysis of Continua) codes are intended for analysis of continuum
problems, or at most sparsely jointed media.

FLAC and FLAC3D are explicit finite difference techniques for solution of the
governing equations for a problem domain, taking account of the initial and boundary
conditions and the constitutive equations for the medium. An explicit procedure is
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Figure 6.11 (a) Schematic finite dif-
ference grid; (b) representative zones
involved in contour integrals for a
gridpoint (after Brady and Lorig,
1988).

one in which the problem unknowns can be determined directly at each stage from the
difference equations, in a stepwise fashion, from known quantities. Some advantages
of such an approach are that large matrices are not formed, reducing the demands on
computer memory requirements, and that locally complex constitutive behaviour such
as strain softening need not result in numerical instability. An offsetting disadvantage
is that the iterative solution procedure may sometimes consume an excessive amount
of computer time in reaching an equilibrium solution.

Considering the two-dimensional case for simplicity, a finite difference scheme is
developed by dividing a body into a set of convenient, arbitrarily-shaped quadrilateral
zones, as shown in Figure 6.11a. For each representative domain, difference equations
are established based on the equations of motion and the constitutive equations of
the rock. Lumping of part of the mass from adjacent zones at a gridpoint or node, as
implied in Figure 6.11b, and a procedure for calculating the out-of-balance force at a
gridpoint, provide the starting point for constructing and integrating the equations of
motion.

The Gauss Divergence Theorem is the basis of the method for determining the
out-of-balance gridpoint force. In relating stresses and tractions, the theorem takes
the form

∂�i j/∂xi = limA→0

∫
S

�i j nj dS (i, j = 1, 2) (6.48)

where
xi = components of the position vector
�i j = components of the stress tensor
A = area bounded by surface S
dS = increment of arc length of the surface contour
nj = unit outward normal to dS.

A numerical approximation may then be made to the RHS of equation 6.48, involving
summation of products of tractions and areas over the linear or planar sides of a
polygon, to yield a resultant force on the gridpoint.

The differential equation of motion is

� ∂ ůi/∂t = ∂�i j/∂xi + �gi (6.49)
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where ůi is the gridpoint velocity and gi is the component of the gravitational accel-
eration in the i coordinate direction.

Introducing equation 6.48 yields

∂ ůi/∂t = 1/m
∫

S
�i j nj dS + gi (6.50)

where m = �A.
If a force Fi is applied at a gridpoint due, for example, to reactions mobilized by

reinforcement or contact forces between blocks, equation 6.50 becomes

∂ ůi/∂t = 1/m(Fi +
∫

S
�i j nj dS) + gi

= 1/m Ri + gi (6.51)

where Ri is the resultant (out-of-balance) force at the gridpoint.
Equation 6.51 indicates that the acceleration at a gridpoint can be calculated ex-

plicitly from the resultant force obtained by integration of the surface tractions over
the boundary contour of the region surrounding the gridpoint summed with local in-
ternally applied forces, the lumped local mass and the local gravitational acceleration.

When the acceleration of a gridpoint has been calculated, central difference equa-
tions can be used to calculate gridpoint velocities and displacements after a time
interval �t :

u(t+�t/2)
i = u(t−�t/2)

i + [Ri/m + gi]�t (6.52)

x (t+�t)
i = x (t)

i + x (t−�t)
i (6.53)

When a pseudo-static problem is being analysed, viscous damping terms are included
in equations 6.52 and 6.53 to increase the rate of convergence.

Calculation of changes in the state of stress proceed through calculation of strain
increments and their introduction in the constitutive equations for the medium. Strain
increments are determined directly from the velocity gradients, as follows. From the
Gauss Divergence Theorem,

∂ ůi/∂xj = 1/A
∫

s
ůinj dS (6.54)

The RHS of equation 6.54 can be evaluated as a summation over the boundary contour
of a polygon surrounding a gridpoint, and then strain increments can be determined
from the expression

�εi j = 1
2 [∂ ůi/∂xj + ∂ ůj/∂xi]�t (6.55)

Finally, the stress increment in the time interval �t is calculated directly from the
existing state of stress, the strain increments and the material constants k� for the
medium, through an appropriate constitutive equation:

��i j = f (�εi j, �i j , k�) (6.56)
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The form chosen for the constitutive function f may represent isotropic or transversely
isotropic elasticity, Mohr-Coulomb plasticity, Hoek-Brown yield, strain softening, or
anisotropic plasticity defined by ubiquitous joints.

In the numerical implementation, equations 6.48–6.56 are solved sequentially
through a series of time steps of duration �t . Thus the solution procedure is essentially
a time-based integration of the governing equations to yield the displacements and
state of stress at a set of collocation points in the medium. One of the advantages of
the procedure is the relative ease with which equations describing forces generated in
support and reinforcing elements, or drag forces from fluid flow, can be incorporated
in the analysis.

The wide utilisation of FLAC in both rock engineering design and in fundamental
studies of rock deformation confirms its acceptance as a sound analytical tool.

6.9 Linked computational schemes

The preceding discussion has noted the advantages and limitations of the various com-
putational methods. In many cases, the nature of mine excavation design problems
means that the boundary element method can be used for design analyses, particu-
larly if the intention is to carry out a parameter study in assessing various options.
In those cases where non-linear material or discrete, rigid-block displacements are
to be modelled, the scale of a mining problem frequently precludes the effective or
economical use of finite element or distinct element codes. The solution is to develop
linked schemes, where the far-field rock is modelled with boundary elements, and the
more complex constitutive behaviour is modelled with the appropriate differential
method of analysis. A domain of complex behaviour is then embedded in an infi-
nite elastic continuum. The advantages of this approach include, first, elimination of
uncertainties associated with the assumption of an outer boundary for the problem
domain, as required by the differential methods. Second, far-field and elastic material
behaviour is represented in a computationally economical and mechanically appro-
priate way with boundary elements. Finally, zones of complex constitutive behaviour
in a mine structure are frequently small and localised, so that only these zones may
require the versatility conferred by a differential method. The implied reduction in the
size of zones to be modelled with a differential method again favours computational
efficiency. An example of the development of a linked method and its application in
excavation design is given by Lorig and Brady (1982).

Figure 6.12 Resolution of a cou-
pled distinct element–boundary ele-
ment problem into component prob-
lems.
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The principles used in the development of a boundary element (b.e.)–distinct ele-
ment (d.e.)linkage algorithm are illustrated in Figure 6.12. The b.e. and d.e. domains
are isolated as separate problems, and during a computational cycle in the d.e. rou-
tine, continuity conditions for displacement and traction are enforced at the interface
between the domains. This is achieved in the following way. As shown by Brady and
Wassyng (1981), the boundary constraint equation developed in a direct b.e. formu-
lation can be manipulated to yield a stiffness matrix [Ki] for the interior surface of
the domain. In each computational cycle of the d.e. iteration, displacements [ui] of
interface d.e. nodes calculated in a previous cycle are used to determine the reactions
[ri] developed at the nodes from the expression

[ri] = [Ki][ui] (6.57)

Then the forces applied to the d.e. interface nodes are equal and opposite to the
reactions developed on the b.e. interface; i.e.

[qi] = −[ri] (6.58)

Equation 6.57 represents formal satisfaction of the requirement for continuity of
displacement at the interface, while equation 6.58 implies satisfaction of the condition
for force equilibrium.

In the d.e. routine, nodal forces determined from equation 6.58 are introduced in
the equation of motion (equation 6.47) for each block in contact with the interface.
In practice, several iterative cycles may elapse before it is necessary to update the
interface nodal forces. When equilibrium is achieved in the d.e. assembly, the interface
nodal displacements and tractions (derived from the nodal reactions) are used to
determine stresses and displacements at interior points in the b.e. domain.
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7 Excavation design in massive
elastic rock

7.1 General principles of excavation design

Mining excavations are of two types – service openings and production openings. Ser-
vice openings include mine accesses, ore haulage drives, airways, crusher chambers
and underground workshop space. They are characterised by a duty life approaching
the mining life of the orebody. It is therefore necessary to design these openings so
that their operational functions can be assured and maintained at low cost over a
relatively long operational life.

Mine production openings have a temporary function in the operation of the mine.
These openings include the ore sources, or stopes, and related excavations such as
drill headings, stope accesses, and ore extraction and service ways. In these cases, it
is necessary to assure control of the rock around the excavation boundary only for the
life of the stope, which may be as short as a few months.

The issue considered in this chapter is the design of service openings and produc-
tion openings subject to entry by personnel. (The design of non-entry excavations is
considered later in conjunction with the related mining methods.) A logical frame-
work is presented for the design of these openings. Although it is proposed for general
application in the design of permanent mine openings, it can also be regarded as a ba-
sis for the evolution of designs for specific temporary openings. Such an evolutionary
process could be associated with the implementation of an observational principle of
excavation design.

In principle, excavation design in massive elastic rock represents the simplest design
problem posed in mining rock mechanics. However, only in recent years have some
key questions related to rock strength, fracture and failure and their effect on the
behaviour of rock in the boundary and near field of an excavation been resolved.
These matters were considered in Chapter 4, and in particular in Section 4.5. The
case considered in this chapter involves a single excavation, which is taken to imply
that the opening will not be mined in the zone of influence of any existing opening.
The rock mass is considered massive if, on the scale of the excavation, the volume
of rock to be mined to create the opening is traversed by only one or two persistent
structural features prone to slip or separation. However, many observations (Brady,
1977, Martin et al., 1999, Diederichs, 2002) suggest that the proposed methods for
massive rock, involving comparison of the state of rock stress and local rock mass
strength, are also applicable in moderately jointed rock masses.

The rock mass strength properties are assumed to be defined by compressive failure
criteria of the types discussed in Chapter 4, with an in situ crack initiation and damage
stress described by �ci and the constant deviatoric stress criterion (Martin et al., 1999)
and an in situ long-term strength described by �cd and a modified Mohr-Coulomb cri-
terion (Martin et al., 1999). Both the damage criterion and the long term strength
criterion may be represented by appropriate m and s parameters in the generic

197



EXCAVATION DESIGN IN MASSIVE ELASTIC ROCK

Hoek-Brown criterion. The tensile strength of the rock mass, T0, is usually taken to be
zero.

The need to consider two compressive strength criteria arises because different
failure modes apply near the excavation boundary and in the interior of the rock. Under
the complex stress path and in the low confinement conditions near the boundary of
the excavation, crack initiation leads to unstable crack growth and the formation of
spalls in the excavation boundary. Under confined conditions in the interior of the
rock mass, rock failure depends on the formation of a population of interacting cracks,
i.e. the accumulation of damage in the rock fabric from crack initiation and growth.
The experimental observations and analysis supporting this formulation of criteria for
rock mass failure are presented by Martin (1997), Martin et al. (1999) and Diederichs
(2002).

While the evolution of and final state of stress around single excavations involve
three-dimensional geometry and complex stress paths, Brady (1977) and Martin et al.
(1999), among others, have shown that plane strain elastic analysis and an appropriate
failure criterion can be used to make sound engineering predictions of the extent of
zones of failure close to the excavation boundary. In a well-controlled and detailed
study, Martin et al. (1999) showed that the constant deviatoric stress criterion pre-
dicted both the extent of the zone of near-boundary microseismic activity, indicating
initiation of cracks, and the geometry of the spalled zone. The criterion could be
represented by the Hoek-Brown criterion, i.e.

�1 = �3 + (
m �3 �c + s �2

c

)1/2

with m = 0 and s = 0.11. The failure criterion for the particular rock mass was
therefore expressed by

�1 − �3 = 0.33 �c (7.1)

In the design of any mine opening, two points need to be borne in mind. First, in
successful mining practice the existence of an extensive zone of damaged or failed
rock near the boundary of an excavation is common. Second, a basic mining objective
is to ensure that large, uncontrolled displacements of rock in the excavation boundary
cannot occur. This may be achieved by due attention to excavation shape, mining
practice, and possibly by the application of one or more support and reinforcement
devices or systems. By extension, it also involves questions of excavation location and
shape, and frequently, development of an excavation sequence, the specification of the
detail for rock support and reinforcement, and definition of the timing of support and
reinforcement installation. In this chapter, some issues related to excavation shape,
location, orientation and the effect of sparse discontinuities are considered.

The general principles and some examples of engineering design in rock have been
considered extensively in a series of papers in Comprehensive Rock Engineering
(Hudson et al., 1993). In particular, the broad concepts of engineering design and
their translation into rock engineering practice have been discussed by Bieniawski
(1993). The components and logical sequence of the design process are presented
schematically in Figure 7.1. It shows the evolution of a design from specification of
functional requirements through to final realisation of the design in the engineering
construction phase. The excavation design practice considered here can be regarded
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Figure 7.1 A general design metho-
dology for rock engineering (after
Bieniawski, 1993).

as a subset of the Bieniawski approach, concentrating on Stages 5–8 of the design
logic.

The design of a mine excavation proceeds from an initial configuration which
satisfies its duty requirements, such as minimum dimensions required for operating
equipment, or airway resistance to achieve some ventilation capacity. Siting and ori-
entation are also determined by the duty requirements and by the need for integration
with other elements of the mining layout. The suitability of the selected draft design is
then assessed by following the logical framework defined in Figure 7.2. It is observed
that a key step in the design process is the determination of the stress distribution
around the excavation. This can be achieved using any of the methods described in
Chapter 6. The logical path then involves comparison of boundary stresses with the
in situ crack initiation stress, �ci, and the rock mass tensile strength, T0. If no bound-
ary failure is predicted, it remains to examine the effect of any major discontinuities
which will transgress the excavation. This requires consideration of both the general
effect of the structural features on boundary stresses and local stability problems
in the vicinity of the discontinuity/boundary intersection. Such considerations may
lead to design changes to achieve local and more general stability conditions for the
excavation perimeter.

Excavation design for the case where rock mass strength is low, or field stresses
are high, proceeds using the path defined by the right-hand branch of Figure 7.2.
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Figure 7.2 A logical framework for
mine excavation design in massive
rock.

These conditions imply that fracturing of rock will occur on and near the excavation
boundary. Iteration on the design variables proceeds to restrict the extent of bound-
ary failure and the zone of failure in the excavation near field, and to mitigate any
difficulties arising from either the presence of major planes of weakness or their in-
teraction with zones of induced rock fracture. The final phase of the design is the
specification of support and reinforcement measures to control the displacement of
the zones of fractured rock around the excavation. Referring to Figure 7.2, the design
logic implies iteration over the steps A, B, C, D, E using practically feasible shape,
orientation and location parameters, until a geomechanically sound and operationally
functional design is attained.

In the discussion that follows, elastic analyses will be used to illustrate some
important design issues and principles. In some cases they will be employed to predict
the extent of non-linear processes, such as slip and separation on discontinuities, or
rock mass failure. In these cases, the analyses produce only a first-order estimate of the
extent of these processes. However, in the case of near-boundary damage and spalling,
Martin et al. (1999) showed that an elastic analysis and the constant deviatoric stress
criterion estimated the failure domain quite accurately. Similarly, Austin et al. (1982)
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used various numerical methods to show that an elastic analysis coupled with a simple
Mohr-Coulomb criterion for slip provided good approximations for estimation of
zones of slip on planes of weakness near excavations. These observations suggest that
the procedures are adequate for analysis of many mine excavation design problems.

The following examples deal with simple excavation shapes for which the stress
fields can be described by simple algebraic expressions. In practice, for general exca-
vation shapes, the methods of stress analysis described in Chapter 6 may be employed,
and the results used in the ways described in the following discussion.

7.2 Zone of influence of an excavation

The concept of a zone of influence is important in mine design, since it may provide
considerable simplification of a design problem. The essential idea of a zone of
influence is that it defines a domain of significant disturbance of the pre-mining stress
field by an excavation. It differentiates between the near field and far field of an
opening. The extent of an opening’s effective near-field domain can be explained by
the following example.

The stress distribution around a circular hole in a hydrostatic stress field, of mag-
nitude p, is given by equations 6.20 as

�rr = p

(
1 − a2

r2

)

��� = p

(
1 + a2

r2

)
(7.2)

�r� = 0

Equations 7.2 indicate that the stress distribution is axisymmetric, and this is illustrated
in Figure 7.3a. Using equations 7.2, it is readily calculated that for r = 5a, ��� =
1.04p and �rr = 0.96p, i.e. on the surface defined by r = 5a, the state of stress is not
significantly different (within ± 5%) from the field stresses. If a second excavation
(II) were generated outside the surface described by r = 5a for the excavation I, as
shown in Figure 7.3b, the pre-mining stress field would not be significantly different
from the virgin stress field. The boundary stresses for excavation II are thus those for
an isolated excavation. Similarly, if excavation I is outside the zone of influence of
excavation II, the boundary stresses around excavation I are effectively those for an
isolated opening. The general rule is that openings lying outside one another’s zones
of influence can be designed by ignoring the presence of all others. For example, for
circular openings of the same radius, a, in a hydrostatic stress field, the mechanical
interaction between the openings is insignificant if the distance DI,II between their
centres is

DI,II ≥ 6a

It is important to note that, in general, the zone of influence of an opening is related
to both excavation shape and pre-mining stresses.

Other issues related to the notion of zone of influence include the state of stress in a
medium containing a number of excavations, and interaction between different-sized
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Figure 7.3 (a) Axisymmetric stress
distribution around a circular opening
in a hydrostatic stress field; (b) circular
openings in a hydrostatic stress field,
effectively isolated by virtue of their
exclusion from each other’s zone of
influence.

excavations. Figure 7.3b illustrates the overlap of the zones of influence of two circular
openings. In the overlap region, the state of stress is produced by the pre-mining
stresses and the stress increments induced by each of the excavations I and II. In the
other sections of each zone of influence, the state of stress is that due to the particular
excavation.

Figure 7.4 illustrates a large-diameter opening (I) with a small-diameter opening
(II) in its zone of influence. Since excavation I is outside the zone of influence of
excavation II, a fair estimate of the boundary stresses around I is obtained from the
stress distribution for a single opening. For excavation II, the field stresses are those
due to the presence of excavation I. An engineering estimate of the boundary stresses
around II can be obtained by calculating the state of stress at the centre of II, prior to
its excavation. This can be introduced as the far-field stresses in the Kirsch equations
(Equations 6.18) to yield the required boundary stresses for the smaller excavation.

Figure 7.4 Illustration of the effect
of contiguous openings of different di-
mensions. The zone of influence of ex-
cavation I includes excavation II, but
the converse does not apply.
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Figure 7.5 (a) A practical prob-
lem involving semi-coupling between
a large excavation (a cut-and-fill
stope) and smaller access openings;
(b) nomenclature for definition of
the zone of influence of an elliptical
opening.

Problems related to zone of influence arise frequently in metalliferous mining.
Haulages, access and service openings must frequently be located, for reasons of
economy and practicality, in the zone of influence of the major production openings.
An example is shown in Figure 7.5a, with access openings on the footwall side
of an inclined orebody. In this case, a zone of influence could be defined for an
ellipse inscribed in the stope cross section, for any particular stage of up-dip advance
of mining. Suppose the stope is outside the zone of influence of each access drive.
Then, reasonable estimates of the access opening boundary stresses could be obtained
from the local stresses due to the pseudo-elliptical stope and the boundary stress
concentrations due to the shape of the access drive.

The preceding discussion suggests that it is useful to consider the zone of influence
of an elliptical excavation in the course of a design exercise. It is therefore appropriate
to formalise its definition. The general case of a zone around an elliptical excavation
in which the stresses depart from the maximum in situ stress (p or Kp) by more
than c% has been considered by Bray (1986). From this analysis, the zone may be
approximated by an ellipse with axes WI and HI equal to the greater of each of the
following sets of values:

WI = H [A� | q(q + 2) − K (3 + 2q) | ]1/2

or

WI = H [�{A(K + q2) + K q2}]1/2

HI = H [A� | K (1 + 2q) − q(3q + 2) | ]1/2

or

H1 = H [�{A(K + q2) + 1}]1/2

where W and H are the width and height of the elliptical excavation, q = W/H, A =
100/2c and � = 1, if K < 1, and � = 1/K , if K > 1.
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For the special case of a zone of influence defined by a 5% departure from the field
stresses, A is set equal to 10 in the preceding expressions.

7.3 Effect of planes of weakness on elastic stress distribution

In excavation design problems where major discontinuities penetrate the prospective
location of the opening, questions arise concerning the validity of elastic analysis in
the design process and the potential effect of the discontinuity on the behaviour of the
excavation periphery. It is now shown that, in some cases, an elastic analysis presents
a perfectly valid basis for design in a discontinuous rock mass, and in others, provides
a basis for judgement of the engineering significance of a discontinuity. The following
discussion takes account of the low shear strengths of discontinuities compared with
that of the intact rock. It assumes that a discontinuity has zero tensile strength, and is
non-dilatant in shear, with a shear strength defined by

� = �n tan � (7.3)

As observed earlier, although the following discussion is based on a circular opening,
for purposes of illustration, the principles apply to an opening of arbitrary shape. In
the latter case, a computational method of stress analysis would be used to determine
the stress distribution around the opening.

Case 1. (Figure 7.6) From the Kirsch equations (equations 6.18), for � = 0, the
shear stress component �r� = 0, for all r . Thus �rr , ��� are the principal stresses �xx ,
�yy and �xy is zero. The shear stress on the plane of weakness is zero, and there is no
tendency for slip on it. The plane of weakness therefore has no effect on the elastic
stress distribution.

Case 2. (Figure 7.7a) Equations 6.18, with � = �/2, indicate that no shear stress
is mobilised on the plane of weakness, and thus the elastic stress distribution is not

Figure 7.6 A plane of weakness,
oriented perpendicular to the major
principal stress, intersecting a circular
opening along the horizontal diameter.
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Figure 7.7 A plane of weakness in-
tersecting a circular opening and ori-
ented parallel to the major principal
stress, showing development of a de-
stressed zone for K < 1

3 .

modified by slip. The possibility of separation on the plane of weakness arises if
tensile stress can develop in the crown of the opening, i.e. if K < 1

3 . If K ≥ 1
3 , the

elastic stress distribution is unaltered by either slip or separation.
For the case where K < 1

3 , separation on the plane of weakness leads to de-stressing
of a region in the crown of the opening (and also in the floor, although this is of no
engineering consequence). A reasonable estimate of the extent of the de-stressed
zone, for purposes of support design, for example, can be obtained by considering the
circumscribed ellipse, illustrated in Figure 7.7b. Separation on the plane of weakness
is prevented when �B = 0; from equation 6.24, this occurs when

�B = p

(
K − 1 + 2K

q

)
= 0

or

q = 2K

1 − K

Since q = W/H = 2a/H , it is readily shown that the height �h of the de-stressed
zone above the crown of the opening is given by

�h = a

(
1 − 3K

2K

)

Case 3. (Figure 7.8) A flat-lying feature whose trace on the excavation boundary is
located at an angle � above the horizontal diameter is shown in Figure 7.8a. Consid-
ering the small element of the boundary, shown in Figure 7.8b, the normal and shear
stress components on the plane of weakness are given by

�n = ��� cos2�
(7.4)

� = ��� sin � cos �
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Figure 7.8 A flat-lying plane of
weakness intersecting a circular exca-
vation non-diametrically.

The limiting condition for slip under this state of stress is

� = �n tan �

or, introducing equation 7.4,

��� sin � cos � = ��� cos2 � tan � (7.5)

or

tan � = tan �

Thus if � = �, the condition for slip is satisfied on the plane of weakness. (This
conclusion could have been established by noting that the resultant stress, in this case
��� , is constrained to act within the angle � to the normal to the plane.) It is observed
that the sense of slip, defined by the sense of the shear stress, involves outward
displacement of the upper (hanging wall) surface of the fault relative to the lower
surface. This implies boundary stresses lower than the elastic values in the crown of
the opening. A prudent design response would anticipate the generation of subvertical
tension fractures in the crown.

The equilibrium state of stress at the boundary-plane of weakness intersection can
be established from equation 7.5, which may be rewritten in the form

���
sin(� − �)

cos �
= 0

For � > �, this condition can be satisfied only if ��� = 0. Thus the regions near the
intersection of the opening and the plane of weakness are either de-stressed, or at low
confining stress. They may be expected to be areas from which loosening of rock may
commence, and therefore deserve special attention in support design.

Case 4. (Figure 7.9) The problem illustrated in Figure 7.9a is introduced as a simple
example of an arbitrarily inclined plane of weakness intersecting an opening. The
far-field stresses are defined by components p (vertical) and 0.5p (horizontal). For
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Figure 7.9 An inclined, radially ori-
ented plane of weakness intersecting a
circular excavation.

a feature inclined at an angle of 45◦, the normal and shear stress components are
obtained by substitution in the Kirsch equations (equations 6.18), and are given by

�n = ��� = p

2
∗ 1.5

(
1 + a2

r2

)

� = �r� = p

2
∗ 0.5

(
1 + 2a2

r2
− 3a4

r4

)

The variation of the ratio �/�n is plotted in Figure 7.9b. The maximum value of the
ratio, 0.357 at r/a = 2.5, corresponds to a mobilised angle of friction of 19.6◦. The
far-field value of the ratio of the stresses corresponds to a mobilised angle of friction of
18.5◦. If the rock mass were in a state of limiting equilibrium under the field stresses,
the analysis indicates that mining the excavation could develop an extensive zone of
slip along the plane of weakness. On the other hand, an angle of friction for the plane
of weakness exceeding 19.6◦ would be sufficient to preclude slip anywhere in the
medium.

Case 5. (Figure 7.10) The design problem shown in Figure 7.10a involves a circular
opening to be excavated close to, but not intersecting, a plane of weakness. For
purposes of illustration, the stress field is taken as hydrostatic. From the geometry
given in Figure 7.10a, equations 7.2 for the stress distribution around a circular hole
in a hydrostatic stress field, and the transformation equations, the normal and shear
stresses on the plane are given by

�n = 1
2 (�rr + ���) + 1

2 (�rr − ���) cos 2�

= p

(
1 − a2

r2
cos 2�

)

� = �r� cos 2� − 1
2 (�rr − ���) sin 2�

= p
a2

r2
sin 2�
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Figure 7.10 Shear stress/normal
stress ratio on a plane of weakness
close to, but not intersecting, a circular
excavation.

The value of the ratio �/�n determined from these expressions is plotted for various
points along the plane of weakness in Figure 7.10b.

The peak value of the shear stress/normal stress ratio corresponds to a mobilised
angle of friction of about 24◦. If the angle of friction for the plane of weakness
exceeds 24◦, no slip is predicted on the plane, and the elastic stress distribution can
be maintained.

For a plane of weakness with an angle of friction of 20◦, the extent of the predicted
zone of slip is shown in Figure 7.10b. Clearly a zone of slip is also predicted for the
reflection of the depicted zone about the vertical centreline of the excavation. For
both zones, the sense of slip produces inward displacement of rock on the underside
of the plane of weakness. This would be expressed as increased boundary stresses in
the segment between the fault and the excavation. The effect of the fault is to deflect
and concentrate the stress trajectories in the region between the excavation and the
fault.

The following comments are offered to establish some practical guidelines for
the type of analysis described above. First, the procedures indicate whether inelastic
effects such as separation and slip on planes of weakness are likely to be significant
in the performance of an excavation. If the zones of inelastic response are small
relative to the dimensions of the excavation, their effect on the stress distribution
around the excavation may reasonably be ignored. If the zones are relatively large,
the stress distribution around the opening can be determined only by comprehensive
analysis using, for example, a finite element package. However, even in this case, some
useful engineering insights into the behaviour of excavation peripheral rock can be
established by exploiting quite simple conceptual models of the effects of inelastic
deformation. Finally, the procedures allow quick and inexpensive exploration of the
effects of varying the principal design options, i.e. excavation location, orientation,
shape and excavation sequence. In fact, in a design exercise, the types of analysis
discussed above should usually precede a more sophisticated analysis which might
be needed to model inelastic behaviour of discontinuities in the rock mass.
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Figure 7.11 Definition of nomen-
clature for an elliptical excavation
with axes parallel to the field stresses.

7.4 Excavation shape and boundary stresses

The previous discussion has indicated that useful information on boundary stresses
around a mine opening can be established from the elastic solution for the particular
problem geometry even in the presence of discontinuities. It is now shown that simple,
closed form solutions have greater engineering value than might be apparent from a
first inspection.

Figure 7.11 illustrates a long opening of elliptical cross section, with axes parallel
to the pre-mining stresses. For the particular cases of � = 0, � = 0, and � = 0, � =
�/2, equation 6.21 reduces to

�A = p(1 − K + 2q) = p

(
1 − K +

√
2W

	A

)
(7.6)

�B = p

(
K − 1 + 2K

q

)
= p

(
K − 1 + K

√
2H

	B

)
(7.7)

where �A and �B are boundary circumferential stresses in the sidewall (A) and crown
(B) of the excavation, and 	A and 	B are the radii of curvature at points A and
B. Equation 7.6 indicates that if 	A is small, �A is large. Equation 7.7 defines a
similar relation between 	B and �B. A generalisation drawn from these results is
that high boundary curvature (i.e. 1/	 ) leads to high boundary stresses, and that
boundary curvature can be used in a semi-quantitative way to predict boundary
stresses.

Figure 7.12 shows an ovaloidal opening oriented with its major axis perpendicular
to the pre-mining principal stress. The width/height ratio for the opening is three, and
the radius of curvature for the side wall is H/2. For a ratio of 0.5 of the horizontal and
vertical field principal stresses, the sidewall boundary stress is given, by substitution
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Figure 7.12 Ovaloidal opening in a
medium subject to biaxial stress.

in equation 7.6, as

�A = p

(
1 − 0.5 +

√
2 × 3H

H/2

)

= 3.96p

An independent boundary element analysis of this problem yielded a sidewall bound-
ary stress of 3.60p, which is sufficiently close for practical design purposes. Although
the radius of curvature, for the ovaloid, is infinite at point B in the centre of the crown
of the excavation, it is useful to consider the state of stress at the centre of the crown
of an ellipse inscribed in the ovaloid. This predicts a value of �B, from equation 7.6, of
−0.17p, while the boundary element analysis for the ovaloid produces a value of �B

of −0.15p. This suggests that excavation aspect ratio (say W/H ), as well as boundary
curvature, can be used to develop a reasonably accurate picture of the state of stress
around an opening.

A square hole with rounded corners, each with radius of curvature 	 = 0.2B, is
shown in Figure 7.13a. For a hydrostatic stress field, the problem shown in Figure
7.13b is mechanically equivalent to that shown in Figure 7.13a. The inscribed ovaloid
has a width of 2B[21/2 − 0.4(21/2 − 1)], from the simple geometry. The boundary
stress at the rounded corner is estimated from equation 7.6 as

�A = p

{
1 − 1 +

[
2B(21/2 − 0.4(21/2 − 1))

0.2B

]1/2
}

= 3.53p

The corresponding boundary element solution is 3.14p.
The effect of boundary curvature on boundary stress appears to be a particular

consequence of St Venant’s Principle, in that the boundary state of stress is dominated
by the local geometry, provided the excavation surface contour is relatively smooth.
An extension of this idea demonstrates an important design concept, namely that
changing the shape of an opening presents a most effective method of controlling
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Figure 7.13 Square opening with
rounded corners, in a medium subject
to hydrostatic stress.

boundary stresses. This is illustrated by the problem shown in Figure 7.14a. The arched
opening has a width of 4.0 m and a height of 4.5 m, which are not unusual dimensions
for a mine haulage. For a field stress ratio K of 0.3, an inscribed ellipse indicates
approximate sidewall stresses of 2.5p, using equation 7.6. If the observed performance
of the opening involved crushing of the sidewalls, its redesign should aim to reduce
stresses in these areas. Inspection of equation 7.6 indicates this can be achieved by
reducing the excavation width/height ratio. For example, if the width/height ratio is
reduced to 0.5, the peak sidewall stress is calculated to be 1.7p. While the practicality
of mining an opening to this shape is not certain, the general principle is clear, that
the maximum boundary stress can be reduced if the opening dimension is increased
in the direction of the major principal stress. For this case, a practical solution could
be achieved as shown in Figure 7.14b, by mining an opening with a low width/height
ratio, and leaving a bed of mullock in the base of the excavation.

Figure 7.14 Effect of changing the
relative dimensions of a mine haulage
drive, to mitigate sidewall failure.
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Figure 7.15 States of stress at se-
lected points on the boundary of an
excavation with a moderately irregu-
lar cross section.

Having taken the steps noted above to minimise the maximum boundary stress,
failure of boundary rock may be unavoidable under the local conditions of field
stresses and rock mass strength. In that case, orienting the major axis of the excavation
parallel to the major principal field stress cannot be expected to provide the optimal
solution. The extent of rock mass failure may be greater than for other orientations,
including that in which the long axis is perpendicular to the major principal field
stress (Ewy et al., 1987). Indeed, it has been proposed that, for an excavation subject
to an extremely high vertical principal field stress and extensive sidewall failure, an
elliptical excavation with the long axis horizontal may be the preferred excavation
shape for the prevailing conditions of rock mass rupture and local stability (Ortlepp
and Gay, 1984).

A fairly general excavation cross section is shown in Figure 7.15. Such an ex-
cavation geometry might be used in a crusher station, battery charging station or
machine workshop, where a bench is retained for equipment installation. Using the
general notions developed above, the opening geometry (width/height ratio = 2/3)
and pre-mining stress ratio (K = 0.5), the following information concerning bound-
ary stresses can be deduced:

(a) The zones A, B, C are likely to be highly stressed, since the boundary curvature
at these locations is high. Local cracking is to be expected in these zones, but
this would compromise neither the integrity of the excavation nor the validity
of the stress analysis.

(b) The bench area D is likely to be at a low state of stress, due to the notionally
negative curvature of the prominence forming the bench.
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(c) The boundary stress at the centre of the crown would be approximately 0.72p,
estimated from equation 7.7. (The boundary element solution is 0.82p.)

(d) An estimate of the sidewall boundary stress, obtained by considering an in-
scribed ellipse and applying equation 7.6, yields �A = 1.83p. For the sidewall
locations in the left wall shown in Figure 7.15, boundary element analysis gives
values of 1.87p, 1.75p and 2.08p. For the locations in the right wall, the �A

values are 1.35p, 1.36p and 1.61p. The average of these six values is 1.67p.
Boundary element analysis also confirms conclusions (a) and (b). The extent of
the zone of tensile stress determined by the boundary element analysis is shown
in Figure 7.15.

The demonstration, in an elastic analysis, of a zone of tensile stress, such as in
the bench of the current excavation design, has significant engineering implications.
Since a rock mass must be assumed to have zero tensile strength, stress redistribution
must occur in the vicinity of the bench. This implies the development of a de-stressed
zone in the bench and some loss of control over the behaviour of rock in this region.
The important point is that a rock mass in compression may behave as a stable
continuum. In a de-stressed state, small imposed or gravitational loads can cause
large displacements of component rock units.

The conclusion from these studies is that a useful appreciation of the state of stress
at key sections of an excavation boundary can be established from simple, closed-
form solutions. Inscription of a simple excavation shape in the design cross section,
and determination of boundary curvature, are simple techniques allowing the key
features of the boundary stress distribution for an excavation to be defined. More
comprehensive definition of the boundary stress distribution would be required if
studies, such as those described, identified zones of mechanically unacceptable states
of stress around the excavation periphery.

7.5 Delineation of zones of rock failure

In assessing the performance of excavations and rock structures, it is useful to dis-
tinguish between failure of the structure, and failure or fracture of the rock mass.
Failure of a structure implies that it is unable to fulfil the designed duty requirement.
Failure of a rock structure in massive rock is synonymous with extensive rock frac-
ture, since the stable performance of the structure under these conditions cannot be
assured. In a mine structure, control of displacements in a fractured rock mass may
require the installation of designed support elements, or implementation of a mining
sequence which limits the adverse consequences of an extensive fracture domain.
On the other hand, limited fractured rock zones may pose no mining problem, and a
structure or opening may completely satisfy the design duty requirements. A simple
method of estimating the extent of fracture zones provides a basis for the prediction
of rock mass performance, modification of excavation designs, or assessing support
and reinforcement requirements.

In Chapter 4, it was observed that a compressive failure criterion for a rock mass
may be expressed in the form

�(f)
1 = F(�3) (7.8)
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Figure 7.16 Prediction of the extent
of boundary failure around a circu-
lar excavation, using the rock mass
failure criterion and the elastic stress
distribution.

This indicates that for any value of the minimum principal stress at a point, a major
principal stress value can be determined which, if reached, leads to local failure of
the rock. As discussed in Chapter 4 and Section 7.1, when assessing the possibility of
rock failure at an excavation boundary, the applicable compressive strength parameter
of the rock mass is the crack initiation stress, �ci. For design purposes, the tensile
strength of the rock mass is taken to be universally zero.

Prediction of the extent of boundary failure may be illustrated by reference to a
circular excavation in a biaxial stress field, as shown in Figure 7.16. Boundary stresses
are given by the expression

��� = p[1 + K + 2(1 − K )cos 2�]

For a rock mass with a crack initiation stress, �ci, of 16 MPa (perhaps corresponding
to a uniaxial strength of the rock material of about 50 MPa), the data of Figure 7.16
indicate that compressive failure or spalling of the boundary rock occurs over intervals
defined by

7.5[1.3 + 1.4 cos 2�] ≥ 16

i.e. for � given by

−26◦ ≤ � ≤ 26◦ or 154◦ ≤ � ≤ 206◦

Similarly, boundary tensile failure occurs over intervals satisfying the condition

7.5[1.3 + 1.4 cos 2�] ≤ 0
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DELINEATION OF ZONES OF ROCK FAILURE

Figure 7.17 Maps of zones of fail-
ure (dark areas) and damage (indi-
cated by microseismic events) com-
pared with the constant deviator stress
damage criterion of 75 MPa for a cir-
cular excavation in Lac du Bonnet
granite (after Martin, 1997).

i.e

79◦ ≤ � ≤ 101◦ or 249◦ ≤ � ≤ 281◦

These intervals are illustrated in Figure 7.16. The extent of these zones, relative to
the excavation perimeter, is sufficient to imply that the opening, as designed, may not
perform its specified function without change in shape or installation of support and
reinforcement. One possible design response could be to increase the height of the
opening relative to the width.

For arbitrarily shaped openings, assessment of boundary failure involves compar-
ison of computed boundary stresses and the uniaxial strength parameters.

Determination of the extent of failure zones close to the boundary of an excavation
is based on consideration of the detail of the stress distribution close to the opening.
It involves comparison of the state of stress in the near field of the excavation with the
rock mass damage criterion. An illustration of the procedure is provided by Martin
(1997) for a circular excavation in Lac du Bonnet granite, as shown in Figure 7.17.
In this case, contours of the maximum deviator stress (�1 − �3) are plotted near the
boundary of the excavation, and the known criterion for crack initiation in the rock
mass is defined by a maximum deviator stress of about 75 MPa. From the plots of
spalling failure and location of microseismic events, it is seen that the 75 MPa contour
bounds the observed zones of damage and rock failure in the excavation boundary.
The independent observations of spalling and damage confirm that the analysis has
predicted quite well the failure domain around the excavation.

The constant deviator stress criterion is valid for the stress path and confinement
conditions near the boundary of an excavation (within say one radius or so of the
boundary). For the more general case of mapping zones of failure in the interior of
a rock mass, the relevant rock mass strength is the long-term triaxial strength, which
is the triaxial criterion based on the long-term uniaxial strength, �cd. The failure
criterion in this case can be constructed from the generic Hoek-Brown criterion using
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Figure 7.18 Contour plots of prin-
cipal stress, and stress trajectories,
around an ovaloidal opening in a bi-
axial stress field (after Eissa, 1980).

the appropriate m and s values for the rock mass and replacing �c by �cd. For purposes
of illustration of the method, defining the zone of failure involves examination of
contour plots of the principal stresses, similar to the stress maps showns in Figure
7.18. For more general shapes of openings, such stress contour maps are readily
generated and displayed using computational techniques.

Mapping of the zone of failure uses the rock mass failure criterion and the stress
contour maps in the following way. Various values of �3(0.05p, 0.1p, etc.) are used to
calculate corresponding, limiting values of �(f)

1 from the failure criterion. The contour
plots of �1 and �3 are superimposed. Selecting a particular �3 isobar, the intersection
is found with the �1 isobar which satisfies the failure criterion. Repetition of this
process for the various values of �3 generates a set of points which together define
the boundary of the failure domain.

When dealing computationally with failure domain delineation, explicit generation
of principal stress contour maps is not required. At any interior point, the computed
state of stress is inserted directly into the failure criterion to determine local rock
behaviour. The condition at a large number of locations throughout the rock mass can
be displayed symbolically on a computer graphics terminal, for visual identification
of the failure zone.
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Failure domains determined in the manner discussed are not described accurately.
This can be appreciated from the observation that any rock failure causes a change
in the geometry of the elastic domain, which can cause further failure. That is, the
problem is a non-linear one, and the solution procedure suggested here examines only
the initial, linear component of the problem. For mining engineering purposes, the
suggested procedure is usually adequate.

7.6 Support and reinforcement of massive rock

Mining activity frequently takes place under conditions sufficient to induce exten-
sive failure around mine access and production openings. An understanding of the
mechanics of the techniques exploited to control the performance of fractured rock
is therefore basic to effective mining practice under these conditions. In this section,
some basic principles of rock support and reinforcement are introduced. This dis-
cussion is extended and a discussion of practical methods and procedures is given in
Chapter 11.

In evaluating the possible mechanical roles of a support system, it is instructive to
consider the effect of support on the elastic stress distribution in the rock medium.
One function of support is taken to be the application or development of a support
load at the excavation surface. It is assumed initially that this is uniformly distributed
over the boundary.

Figure 7.19a shows an elliptical opening with width/height ratio of 4, in a stress
field with vertical stress 20 MPa and horizontal stress 8 MPa. Boundary stresses at
points A and B in the sidewall and crown of the excavation may be calculated directly
from equations 7.6 and 7.7, i.e.

�A = 172.0 MPa, �B = −8.0 MPa

If a set of vertical supports is installed, sufficient to generate a vertical load of
1 MNm−2 uniformly distributed over the excavation surface, the boundary stresses
around the supported excavation can be determined from the superposition scheme
shown in Figure 7.19b. Thus

�A1 = �A2 + �A3

= 1 + 19

(
1 − 8

19
+ 8

)

= 161.0 MPa

�B1 = �B2 + �B3

= 0 + 19

(
8

19
− 1 + 2 × 8

19
× 1

4

)

= −7.0 MPa

From these results, it is concluded that support pressure does not modify the elastic
stress distribution around an underground opening significantly. If failure of the rock
mass is possible in the absence of support, installation of support is unlikely to modify
the stress distribution sufficiently to preclude development of failure. It is therefore
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Figure 7.19 Problem geometry for
determining the effect of support
load on the elastic stress distribution
around an elliptical opening.

necessary to consider other mechanisms to explain the mode of action of support and
reinforcement systems.

The following example is intended to illustrate the main features of the function
of surface support on excavation peripheral rock, and is based on an analysis by
Ladanyi (1974). It is not a basis for comprehensive description of the interaction
between installed support and tunnel peripheral rock, which is a more complex,
statically indeterminate problem. The problem geometry is shown in Figure 7.20a,
with a circular opening excavated in a medium subject to hydrostatic stress. The field
stresses and rock mass strength are such that an annulus of failed rock is generated in
the excavation periphery. The main questions are the relation between the radius, re,
of the failed zone, the applied support presure, pi, and the stress distribution in the
fractured rock and elastic domains. It is assumed that the strength of the rock mass is
described by a Mohr–Coulomb criterion, i.e.

�1 = �3
(1 + sin �)

(1 − sin �)
+ 2c cos �

1 − sin �

or

�1 = b�3 + C0 (7.9)
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Figure 7.20 Stress distribution
around a circular opening in a hydro-
static stress field, due to development
of a fracture zone.

The strength of fractured rock is taken to be purely frictional, with the limiting state
of stress within the fractured rock mass defined by

�1 = �3
(1 + sin �f)

(1 − sin �f)

or

�1 = d�3 (7.10)

where �f is the angle of friction for fractured rock.
Since the problem is axisymmetric, there is only one differential equation of equi-

librium,

d�rr

dr
= ��� − �rr

r
(7.11)

This condition is to be satisfied throughout the problem domain. In the fractured rock,
��� and �rr are related through equation 7.10, since limiting friction is assumed in
the fractured medium. Introducing equations 7.10 into equation 7.11, gives

d�rr

dr
= (d − 1)

�rr

r

Integrating this expression, and introducing the boundary condition, �rr = pi when
r = a, yields the stress distribution relations

�rr = pi

( r

a

)d−1

(7.12)

��� = dpi

( r

a

)d−1

Equations 7.12 are satisfied throughout the fractured domain and on its bound-
aries. At the outer limit of the fractured annulus, fractured rock is in equilibrium
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with intact, elastic rock. If p1 is the equilibrium radial stress at the annulus outer
boundary, re,

p1 = pi

(re

a

)d−1

or

re = a

(
p1

pi

)1/(d−1)

(7.13)

Simple superposition indicates that the stress distribution in the elastic zone is
defined by

��� = p

(
1 + r2

e

r2

)
− p1

r2
e

r2
(7.14)

�rr = p

(
1 − r2

e

r2

)
+ p1

r2
e

r2

At the inner boundary of the elastic zone, the state of stress is defined by

��� = 2p − p1, �rr = p1

This state of stress must represent the limiting state for intact rock, i.e. substituting
for ���(�1) and �rr (�3) in equation 7.9 gives

2p − p1 = bp1 + C0

or

p1 = 2p − C0

1 + b
(7.15)

Substitution of equation 7.15 in equation 7.13 yields

re = a

[
2p − C0

(1 + b)pi

]1/(d−1)

(7.16)

Equations 7.12, 7.14, and 7.16, together with the support pressure, field stresses and
rock properties, completely define the stress distribution and fracture domain in the
periphery of the opening.

A numerical example provides some insight into the operational function of in-
stalled support. Choosing particular values of � and �f of 35◦, pi = 0.05p and
C0 = 0.5p, leads to re = 1.99a. The stress distribution around the opening is shown
in Figure 7.20b. The main features of the stress distribution are, first, the high and in-
creasing gradient in the radial variation of ��� , both in an absolute sense and compared
with that for �rr ; and secondly, the significant step increase in ��� at the interface
between the fractured and intact domains. These results suggest that the primary role
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of installed support in massive rock subject to peripheral failure is to maintain ra-
dial continuity of contact between rock fragments. It also serves to generate a radial
confining stress at the excavation boundary. The mode of action of the support is
to generate and maintain a high triaxial state of stress in the fractured domain, by
mobilising friction between the surfaces of the rock fragments. The significance of
frictional action in the fractured rock can be readily appreciated from equation 7.16.
This indicates that the radius of the fractured zone is proportional to some power of
the friction parameter.

A significant issue neglected in this analysis is the dilatancy of undisturbed, frac-
tured rock. The inclusion of a dilatancy term would result in a significant increase
in the effective angle of friction of the fractured material, and a consequent marked
increase in effectiveness of the installed support.

Problems

1 A long opening of circular cross section is located 1000 m below ground surface. In
the plane perpendicular to the tunnel axis, the field principal stresses are vertical and
horizontal. The vertical stress p is equal to the depth stress, and the horizontal stress
is defined by 0.28p. The unit weight of the rock mass is 27 kN m−3, the compressive
strength is defined by a Coulomb criterion with c = 20 MPa, � = 25◦, and the tensile
strength by T0 = 0.

(a) Predict the response of the excavation peripheral rock to the given conditions.
(b) Propose an alternative design for the excavation.

2 The figure on the left represents a cross section through a long opening. The
magnitudes of the plane components of the field stresses are pxx = 13.75 MPa, pyy =
19.25 MPa, pxy = 4.76 MPa, expressed relative to the reference axes shown.

(a) Calculate the maximum and minimum boundary stresses in the excavation
perimeter, defining the locations of the relevant points.

(b) If the strength of the rock mass is defined by a maximum shear strength criterion,
and the shear strength is 20 MPa, estimate the extent of boundary failure, in terms
of the angular range over the perimeter.

(c) Comment on the significance of this result for any mining operations in the
opening.

3 The figure overleaf shows the locations of two vertical, parallel shafts, each 4 m
in diameter. The pre-mining stress field is defined by pxx = pyy = pzz = 20 MPa.
Estimate approximate values for the boundary stresses around each opening, and
calculate the principal stresses at point A, and their orientations.

4 In the development of a haulage level in a mine, a horizontal opening horseshoe
cross section, 4 m wide and 4 m high, is to be mined parallel to an existing haulageway
of the same cross section and on the same horizon. The field principal stresses are
p(vertical) and 0.5p (horizontal). Ignoring any boundary loosening due to blasting
effects, propose a minimum distance between the centrelines of the haulageways
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such that, during development of the second opening, no support problem or local
instability is produced in the existing opening.

5 The figure below shows a horizontal section through the midheight of a vertical,
lenticular orebody. The orebody is mined with long vertical blast holes in such a
way that a slot approximately elliptical in a horizontal section is extended along
the strike of the orebody. The field principal stresses in the horizontal plane are of
magnitudes 25 MPa and 10 MPa, and oriented as shown. For the case where the length
(L)/breadth (B) ratio of the mined excavation is 2.8, determine the magnitudes and
corresponding locations of the maximum and minimum boundary stresses. If the rock

mass tensile strength is zero, and compressive failure is defined by a Coulomb law
with c = 30 MPa, � = 30◦, determine the likelihood of boundary failure. Assess the
consequences of the results for mining activity.
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6 The figure below represents a plan view of a vertical shaft, with a clay-filled
fault located near the shaft boundary. The state of stress at the particular horizon
is hydrostatic, of magnitude 8 MPa. The resistance to slip on the fault is purely
cohesive, and of magnitude 1.5 MPa.

Determine the maximum shear stress generated on the fault after development of
the shaft, and determine if the elastic stress distribution can be maintained.
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8 Excavation design in
stratified rock

8.1 Design factors

Tabular orebodies hosted by stratified rock masses are quite common in mining prac-
tice. An orebody in a sedimentary setting is typically conformable with the surround-
ing rock in which the stratification is associated with bedding planes, foliation or
related depositional features. The main geometric characteristics of these features are
their planar geometry and their persistence. They can be assumed to be continuous
over plan areas greater than that of any excavation created during mining. There are
two principal engineering properties of bedding planes which are significant in an
underground mining context. The first is the low or zero tensile strength in the di-
rection perpendicular to the bedding plane. The second is the relatively low shear
strength of the surfaces, compared with that of the intact rock. Both these properties
introduce specific modes of rock mass response to mining, which must be considered
in the excavation design procedure. An associated issue is that, for flat-lying strati-
form orebodies, the typical mining method involves entry of personnel into the mined
void. The performance of the bed of rock spanning the excavation, i.e. the immediate
roof, then assumes particular importance in maintaining geomechanically sound and
operationally safe mine workplaces.

Excavations in a stratified rock mass are usually mined to a cross-sectional geometry
in which the immediate roof and floor of the excavation coincide with bedding planes,
as illustrated in Figure 8.1. Factors to be considered in the design of such an excavation
include:

(a) the state of stress at the excavation boundary and in the interior of the rock
medium, compared with the strength of the anisotropic rock mass;

(b) the stability of the immediate roof;
(c) floor heave in the excavation.

Figure 8.1 An excavation in a strat-
ified rock mass, with geometry con-
forming with dominant rock structure.
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ROCK MASS RESPONSE TO MINING

In addressing these three different design factors, it is necessary to consider different
deformation modes of the excavation near-field rock. For example, the first factor
reflects concern with surface spalling and internal fracture in the rock medium, in the
post-excavation stress field. The second factor involves the problem of detachment
of the immediate roof from the host medium, and its loading and deflection into the
mined void under gravity loading. The third problem, floor heave, is an issue where
the floor rocks are relatively weak and the material yields under the stresses operating
beneath the excavation side walls. It is a problem more frequently encountered in a
room-and-pillar mining layout, rather than in designing a single excavation.

Since an excavation design must satisfy different rock mass performance criteria
for the various modes of rock response, it is clear that a number of different analytical
methods are to be employed in the design process. It also implies that it may be neces-
sary to iterate in the design process, to satisfy the various performance requirements
simultaneously.

8.2 Rock mass response to mining

Adverse performance of the rock mass in the post-excavation stress field may be
caused by either failure of the anisotropic medium or slip on the pervasive weakness
planes. The initial phase of the design process involves determining the elastic stress
distribution in the medium around the selected excavation configuration. Following
the procedure proposed for an excavation in massive elastic rock, one can then define
any zones of tensile stress, or compressive stress exceeding the strength of the rock
mass. The excavation shape may be modified to eliminate or restrict these zones,
or alternatively, the extent of domains requiring support and reinforcement may be
defined. Concurrently, it is necessary to determine the extent of the zone around the
excavation in which slip can occur on bedding planes.

The criterion for slip on bedding planes is obtained from the shear strength of the
surfaces. For the reference axes illustrated in Figure 8.2, interbed slip is possible if

|�zx | ≥ �zz tan � + c (8.1)

Hence, evaluation of the extent of slip requires that the stress components �zz and �zx

be determined, from the results of the elastic stress analysis, at points coinciding with

Figure 8.2 Slip-prone zones around
an excavation in stratified rock.
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Figure 8.3 The effects of slip and
separation on excavation peripheral
rock. the locations of bedding planes. The particular zones to be examined are the roof and

haunches of the excavation. It is then a relatively simple matter to map the domains
where the elastic stresses satisfy the criterion for slip. Of course, the mapped zones
do not indicate the complete extent of potential slip, but they can be used to obtain a
reasonable impression of the mining significance of the problem. The design process
seeks to limit the extent of the slip domain, while simultaneously restricting the extent
of any other adverse rock mass response.

Potential slip on bedding planes is a general problem in design in a stratified
rock mass. Its extent is clearly related to the pre-mining stress field and the planned
shape of the excavation. As a general rule, a problem configuration in which the
span/bed thickness ratio (s/t) is low will be subject to slip only in the haunch area.
This may be expressed in the rock mass as the opening of cracks subperpendicular
to bedding, perhaps coincident with any cross joints in the medium, as illustrated
in Figure 8.3a. For a configuration in which the s/t ratio is high (i.e. beds rela-
tively thin compared with excavation span), the zone of slip may include virtually
the complete span of the immediate roof. Since the sense of slip on bedding is such
as to cause inward displacement towards the span centreline of beds, the tendency
is for isolation of the lower bed, at its centre, from the one immediately above it.
Separation of a roof bed from its uppermost neighbour is highly significant because
it implies loss of support of the roof by the overlying beds, as can be appreciated
from Figure 8.3b. Prior to decoupling of the roof layer, its gravitational load is car-
ried in part by the more extensive volume of rock in which the layer is embed-
ded. After detachment of the roof, the bed itself must support its full gravitational
load.

Reference to Figure 8.3 gives some indication of the types of problem presented
by design of roof spans in strata-bound excavations. For thick roof strata, any slip
and cracking over the haunches would appear to introduce the possibility of failure
by shear displacement of the roof bed past the abutment. For thin roof strata, the
implied problem is one of stability of the roof bed under the deflection and lateral
thrust associated with detachment and gravity loading.
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8.3 Roof bed deformation mechanics

Prediction and control of the deformation behaviour of the immediate roof of an
opening has been the subject of formal engineering investigation for more than a
century. Fayol (1885) published the results of investigations of the behaviour of
stacks of beams spanning a simple support system, simulating the bedding sequence
of a roof span. By noting the deflection of the lowest beam as successive beams
were loaded onto the stack, Fayol demonstrated that, at a certain stage, none of the
added load of an upper beam was carried by the lowest member. The gravitational
load of the uppermost beams was clearly being transferred laterally to the supports,
rather than vertically, as transverse loading of the lower members. The process of
lateral load distribution, associated with friction mobilised between the surfaces of
the upper beams, was described as arching. The basic concept proposed by Fayol
was that a rock arch was generated above a mine opening in a stratified mass, with the
rock beds between the excavation roof and the rock arch constituting an effectively
decoupled immediate roof for the opening. Fayol proceeded to apply his results to
surface subsidence phenomena, rather than to underground excavation design.

The first rigorous analysis of roof bed performance was attempted by Jones and
Llewellyn-Davies (1929). They mapped the morphology of roof failures, and sought
to explain the localisation of failure in terms of arching principles. Bucky and Taborelli
(1938) studied physical models of the creation and extension of wide roof spans. They
used initially intact beams of rock-like material, and found that, at a particular span, a
vertical tension fracture was induced at the centre of the lower beam. Increase in the
mined span produced a new central fracture, and closed the earlier fracture. This sug-
gested that the central fracture is the dominant transverse discontinuity in the roof bed.

Recognising the relation between vertical deflection, lateral thrust and stability
of a naturally or artificially fractured roof bed, Evans (1941) undertook a seminal
set of investigations of roof deformation mechanics at the Royal School of Mines.
This work established the notion of a ‘voussoir beam’ spanning an excavation, using
the analogy with the voussoir arch considered in masonry structures. Evans also
developed an analytical procedure for assessing roof beam stability, but an error in
statics and failure to handle the basic indeterminacy of the problem limited its practical
application.

Significant experimental and computational investigations of roof bed mechanics
subsequent to those by Evans (1941) have been reported by Adler and Sun (1968),
Barker and Hatt (1972), Wright (1972, 1974) and Sterling (1980). The experimen-
tal studies by Sterling capture many of the key conclusions of the work by other
researchers and provide insights into the deformation and failure modes of roof rock.

The experimental arrangement used by Sterling is illustrated in Figure 8.4. A rock
beam, of typical dimensions 660 mm × 75 mm × 75 mm, was constrained between
steel end plates linked by strain-gauged tie rods. The beam was loaded transversely by
a servocontrolled testing machine and a load spreading system. The experiment design
provided data on applied transverse load, induced beam deflection, induced lateral
thrust, and eccentricity of the lateral thrust. The typical response of an initially intact
limestone beam is given in Figure 8.5. The load–deflection plot, shown in Figure
8.5a, shows an initial elastic range (0–1). At this stage a transverse, central crack
developed in the beam, accompanied, in the test rig, by a relaxation of the applied
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Figure 8.4 Experimental apparatus
for testing the load–deflection be-
haviour of roof beams (after Sterling,
1980).

load, at constant transverse deflection. Increase in transverse load produced a linear
load–deflection plot (2–7). Loading and unloading in the range 2–7 was reversible,
and the downward extension of the plot is observed to pass through the origin. Load
increase (7–10) produced a pronounced non-linear response, accompanied physically
by local crushing at either the top centre of the beam or lower edges of the beam ends.
Subsequent loading showed decreased load capacity at increased deflection (10–17),
accompanied by spalling at the upper centre or lower ends of the specimen, and finally
localised specimen disintegration.

The main features of the load–deflection plot are confirmed by the plot of lateral
thrust and vertical load (Figure 8.5b). From the small original thrust corresponding to
lateral prestress, the initial response (0–1) is flat, corresponding to continuous, elastic
behaviour of the beam. Central vertical cracking of the beam (1–2) with increase in

Figure 8.5 (a) Load–deflection and
(b) induced lateral thrust–transverse
load plots, for laterally constrained
rock beams (after Sterling, 1980).
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lateral thrust, reflects the significance of induced thrust in determining the subsequent
performance of the voussoir beam. The linear range of response (2–7) was reversible,
and extrapolates downwards to the original loading conditions. Past the peak load
capacity of the beam (10), the reducing lateral thrust caused by local spalling results
in reduced vertical load capacity for the beam.

This and other tests conducted by Sterling allow formulation of the following
principles concerning roof rock behaviour over mined spans:

(a) roof beds cannot be simulated by continuous, elastic beams or plates, since their
behaviour is dominated by the blocks (voussoirs) generated by natural cross
joints or induced transverse fractures;

(b) roof bed behaviour is determined by the lateral thrusts generated by deflection,
under gravity loading, of the voussoir beam against the confinement of the abut-
ting rock;

(c) a voussoir beam behaves elastically (i.e. the lateral thrust – vertical deflection
plot is linear and reversible) over the range of its satisfactory performance, the
upper limit of which approaches the peak transverse load capacity;

(d) for a voussoir beam with low span/thickness ratio, the most likely failure mode
is shear failure at the abutments;

(e) for a roof with high span/thickness ratio, roof span stability is limited by the
possibility of buckling of the beam, with no significant spalling of central or
abutment voussoirs;

(f) a roof with low rock material strength or moderate span/thickness ratio may fail
by crushing or spalling of central or abutment voussoirs.

An alternative study of the performance of excavations in bedded and jointed rock
led to conclusions consistent with the model developed from experimental observa-
tions. Lorig and Brady (1983) describe application of a linked boundary element–
distinct element (b.e.–d.e.) computational scheme to analysis of roof deformation
mechanics. The key results of the analysis are indicated in Figure 8.6. Slip is ob-
served over the abutments of the excavation, the immediate roof bed detaches from
the overlying strata, and tension cracks open in the centre of the roof span. The

Figure 8.6 Results of linked d.e.–
b.e. analysis of an excavation in strat-
ified rock.
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distributions of normal stress and shear stress in the roof bed were generally consis-
tent with the voussoir beam model proposed by Evans (1941), and considered below.
One notable difference was observed between the Evans model and the results of
the numerical study. This was that bed separation, proposed by Evans to include
the complete excavation span, was indicated over only the centre of the span in the
computational analysis.

8.4 Roof design procedure for plane strain

A design procedure for roof beams was developed by Evans (1941) and modified
by Beer and Meek (1982). Subsequently Sofianos (1996) and Diederichs and Kaiser
(1999a) noted some limitations in a simplified version of Beer and Meek’s method pre-
sented by Brady and Brown (1985) and proposed alternative ways of tackling the static
indeterminacy of roof bed analysis. The design procedures proposed here draw on the
approaches of Evans, Brady and Brown, Diederichs and Kaiser, and Sofianos. More
comprehensive analyses are reported by Sofianos (1996) and Diederichs and Kaiser
(1999a). It should be noted that the solution procedures of Sofianos and Diederichs
and Kaiser assume different conceptual models for a roof beam, and consequently
the results of analyses of static stability and beam deflection differ considerably. A
valuable discussion of the differences between the two models is provided by Sofianos
(1999) and Diederichs and Kaiser (1999b). The analysis which follows immediately is
based on the formulation of Diederichs and Kaiser, which is a revision and extension
of that proposed by Brady and Brown (1985).

The voussoir beam model for a roof bed is illustrated in Figure 8.7a, and the forces
operating in the system are defined in Figure 8.7b. The essential idea conveyed in
the figures is that, in the equilibrium condition, the lateral thrust is not transmitted
either uniformly or axially through the beam cross section. The section of the beam
transmitting lateral load is assumed to be approximated by the parabolic arch traced
on the beam span. Since various experimental investigations support the intuitive

Figure 8.7 Free body diagrams and
notation for analysis of voussoir beam
(after Diederichs and Kaiser, 1999a).
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idea that the central transverse crack determines the deformational behaviour of the
discontinuous beam, the problem may be analysed in terms of the problem geometry
illustrated in Figure 8.7b. The three possible failure modes discussed earlier can be
readily appreciated from the problem configuration. These are: shear at the abutment
when the limiting shear resistance, T tan �, is less than the required abutment vertical
reaction V (= 1

2 W ); crushing at the hinges formed in the beam crown and lower
abutment contacts; buckling of the roof beam with increasing eccentricity of lateral
thrust, and a consequent tendency to form a ‘snap-through’ mechanism. Each of these
modes is examined in the following analysis.

8.4.1 Load distribution
In analysing the performance of a roof bed in terms of a voussoir beam, it is observed
that the problem is fundamentally indeterminate. A solution is obtained in the current
analysis only by making particular assumptions concerning the load distribution in
the system and the line of action of resultant forces. In particular, the locus of the
horizontal reaction force or line of thrust in the beam is assumed to trace a parabolic
arch on the longitudinal vertical section of the jointed beam. The other assumption is
that triangular load distributions operate over the abutment surfaces of the beam and at
the central section, as shown in Figure 8.7b. These distributions are reasonable since
roof beam deformation mechanics suggest that elastic hinges form in these positions,
by opening or formation of transverse cracks.

8.4.2 Analysis and design
The problem geometry for the analysis is illustrated in Figure 8.7. The roof beam
in Figure 8.7b, of span s, thickness t and unit weight � , supports its own weight
W by vertical deflection and induced lateral compression. The triangular end load
distributions each operate over a depth h = nt of the beam depth and unit thickness
is considered in the out-of-plane direction. In Figure 8.7b, the line of action of the
resultant of each distributed load acts horizontally through the centroid of each distri-
bution. In the undeflected position of the beam, the moment arm for the couple acting
at the centre and abutment of the beam is z0, and after displacement to the equilibrium
position, the moment arm is z. As shown in Figure 8.7b, the vertical deflection � at
the beam centre is given by

� = z0 − z (8.2)

From the geometry in Figure 8.7b, the fractional loaded section n of the beam is
defined by

n = h

t
(8.3)

and the moment arm z is given by

z = t
(
1 − 2

3 n
)

(8.4)

Moment equilibrium of the free body illustrated in Figure 8.7b requires that the active
couple MA associated with the gravitational load and the equilibrating abutment shear
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force, V , be balanced by the resisting moment MR of the distributed end loads,
i.e.

MA = 1
8 � t s2 = MR = 1

2 fc ntz (8.5)

or

fc = 1

4

�s2

nz
(8.6)

where fc is the maximum compressive stress acting in the beam, operating at the
bottom edge at the abutment and at the top edge at the centre of the span.

Analysis of the three modes of roof instability involves determination of fc, n and z.
Following Sofianos (1996), Diederichs and Kaiser (1999) showed that the assumption
of Evans of n = 0.5 was inadequate, that the iterative method proposed by Brady and
Brown (1985) was appropriate for small deflections, but that convergence and stability
in the solution procedure could be improved.

The solution procedure begins with an assumption of the initial moment arm prior
to deflection, zo, which is given by

zo = t
(
1 − 2

3 n
)

(8.6)

The length L of the parabolic reaction arch is given by

L = s + 8

3

z2
o

s
(8.7)

To calculate the elastic shortening of the arch and the central deflection of the arch
through equation 8.2, an assumption must be made about the distribution of axial
compressive stress over the longitudinal vertical section of the beam. In their original
relaxation analysis, Brady and Brown (1985) assumed the bilinear variation shown
in Figure 8.8a. From various numerical studies, Diederichs and Kaiser proposed that
a better approximation for the simple, two-member voussoir beam is the quadratic

Figure 8.8 Assumed distributions
of axial compressive stress and
parabolic thrust line (after Diederichs
and Kaiser, 1999a).
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variation shown in Figure 8.8a, described by a minimum in fc at a distance s/2
√

2
from the midspan. For this distribution, the average longitudinal stress in the beam is
given by

fav = 1
3 fc

(
2
3 + n

)
(8.8)

Elastic shortening of the arch accompanying vertical deflection is then given by

�L = L
fav

E
(8.9)

where E is the Young’s modulus of the rock mass in the direction parallel to the beam
axis.

The elastic shortening of the arch due to downward deflection of the arch at midspan
produces a new reaction moment arm given by

z =
[

3s

8

(
8

3

z2
0

s
− �L

)]1/2

(8.10)

The deflection at midspan given by equation 8.2 is determinate only if the term within
the square brackets in equation 8.10 is positive. A negative value implies that the
moment arm is notionally negative; i.e. the critical deflection of the beam has been
exceeded, and snap-though failure or buckling instability of the beam is indicated for
the specified value of arch compression thickness, nt .

In solving for the equilibrium deformation of the beam, the objective is to find the
pair of values of n and z which satisfies the set of equations 8.2–8.10. The original
analysis by Evans (1941) was based on the assumption of n = 0.5. Brady and Brown
(1985) proposed a relaxation method to determine n and z simultaneously. Due to some
convergence problems with the relaxation method, Kaiser and Diederichs showed that
to provide an efficient and quick analysis, the value of n could best be evaluated in
a stepwise incremental fashion, to provide direct solution for the lever arm z using
equation 8.4. The equilibrium values of n and z are assumed to correspond to the
minimum in the value of fc returned in the stepwise incrementation of n, in steps of
0.01, over the range 0.0–1.0. The flow chart for the analysis is provided in Figure 8.9.
A notable conclusion of some scoping studies was that n is around 0.75 for stable
beams at equilibrium, and drops to below 0.5 as critical (unstable) beam geometry
is approached. As a point of interest, 0.75 is the equilibrium value for n returned
consistently in the analysis reported by Brady and Brown (1985). Later it is recorded
that Sofianos (1996) reported considerably lower values for the equilibrium value of
n.

Having obtained equilibrium values for n and z, the factors of safety against the
various modes of failure can be estimated from the other problem parameters and
rock mass properties. For the crushing mode of failure, which will be localized at the
lower abutments and at top midspan, the factor of safety against crushing is given by

F of Scrush = �c

fc
(8.11)

The value of �c for the rock mass needs to be considered carefully. For isotropic
rocks, the long term strength of the rock mass is about 50% of the laboratory �c
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Figure 8.9 Flow chart for the deter-
mination of stability and deflection of
a voussoir beam (after Diederichs and
Kaiser, 1999a).

value (Martin, 1997). For foliated and many sedimentary rocks, the rock fabric is
characterised by a plane of weakness parallel to the main structural features. The
theory for the strength of a rock mass containing a single set of uniformly oriented
planes of weakness is presented in Chapter 4. It indicates that a small inclination
of the planes of weakness to the direction of the major principal stress results in a
significant reduction in the compressive strength. Thus a prudent evaluation of the
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potential for compressive failure of the roof beam should be based on the minimum
value for �c for the transversely isotropic rock unit.

The possibility of shear failure of the roof beam by slip at the abutments can be
assessed directly from the calculated beam loads. Referring to Figure 8.7b, the lateral
thrust, T , at the abutment must mobilise a frictional resistance to slip sufficient to
provide the abutment shear force, V . The maximum shear force that can be mobilised
is

F = T tan� = 1
2 fc nt tan�

and the abutment shear force is given by

V = 1
2 � st

The factor of safety against abutment shear failure is therefore defined by

FoSslip = fcn

�s
tan � (8.12)

To establish an engineering estimate for the yield threshold of the buckling limit, a
relation between the midspan deflection, �, and the beam thickness, t , was proposed.
In various numerical studies, it was found that ultimate failure corresponded to a
displacement equivalent to approximately 0.25 t . The onset of non-linear behaviour
was observed to occur at a deflection equivalent to about 0.1 t . That value was proposed
as an allowable yield limit in roof design.

8.5 Roof beam analysis for large vertical deflection

The preceding analysis was based on the implicit assumption that the mechanics of
a voussoir beam were controlled by the central vertical crack and involved small
vertical deflections of the roof. The problem could then be solved from simple statics
using the free body diagram of Figure 8.7. In a more exhaustive analysis, Sofianos
(1996) allowed for the possibility of large vertical deflections of the roof beam. He
showed that the assumption by Evans of n = 0.5 was inadequate, and that the iterative
method proposed by Brady and Brown (1985) was appropriate for small defections
only. Starting from the free body diagram of Figure 8.7, and using a slightly different
notation with �xx in place of fc, the moment equilibrium equation is

MA = 1
8 � ts2 = MR = 1

2 �xx ntz (8.13)

or

�xx = 1

4

�s2

nz
(8.14)

The problem is to find the equilibrium values of �xx , n and z. Sofianos proposed that
to provide an efficient and quick analysis, the value of n could best be determined
by independent numerical methods. From the finite element studies of Wright (1972)
and the UDEC analysis of Sofianos et al. (1995), a graphical relation was established
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Figure 8.10 Normalised arch thick-
ness versus normalised span (after
Sofianos, 1996).

between load depth fraction, n, and normalised room span, sn (given by s/t , where
t is the roof bed thickness). The plot shown in Figure 8.8 shows good consistency
between the finite element and UDEC results.

It was found that, for a wide range of roof beam geometries, the values of n at
equilibrium lie between 0.12 and 0.30, and fit the expression

n = 1/(0.22 sn + 2.7) (8.15)

It should be noted that this equation returns magnitudes of the equilibrium value of
n that are considerably less than the value of about 0.75 reported by Diederichs and
Kaiser (1999a).

8.5.1 Beam deflection
In roof beam formation, an arch of undeflected height zo is shortened by an increment
�L during a vertical deflection � to form an arch of height z. The relation between
arch height and deflection, and some associated relations required in the following
analysis, are given by

� = z0 − z (8.16)

zn = z

t
= zon − �n (8.17)

zon = 1 − 2
3 n (8.18)

MR = 1
2 �xxn t2zn (8.19)

where subscript n represents normalisation of geometric parameters with respect to
the roof thickness t .

8.5.2 Arch geometry
In its deflected position, the lateral thrusts T mobilised in the compression arch
are associated with axial stresses which satisfy equation 8.13. The relation between
mobilised thrust and beam deflection exploits the assumption of the shape of the
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arch (the thrust line) operating longitudinally in the beam. Suppose the arch profile
is described by the general parabolic expression

s ′2 = 4az

where s ′ is the beam half span and a is chosen to satisfy the assumed arch geometry.
Elementary analytic geometry and the theory of hyperbolic functions then allow the
arc length, L , of the arch to be expressed in terms of its height, z, and span, s, by

L = s + 16

3

z2

s
(8.20)

It is noted that this expression for arc length differs from that used by Diederichs and
Kaiser (1999a).

For the undeflected arch,

L0 = s + 16

3

z2
0

s
(8.21)

Introducing the mean state of axial strain in the beam, εm, the shortening of the arch
and the moment arm z after deflection are given by

�L = Lo − L = εm Lo (8.22)

z =
(

z2
0 − 3

16

s

�L

)1/2

(8.23)

8.5.3 Relation between deflection and strain
The mean strain in the arch, εm, is related to the outer fibre axial strain, εxx (which
corresponds to the outer fibre stress �xx ), by the expression

r = εxx

εm
= 2

�

n
(8.24)

where � corresponds to the mean depth of the arch at the quarter span.
The parameter r is equivalent to a strain concentration factor arising from the

triangular distribution of normal stress at the abutments and central crack. From an
analysis of results of finite element studies, Sofianos (1996) showed that r may be
estimated from the expression

r = 1

2.6
n ⇔ � = 0.19 (0.1 ≤ n ≤ 0.3) (8.25)

Equations 8.22, 8.23 and 8.24 may be combined to yield

zn = zon

[
1 − εxx

r

(
1 + 3

16
s2

z

)]1/2

(8.26)

where the subscript z denotes normalisation of geometric parameters with respect to
the initial moment arm zo.
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Combining equations 8.17 and 8.26

�z = �n

zon
= 1 −

[
1 − εxx

r

(
1 + 3

16
s2

z

)]1/2

= εxx
(
1 + 3

16 s2
z

)
[
2r

(
1 − �z

2

)] (8.27)

8.5.4 Stress-strain relations
In the elastic range of beam deformation, the stress-strain relations are

�xx = εxx E, �m = εm E (8.28)

so that, from equation 8.27,

�xx = Er
[
1 − ( zn

zon

)2]
[
1 + 3

16 s2
z

] (8.29)

Substituting for �xx in equation 8.14, the equilibrium condition expressed in terms of
strain is

εxx = 1

4

�s2

Enz
= Qn

sz

4n(1 − �z)
= qns2

n

[4nzon(1 − �z)]
(8.30)

where

Qn = qn sn = �s

E
, sz = s

z0
= sn

zon
, �z = �

z0
= �n

zon

Introducing the expression for arch strain from equation 8.30 in the kinematic com-
patibility equation 8.27 yields the arch deformation equation:

�z = Qn sz

(
1 + 3

16 s2
z

)
[
8nr

(
1 − �z

2

)
(1 − �z)

]

= qns2
z zon

(
1 + 3

16 s2
z

)
[
8nr

(
1 − �z

2

)
(1 − �z)

] (8.31)

With n and r defined by equations 8.15 and 8.25, equations 8.31 and 8.29 provide the
means of determining the deflection, abutment stress and stability of the beam.

8.5.5 Resistance to buckling or snap-through
Elastic stability of the voussoir beam is assured if the maximum possible resisting
moment MR is greater than the disturbing moment MA. A necessary condition is that
the resisting moment increases with increasing deflection. From equations 8.17 and
8.19,

dMR

d�n
= −dMR

dzn
≥ 0 (8.32)

dMR

dzn
= 1

2
nt2

(
znd�xx

dzn
+ �xx

)
(8.33)
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and from equation 8.29,

d�xx

dzn
= −2Er

zn
z2

on[
1 + 3

16 s2
z

] (8.34)

Introducing equation 8.34 in equation 8.33, and satisfying the inequality condition of
equation 8.32,

dMR

dzn
= 1

2
nt2 Er

[
1 − 3

( zn
zon

)2]
[
1 + 3

16 s2
z

] < 0 (8.35)

The inequality is satisfied if

zon > zn >
zon√

3
(8.36)

Hence, the maximum resisting moment, corresponding to the minimum height of a
stable arch and the maximum vertical deflection of the arch, is given by

zn = min zn = zon√
3

(8.37)

and from equation 8.16,

max �n = zon − min zn = zon − zon√
3

= 0.42zon (8.38)

From equation 8.27, this value of �n corresponds to an outer fibre elastic strain given
by

εxx =
2
3r[

1 + 3
16 s2

z

] (8.39)

In some numerical studies using UDEC, Sofianos considered deflection and moment

Figure 8.11 indicates a very good correspondence between the deflection and arch
height at buckling calculated using equations 8.37 and 8.38 and from the numerical
analysis, for a wide range of normalised beam spans.

For stability against buckling, the maximum resisting moment must be greater than
the deflecting moment, or from equations 8.19 and 8.13,

MR = 1

2
�xx nt min zn ≥ 1

8
qs2 = MA = MR

F Sb
(8.40)

where q is the distributed load on the beam.
Substituting in equation 8.40 the expressions for �xx and min zn (equations 8.29

and 8.37) yields the following expression governing elastic stability and buckling of
the voussoir arch, for known values of n and r :

3
√

3Qns

[
1 + 3

16 s2
z

]

8rn
= 1 ≤ 1 (8.41)
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Figure 8.11 Normalised deflection
and arch lever arm versus normalised
span, from numerical simulation for
E = 16 GPa and � = 30 kN/m3 (after
Sofianos, 1996).

Using r = 1/2.6n from equation 8.25,

FoSb = 0.59/
[
Qnsz

(
1 + 3

16 s2
z

)] ≈ 3.15/Qns3
z = 3.15

/(
zonqns4

z

)
(8.42)

This shows that the factor of safety against buckling instability is inversely pro-
portional to the fourth power of the roof span. Further, for a given room span, the
minimum roof bed thickness corresponding to a factor of safety of unity is given by

tmin = s

( Qn
3.15

)1/3

zon
(8.43)

Comparison of UDEC numerical studies of the beam thickness at buckling with
results calculated from equation 8.43 (Sofianos, 1996) shows good correspondence
between the two different approaches.

8.5.6 Beam failure by crushing at hinges
The maximum values of compressive stress in the arch occur at the hinge points at
the top centre of the span and at the lower edges of the contacts of the beam with
the abutments. Although Sofianos (1996) proposes an analysis in terms of allowable
strains, the most direct method of assessing the possibility of local crushing of the
hinges is to compare the local compressive stress with a measure of rock strength. To
do this, equation 8.31 may be used to estimate a value of the arch deflection �z, which
provides directly a value of � and, from equation 8.16, a value for the equilibrium
moment arm of the arch, z. The required value �xx may then be evaluted directly from
equation 8.14.

As noted previously, care must be taken in selecting a suitable value for the rock
mass compressive strength �c to be used in assessing the potential for failure by local
crushing. The Factor of Safety against crushing at the beam hinge points, FoScrush, is
given by

FoScrush = �c

�xx
(8.44)
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8.5.7 Shear failure at the abutments
As in the small-deflection analysis, the possibility of shear failure of the roof beam
by slip at the abutments can be assessed from the abutment stresses and the beam
geometry. Referring to Figure 8.7b, the lateral thrust, T , at the abutment must mobilise
a frictional resistance to slip sufficient to balance the abutment shear force, V , acting
on the vertical joints. The maximum frictional resistance F that can be mobilised by
thrust T is

F = T tan� = 1
2 �xx nt tan� (8.45)

where � is the angle of friction of the cross joints of the rock bed.
The abutment shear force is given by

V = 1
2 �st (8.46)

and the Factor of Safety against abutment shear failure, FoSslip, is then defined by

FoSslip = �xx n tan�

�s
(8.47)

In summary, equations 8.42, 8.44 and 8.47 provide the means of determining the
factors of safety against the three modes of roof beam failure under conditions of
large vertical deflections of the beam. In addition to rock strength and joint friction
parameters, the in situ deformation modulus plays an important role in roof bed
deformation mechanics and consequently in roof stability. Both the vertical deflection
and the longitudinal stresses mobilised in the beam are directly proportional to the
deformation modulus. Therefore it is necessary to measure or estimate the roof bed
deformation modulus in the direction parallel to bedding. In doing so, proper account
must be taken of the frequency and compressibility of cross joints, as compressible
joints may constitute the most deformable component of the rock mass.
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9 Excavation design in
blocky rock

9.1 Design factors

A blocky or block-jointed rock mass presents a more complex design problem than the
cases considered previously. The complexity arises from either the number (greater
than two) of joint sets which define the degree of discontinuity of the medium, or the
presence of a discrete structural feature transgressing such a simply jointed system
as a cross-jointed, stratified mass. The condition that arises in these types of rock
masses is the generation of discrete rock blocks, of various geometries defined by
the natural fracture surfaces and the excavation surface, as illustrated in the simple
schematic of Figure 9.1. Because the blocks exist in the immediate boundary of an
excavation whose surface has been subject to the removal of support forces by the
mining operation, uncontrolled displacement of a single block or collapse of the block
assembly is possible in the prevailing gravitational and local stress fields.

The issues to consider in the design of an opening in a blocky medium are a natural
extension of those proposed for the structurally simpler media considered previously.
That is, it is necessary initially to determine the likelihood of induced fracture in the
rock mass, in the total stress field after mining. For continuous features, such as faults
or bedding planes which persist over dimensions exceeding those of the excavation,
it is necessary to examine the possibility and consequences of slip under excessive
shear stress. Also, since joints have effectively zero tensile strength, a jointed rock
mass is unequivocally a no-tension medium. Any part of a jointed or blocky medium
which is notionally subject to tensile stress will, in practice, de-stress. The process
of de-stressing a discontinuum implies loss of control, and possibly local collapse of

Figure 9.1 Generation of a discrete
prism in the crown of an excavation
by the surfaces of defined geological
features and the excavation boundary.
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the medium. Stable, continuous behaviour of a jointed or granular medium exploits
frictional resistance to shear stress, and this resistance is mobilised by compressive
normal stress. Thus, generation and maintenance of a state of mechanically sustain-
able compressive stress in the excavation boundary rock, which may involve the
installation of support and reinforcement, is a basic objective of design in this type of
medium.

In addition to considering the quasi-continuous behaviour of a jointed medium
in compression, it is also necessary to take account of its explicitly discontinuous
properties. Because the rock mass prior to mining consists of an assembly of topo-
graphically matched blocks created by the joint surfaces, the problem is to predict the
behaviour of the individual blocks after a transecting surface is formed by an excava-
tion. For blocks defined in the crown and side walls of an excavation, the requirement
is to examine the potential for displacement of each block under the influence of the
surface tractions arising from the local stress field, the fissure water pressure and the
gravitational load.

9.2 Identification of potential block failure modes – Block Theory

The critical issue in design in blocky rock is identification of the rock units or prisms
that may be created and left in an unstable state after the mining of an excavation.
‘Block Theory’, the topological theory used to perform the identification, is primarily
due to Goodman and Shi (1985) on whose work the following discussion is based.
The specific objective of Block Theory is to identify so-called ‘key blocks’ or critical
blocks which present particular risk to the stability of an excavation boundary. The
theory provides for the design of appropriate support and reinforcement and for
orientation of excavations and their boundaries to mitigate the effects of difficult
block geometries.

9.2.1 Removable blocks
While the shapes and locations of key blocks are a fully three-dimensional problem,
the basic principles of block analysis can be understood from consideration of the
two-dimensional problem. In Figure 9.2 are shown three different types of blocks

Figure 9.2 Two-dimensional views
of types of blocks that can be formed
in an excavation boundary.
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(a)

(b)

Figure 9.3 (a) A finite, non-tapered
block formed by two joints and two
free surfaces; (b) a joint pyramid and
an excavation pyramid for a two-
dimensional removable block (after
Goodman, 1989).

which can be formed around an excavation boundary. They are described as infinite,
finite and tapered, and finite and non-tapered. Of these three block types, inspection
shows that only the finite, non-tapered block is kinematically capable of displacement
into the excavation.

The general determination of movability of a block into an adjacent excavation is
derived from the schematic shown in Figure 9.3(a). In it, a typical block is defined
by four half-spaces, which are the upper surface of joint 1 (denoted U1), the lower
surface of joint 2 (L2) and the upper surfaces U3 and U4 of the linear segments 3 and
4 of the excavation surface. To test the movability of the block, suppose the bounding
surfaces 3 and 4 are moved without rotation towards the centre of the block, as shown
in Figure 9.3(b). Under this translation, the block becomes progressively smaller until
it shrinks to a single point. This contraction to a point contact cannot be achieved for
an infinite block or a finite but tapered block. In Figure 9.3(b), all of the faces have
been moved without rotation to pass through a single point O. The intersection U1L2

is called the joint pyramid, JP, a prism with its apex at O. The intersection U3U4 is
called the excavation pyramid, EP, and is also a prism with its apex at O. The prisms
touch at O without intersection. The theory of block topology due to Goodman and
Shi posits that a block is finite and non-tapered if and only if JP and EP have no
intersection.
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In the two-dimensional analysis, the prisms EP and JP are represented by plane
angles with a common apex O. In three dimensions, the prisms are pyramids with a
common vertex O.

9.2.2 Stereographic analysis
The elucidation of block geometry requires the use of a full stereographic projection.
The projection has the advantage of allowing a fully three-dimensional problem to
be analysed in two dimensions. The way in which the full projection is constructed is
illustrated in Figure 9.4. Considering an upper hemisphere projection, Figure 9.4(a)
illustrates a vertical section through a reference sphere of radius R. Using the point F at
the base of the sphere as the focus for the projection, a point A on the upper hemisphere
(representing the line OA) has a projection OA0 on the extended horizontal diametral
line in Figure 9.4(a), which represents the equatorial plane of the reference sphere.
The location of A0 is given by

OA0 = R tan �/2 (9.1)

where � is the angle between the vertical axis and the radius OA.
For a point B on the lower hemisphere defined by the angle �, its projection B0 on

the equatorial line is given by the distance OB0; i.e. B0 plots outside the horizontal
diameter of the projection circle:

OB0 = R cot �/2 (9.2)

The complete upper hemisphere stereographic projection of two orthogonal sets of
uniformly spaced planes, interesting the reference sphere as great circles and small
circles, is shown in Figure 9.4(b).

Consider the complete stereographic projection of a plane oriented 30◦/90◦ (dip/dip
direction) and its two half-spaces, as shown in Figure 9.5. In the projection, the region
between the part of the plane’s great circle that falls inside the reference circle and the
boundary of the reference circle represents all the lines that are directed through the
centre of the reference sphere into the half-space above plane 30◦/90◦. Similarly
the region bounded by the reference circle and the part of the plane’s great circle that
lies outside the reference circle represents all the lines that are directed into the lower
half-space of plane 30◦/90◦. If the great circle of the plane 30◦/90◦ represents joint
set 1, then the region inside the reference circle represents its upper half-space, i.e.
U1, and the region outside it represents the lower half-space L1.

The Joint Pyramid (JP). Consider the three joint sets shown as great circles in
Figure 9.6. The intersections of the three great circles yield eight spherical triangles
(each identified by three lines of intersection of the great circles), each of which
corresponds to a trihedral angle with its vertex at the centre of the reference sphere.
For the point marked A, the segments of the spherical triangle surrounding it represent
the upper half spaces of planes 1, 2 and 3. Introducing the notation where digits 0
and 1 represent the upper and lower half-spaces of a joint and the digits are ordered
according to the order of numbering of the joint sets, the point A is surrounded by
a triangle formed of sides which represent the upper half spaces of the planes 1, 2
and 3, and is denoted 000. On the other hand, point B lies inside the great circle for
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(a)

(b)

Figure 9.4 (a) Vertical cross-section
through a reference sphere, showing
upper hemisphere stereographic pro-
jection of points on the upper and
lower hemisphere; (b) a complete up-
per hemisphere stereographic projec-
tion of planes intersecting both upper
and lower hemispheres.

plane 1, outside the circle for plane 2 and inside the circle for plane 3. The triangle is
therefore denoted 010.

The eight spherical triangles of Figure 9.6 correspond in three dimensions to the
plane angle U1L2 for the two-dimensional case in Figure 9.3. The rock prisms they
represent are the joint pyramids of the blocky rock mass.

The Excavation Pyramid (EP). As shown for the two-dimensional case in Figure 9.3,
the excavation pyramid EP represents the rock on the solid side of the planar surfaces
of the excavation. In three dimensions, for a single planar excavation surface oriented
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Figure 9.5 Stereographic projection
of a plane, illustrating different do-
mains for the upper and lower half-
spaces of the plane (after Goodman,
1989).

Figure 9.6 Construction of great cir-
cles and identification of JPs for three
joint planes.

60◦/135◦, the solid rock above the given plane is represented by the great circle
marked EP in Figure 9.7(a). For the particular case of a plane horizontal roof of an
excavation, the excavation pyramid is the solid rock in the half space above the roof.
It is therefore the region inside the reference circle, as shown in Figure 9.7(b). For the
south-east vertical wall of an excavation, the solid rock is on the south-east side of the
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EP

EP

EP

Reference
circle

Reference circle

Reference circle(a)

(b)

(c)

Figure 9.7 (a) The EP for a plane
surface of an excavation where the
solid rock lies above the plane; (b) the
EP for the roof of a mine excavation;
(c) the EP for the SE vertical wall of
an excavation.

Figure 9.8 (a) Construction of the
great circles and JPs for the joint
sets oriented 30◦/90◦, 60◦/45◦ and
20◦/330◦; (b) JP 101, the only JP that
has no intersection with the EP for the
roof (after Goodman, 1989).

vertical plane represented by the NE-SW trending line along the extended diameter
of the reference circle, shown in Figure 9.7(c), so the EP is represented by the shaded
part of the projection.

9.2.3 Application in stability analysis
Excavation roof. Having established methods for constructing the JPs and EP for
a blocky rock mass and the boundaries of an excavation, the topological test for
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removability can be applied to identify potentially unstable blocks. Consider a rock
mass with joint sets oriented 30◦/90◦, 60◦/45◦ and 20◦/330◦ and an excavation with
a horizontal roof. The construction showing the formation of the spherical triangles
of the JPs is shown in Figure 9.8(a). From the diagram it is clear that, of the eight
JPs, only JP 101 has no intersection with the EP. This is shown more clearly in
Figure 9.8(b), where all JPs except JP 101 have been removed. This means that the
only blocks removable from the excavation roof are those formed by the intersection
of the lower surface of joint set 1, the upper surface of joint set 2, the lower surface
of joint set 3 and the horizontal surface of the excavation roof.

To establish the physical shapes of the removable blocks in the excavation roof (i.e.
from the point of view of an observer looking upwards at the roof), it is convenient
to construct a conventional plan view, and to invert this to obtain the upward view
from the underside. The plan view is constructed from the strike directions of the
traces of the joints on the horizontal plane, taking account of the dip directions of
the joints. For the problem geometry presented in Figure 9.8, the joint traces on a
horizontal plane are presented in Figure 9.9(a), together with the dip directions of
the joints. Because the dip direction also represents the upper half-space of a joint, it

Figure 9.9 Construction to obtain
the plan view and roof trace of a
finite, non-tapered removable block
in the roof of an excavation (after
Goodman, 1989).
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Figure 9.10 JP 100 is the only JP
with no intersection with the EP for
the south wall (after Goodman, 1989).

is possible to identify the upper and lower half-spaces of the joints on the plan. The
plan view of the triangle formed from the lower half-spaces of joints 1 and 3 and the
upper half-space of joint 2 is shown in Figure 9.9(b). The view of the block for an
observer looking up at the roof from inside the excavation is obtained by rotation of
the drawing about the E-W axis, as shown in Figure 9.9(c).

Excavation sidewalls. Identification of removable blocks in the wall of an exca-
vation requires construction of the EP for the particular wall. For example, consider
the south vertical wall of an excavation in a rock mass containing the three joint sets
illustrated in Figure 9.8. The rock mass forming the wall is the half-space on the south
side of the plane represented by the extended horizontal diameter of the stereographic
projection. The EP for the wall is therefore the shaded area shown in Figure 9.10.
By inspection of Figure 9.8, the only spherical triangle that does not intersect the EP
for the south wall is JP 100. The simplified construction, with the intersecting JPs
removed, is shown in Figure 9.10. As a matter of interest, it is noted that the obverse
block to JP 100 is JP 011, and that it would form a removable block in the north wall
of the excavation.

To construct the trace of JP 100 on the south wall, the procedure is to first construct
the cross section view looking from the solid side (i.e. in this case, looking north)
and then to invert the drawing for an observer looking at the wall from the north side.
The block’s lines of intersection with the wall are obtained from the stereographic
projection by measuring the orientations of the lines traced by the joints’ intersections
with the vertical plane. The construction is shown in Figure 9.11. The intersection
of plane 1 with the vertical plane (represented by the horizontal diameter of the
reference circle) is the line represented by point a. The line oa is inclined 30◦ above
west. Similarly the vertical intersection of plane 2, represented by point b, represents
a line ob inclined 53◦ above west, and the intersection of plane 3, point c, corresponds
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Figure 9.11 Stereographic determi-
nation of the orientations of the edges
of the removable block from the south
wall (after Goodman, 1989).

to a line oc inclined 9◦ above east. These lines are the apparent dips of the planes in
the south wall.

JP 100 has surfaces that are L1 U2 U3. From this, the block surface geometry in the
wall can be constructed, as shown in Figure 9.12(a). This corresponds to a view from
the solid (south) side, looking north. To obtain the view from inside the excavation,
looking south at the south wall, the section is rotated about a vertical axis, which
results in the section shown in Figure 9.12(b).

The preceding analysis is based on the assumption that the joint sets are continuous.
If one or two of the joint sets are of intermittent continuity, the block shapes will be less
regular than shown in Figure 9.12, but it will still be possible to identify continuous
traces of L1 U2 U3 blocks composed of discrete segments of the joints.

As a practical matter, the manual constructions described above may be emulated
in algorithms which then permit rapid computational analysis of excavation stability
in blocky rock. The application programs for key block or critical block identification
are available from various workers in the field of block stability analysis.

9.2.4 Estimation of key block sizes
The preceding discussion made no reference to joint spacing and excavation dimen-
sions, so that an assessment of the effect of a key block on excavation stability would
necessarily be based on the conservative assumption of existence of the maximum
size key block consistent with the excavation dimensions. In the ‘unit cell method’,
Kuszmaul (1999) provides a method of taking account of the spacings of discontinu-
ities and the dimensions of the opening to estimate both the expected probability of
a key block forming within a randomly selected excavation cross-section, and also
the number of key blocks (within a nominated size range) expected to form along a
nominated excavation length.

Figure 9.13a illustrates a section of the length of a tunnel with a square cross
section in a rock mass containing three widely-spaced and persistent joint sets. They
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Figure 9.12 Traces of the views
of the finite, non-tapered removable
block in the south wall of the exca-
vation (after Goodman, 1989).

form a tetrahedral key block in the crown of the square excavation. For the given
excavation span, the key block represented is the largest that could be formed by the
particular joint set. The unit cell, represented by a parallelepiped whose sides are
three intersecting joints, is shown in Figure 9.13b, together with its projection on a
reference plane. In Figure 9.13c, the reference plane for the projection is the plane of
the cross section of the excavation, which is also shown on the projection. Further,
Figure 9.13c shows the projection of the ‘key block-forming region’. Defining the
geometry of the key block-forming region is described in detail by Kuszmaul, but in
simple terms it is obtained by a reflection of the key block geometry. Any tetrahedral
rock block whose apex falls within this region will be a key block for the excavation.

As seen in Figure 9.13a, the key block of maximum size is one for which two of
its non-vertical linear edges intersect the sidewalls of the excavation.
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Figure 9.13 (a) Tetrahedral key
block in the crown of an excavation
with a flat roof (b) Projection of unit
cell on to a reference plane (c) Projec-
tion of unit cell and key block-forming
region on to the plane of cross-
section of a square excavation (after
Kuszmaul, 1999).
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In analyzing the stability of the tunnel, the prospect of failure is defined by the
formation of a key block of any size within the particular cross section of interest. A
basic parameter in the analysis is the factor x , the key block size fraction of interest
in the assessment of excavation stability. It is defined by

x = minimum key block volume of interest/volume of maximum key block (9.3)

The probability of failure is given by

pf = volume of key block-forming region/volume of unit cell (9.4)

The analysis also requires the definition of the geometric parameter, C, given by

C = volume of key block-forming region/mean volume of unit cells

= 1/6 length ∗ width ∗ altitude of the maximum key block/mean

size of unit cells (9.5)

The mean size of unit cells can be calculated from the mean spacings �S1, �S2, �S3

of the three joint sets.
The unconditional probability of failure, defined as the probability that a key block

larger than size x will intersect a randomly selected tunnel cross section, is shown to
be given by

pf = C(1 − 3x2/3 + 2x) (9.6)

To assess key block sizes, the cumulative distribution function (cdf) FX(x) is obtained
from

FX(x) = 1 − C(1 − 3x2/3 + 2x) (9.7)

The probability density function (pdf) for key block sizes, fX(x), is given by

fX(x) = 2C(x−1/3 − 1) (0 < x ≤ 1) (9.8)

The pdf has a lumped mass at x = 0, given by p(x = 0) = FX(x = 0) = 1 − C .
An alternative to considering the probability of key block occurrence in any ran-

domly selected cross section is to assess the number En of key blocks expected to be
present along a given length of an excavation. This is evaluated as follows.

From equation 9.8, the probability, pKB, that a particular tunnel cross section con-
tains a keyblock within a differential size range dx is given by

pKB = 2C(x−1/3 − 1) dx (9.9)

Along a particular length of tunnel, L tun, the fraction fKB of the tunnel cross sections

254



SYMMETRIC TRIANGULAR ROOF PRISM

(or the length of tunnel expected to contain blocks of this size) is

fKB = 2C L tun(x−1/3 − 1) dx (9.10)

The length (measured along the tunnel axis) of a key block of size x can be shown to
be related to the length of the maximum key block by the expression

length = length of maximum key block ∗ x1/3 (9.11)

From equations 9.10 and 9.11, the expected number of key blocks of size x is given
by

En = 2C L tun(x−1/3 − 1)/(length of maximum key block ∗ x1/3) dx (9.12)

It is convenient to introduce a second geometric problem parameter defined by

C2 = 6C L tun/length of maximum key block (9.13)

and En is then given by

En = C2
1
3 (x−2/3 − x−1/3) dx (9.14)

For a finite size interval (x1, x2), En is given by

En =
∫ x2

x1
C2

1

3
(x−2/3 − x−1/3) dx (9.15)

= C2

(
x1/3

2 − 1
2 x2/3

2 − x1/3
1 + 1

2 x2/3
1

)
(0 ≤ x1 ≤ x2 ≤ 1) (9.16)

The expressions in equations 9.6, 9.7 and 9.16 may be applied in various ways in tunnel
design. In discussing how to apply them, Kuszmaul (1999) reiterates the importance
of bearing in mind the assumptions made in their derivation: that there are three
discontinuity sets, the sets are well defined and widely spaced (on the scale of the
excavation), the discontinuities are persistent and the rock mass characteristics remain
uniform along the planned excavation length. If these conditions are not met, such
as closely spaced discontinuities and limited persistence, the unit cell calculations
overestimate the number of key blocks in the excavation. If there are more than three
joint sets, the joint sets can be considered separately in different sets of three.

The specific value of the unit cell method is that it provides a method for making
design decisions based on likely key block sizes, rather than assuming the worst case
of taking the dimensions of the maximum key block. Alternatively, a design approach
could be based on seeking to minimize the probability of failure of an excavation
support system.

9.3 Symmetric triangular roof prism

Having identified the feasible block collapse modes associated with joint orientations
and excavation surface geometry, it is necessary to determine the potential for block
displacement under the conditions that will exist in the post-excavation state of the
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Figure 9.14 Free-body diagrams of
a crown prism (a) subject to surface
forces (N and S), its own weight (W )
and a support force (R), and (b) in a
state of limiting equilibrium.

boundary of the opening. In the following discussion, attention is confined to anal-
ysis of crown stability problems. Methods for analysis of sidewall problems may be
established by some minor variations in the proposed procedures.

A rock block in the crown of an excavation is subject to its own weight, W ,
surface forces associated with the prevailing state of stress, and possibly fissure water
pressure and some support load. Assume, for the moment, that fissure water pressure is
absent, that the block surface forces can be determined by some independent analytical
procedure, and that the block weight can be determined from the joint orientations
and the excavation geometry.

Figure 9.14a represents the cross section of a long, uniform, triangular prism gener-
ated in the crown of an excavation by symmetrically inclined joints. The semi-apical
angle of the prism is �. Considering unit length of the problem geometry in the an-
tiplane direction, the block is acted on by its weight W , a support force R, and normal
and shear forces N and S on its superficial contacts with the adjacent country rock.
The magnitude of the resultant of W and R is P . To assess the stability of the prism
under the imposed forces, replace the force P by a force P�, as shown in Figure 9.14b,
and find the magnitude of P� required to establish a state of limiting equilibrium of
the block.

From Figure 9.14b, the equation of static equilibrium for the vertical direction is
satisfied if

P� = 2(S cos � − N sin �) (9.17)

If the resistance to slip on the surfaces AB, AC is purely frictional, in the limiting
equilibrium condition,

S = N tan � (9.18)

and equation 9.17 becomes

P� = 2N (tan � cos � − sin �)
= 2N sec � sin(� − �)

(9.19)

Thus for N > 0, the condition P� > 0 can be satisfied only if � < �. Thus if � >

�, P� < 0, and even in the absence of its own weight, the prism would be displaced
from the crown under the influence of the joint surface forces. For the case � < �,
the prism is potentially stable, but stability can only be assured by a more extensive
analysis.
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The following analysis is intended to establish the key factors affecting the stability
of a symmetric roof prism, for the case � < �. It is an example of a relaxation
method of analysis, proposed originally by Bray (1977). The procedure takes explicit
account of the deformation properties of the joints defining the crown prism. Initially,
the joint normal and shear stiffnesses Kn and Ks are assumed to be sufficiently high
for the presence of the joints to be ignored. It is then possible to determine the stress
distribution around the opening assuming the rock behaves as an elastic continuum.
Since no body forces are induced in the medium by the process of excavating the
opening, the elastic analysis takes account implicitly of the weight of the medium.
Such an analysis allows the state of stress to be calculated at points in the rock mass
coinciding with the surfaces of the prism. It is then a simple matter to estimate the
magnitudes of the surface forces acting on the prism from the magnitudes of the stress
components and the area and orientation of each surface.

The relaxation method proceeds by introducing the joint stiffnesses Kn and Ks,
and examining the displacements subsequently experienced by the block caused by
joint deformation. Since real joint stiffnesses are low compared with the elasticity of
the rock material, the deformability of the prism can be neglected in this process. As
defined previously, the block is subject to its own weight, W , and some support force,
R, whose resultant is P = W − R, as well as the joint surface forces. The analysis
proceeds through the displacements of the body under the influence of the internal
surface forces and the vertical force producing limiting equilibrium, P�, defined by
equation 9.19. The state of stability of the prism is then assessed through the factor
of safety against roof failure, defined by

F of S = P�

P
(9.20)

Before the relaxation process (i.e. before applying the limiting force P� and reduc-
ing the joint stiffnesses), the state of loading of the prism is as shown in Figure 9.15a.
In this case, the surface forces N0, S0 account completely for the static equilibrium
of the prism. These original surface forces are related to the internal horizontal force
H0 by

N0 = H0 cos � (9.21)
S0 = H0 sin �

When the resultant force P� is applied, the wedge is displaced vertically through a

Figure 9.15 Free-body diagrams of
a crown prism (a) subject to sur-
face forces corresponding to elastic
stresses, and (b) in a state of limiting
equilibrium after external load appli-
cation and joint relaxation.
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distance uy . Displacements us and un, with the directions indicated in Figure 9.15b,
occur at the joint surface, and the normal and shear forces are incrementally perturbed,
changing to the new equilibrium values N and S. Since the prism is not deformed in
the joint relaxation, joint deformations, us and un, are readily related to the vertical,
rigid-body displacement, uy , of the prism. From Figure 9.15b

us = uy cos �
(9.22)

un = uy sin �

Noting that the block moves away from the surrounding rock during joint relaxation,
increments of surface force are related to displacement increments by

N0 − N = Knun = Knuy sin �
(9.23)

S − S0 = Ksus = Ksuy cos �

Also, the equation of static equilibrium of the prism for the x direction requires

H = N cos � + S sin � (9.24)

Substitution of N0, S0, from equation 9.21, in equation 9.23, yields

N = H0 cos � − Knuy sin �
(9.25)

S = H0 sin � + Ksuy cos �

Since the problem being considered involves the limiting equilibrium state of the
prism, introduction of the limiting friction defined by equation 9.18 in equation 9.25
yields

H0 sin � + Ksuy cos � = (H0 cos � − Knuy sin �) tan �

Simple trigonometric substitutions and rearrangement of this expression produce

H0 sin(� − �) = uy(Ks cos � cos � + Kn sin � sin �)

or

uy = H0 sin(� − �)

(Ks cos � cos � + Kn sin � sin �)

Inserting this expression for uy in equation 9.25 gives

N = H0

[
cos � − Kn sin � sin(� − �)

Ks cos � cos � + Kn sin � sin �

]

S = H0

[
sin � − Kn cos � sin(� − �)

Ks cos � cos � + Kn sin � sin �

]
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which, on rearrangement, yields

N = H0

D
(Ks cos2 � + Kn sin2 �) cos �

(9.26)

S = H0

D
(Ks cos2 � + Kn sin2 �) sin �

where

D = Ks cos � cos � + Kn sin � sin �

Introducing these expressions for N and S into equation 9.24, and simplifying,

H = H0

D
(Ks cos2 � + Kn sin2 �) cos(� − �) (9.27)

The expression for N in equation 9.26, when substituted in equation 9.19 for the
limiting vertical force, yields

P� = 2H0

D
(Ks cos2 � + Kn sin2 �) sin(� − �) (9.28)

For the case where Kn � Ks, which is the usual condition in practice, equation 9.28
becomes

P� = 2H0 sin � sin(� − �)

sin �
(9.29)

This analysis indicates that when the elastic state of stress has been determined, the
net vertical external load required to produce a state of limiting equilibrium can be
estimated, from equation 9.29, using the known prism geometry and joint frictional
properties. The factor of safety against roof collapse can then be calculated from
equation 9.20. In particular, if the result of the determination of P� is that P� > W ,
the weight of the prism, the analysis suggests that the wedge is stable in the absence
of any installed support. If P� < W , stability of the prism can be assured only by the
application of a positive support load.

It is instructive to examine the relation between the limiting vertical load, P�, and
the horizontal force components on the prism surfaces. Introducing equation 9.20 in
equation 9.24, rearranging, and then substituting the resulting expression for N in
equation 9.19, gives

P� = 2H tan(� − �) (9.30)

Equations 9.29 and 9.30 emphasise the important role of the horizontal force com-
ponents acting on the prism surfaces. It is clear that any process which acts to reduce
these surface forces, applied by the adjacent rock, will reduce the limiting vertical
load. This is equivalent, of course, to increasing the tendency for collapse of the prism
from the roof. Excavation development procedures may affect these internal forces.
For example, uncontrolled blasting practice near the excavation periphery will inject
high-pressure gases directly into the joints, promote vertical displacement greater than
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Figure 9.16 Symmetrical wedge in
the crown of a circular excavation (af-
ter Sofianos et al., 1999).

that associated with elastic joint deformability, and thereby reduce the final horizontal
force responsible for block retention in the crown of the opening.

For the particular case of a symmetrical wedge in the crown of a circular opening,
Sofianos et al. (1999) considered an opening of radius R in a deviatoric stress field
defined by p and K0p, with the principal stress axes oriented in the vertical and
horizontal directions. The problem geometry for a wedge of height, h, is shown in
Figure 9.16.

The problem is solved in terms of quantities similar to those above. The wedge
is acted on by its weight, W , a support force, S, and horizontal and vertical forces,
H0 and V0, on the wedge surfaces. Stability is assessed in terms of the horizontal
confining force, H0, and the pull-out load, P0, the applied downward load required to
bring the wedge to limiting equilibrium.

The expression derived for H0 is

H0 = 1
2 pR{(1 + K0)CH1 − (1 − K0)CH2}

= 1
2 pRCH (9.31)

where

CH1 =
(

h

R
+ 1

)
− 1(

h
R + 1

)

CH2 =
(

h

R
+ 1

)
− 1(

h
R + 1

)3

CH = (1 + K0)CH1 − (1 − K0)CH2

For a vertical principal stress p given by p = � z, where z is the depth below surface,
the normalized pull-out force q (given by P0/W ) for the crown wedge is obtained
through the following expressions:

q = zCH M/(RCW) (9.32)
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where
M = [(ks/kn) cos 2� cos i + sin(� − i) sin �] sin(� − �)/D cos i
D = cos � cos � ks/kn + sin � sin(� − i)/ cos i
W = � R2Cw

Cw = cos2�(tan � + cot �) − �/2 + �

The Factor of Safety against wedge failure is given by

FoS = (S + P0)

W
= S

W
+ q (9.33)

In a further development of this analysis, Nomikos et al. (2002) considered a sym-
metric roof wedge in an inclined, deviatoric stress field. Expressions more complex
than those above define the Factor of Safety against roof failure, and a reasonable
correspondence was shown between the analytical solution and some solutions using
UDEC.

9.4 Roof stability analysis for a tetrahedral block

A comprehensive relaxation analysis for a non-regular tetrahedral wedge in the crown
of an excavation presents some conceptual difficulties. These arise from the extra num-
ber of degrees of freedom to be accommodated in the analysis. For example, on any
face of the tetrahedron it is necessary to consider two components of mutually orthog-
onal shear displacement as well as a normal displacement component. Maintenance
of statical determinacy during the relaxation process would require that the wedge
be almost isotropically deformable internally. For this reason, a thorough analysis of
the stability of a tetrahedral wedge in the crown is not handled conveniently by the
relaxation method presented earlier. A computational method which takes explicit
account of the deformation properties of the rock mass, and particular joints and joint
systems, presents the most opportune basis for a mechanically appropriate analysis.

In some circumstances, it may be necessary to assess the stability of a roof wedge
in the absence of adequate computational tools. In this case, it is possible to make
a first estimate of wedge stability from an elastic analysis of the problem and the
frictional properties of the joints. Suppose the orientation of the dip vector OA of a
joint surface, which is also a face of a tetrahedral wedge, is defined by the dip angle �,
and dip direction 	, measured relative to the global (x , y, z) reference axes, illustrated
in Figure 9.17a. The direction cosines of the outward normal to the plane are given
by

n = (nx , ny, nz) = (sin � cos 	, sin � sin 	, − cos �)

The normal component of traction at any point on the joint surface can be estimated
from the elastic stress components and the direction cosines by substitution in the
equation

tn = n2
x 
xx + n2

y
yy + n2
z 
zz + 2(nx ny
xy + nynz
yz + nznx 
zx )

If the normal traction tn is determined at a sufficient number of points on the joint
surface, its average value and the area of the surface can be used to estimate the total
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Figure 9.17 (a) Geometry for deter-
mination of the unit normal vector to a
plane; (b) lines of action of mobilised
shear forces on the face of a tetrahe-
dral wedge.

normal force N . Thus for each of the three confined faces of the tetrahedron, the
respective normal forces N1, N2, N3, can be calculated directly from the joint surface
geometry and the elastic stress distribution.

In determining the stability of a wedge under surface and gravitational forces, it is
necessary to take account of the directions of the shear resistances mobilised by the
joint normal forces. Suppose the outward normals to faces 1, 2, 3 of the tetrahedron
OABC shown in Figure 9.17b are given by

n1 = (nx1, ny1, nz1) etc.

and that the faces are numbered in a sense compatible with the right-handed system of
reference axes. The lines of intersection of the faces are then given by cross products
of the normals to the faces, i.e.

l1,2 = n1 × n2 etc.

The bisector of an apical angle of a face of the tetrahedron, and directed towards the
apex, as shown in Figure 9.17b, is obtained from the orientations of the adjacent lines
of intersection which define the face, i.e.

B = − 1
2 (l1,2 + l3,1)

From this, one can readily establish the unit vector parallel to the bisector,

b1 = (bx1, by1, bz1) (9.34)

It can be reasonably assumed that, in the case where the crown trihedral angle of the
tetrahedron includes the z axis, the mobilised shear resistance on any face is directed
parallel to the bisector of the face apical angle. Also, the inward unit normal to any
face, defining the line of action of the normal component of the surface force, is given
by

a = (− sin � cos 	, − sin � sin 	, cos �)

The magnitudes of the maximum shear forces that can be mobilised on the various
faces are given by

S1 = N1 tan �1 etc.
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and the x , y, z components of the shear resistance on any face can be determined
directly from its magnitude and the components of the appropriate unit vector for
the face, defined by equation 9.34. Taking account of all applied normal forces and
mobilised shear resistances, the net vertical force associated with the internal surface
forces is

Fz =
3∑

i=1

Ni(bzi tan �i + azi) (9.35)

Introducing the weight of the wedge, if the resultant vertical force satisfies the con-
dition

Fz + W < 0 (9.36)

the wedge is potentially stable under the set of surface and body forces. An added
condition to be satisfied in this assessment is that the sum of each pair of terms on
the right-hand side of equation 9.35, i.e. (bz tan � + az), must be negative. If the sum
of any such pair of terms is positive, this implies that the particular surface will be
subject to slip under the prevailing state of stress. In such a case, the initiation of
slip must be anticipated to lead to expansion of the area of slip over the other block
surfaces, and subsequent detachment of the wedge from the crown of the opening.

The case considered above concerned potential displacement of the wedge in the
vertical direction. For particular joint attitudes, the kinematically possible displace-
ment may be parallel to the dip vector of a plane of weakness, or parallel to the line
of intersection of two planes. In these cases, some simple modifications are required
to the above analysis. Since, in all cases, the lines of action of the maximum shear
resistances are subparallel to the direction of displacement, equations 9.35 and 9.36
should be developed by considering the direction of the feasible displacement as the
reference direction. This merely involves dot products of the various operating forces
with a unit vector in the reference direction.

As noted earlier, the type of analysis outlined above can be conducted readily with
appropriate computer codes. They are available from several suppliers, and take due
account of rock structure, excavation geometry, local state of stress, and rock support
and reinforcement.

9.5 Design practice in blocky rock

In the course of considering the behaviour of rock prisms and wedges in the periphery
of underground excavations, it was seen that, once a kinematically feasible collapse
mode exists, the stability of the system depends on:

(a) the tractions on the joint-defined surfaces of the block, and therefore on the final
state of stress around the excavation and the attitudes of the joints;

(b) the frictional properties of the joints;
(c) the weight of the prism, i.e. its volume and unit weight.

Effective excavation design in a jointed rock mass requires a general understanding
of the engineering significance of each of these factors.
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It has already been observed that it is the normal component of traction on a joint
surface which is responsible for mobilising friction to prevent displacement of a rock
prism. Thus if at any stage in the mining life of an opening in jointed rock, the
peripheral rock is de-stressed, wedge collapses will occur from the excavation crown
and sidewalls. De-stressing may be due to such effects as mining adjacent stopes,
local fracture of rock and its subsequent non-transmission of stress, blasting practice
causing local stress relief, and local stress relaxation due to time-dependent effects.
In initially low-stress environments, of course, the internal forces available to prevent
block failures will always be low, and pervasive peripheral failures are to be expected.
In all cases, the design of the excavation should take account of the near-field state of
stress to be expected throughout its projected mining life.

The rôle of friction in controlling peripheral rock performance was discussed briefly
in Chapter 7. In the current context, it is noted that, in their initial, topographically
matched state, joints are almost universally dilatant in shear. Thus the effective angle
of friction exceeds the value which might be determined by a shear test on a disturbed
specimen of a joint surface. Any mining activity which disturbs the initial, interlocked
state of a joint surface automatically reduces the capacity of the rock mass to support its
constituent blocks at the excavation periphery. The chief sources of joint disturbance
are local blasting effects, transient effects due to the impulsive nature of the excavation
process, and large scale, far-field blasting.

The effect of wedge size on the possibility of boundary collapse may appear to be
obvious, on a superficial examination. However, there are some subtle considerations
which may have serious practical consequences if ignored. An example is illustrated
in Figure 9.18, in which an opening has been developed in a rock mass in such a way
that a rock prism has been generated in the crown of the opening. If it were decided to
widen the opening, a stage would inevitably be reached where the roof prism would
collapse. This is so since the wedge increases in weight with the square of the span,
while the mobilised support force, to a first approximation, increases only linearly
with span. For a three-dimensional problem, the same conclusion applies, since the
wedge weight always increases by a power of the linear dimension higher by unity
than does the surface area. The important principle demonstrated by this example
is that a marginal increase in the span of an opening in jointed rock can cause a
significant reduction in the stability of the system, through a marked increase in the
disturbing force (the block weight) relative to the mobilised resisting force.

Figure 9.18 Problem geometry
demonstrating how an increase in
excavation span increases the volume
of a roof prism, without comparable
increase in the restraining force.
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Figure 9.19 Maintenance of exca-
vation boundary stability in jointed
rock by mining to conformity with the
rock structure, for (a) a mine drive, and
(b) a cut-and-fill stope.

Since mining engineering suffers from few of the cosmetic requirements of civil
engineering, mine openings can be excavated to shapes that are more appropriate
and effective geomechanically than the latter types. In mining practice, the general
rule is that an opening should be mined to a shape conformable with the dominant
structural features in the rock mass. Although such an excavation shape might not
be aesthetically satisfying, it would represent the optimum design for the particu-
lar setting, in terms of peripheral stability and support and maintenance costs. An
example is illustrated in Figure 9.19a, representing the cross section of a long ex-
cavation developed in a rock mass with a steeply inclined set of continuous joints,
and an orthogonal, flat-dipping set. The crown of the excavation has been mined so
that segments of the boundary coincide with a member of each joint set, to elimi-
nate the potential roof prism. The right-hand side of the excavation has been mined
to coincide with a member of the continuous joint, to eliminate the sidewall prism.
The prism defined on the lower side of the left-hand wall presents no problem of
potential instability. For the excavation shown, virtually all boundary stress transmis-
sion occurs across joints which are oriented perpendicular to the excavation surface.
There is thus no tendency for local slip and stress relief on these features. Provided
the excavation periphery is maintained in a state of compression, this design en-
sures that there will be no source of instability in the excavation crown and side
walls.

The design principle illustrated in Figure 9.19 is of particular value in mining
methods such as shrink stoping and cut-and-fill stoping. In these cases, miners work
beneath the subhorizontal rock face exposed by the subvertical advance of mining.
Effective control of the stope crown, with the added requirement of limited support
emplacement, is achieved by a stope shape mined to conformability with the dominant
rock structure. Figure 9.20 shows the industrial implementation at the Mount Isa Mine,
Australia, of the design principle illustrated in Figure 9.19b.

In the design of a permanent mine excavation, such as a crusher station or an under-
ground workshop, some scope usually exists for orienting and shaping the opening
to produce an economic design. The general rule is that no major permanent opening
should be located and oriented so that its long axis is parallel to the strike of a signif-
icant geological feature, such as a fault or shear zone. If it is impossible to avoid the
zone containing the feature, the principle should be to orient the excavation axis as
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Figure 9.20 Cut-and-fill stope
mined to conformity with rock struc-
ture at the Mount Isa Mine, Australia
(after Mathews and Edwards, 1969).

near perpendicular as possible to the strike of the major discontinuity. The objective
in this case is to limit the size of wedges formed in the crown of the excavation, and
to restrict the area of the excavation periphery subject to potential de-stabilisation by
the feature.

9.6 Stope wall design – the Mathews stability chart method

A common problem in mine excavation engineering is estimating the stability of
designed spans for the walls of open stopes, or design of stope walls to achieve a
required Factor of Safety against wall collapse. An accepted method for open stope
design was originally proposed by Mathews et al. (1980) for mining at depths below
1000 m. The initial formulation of a stability chart was based on a relatively small
set of data. After collection of a significant amount of new data for a range of mining
depths (most of which were less than 1000 m) to test the validity of the method,
several modifications were proposed (Potvin et al., 1989; Stewart and Forsyth, 1995;
Trueman et al., 2000). The modifications involve changes in the various zones of
rock behaviour on the stability chart and in the ways in which the component stability
factors are calculated (Potvin et al.,1989).

The design formulation is based on the calculation and mapping of two factors:
the stability number, N , which represents the capacity of the rock mass to remain
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stable under given conditions of rock stress, rock structure and orientation of rock
surfaces, and the shape factor or hydraulic radius, S, which accounts for the geometry
of the stope excavation surface. The stability number is a derivative of Barton’s Q
factor, while the shape factor is identical to the so-called ‘hydraulic radius’ used in
Laubscher’s cavability assessment. The shape factor S is determined from

S = (Stope wall area)/(Stope wall perimeter)

When N and S are plotted on a graph, it is possible to map the complete domain
into zones which represent recorded observations of stability and instability of stope
spans.

The stability number, N , is defined by the product

N = Q′x A x B xC (9.37)

In this expression, Q′ is calculated from the results of structural mapping or geotech-
nical core logging of the rock mass using the method proposed for the tunnelling
quality Q-classification system (Barton et al., 1974), taking the joint water reduction
parameter and the stress reduction factor as unity. The rock stress factor, A, is deter-
mined from the ratio of the intact rock strength (the uniaxial compressive strength,

c) to the induced compressive stress 
i , calculated at the centre of the stope wall;
i.e.

A = 
c


i
(9.38)

The induced stress 
i can be found by numerical stress analysis or estimated from
published stress distributions. A graphical relation between the strength to stress
ratio and factor A has been developed empirically, as shown in Figure 9.21. The joint
orientation adjustment factor, B, is a measure of the relative difference in dip between
the stope surface and the critical joint set affecting wall stability, and is estimated using
Figure 9.22. The gravity adjustment factor, C , reflects the effect that the orientation of
the stope surface has on its stability, under the influence of gravity, and is determined
from Figure 9.23.

Figure 9.21 Graph to determine fac-
tor A from rock strength and rock
stress (after Potvin et al., 1989).
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Figure 9.22 Chart to determine fac-
tor B (after Stewart and Forsyth,
1995).

Figure 9.23 Graph to determine fac-
tor C (after Stewart and Forsyth,
1995).
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Figure 9.24 Updated Mathews sta-
bility graph (after Potvin et al., 1989).

Zones of Stability and Instability. The original Mathews stability graph consisted
of three zones separated by transitional interfaces: a stable zone, a potentially unstable
zone and a potential caving zone. After the modifications by Potvin et al. (1989), these
were reduced to a stable zone and an unstable zone (described as a “caved” zone)
separated by a transition, as shown in Figure 9.24. As noted by Stewart and Forsyth
(1995), the use of the word “caved” in this context, to represent what is essentially
an unstable zone, was confusing because the term has other quite different meanings
in a mining sense.

Figure 9.25 General Modified
Mathews stability chart (after
Trueman et al., 2000).
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The alternative presentation of the stability chart, due to Trueman et al. (2000) is an
attempt to provide more discriminating boundaries between zones of stability, local
failure and major failure of stope walls.

For any particular design or stability analysis problem, application of the Mathews
method and its more recent versions is quite straightforward, involving the sequential
calculation of the various factors and assessment of the prospective stope wall stabil-
ity from the chosen stability chart. Although the approach may appear rigorous, in
practice the user needs to be mindful of the limitations arising from uncertainties in
the original data set.

Problem

The free body diagram illustrated in Figure (a) below represents an asymmetric wedge
in the crown of an excavation. It is assumed to be transgressed by an arbitrarily
inclined yield surface, so that the stability of the block can be analysed in terms
of two separate free body diagrams, shown in Figure (b). Following the procedure
described in section 9.3, show that the relation between the limiting vertical load Pl

(whose magnitude is Pl1 + Pl2) and the pre-relaxation horizontal force H0 is given
by

Pl = H0 sin �1 sin(�1 − �1)/sin �1 + H0 sin �2 sin(�2 − �2)/sin �2 (9.39)

where �1 and �2 are defined by the geometry of the apex of the wedge and �1 and �2

are the angles of friction of the surfaces 1 and 2 respectively.
Further, following the relaxation procedure described in section 9.3, show that the

relation between the limiting vertical load Pl and the post-relaxation forces H1 and
H2 and is given

Pl = H1 tan(�1 − �1) + H2 tan(�2 − �2) (9.40)
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10 Energy, mine stability, mine
seismicity and rockbursts

10.1 Mechanical relevance of energy changes

The discussion in preceding chapters was concerned with the design of single, or
mechanically isolated, excavations in different types of rock media. In all cases, a
design objective was to achieve a static stress distribution, or a set of static forces on
discontinuity-defined internal surfaces, which could be sustained by the constituent
elements of the rock mass. This approach would be completely satisfactory if rock-
bursts and similar dynamic events did not need to be considered in underground
excavation design, or if the stress concentrations which occur around openings were
achieved in a pseudo-static way. Seismic events and rockbursts are a pervasive prob-
lem in mines which operate at high extraction ratios, and involve release and trans-
mission of energy from the zone of influence of mining. Furthermore, in metallifer-
ous mining, the development of mine excavations, for both access and ore produc-
tion, frequently involves near-instantaneous generation of segments of the excavation
surface. As observed in Chapter 1, the development of an underground opening is
mechanically equivalent to application of a set of tractions over a surface repre-
senting the excavation boundary. Thus, typical excavation development practice is
represented mechanically by the impulsive application of these surface forces in the
rock medium.

Seismicity is the sound of rock slipping or cracking. A seismic event is a sudden
episode of radiation of acoustic energy in ground waves induced by discontinuity
slip or rock material fracture. A rockburst is the sudden displacement of rock, under
seismic impulse, in the boundary of an excavation, causing substantial damage to
it. Both seismic events and rockbursts involve unstable energy changes in the host
rock mass, suggesting that an examination of energy changes during mining is fun-
damental to understanding of these phenomena. In conventional solid mechanics, it
is well known that impulsive loading of a structural member or component results
in transient stresses greater than the final static stresses, and that the most effective
means of determining transient stresses and deformations under impulsive loading
is by consideration of the energy changes to which the component is subjected. In
fact, the amount of energy that a component can store or dissipate is frequently an
important criterion in mechanical design. A component which is operationally subject
to rapid loading must be constructed to a specification which reflects its duty as a
transient energy absorber. In the mining context, it is reasonable to propose that rock
around mine excavations will be subject, during development, to transient stresses
exceeding the equilibrium static stresses, due to rapid application of surface tractions.
It is thus inferred that both rockbursts and these transient effects may be best studied
through methods which account for energy changes in the system.

As observed later, energy changes in a mine domain arise from generation and
displacement of excavation surfaces and energy redistribution accompanying seis-
mic events. Because mine development practice frequently employs drill and blast
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Figure 10.1 (a) Pre-mining state of
loading around rooms in a stratiform
orebody subject to uniaxial stress; (b)
post-excavation state; (c) free-body
diagram showing induced axial pillar
load.

methods for rock removal to generate a new excavation surface, chemical explosives
are also a source of energy input to the rock mass. Energy from that source is not
the concern in this chapter. Attention will be restricted to the strain energy changes
which arise from the way in which surface forces are applied to parts of a mine
structure.

An instructive insight into the problem posed by sudden generation of a rock surface
is presented by the example illustrated in Figure 10.1. Consider unit thickness of the
problem geometry in the antiplane direction. Figure 10.1a shows the pre-mining state
of a body of rock, in which two rooms are to be mined to isolate a central pillar.
The post-excavation state is shown in Figure 10.1b. For the sake of simplicity, it is
assumed that the pre-mining stress field is uniaxial vertical and of magnitude pzz .
After excavation, the support loads previously applied to the surrounding medium by
the rock within the surfaces ABCD and EFGH are taken to be shared equally between
the pillar and the abutments. Since the span of each excavation is s, the induced axial
pillar load, Pz , is given by

Pz = spzz

The induced load is assumed to be uniformly distributed over the pillar plan area
and the closure is assumed uniform over the pillar and the adjacent excavations. The
response to mining of the pillar and the adjacent rock can then be represented by the
rock strut on a rigid base, shown in Figure 10.1c.

Consider first the case of gradual mining of the excavations ABCD and EFGH, cor-
responding to gradual removal of the surface support forces and gradual application
of the mining-induced load to the pillar. The response, as illustrated in Figure 10.2,
consists of an axial, static compression u(= uz st) of the pillar, and a static decom-
pression of the mined adjacent rock, both displacements varying linearly with change
in the operating load Pz . During the excavation process, energy conservation requires
that
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Figure 10.2 (a) Static loading of a
pillar; (b) induced load–deflection dia-
gram for the pillar; (c) load–deflection
diagram for boundary unloading.

Work done by the applied load

=
∫ uz

0
Pz duz

= 1

2
Pzuz (10.1)

= Increase in strain energy in pillar (�Ust)

The complementary work (i.e. the work done by the excavation surfaces against the
reducing support force) may be identified with energy Ur released by the rock mass
by the process of excavation. From Figure 10.2b, the released energy is given by

Work done by excavation surface loads = 1

2
Pzuz (10.2)

It is observed, from equations 10.1 and 10.2, that the released energy is equal to the
increase in pillar strain energy, consistent with energy conservation.

After the pillar load is applied, induced static stress �zz and axial compression uz

are related through the elasticity of the rock; i.e.

�zz = Pz/A

or

Pz = �zz A (10.3)

and

uz = εzz L = (�zz/E)L (10.4)

where A and L are pillar plan area and length.
From equations 10.1, 10.3, and 10.4

�Ust =
(

1

2
�2

zz/E

)
× A × L (10.5)

In the case of sudden mining of the adjacent excavations, the complete induced load
Pz is rapidly applied to the pillar. Figure 10.3 shows the deformation of the pillar up
to the stage of maximum axial compression, and the corresponding load–deflection
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Figure 10.3 (a) Dynamic loading of
a pillar, and (b) the corresponding
load–deflection diagram.

diagram. It is observed that the pillar load Pz is constant throughout the pillar axial
deformation. The maximum axial compression is given by

uz max = εzz L = (�zz max/E)L

and the strain energy increase is given by

�Ud = work done by the loading system

i.e.

(�zz max/2E)AL = Pzuz max (10.6)

or

�zz max = 2Pz/A = 2�zz

Also

uz max = 2uz st (10.7)

where �zz max and uz max are the peak static values of axial stress and compression.
It is useful to examine the partitioning of energy in the pillar as it passes through the

static equilibrium state on rebound from maximum axial compression. The problem
geometry is illustrated in Figure 10.4. Since energy is conserved in the system, the
total strain energy, �Ud, is distributed, at passage through the static equilibrium state,
among the other forms of energy according to

�Ud = (increase in gravitational P.E.) + K.E. + �Ust

Figure 10.4 Problem geometry for
examining energy partitioning in a pil-
lar under dynamic load.
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i.e. from equations 10.6 and 10.7

2Pzuz st = Pzuz st + K.E. + 1
2 Pzuz st

or

K.E. = 1
2 Pzuz st

The kinetic energy in the pillar (which is seen to be equal in magnitude to the
released energy defined by equation 10.2) represents excess energy Ue in the system,
compared with the case of static loading. In practice, this excess energy would be
lost to the pillar during vibration, by transfer to the adjacent country rock and by
dissipation through internal frictional damping. The question that arises is – what
is the source of the excess energy, manifested as kinetic energy in the system, after
rapid excavation of adjacent rock? The answer is related to the control which is
exercised at a surface when it is created slowly. Controlled excavation implies a
gradual reduction in the support forces which operated originally on the surface of
interest. The gradual force reduction involves application of a decreasing restraining
force as the surface displaces to its final equilibrium position. In this process, the
excavated surface does work against the restraining force during the mining-induced
displacement. In the case of unrestrained displacement of the excavated surface, as in
sudden mining of the rooms in the example above, the excess energy manifested in
the system represents the work which would have been done by the mined boundary
against the support force, had the surface displacement been restrained during min-
ing. This energy is retained instantaneously, and then transmitted to the surrounding
rock.

This discussion suggests there are two factors to be considered in relation to energy
changes associated with creating excavations. First, increase of static strain energy
occurs in areas of stress concentration, equivalent (for an elastic rock mass) to the
energy released during pseudo-static displacement of excavated surfaces. Second,
sudden excavation of surfaces causes an energy imbalance in the system, and results
in transient stresses different from the equilibrium static stresses. For an elastic system,
the excess energy is equal in magnitude to the released energy.

10.2 Mining consequences of energy changes

Mining activity takes place in a medium subject to general triaxial stress. For pur-
poses of illustration, attention will be restricted to two-dimensional problems involv-
ing biaxial states of stress. The analyses may be simply extended to accommodate
three-dimensional problem geometries in multiaxial stress fields. The discussion is
an elaboration of ideas proposed by Cook (1967b), Salamon (1974), Bray (1977) and
Blight (1984).

The basic ideas introduced by the pillar loading problem can be extended to in-
clude energy changes at the boundaries of arbitrarily shaped excavations. Referring
to Figure 10.5a, prior to excavation a surface S is subject, at any point, to tractions tx ,
ty . In the case of gradual excavation of the material within S, the surface tractions are
gradually reduced to zero, and areas of induced stress are generated around the excava-
tion, as indicated in Figure 10.5b. The strain energy density is inferred, from equation
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Figure 10.5 (a) Pre-mining and (b)
post-mining, static states in a medium
subject to biaxial stress; (c), (d) bal-
ance in static energy release and stor-
age (after Blight, 1984).

10.5, to be proportional to the sum of second powers of the stress components. The
zone of induced stress, therefore, is also the zone of increased strain energy density.
Integration of the induced strain energy function over the zone of induced stress yields
the static energy increase, �Ws, which is stored around the excavation.

In predicting the in situ performance of an excavation, it would be expected that
the local response of the rock mass would depend on both the volume of rock subject
to induced stress, and the magnitude and distribution of the stress components in
the affected volume. Both these notions are incorporated in the static strain energy
increase, �Ws. For the elastic analysis described previously, the increase in static
strain energy was equivalent to the energy Wr released by excavation. However, local
rock fracture which frequently occurs around excavations consumes some of the
released energy. These conditions are illustrated in Figure 10.5c, for the general case
of an opening mined in a medium subject to a triaxial state of stress. If no fracture
occurs, �Ws = Wr. If fracture occurs, the rock fracture energy Wf reduces the stored
energy, such that Wr = �Ws + Wf. Ultimately, in the case of extensive rock fracture,
all the released energy may be consumed in rock disintegration. For this reason, the
released energy Wr can be considered as an index of the potential for local degradation
of rock integrity, either in a stable way, by yield, or unstably, by bursting. Methods
of calculation of Wr are therefore a matter of some interest.

In the case of sudden creation of an excavation, the pre-mining tractions on the
surface S, illustrated in Figure 10.5a, are suddenly reduced to zero. The work which
would have been done by the country rock, exterior to S, against gradually reducing
support forces within S, appears as excess energy We at the excavation surface. It is
subsequently released or propagated into the surrounding medium. In this process, the
excavation surface executes oscillatory motion about the final equilibrium position,
and dynamic stresses are associated with the transient displacement field. The mag-
nitude of the excess energy can be readily understood to be reflected in the intensity
and local extent of the dynamic stresses. These dynamic stresses can be expected
to achieve their greatest magnitudes in the immediate periphery of the excavation,
since the excess energy is momentarily concentrated in this domain. The excavation
boundary, in fact, acts as a source for a stress wave which propagates through the rock
medium.
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The mining consequence of the excess energy can be perceived from the localised
superposition of the associated dynamic stresses on the equilibrium static stresses.
Even when the local static stress concentration may not be sufficient to cause failure
in the rock mass, superposition of the dynamic stresses related to the excess energy
may be sufficient to induce adverse mechanical response in the medium. Three simple
modes of adverse response may be identified immediately: the combined dynamic
and static stresses may exceed the strength of the rock mass; reduction of the normal
stress on a plane of weakness reduces the shear resistance of the surface, and may lead
to slip; tensile stresses may be induced, causing local relaxation in the rock structure.
All of these response modes may be expressed as deteriorating ground conditions in
the periphery of the mine opening.

This discussion suggests that, in the design of an opening, attention should be paid
to both static and dynamic loading of rock around the excavation and in the zone
of influence. Although the static stress distribution around an opening is determined
readily, the potential for extensive rock mass disintegration under static conditions is
indicated conveniently by the released energy Wr. Further, although dynamic stresses
are not readily computed, the excess energy We is readily determined from excavation-
induced tractions and displacements, and can serve as a useful index of dynamic
stresses. In practice, the excess energy and the released energy are closely related in
magnitude. The conclusion is that released energy constitutes a basis for excavation
design, since it is indicative of both static and dynamic stresses imposed by excavation.
This principle seems to be particularly appropriate in mining, where static stresses
frequently approach the in situ strength of the host rock mass and the extent of rock
mass failure needs to be considered.

10.3 Energy transmission in rock

Impulsive changes in the state of loading in a rock mass are associated with events such
as sudden crushing of pillars, sudden slip on planes of weakness, or sudden loading
or unloading of the surface of a blast hole or an excavation. Such changes result
in generation and transmission of body waves in the medium. As will be discussed
later, energy transmission in rock is accompanied by energy absorption, related to
both the microscopic and macroscopic structure of rock. However, a damped, elastic
progressive wave represents a fair conceptual model of energy transmission in a
rock mass. It is therefore useful to consider initially the mechanics of elastic wave
propagation in a medium. This topic is considered in detail by Kolsky (1963).

10.3.1 Longitudinal wave in a bar
Longitudinal wave propagation in a cylindrical bar is the simplest (one-dimensional)
case of elastic energy transmission. Transient motion in a suspended bar may be
initiated by an impulse applied at one end. A wave travels along the bar, as illustrated
in Figure 10.6a, resulting in a transient longitudinal displacement, ux (t), at any point.
To establish the nature of the transient motion and the associated transient state of
stress, it is necessary to take account of the inertial effects associated with induced
particle motion. An element of the bar of mass dM , shown in Figure 10.6b, is subject
to a longitudinal acceleration üx (t). To take account of the impulsive displacement of
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Figure 10.6 Problem definition and
elementary body for analysis of a
longitudinal wave in a bar.

the element, it is necessary to introduce an inertial (d’Alembert) force opposing the
sense of motion, given in magnitude by düx . If this force is introduced, the forces on
the element may be treated as an equilibrating system, i.e.

�xx A − dMüx − [�xx + (∂�xx/∂x ) dx]A = 0 (10.8)

where A is the cross-sectional area of the bar.
Since dM = � A dx , where � is the material density, and

∂�xx/∂x = (∂/∂x)Eεxx = −E
(
∂2ux/∂x2

)

equation 10.8 becomes

∂2ux/∂t2 = (E/� )∂2ux/∂x2 (10.9)

Equation 10.9 is the differential equation for particle motion in the bar, or the bar
wave equation. The general solution of the equation is of the form

ux = f1(x − CBt) + f2(x + CBt) (10.10)

where f1 and f2 are functions whose form is determined by the initial conditions, i.e.
the manner of initiation of the wave. It is readily demonstrated, by differentiation, that
the expression for ux satisfies equation 10.9, provided CB is defined by the expression

CB = (E/� )
1
2 (10.11)

CB is called the bar velocity, and represents the velocity of propagation of a pertur-
bation along the bar.

In equation 10.10, the term whose argument is (x − CBt) represents a wave propa-
gating in the positive direction of the co-ordinate axis, i.e. a forward progressive wave.
The term with argument (x + CBt) represents a wave propagating in the negative
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co-ordinate direction, i.e. a backward progressive wave. Each of the functions f1 and
f2 is individually a solution to the wave equation, and since the constitutive behaviour
of the system is linear, any linear combination of f1 and f2 also satisfies the governing
equation.

During the propagation of the elastic wave, represented by equation 10.10, along a
bar, each particle executes transient motion about its equilibrium position. The tran-
sient velocity, V, of a particle is associated with a transient state of stress, �xx , which
is superimposed on any static stresses existing in the bar. For uniaxial longitudinal
stress and using Hooke’s Law, dynamic stresses and strains are related by

�xx = Eεxx = −E∂ux/∂x

or, from equation 10.10

�xx = −E[ f ′
1(x − CBt) + f ′

2(x + CBt)] (10.12)

Transient particle velocity is defined by

u̇x = V = ∂ux/∂t

or, from equation 10.10

V = (−CB) f ′
1(x − CBt) + CB f ′

2(x + CBt) (10.13)

Considering the forward progressive wave, the relevant components of equations
10.12 and 10.13, together with equation 10.11, yield

V = CB�xx/E = �xx/�CB

or

�xx = �CBV (10.14)

Thus the dynamic longitudinal stress induced at a point by passage of a wave is directly
proportional to the transient particle velocity at the point. In equation 10.14, the
quantity �CB is called the characteristic impedance of the medium. For the backward
wave, it is readily shown that

�xx = −�CBV (10.15)

A case of some practical interest involves a forward wave propagating in a com-
posite bar, as indicated in Figure 10.7. The bar consists of two components, with

Figure 10.7 Geometry describing
longitudinal wave transmission and
reflection in a two-component bar.
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different material properties, denoted by subscripts 1 and 2. The interface between
the component bars is welded. The forward, incident wave in medium 1 impinges on
the interface, and is partly transmitted, generating a forward wave in medium 2, and
partly reflected, generating a backward wave in medium 1. The quantities to be de-
termined are the relative intensities of longitudinal stress in the forward and reflected
waves.

Suppose the longitudinal stress and particle velocity in the forward incident wave
are defined by magnitudes �0, V0, and the corresponding magnitudes in the transmitted
and reflected waves are given by �t, Vt and �r, Vr. The ratio of the characteristic
impedances of the two media is defined by

n = �2CB2/�1CB1 = �2C2/�1C1 (10.16)

The conditions to be satisfied at the interface between the bar components are conti-
nuity of longitudinal stress and displacement (and therefore particle velocity). These
continuity conditions are expressed by the equations

�0 + �r = �t (10.17)

V0 + Vr = Vt (10.18)

Introducing equations 10.14 and 10.15 to relate stresses and velocities for incident,
reflected and transmitted waves, equation 10.18 becomes

�0/�1C1 − �r/�1C1 = �t/�2C2

and introducing equation 10.17

�0/�1C1 − �r/�1C1 = (�0 + �r)/�2C2

On rearrangement, this yields

�r = [(n − 1)/(n + 1)]�0 (10.19)

It is then readily shown that

�t = [2n/(n + 1)]�0 (10.20)

Similarly, the relation between particle velocities may be shown to be

Vr = −[(n − 1)/(n + 1)]V0 (10.21)

Vt = [2/(n + 1)]V0 (10.22)

It is useful to explore, briefly, some of the consequences of these expressions
governing wave transmission and reflection. Suppose �0 is compressive. For the case
n > 1, the reflected wave is characterised by a compressive stress. For n < 1, the
reflected wave induces a tensile stress. Thus an important general point to note is
that internal reflections of a compressive wave in a medium may give rise to tensile
stresses. Preceding chapters have described the low tensile strength of rock masses,
and their inability to sustain tensile stress.
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Figure 10.8 Specification of plane
waves propagating in the x co-
ordinate direction.

A case of particular interest occurs for a bar with a free end, i.e. a composite bar
in which �2 = C2 = 0. Then n = 0, and equations 10.19 and 10.21 yield

�r = −�0 (10.23)

Vr = V0 (10.24)

That is, a compressive pulse is reflected completely as a tensile pulse, while the
sense of particle motion in the reflected pulse is in the original (forward) direction
of pulse propagation. The generation of a tensile stress at a free face by reflection
of a compressive pulse provides a plausible mechanism for development of slabs or
spalls at a surface during rock blasting. The issue has been discussed in detail by Hino
(1956), among others.

10.3.2 Plane waves in a three-dimensional medium
In the following discussion, a wave is assumed to be propagating in the x co-ordinate
direction in a three-dimensional, elastic isotropic continuum. Passage of the wave
induces transient displacements ux (t), uy(t), uz(t) at any point in the medium as
indicated in Figure 10.8. The essential notion in the concept of a plane wave is that, at
any instant in time, displacements at all points in a particular yz plane are identical,
i.e. (ux , uy, uz) are independent of (y, z). Alternatively, the definition of a plane wave
may be expressed in the form

ux = ux (x), uy = uy(x), uz = uz(x) (10.25)

The derivation of the differential equations of motion for the components of a plane
wave proceeds in a manner analogous to that for the longitudinal bar wave. From the
general strain–displacement relations given in equations 2.35 and 2.36, the transient
strains associated with a plane wave are obtained from equation 10.25 as

εxx = −∂ux/∂x, εyy = εzz = 0 (10.26)

�xy = −∂uy/∂x, �yz = 0, �zx = −∂uz/∂x (10.27)

For the case of axisymmetric uniaxial normal strain defined by equation 10.26, the
equations of isotropic elasticity yield

�yy = �zz = �/(1 − �) �xx

Substitution of these expressions in the equation defining the x component of normal
strain, i.e.

εxx = 1/E[�xx − �(�yy + �zz)]

yields, after some manipulation

εxx = [(0.5 − �)/(1 − �)]�xx/G (10.28)

For the shear strain components, Hooke’s Law gives

�xy = 1/G�xy, �zx = 1/G�zx (10.29)
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Figure 10.9 Force and stress com-
ponents acting on an elementary free
body subject to transient motion in the
x co-ordinate direction.

Equations 10.28 and 10.29, on rearrangement and introduction of the strain–
displacement relations (equations 10.26 and 27), reduce to

�xx = −[(1 − �)/(0.5 − �)]G∂ux/∂x (10.30)

�xy = −G∂uy/∂x, �zx = −G∂uz/∂x (10.31)

In formulating governing equations for wave propagation, the requirement is to
account for the inertial force associated with passage of the wave. Consider the small
element of the body shown in Figure 10.9. If the net x-component of force on the
body is X per unit volume, introduction of the d’Alembert force � üx , in the sense
opposing the net force, produces the pseudo-equilibrium condition described by the
equation

X + � üx = 0

or

X = −� üx (10.32)

Similar expressions can be established for the other co-ordinate directions.
For the geomechanics convention for sense of positive stresses being used here, the

differential equations of equilibrium (equations 2.21), when combined with equation
10.32 (and similar equations for the other co-ordinate directions) become

∂�xx/∂x + ∂�xy/∂y + ∂�zx/∂z = X = −�∂2ux/∂t2

∂�xy/∂x + ∂�yy/∂y + ∂�yz/∂z = Y = −�∂2uy/∂t2 (10.33)

∂�zx/∂x + ∂�yz/∂y + ∂�zz/∂z = Z = −�∂2uz/∂t2

The definition of the plane wave, and equations 10.30 and 10.31, reduce equations
10.33 to

∂2ux/∂t2 = [(1 − �)/(0.5 − �)](G/� )(∂2ux/∂x2) = C2
p∂

2ux/∂x2 (10.34)

∂2uy/∂t2 = (G/� )∂2uy/∂t2 = C2
s ∂

2uy/∂x2

(10.35)
∂2uz/∂t2 = (G/� )∂2uz/∂t2 = C2

s ∂
2uz/∂x2

where

Cp = {[(1 − �)/(0.5 − �)](G/� )} 1
2

Cs = (G/� )
1
2

Equations 10.34 and 10.35 are the required differential equations describing tran-
sient particle motion during passage of a plane wave. The constants Cp and Cs ap-
pearing in the equations are wave propagation velocities. In a manner analogous to
the bar problem, the general solutions of the wave equations are found to be

ux = f1(x − Cpt) + F1(x + Cpt) (10.36)
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uy = f2(x − Cst) + F2(x + Cst)

uz = f3(x − Cst) + F3(x + Cst) (10.37)

As for the stress wave in a bar, each expression in equations 10.36 and 10.37 with ar-
gument (x − Ct) corresponds to a forward progressive wave, and each with argument
(x + Ct) to a backward progressive wave.

Equation 10.36 describes particle motion which is parallel to the direction of propa-
gation of the wave. Wave propagation occurs at a velocity Cp, given by the expression
in equation 10.34. The waves are called P waves, or primary or longitudinal waves.
Equations 10.37 describe particle motion which is transverse to the direction of wave
propagation. Wave propagation occurs at a velocity Cs, as defined in equations 10.35.
The waves are called S waves, or secondary or shear waves.

The expressions for P- and S-wave velocities indicate that, for � = 0.25, Cp/Cs =
1.73. Natural sources of wave motion normally generate both P and S waves. The
higher velocity of the P wave means that it is received at some observation point
remote from a wave source earlier than an S wave, allowing field identification of P-
and S-wave velocities. It therefore offers the possibility of ready determination of the
in situ dynamic elastic properties of rock masses.

Transmission of P and S waves in a non-homogeneous medium is subject to internal
reflection, in the manner determined for the bar wave. For the case of normal incidence
on an interface between domains with different elastic properties, an incident P wave
generates transmitted and reflected P waves. For these waves, stresses and particle
velocities can be calculated from expressions similar to equations 10.19–10.22, except
that the ratio of characteristic impedances np is given by

np = �2Cp2/�1Cp1

Similar considerations apply to an S wave, except that the relevant ratio of character-
istic impedances is now

ns = �2Cs2/�1Cs1

Oblique incidence of P and S waves at an interface between dissimilar materials
results in more complicated interaction than for normal incidence. Considering an
incident P wave, transmitted and reflected P waves are generated in the usual way. In
addition, transmitted and reflected S waves (called PS waves) are produced, i.e. the
interface acts as an apparent source for S waves. Similar considerations apply to an
incident S wave, which gives rise to SP waves, in addition to the usual transmitted
and reflected waves. As might be expected from the complexity of the wave motion
induced at the interface, there is no simple expression for calculating the intensities
of any of the transmitted and reflected waves.

10.3.3 Spherical and cylindrical waves
The mechanics of plane waves provides a useful basis for understanding wave prop-
agation in a three-dimensional body, such as a rock mass. Several important sources
of wave motion in rock are either cylindrical or concentrated, i.e. having a low
length/diameter ratio. Due to their symmetry, spherical and cylindrical sources can
be expected to produce spherically and cylindrically divergent P waves.
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In the description of the plane P wave, the differential equation of motion (equation
10.34) can be recast in the form

∂2ux/∂x2 = C2
p∂

2ux/∂t2 (10.38)

for which the general solution is of the type given in equation 10.36. The wave
equation, written in its most general form, may be expressed as

∂2�/∂x2 + ∂2�/∂y2 + ∂2�/∂z2 = (1/C2)∂2�/∂t2 (10.39)

where the nature of the variable � is determined by the fundamental particle motion
associated with passage of the wave. For a P wave, the parameter is the volumetric
strain, or dilatation, �.

In spherical polar co-ordinates, the governing equation for a spherically divergent
P wave is shown by Kolsky (1963) to take the form

∂2(rur )/∂r2 − 2rur/r2 = (
1/C2

p

)
∂2(rur )/∂t2 (10.40)

where r is the spherical co-ordinate radius. The general solution of equation 10.40
can be readily verified to be of the form

ur = (1/r ) f ′(r − Cpt) − (1/r2) f (r − Cpt) (10.41)

where f is some arbitrary function, and f ′ its first derivative with respect to the
argument (r − Cpt). The form of equation 10.41 indicates that remote from the wave
source (when 1/r � 1/r2), the term in f ′ predominates, and the spherical wave
solution is approximated by

ur = (1/r ) f ′(r − Cpt) (10.42)

As discussed for the bar wave, for an elastic medium the wave function is invariant
with respect to the local co-ordinate of the propagating wave, in this case (r − Cpt).
Equation 10.42 therefore implies that for the spherically divergent wave

ur ∝ 1/r (10.43)

For a long cylindrical source, the wave equation takes the form

∂2
(
r1/2ur

)
/∂r2 − 3

4

(
r1/2ur/r2

) = (
1/C2

p

)
∂2

(
r1/2ur

)
/∂t2 (10.44)

There appears to be no completely general solution to this equation. For the case
where r is large, equation 10.44 is approximated by

∂2
(
r1/2ur

)
/∂r2 = (

1/C2
p

)
∂2

(
r1/2ur

)
/∂t2

which, by comparison with the one-dimensional wave equation 10.38 and its solution,
equation 10.36, has the solution

r1/2ur = f (r − Cpt) (10.45)
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This implies that, for the cylindrically divergent wave

ur ∝ 1/r1/2 (10.46)

10.4 Spherical cavity in a hydrostatic stress field

The purpose in this section is to examine the relative magnitudes of the static and
dynamic stresses associated with creating an excavation, to illustrate methods of
evaluating released and excess energy, and to correlate the dynamic stresses with
excess energy magnitude. The reason for choosing a spherical opening for study
is that the problem is analytically tractable. A two-dimensional problem, such as a
cylindrical excavation, cannot be treated productively due to the lack of a closed form
solution for the response to a step increase in pressure to the internal surface of the
hole. The problem of the spherical opening has been considered by Hopkins (1960),
Timoshenko and Goodier (1970), and Bray (1979), on whose work the following
discussion is based.

Figure 10.10 shows a diametral section of a spherical opening, of radius a, in a
medium subject to a hydrostatic far-field stress, of magnitude p. Relative to spherical
polar (r, �, �) co-ordinate axes, total stresses after excavation and excavation-induced
displacement are given, according to Poulos and Davis (1974), by

�rr = p[1 − (a3/r3)]

��� = ��� = p[1 + (a3/2r3)] (10.47)

�r� = �r� = ��� = 0

ur = −pa3/4Gr2 (10.48)

u� = u� = 0

Figure 10.10 Diametral section
through a sphere in a medium subject
to hydrostatic stress.
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Determination of the energy changes associated with the excavation of the open-
ing requires estimation of work done by surface forces acting through induced dis-
placements. Consider first the case of gradual excavation. At the excavation surface
Sa(r = a), the radial pressure drops from p to zero, while the radial displacement is
given by

ur = −pa/4G

i.e. the induced displacement is directed radially inward.
The work W1 done by the surface Sa against the support forces within Sa during

their gradual reduction is the product of the average radial force and displacement;
i.e.

W1 = 4�a2 × p/2 × pa/4G = �p2a3/2G (10.49)

In the far field, excavation-induced displacement is diminishingly small, but the area
affected is large, so the work done cannot be disregarded. Consider a spherical surface
SR in the medium, of radius R, and concentric with the opening. In the process of
excavating the opening, the radial stress on the spherical surface drops from p to
p[1 − (a3/R3)], and the corresponding radial displacement uR is −pa3/4G R2. The
work W2 done on the surface SR by the exterior rock during the induced displacement
is given by the product of the average radial force and displacement; i.e.

W2 = 4�R2 × 1/2 {p + p[1− (a3/R3)]} (pa3/4G R2) = (�p2a3/G)[1− (a3/2R3)]

(10.50)

For the case of a remote surface, i.e. as R → ∞, equation 10.50 becomes

W2 = �p2a3/G (10.51)

The increase in the static strain energy, �Ws, around the excavation is given by the
difference between the work done on the rock medium at the remote surfaces, and
the work done at the excavation surface by the medium against the support forces;
i.e.

�Ws = W2 − W1 = �p2a3/2G (10.52)

The energy released by excavating the opening is given by the complementary work
done at the boundaries during their pseudo-static displacement; i.e.

Wr = W1 = �p2a3/2G (10.53)

In the case of sudden generation of the spherical opening, the surface Sa will do
no work during its radial displacement. Excess energy, We, present in the excavation
peripheral rock, is expressed as a spherical stress wave which propagates away from
the opening, so that the final conditions in the medium are identical to those for the
case of gradual excavation. Thus, the increase in static strain energy �Ws is identical
to that given by equation 10.52. Also, the work W2 done at the far-field surface SR
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is independent of the method of excavating the cavity. Therefore the excess energy
We associated with the spherical stress wave is obtained from equations 10.51 and
10.52, i.e.

We = (�p2a3/G) − (�p2a3/2G) = �p2a3/2G (10.54)

Equation 10.54 defining the excess energy, is identical to equation 10.53 defining
the released energy. We is therefore confirmed to be the energy imbalance which
arises from the impulsive unloading of a rock internal surface to form a traction free
excavation surface.

In order to relate the excess energy to the magnitudes of the dynamic stresses
induced by sudden excavation, it is necessary to consider details of wave propagation
in an elastic medium. Corresponding to the differential equations of equilibrium for
a static problem are the differential equations of motion for a dynamic problem. For
the spherically symmetric problem, the equation of motion (equation 10.40) may be
written as

∂2ur/∂r2 + (2/r )∂ur/∂r − 2ur/r2 = (
1/C2

p

)
∂2ur/∂t2 (10.55)

where Cp is the longitudinal wave velocity.
For the diverging wave, i.e. propagating radially outwards, the general solution to

equation 10.55 is of the form

ur = (1/r ) f ′(r − Cpt) − (1/r2) f (r − Cpt) (10.56)

where the nature of the function f is chosen to satisfy the initial and boundary con-
ditions for a particular problem. Sharpe (1942) established a solution for equation
10.56 for the case of a varying pressure p(t) applied to the surface of a spher-
ical cavity, of radius a. For an exponentially decaying applied internal pressure,
given by

p(t) = p0 exp(−�t)

Sharpe found that the function f satisfying equation 10.56 is given by

f = exp(−�0T )(A cos 	0T + B sin 	0T ) − A exp(−�T ) (10.57)

where

�0 = (Cp/a)[(1 − 2�)/(1 − �)]

	0 = (Cp/a)[(1 − 2�)1/2/(1 − �)]

T = t − [(r − a)/Cp]

A = P0a/
{
�
[
	2

0 + (�0 − �)2
]}

(10.58)

B = A(�0 − �)/	0 (10.59)

For the case of a spherical opening suddenly developed in a medium subject to
hydrostatic stress p, the induced displacement field can be determined from Sharpe’s
solution by putting p0 = −p and � = 0. This satisfies the required boundary condition
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that the excavation boundary be traction free, for t > 0. Simplifying the expressions
for the case � = 0, equations 10.58 and 10.59 yield

A = −a3 p/4G

B = −(1 − 2�)1/2a3 p/4G

The expression for f (equation 10.57) then becomes

f = (−a3 p/4G) exp(−�0T )[cos 	0T + (1 − 2�)1/2 sin 	0T ] + (a3 p/4G)
(10.60)

The various partial derivatives of the function f required to establish displacement
and strain components around the spherical opening are given by

f ′ = −(1 − 2�)1/2(a2 p/2G) exp(−�0T ) sin 	0T (10.61)

f ′′ = [(1 − 2�)/(1 − �)](ap/2G) exp(−�0T )[cos 	0T − (1 − 2�)1/2 sin 	0T ]

(10.62)

Since the radial displacement is given by

ur = (1/r ) f ′ − (1/r2) f

the strain components are given, for the spherically symmetric problem, by

εrr = −∂ur/∂r = (2/r2) f ′ − (1/r ) f ′′ − (2/r3) f (10.63)

ε�� = −ur/r = (1/r3) f − (1/r2) f ′ (10.64)

The total stresses in the medium are obtained directly from the induced strains, through
application of the stress–strain relations and superposition of the field stresses; i.e.

�rr = 
� + 2Gεrr + p (10.65)

��� = 
� + 2Gε�� + p (10.66)

where

� = εrr + 2ε��

Introduction of the expressions for εrr and ε�� in equations 10.65 and 10.66, and sub-
sequent substitution of the expressions for the function f and its derivatives (equations
10.60, 10.61 and 10.62), produce, after some simplification

�rr = pe−�0T

[(
a3

r3
− a

r

)
cos 	0T +

(
a

r
+ a3

r3
− 2a2

r2

)
(1 − 2�)1/2 sin 	0T

]

+ p

(
1 − a3

r3

)
(10.67)

��� = pe−�0T

[
−

(
�

(1 − �)

a

r
+ a3

2r3

)
cos 	0T +

(
�

(1 − �)

a

r
− a3

2r3
+ a2

r2

)

∗(1 − 2�)1/2 sin 	0T

]
+ p

(
1 + a3

2r3

)
(10.68)
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Figure 10.11 Temporal variation of
boundary stress around a sphere sud-
denly excavated in a hydrostatic stress
field.

Inspection of equations 10.67 and 10.68 shows that, at a relatively long elapsed time
after excavation of the opening, the exponential terms vanish, and the static elastic
solution is recovered. Equation 10.67 also indicates that, for r = a, �rr is identically
zero, demonstrating that the boundary condition at the surface of the spherical opening
is satisfied by the solution. It is also noted that, in each of equations 10.67 and 10.68,
the first term on the right-hand side corresponds to the dynamic stress, and the second
term to the static stress.

Insight into the magnitudes of the dynamic stresses and their temporal and local
variations can be obtained directly from equations 10.67 and 10.68. The parameter
T , which is the local reference time for a point in the medium, is defined by

T = t − [(r − a)/Cp] = (a/Cp)[(Cpt/a) − (r/a) + 1]

Therefore the parameters �0T and 	0T in equation 10.68 become

�0T = [(1 − 2�)/(1 − �)][(Cp/a) − (r/a) + 1]

	0T = [(1 − 2�)1/2/(1 − �)][(Cpt/a) − (r/a) + 1]

The case a = 1 m, � = 0.25, has been used to determine the temporal variation
of the circumferential boundary stress, and the radial variation of the radial and
circumferential stresses, at various elapsed times after the instantaneous generation
of the spherical cavity. The temporal variation of the boundary stress ratio, shown
graphically in Figure 10.11, indicates that ���/p decreases from its ambient value of
unity immediately after creating the opening. The boundary stress ratio then increases
rapidly to a maximum value of 1.72, at a scaled elapsed time which corresponds to
the maximum radially inward displacement of the cavity surface. The boundary stress
ratio subsequently relaxes, in a manner resembling an over-damped elastic vibration,
to achieve the static value of 1.50. The transient over-stress at the boundary, which
is about 15% of the final static value, is not insignificant. It is also observed that
transient effects at the excavation boundary are effectively completed at a scaled
time of about 8, corresponding, for Cp = 5000 ms−1, to a real elapsed time of about
1.6 ms.

The radial variations of the radial-and circumferential stress ratios, shown in
Figure 10.12, confirm that the excavation process initiates a stress wave at the cavity
surface. This radiates through the medium at the longitudinal wave velocity, before
subsequent achievement of the static radial and circumferential stress distributions
around the opening. This general view, that the excess energy mobilised locally by the
sudden reduction of the surface forces, must be propagated to the far field to establish
local equilibrium, is entirely compatible with earlier considerations of mining-induced
energy changes.

10.5 General determination of released and excess energy

In later discussion, it is shown that empirical relations can be established between
released energy and the occurrence of crushing and instability around excavations.
The preceding discussion indicated the relation between transient under-stressing
and overstressing of the medium surrounding a suddenly developed excavation, and
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Figure 10.12 Distribution of ra-
dial and circumferential stress after
elapsed times of (a) a/Cp and (b)
2a/Cp, around a sphere suddenly ex-
cavated in a hydrostatic stress field.

the excess energy mobilised at the excavation surface. Further, consideration of the
sudden development of a spherical cavity showed that excess elastic strain energy is
propagated radially as a stress wave, at the P-wave velocity. For arbitrarily shaped
excavations, the nature of the energy propagation must be more complex. This can
be readily inferred from the case of development of a narrow excavation in a medium
subject to pure shear stress, as illustrated in Figure 10.13. It can be readily appreciated
that sudden creation of the slot will cause transverse displacement of the long surfaces
of the excavation. The excess energy in this instance would be generated exclusively
by transverse tractions and displacements, and it is suggested that energy propagation
would occur via transverse, or S waves.

Calculation of the excess energy and energy released by excavation, for arbitrarily
shaped openings, requires the use of a suitable computational method. The boundary
element method is ideal for this purpose, since the solution procedure is formulated in
terms of tractions and displacements induced at excavation surfaces by the mining pro-
cess. Its other advantage is that no arbitrary surfaces, such as occur with finite element
and finite difference methods, are introduced in the solution domain. The calculated
energy changes are thus truly appropriate for an infinite or a semi-infinite body.

Figure 10.13 Effect of excavation of
a narrow slot in a medium subject to
pure shear stress.
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Figure 10.14 Problem geometry
for determination of released en-
ergy from excavation-induced trac-
tions and displacements.

The nature of the problem to be solved is illustrated in Figure 10.14. Figure 10.14a
illustrates a body of rock, subject to field stresses pxx , pyy, pxy , in which it is proposed
to excavate an opening whose surface is S. Prior to excavation, any point on the surface
S is subject to tractions tx , ty . For any corresponding point on the complementary
surface S′ which lies immediately within S and includes the material to be excavated,
as shown in Figure 10.14b, the pre-mining tractions are t ′

x , t ′
y , and these are related to

tx , ty by the equations

tx + t ′
x = 0, ty + t ′

y = 0 (10.69)

Excavation of the material within S′ is mechanically equivalent to applying a set
of tractions txi , tyi on S, and simultaneously inducing a set of displacements uxi , uyi .
The magnitudes of the applied tractions are such as to make the surface S traction-free
after excavation; i.e.

txi + tx = 0, tyi + ty = 0 (10.70)

When the excavation is created gradually, the surface S does work on the material
within S′, as the tractions on S′ are gradually reduced to zero. The work, Wi , done
by S against the tractions applied by S′ is calculated from the average force and the
displacement through which it acts; i.e.

Wi = 1

2

∫
s
(t ′

x uxi + t ′
yuyi ) dS (10.71)

From equations 10.69 and 10.70 it is seen that

t ′
x = txi , t ′

y = tyi

so that equation 10.71 becomes

Wi = 1

2

∫
s
(tx uxi + tyuyi ) dS
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Figure 10.15 Problem geometry for
determination of released energy for
an incremental increase in a mined
void.

When the excavation is created suddenly, the surface S does no work against the
forces applied to it by the interior material, and the work potential Wi is expressed
as excess energy at the excavation periphery. Therefore, for an excavation of arbi-
trary shape, the excess energy and the released energy are obtained directly from the
excavation-induced tractions and displacements, i.e.

We = Wr = 1

2

∫
s
(tx uxi + tyuyi ) dS (10.72)

Also, since the excess energy is mobilised at the excavation surface, this acts as the
source for P and S waves, which radiate through the rock mass.

In mining small excavations, such as drives and crosscuts, the practice is to generate
the complete excavation cross section rapidly, in an incremental longitudinal extension
of the opening. For the ore production excavations used in extracting an orebody, it
is unusual for a complete stope to be mined instantaneously. The interest then is
in the energy release rate for increments of extraction of the stope. Referring to
Figure 10.15, the surface of the volume increment of excavation acts as a source for
energy release. The area rate of energy release, dWr/dS, becomes a more appropriate
measure of the intensity of energy release. If the orebody is geometrically regular, e.g.
of uniform thickness, the volume rate of energy release, dWr/dV , is an index of the
specific energy available for local crushing of rock around the excavation boundary.
The value of this index is that it has the same dimensions as strain energy density,
and therefore the same dimensions as stress.

The computational determination of Wr and its derivates is a simple matter using the
boundary element method of analysis. It is a trivial exercise to integrate, numerically,
the products of induced tractions and displacements over the surface of an excavation.
If this is repeated for the successive stages of excavation, the released energy �Wr

for an incremental increase in a mined void is obtained simply from the difference of
the successive total amounts of released energy. The incremental area �S or volume
�V of excavation is provided by the successive stages of the problem geometry, so
that the derivates dWr/dS or dWr/dV are obtained directly.
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10.6 Mine stability and rockbursts

In considering mine global stability, the concern is comprehensive control of rock
mass displacement throughout the mine near-field domain. Assurance of mine global
stability must be based on the principles of stability of equilibrium well known in
basic engineering mechanics. They are discussed in detail in texts by Croll and Walker
(1973) and Thompson and Hunt (1973). Essentially, the requirement is to make sure
that any small change in the equilibrium state of loading in a structure cannot pro-
voke a sudden release of energy or large change in the geometry of the structure.
In a mine structure, small perturbations might be caused by a small increase in the
mined volume, transient displacements caused by blasting, or an episodic local fail-
ure. Increasing depth of mining, resulting in increased states of stress relative to rock
strength, or the need for increased extraction ratios from near-surface orebodies, both
promote the possibility of mine global instability. Under these circumstances, ana-
lytical techniques to identify the potential for mine instability and design concepts
which will prevent the development of instability become important components of
mining rock mechanics practice.

A general procedure for determining the state of equilibrium in a system is de-
scribed by Schofield and Wroth (1968). The concepts are indicated schematically in
Figure 10.16, where a body is in equilibrium under a set of applied forces Pi . Suppose
a set of small, probing loads, �Pj , is applied at various parts of the structure, resulting
in a set of displacements, �U j . The work done by the small probing forces acting
through the incremental displacements is given by

Ẅ = 1
2��Pj�U j (10.73)

In this expression, Ẅ represents the second order variation of the total potential energy
of the system. The following states of equilibrium are identified by the algebraic value
of Ẅ :

(a) Ẅ > 0 stable equilibrium

(b) Ẅ = 0 neutral equilibrium (10.74)

(c) Ẅ < 0 unstable equilibrium

Figure 10.16 Probing the state of
equilibrium of a body under load.
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Figure 10.17 (a) Schematic repre-
sentation of the loading of a rock spec-
imen in a testing machine; (b) load–
displacement characteristics of spring
and specimen; (c) specimen stiffness
throughout the complete deformation
range (from Salamon, 1970).

Using these definitions and a suitable analytical or computational model of a mine
structure, it is possible, in theory at least, to assess the stability of an equilibrium
state, by notional probing to determine the algebraic value of Ẅ .

Unstable equilibrium in a rock mass leads to unstable deformation, seismic events
and seismic emissions from the source of the instability. Where a seismic event results
in damage to rock around mine excavations it is conventionally called a rockburst.
It is generally recognised (Gibowicz, 1988) that there are two modes of rock mass
deformation leading to instability and mine seismicity. One mode of instability in-
volves crushing of the rock mass, and typically occurs in pillars or close to excavation
boundaries. The second mode involves slip on natural or mining-induced planes of
weakness, and usually occurs on the scale of a mine panel or district rather than on
the excavation or pillar scale for the first mode.

10.7 Instability due to pillar crushing

Conditions for the crushing mode of instability in a mine structure arise in the post-
peak range of the stress–strain behaviour of the rock mass. This aspect of rock de-
formation under load has been discussed in section 4.3.7. Cook (1965) recognised
that rockbursts represent a problem of unstable equilibrium in a mine structure. He
subsequently discussed the significance, for mine stability, of the post-peak behaviour
of a body of rock in compression (Cook, 1967b). In the discussion in section 4.3.7,
the term ‘strain-softening’ was used to denote the decreasing resistance of a specimen
to load, at increasing axial deformation. It appears that much of the macroscopic soft-
ening that is observed in compression tests on frictional materials can be accounted
for by geometric effects. These are associated with the distinct zones of rigid and
plastic behaviour which exist in the cracked rock in the post-peak state (Drescher and
Vardoulakis, 1982). Notwithstanding the gross simplification involved in the strain-
softening model of rock deformation, it is useful in examination of the mechanics of
unstable deformation in rock masses.

The simplest problem of rock stability to consider is loading of a rock specimen in
a conventional testing machine, as was discussed in an introductory way in section
4.3.7. The problem is represented schematically in Figure 10.17a, and has been dis-
cussed in detail by Salamon (1970). Figure 10.17b illustrates the load–displacement
performance characteristics of the testing machine (represented as a spring) and the
specimen. Adopting the convention that compressive forces are positive, the load
(P) – convergence (S) characteristics of the rock specimen and the spring may be
expressed by

Pr = f (S) (10.75)

and

Ps = k(� − S) (10.76)

where the subscripts r and s refer to the rock and spring respectively, and � is the
displacement of the point O1 on the spring. The specification of spring performance
in equation 10.76 implies that spring stiffness k is positive by definition.
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Figure 10.18 A mine pillar treated
as a deformable element in a soft load-
ing system, represented by the country
rock.

For equilibrium at some stage of loading of the specimen through the spring, the net
force at the rock–spring interface (i.e. Pr − Ps) must be zero. Suppose the equilibrium
is probed by applying a small external force at the point O2 in Figure 10.17a, causing
an incremental convergence �S. From equations 10.75 and 10.76, the incremental
changes in the forces in the rock and the spring are given by

�Pr = f ′(S)�S = 
�S

where 
 is the slope of the specimen force–displacement characteristic, defined in
Figure 10.17c, and

�Ps = −k�S

Thus the net probing force causing an incremental displacement �S is given by

�P = �Pr − �Ps = (k + 
)�S (10.77)

Equation 10.77 relates applied external force to the associated convergence in the
system, so that (k + 
) can be interpreted as the effective stiffness of the spring–
specimen system. The criterion for stability, defined by inequality (a) in expression
10.74, is that the virtual work term Ẅ , given by

Ẅ = 1

2
�P�S = 1

2
(k + 
)�S2 (10.78)

be greater than zero. Thus equation 10.78 indicates that stable equilibrium of the
spring–specimen system is assured if

k + 
 > 0 (10.79)

A similar procedure may be followed in assessing the global stability of a mine
structure, as has been described by Brady (1981). Figure 10.18 represents a simple
stoping block, in which two stopes have been mined to generate a single central pillar.
The mine domain exists within an infinite or semi-infinite body of rock, whose remote
surface is described by S∞. Suppose a set of probing loads [�r] is applied at various
points in the pillar and mine near field, inducing a set of displacements [�u] at these
points. The global stability criterion expressed by the inequality (a) in equation 10.74
then becomes

[�u]T [�r] > 0 (10.80)

In general, incremental displacements [�u] at discrete points in a rock mass may
be related to applied external forces [�r] by an expression of the form

[Kg] [�u] = [�r] (10.81)

where [Kg] is the global (or tangent) stiffness matrix for the system. The stability
criterion given by equation 10.80 is then expressed by

[�u]T [Kg] [�u] > 0 (10.82)
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The term on the left of the inequality in expression 10.82 is a quadratic form in the
vector [�u], and represents the virtual work term Ẅ defined by equation 10.73. From
the theory of quadratic forms ( Jennings, 1977), the requirement that W be positive is
equivalent to the condition that the global stiffness matrix be positive definite. This is
assured if all principal minors of [Kg] are positive. The value of any principal minor
of a matrix is obtained by omitting any number of corresponding rows and columns
from the matrix, and evaluating the resultant determinant. In particular, each element
of the principal diagonal of the global stiffness matrix is, individually, a principal
minor of the matrix. Thus, a specific requirement for stability is that all elements of
the principal diagonal of [Kg] be positive.

Techniques for practical assessment of mine global stability have been proposed
by Starfield and Fairhurst (1968) and Salamon (1970). Both techniques relate to
the geometrically simple case of stope-and-pillar layouts in a stratiform orebody,
and can be shown readily to be particular forms of the criterion expressed by equa-
tion 10.82, involving the positive definiteness of [Kg]. Starfield and Fairhurst pro-
posed that the inequality 10.79 be used to establish the stability of individual pillars
in a stratiform orebody, and therefore to assess the stability of the complete mine
structure. Mine pillars are loaded by mining-induced displacement of the country
rock, which are resisted by the pillar rock. The country rock therefore represents
the spring in the loading system illustrated in Figure 10.17a, and the pillar repre-
sents the specimen. For a mining layout consisting of several stopes and pillars,
the stiffness of pillar i, 
i , replaces 
 in inequality 10.79, while the correspond-
ing local stiffness, k�i , replaces k. Mine global stability is then assured if, for all
pillars i

k�i + 
i > 0 (10.83)

It is to be noted, from Figure 10.17c, that in the elastic range of pillar performance,

i is positive, and for elastic performance of the abutting country rock, k�i is positive
by definition. Pillar instability is liable to occur when 
i is negative, in the post-peak
range, and |
i | > k�i .

In an alternative formulation of a procedure for mine stability analysis, Salamon
(1970) represented the deformation characteristics of the country rock enclosing a
set of pillars by a matrix [K] of stiffness coefficients. The performance of pillars
was represented by a matrix [�], in which the leading diagonal consists of individual
pillar stiffnesses 
i and all other elements are zero. Following the procedure used to
develop equation 10.82, Salamon showed that the mine structure is stable if [K + �]
is positive definite. Brady and Brown (1981) showed that, for a stratiform orebody,
this condition closely approximates that given by the inequality 10.83, when this is
applied for all pillars.

In assessing the stability of a mine structure by repetitive application of the pillar
stability criterion (inequality 10.83), the required information consists of the post-peak
stiffnesses of the pillars, and the mine local stiffnesses at the various pillar positions.
It must be emphasised that the idea that the post-peak deformation of a pillar can
be described by a characteristic stiffness, 
′, is a gross simplification introduced for
the sake of analytical convenience. The idea is retained for the present discussion,
because it presents a practical method of making a first estimate of pillar and mine
stability, for geometrically regular mine structures.
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Figure 10.19 Stress–strain curves
for specimens of Tennessee Marble
with various length/diameter (L/D)
ratios (after Starfield and Wawersik,
1972).

The assumption is made in this treatment that the post-peak pillar stiffness, 
′,
is determined by the pillar elastic stiffness, 
, and the pillar geometry. It is found
in laboratory tests on intact rock specimens, such as those for which the results are
presented in Figure 10.19, that the ratio 
/
′ decreases (becomes more negative) as
the diameter/length ratio increases, corresponding to a change from steep to flat post-
peak behaviour. Thus, the procedure in determining pillar stability is to calculate mine
local stiffness k�, and pillar elastic stiffness 
, estimate pillar post-failure stiffness 
′,
and hence determine the stability index k� + 
′.

Brady and Brown (1981) used a direct formulation of the boundary element method
to determine mine local stiffness and pillar stiffness in the elastic range. Ratios of
elastic/post-peak stiffness ratios for pillars of various width/height ratios were esti-
mated from published data on laboratory specimens and from large-scale field tests.
The results are presented in Figure 10.20. In order to establish the conditions under
which the criterion for stability may be satisfied in practice, a series of stoping lay-
outs was designed to achieve 75% extraction from a uniform stratiform orebody of
8 m thickness. Values of the pillar stability index, k� = 
′, were estimated for the
central pillar in stoping panels consisting of six stopes and five pillars. The pillar
width/height ratio varied from 0.5 to 2.0, and stope spans from 12 m to 48 m, to
provide the required extraction ratio. The results of computation of the pillar stability
index are plotted in Figure 10.21. The plot suggests that pillar failure at any pillar
width/height ratio may result in instability. This condition arises because mine local
stiffness increases relatively slowly with decrease in stope span, and the country rock
is therefore always readily deformable in comparison with the pillar. The inference
from Figure 10.21 is that for massive orebody rock with the same elastic properties as
the country rock, any pillar failures may result in instability, whatever the extraction
ratio or pillar dimensions.

Another conclusion concerns the conditions under which stable pillar failure might
be expected. For massive orebody and country rocks, it was suggested that unstable
performance might not be possible, at a pillar width/height ratio of 0.5, if the orebody
rock had a Young’s modulus one-third that of the country rock. (The selected pillar
width/height ratio of 0.5 was introduced, since it represents a general lower practical
limit of pillar relative dimensions for effective performance in open stoping.)

The preceding conclusions apply in cases in which pillar failure occurs by the
generation of new fractures in massive pillar rock. It is clear, however, that the post-
peak deformation behaviour of rock and rock-like media is modified significantly by
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Figure 10.20 Elastic/post-peak
stiffness ratios, for rock specimens
and model pillars (after Brady and
Brown, 1981).

Figure 10.21 Variation of pillar sta-
bility index with pillar width/ height
ratio (after Brady and Brown, 1981).
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the presence of natural discontinuities. This is demonstrated in Figure 10.20, where
the stiffness ratios for various jointed specimens are seen to be quite different from that
for an unjointed specimen. As demonstrated in Figure 10.21, various joint patterns
lead to a positive value of a pillar stability index, for a pillar width/height ratio of
0.5. It can be readily inferred, from the shape of the accompanying plots in Figure
10.21, that stable post-peak behaviour is assured at higher pillar width/height ratios.
The results as presented imply that the natural discontinuities in a rock mass have
a dominant effect on the post-peak deformation properties of the medium, and may
control the potential for mine global instability. In general, joint sets and other features
oriented to favour slip during the process of development of new fractures in a pillar
can be expected to lead to stable yield of the pillar.

Analysis of mine stability for geometrically irregular mine structures is not
amenable to simplification in the way described for the structures developed in strati-
form orebodies. It is possible that a general computational method for global stability
analysis may be formulated by incorporation of the localisation theories of Rudnicki
and Rice (1975) and Vardoulakis (1979) in some linked computational scheme.

10.8 Thin tabular excavations

Interest in thin, tabular excavations arises since they are common and industrially
important sources of ore. They are generated when coal seams or reef ore deposits are
mined by longwall methods. Energy release has been studied extensively in relation
to the mining of South African gold reefs, where, at the mining depths worked,
static stresses are sufficient to cause extensive rock mass fracture around production
excavations. Many of the original ideas associated with energy release evolved from
studies of problems in deep mining in South Africa. For example, Hodgson and
Joughin (1967) produced data on the relation between ground control problems in
and adjacent to working areas in stopes and the rate of energy release. Some of these
notions of the mining significance of energy release appear to have developed from
macroscopic application of the principles of Griffith crack theory.

The conventional treatment of a thin tabular excavation such as that by Cook
(1967a), considers it as a parallel-sided slit, as shown in Figure 10.22. Sneddon
(1946) showed that the mining-induced displacements of points on the upper and

Figure 10.22 Representation of a
narrow mine opening as a narrow slot.
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lower surfaces of the excavation are given by

uy = ±[(1 − �)/G]p[(L2/4) − x2]1/2 (10.84)

where the negative sign corresponds to the upper excavation surface, and L is the
stope span.

Using the methods described previously, it is readily shown that the released energy
and the excess energy are given by

Wr = We = [(1 − �)/8G]�L2 p2 (10.85)

Bray (1979) showed that the increase in static strain energy, �Ws, is also given by
equation 10.85.

The expressions for Wr, We and �Ws (equation 10.85) apply up to the stage where
the excavation remains open, i.e. until convergence between the footwall and hang-
ingwall sides of the stope produces contact. This occurs when the convergence at
midspan is equal to the mined stope height H . From equation 10.84, the critical span
L0 at which contact occurs is given by

H = [2(1 − �)/G]pL0/2

or

L0 = G H/(1 − �)p (10.86)

At this stage, the released energy Wr and stored strain energy �Ws are given by

Wr = �Ws = (�/8)pL0 H

As was noted earlier, the total released energy and strain energy increase are of
limited practical significance, since a complete stope is not generated instantaneously.
Mining interest is, instead, in the energy changes for incremental extension of the
stope. Thus, while a stope remains open

dWr/dL = [(1 − �)/4G]�Lp2 (10.87)

For stoping spans greater than the critical span L0, Bray (1979) showed that Wr

approaches asymptotically to the expression

Wr = L H p (10.88)

while �Ws approaches the maximum value

�Ws max = �H L0 P/4 (10.89)

Therefore the incremental rates of energy storage and release are given by

dWr/dL = H p
(10.90)

d�Ws/dL = 0

The nature of equations 10.90 indicates the key mechanical principle involved in
longwall mining. If it were possible to mine a narrow orebody as a partially closed,
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Figure 10.23 Schematic represen-
tation of the advance of the active
zone in a longwall stope, after wall
convergence.

advancing single slot, mining would occur under steady-state conditions. There would
be no increase in stored strain energy and a constant rate of energy release. The process
is equivalent to translation of a locally active domain (the stope face and its immediate
environs) through the rock mass, as shown in Figure 10.23. There is no increase in
stored strain energy since previously destressed rock is recompressed, by the advance
of mining, to a state which would eventually approach, theoretically, its pre-mining
state.

Unfortunately, the provision of sufficient work spaces to sustain the typical pro-
duction rates required from a highly capitalised mine, requires that a tabular orebody
cannot be mined as a single, advancing slot. When longwall stopes advance towards
one another, high rates of energy release are generated by interaction between the
respective zones of influence of the excavations. Energy release rates for these types
of mining layouts, which also usually involve slightly more complex dispositions of
stope panels in the plane of the orebody, are best determined computationally. The
face element method described by Salamon (1964), which is a version of the boundary
element method, has been used extensively to estimate energy changes for various
mining geometries.

Cook (1978) published a comprehensive correlation between calculated rates of
energy release and the observed response of rock to mining activity, for a num-
ber of deep, South African mining operations. The information is summarised in
Figure 10.24. The data indicate a marked deterioration of ground conditions around
work places in longwall stopes as the volume rate of energy release, dWr/dV , in-
creases. The inference is that the energy release rate may be used as a basis for
evaluation of different mining layouts and extraction sequences, and as a guide to the
type of local support required for ground control in working places.

In studies similar to those of gold reef extraction, Crouch and Fairhurst (1973)
investigated the origin of coal mine bumps. They concluded that bumps could be
related to energy release during pillar yielding. It was suggested also that a boundary
element method of analysis, similar in principle to the face element method, could be
used to assess the relative merits of different extraction sequences.

10.9 Instability due to fault slip

The mechanism of mine instability considered previously results from the constitu-
tive behaviour of the rock material, and may involve shearing, splitting or crushing
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Figure 10.24 Relation between fre-
quency of rockbursts, local ground
conditions, and energy release rate in
longwall mining of gold reefs (after
Cook, 1978).

of the intact rock. In hard rock mines, in addition to unstable material rupture, mine
instability and seismicity may arise from unstable slip on planes of weakness such
as faults or low-strength contacts between dykes and the country rock. For exam-
ple, Stiller et al. (1983) record the similarity between many mine seismic events and
natural earthquakes in terms of the seismic signatures associated with the various
events. Rorke and Roering (1984) report first motion studies which suggest a source
mechanism involving shear motion. A dominant role for unstable fault slip as the
source of rockbursts has been proposed by Spottiswoode (1984), and is supported by
interpretation of field observations of rock mass deformation attending rockbursts
reported by Ortlepp (1978). Confirming the observations by Ortlepp, Gay and
Ortlepp (1979) described in detail the character of faults induced by mining on which
clear indications of recent shear displacement were expressed. The relation between
rockbursts involving a crushing mode of rock mass deformation and those involving
fault slip has been discussed by Ryder (1987).

The mechanics of unstable slip on a plane of weakness such as a fault has been
considered by Rice (1983). The interaction between two blocks subject to relative
shear displacement at their contact surface is shown in Figure 10.25. The spring of
stiffness, k, in Figure 10.25a represents the stiffness of the surrounding rock mass, and
the stress–displacement curve for the slider models the non-linear constitutive relation
for the fault surface. In Figure 10.25b, the spring stiffness is greater than the slope
of the post-peak segment of the load–displacement curve for the fault. This permits
stable loading and displacement of the fault in this range. Figure 10.25c represents
loading through a softer spring. In this case, the notional equilibrium position is
unstable, and dynamic instability is indicated.

To determine the final equilibrium position in the spring–slider system after unsta-
ble slip, it is necessary to consider the energy changes associated with the unstable
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Figure 10.25 Conditions for stable
and unstable slip in a single-degree-
of-freedom spring–slider fault model
(after Rice, 1983).

motion. The area between the load–displacement curves for the spring and joint rep-
resents the energy released in the form of kinetic energy. In Figure 10.25d, if the final
state of equilibrium is taken as point E, the energy released in block motion from A to
B must be dissipated in various forms of damping. If the damping is due to frictional
dissipation in the slider, the final state E is achieved by unloading along the slider’s
steep force–displacement curve.

This model of rock mass instability requires that the potential slip surface ex-
hibit peak-residual behaviour, as discussed in section 4.7. Thus, in an analysis for
prospective rock mass instability, joint deformation involving displacement weaken-
ing, described by schemes such as the Barton–Bandis formulation or the continuous
yielding model, must be taken into account. However, for faults which are at a resid-
ual state of shear strength, the displacement-weakening model is not tenable, and
alternative concepts of unstable deformation must be considered.

The velocity dependence of the coefficient of friction for sliding surfaces has been
known for many years (Wells, 1929). The proposal that a coefficient of dynamic fric-
tion for a fault less than the static coefficient was the cause of earthquake instabilities
was made by Brace and Byerlee (1966). It was proposed that the static shear strength
of a fault surface is defined by

�s = �s�n (10.91)

where �s is the coefficient of static friction.
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The dynamic resistance to slip, �d, is taken to be described by

�d = �d�n (10.92)

where �d is the coefficient of dynamic friction.
Evaluation of equations 10.91 and 10.92 indicates a ‘stress drop’, given by (�s − �d),

in the transition from static to dynamic conditions on a fault subject to frictional
sliding. Stress drops of 5–10% of the static shear strength have been observed in the
laboratory. Applications of these notions of variable fault shear strength in rockburst
mechanics have been discussed by Ryder (1987) and are considered in section 15.2.

An alternative treatment of dynamic instability, due to Dieterich (1978, 1979),
Rice (1983), and Ruina (1983), among others, has been based on explicit relations
between sliding velocity and fault shear strength. The analysis involves empirically
derived expressions which describe the temporal evolution of shear resistance on a
fault surface when it is subject to a step change in shear velocity. However, successful
application of the various relations has yet to be demonstrated in practical seismic
analysis.

10.10 Characterisation of seismic events

In most cases, episodes of joint slip or rock material fracture in a rock mass result
in the radiation of some of the energy released in the form of seismic waves (Cook,
1964). With their history of concentrated research in mine seismicity, real-time, mine-
scale seismic monitoring systems have been developed in South Africa (Mendecki,
1993) and Canada (Alexander et al., 1995) mainly for the purpose of monitoring
seismicity for management of rockburst hazards. Contemporary seismic monitoring
systems record the complete waveforms resulting from the propagation of acoustic
energy from a seismic event, and the waveforms are analysed, interpreted and applied
in measuring the main parameters which characterise the event. The parameters of
interest are the location of an event and the size and strength of the source. Information
derived from the waveforms can also be used in characterising the failure mechanisms
occurring at the seismic source.

10.10.1 Seismic source location
Accurate determination of source locations relative to mining activity is essential for
spatial analysis of seismic events. The source location is calculated by assessing the
P- or S-wave arrival times at sensors in an array surrounding the volume of the rock
mass of interest in the mine. By way of example, Figure 10.26 shows a waveform
of a seismic event with the P-wave and S-wave arrivals marked. The waveform was
recorded using a triaxial accelerometer and the (International Seismic Services) ISS
XMTS software package (ISS Pacific, 1996).

Several methods can be used to calculate the location of the source hypocentre from
a set of P- and S-wave arrival times such as are shown in Figure 10.26. The earliest
and simplest was a string model, which is a three-dimensional physical analogue of
a geophone array. Scaled lengths of string are used to invert the wave arrival times
to construct the distances between geophones and the seismic source. Although the
model gives a fast estimate of the location of the seismic source, it is the least accurate
of all methods, and has been superseded by developments in computational methods.
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Figure 10.26 Waveform of a seis-
mic event recorded on an ISS seis-
mic system with a triaxial accelerom-
eter as the ground motion sensor (after
Duplancic, 2001).

Although much more sophisticated and accurate methods are employed in practice,
for purposes of illustration a simple linear solution method for source location, among
several described by Gibowicz and Kijko (1994), is discussed here. The working
parameters are the travel times of seismic waves from an unknown source location to
several sensors of known location. The length, Di, of a seismic path from a source or
event hypocentre, h, at unknown location (xo, yo, zo) to a geophone sensor i at known
location (xi, yi, zi) is given by

Di = [(xi − xo)2 + (yi − yo)2 + (zi − zo)2]1/2 (10.93)

The seismic travel time, Ti(h), between the unknown event hypocentre and the sensor
i is therefore given by

Ti(h) = Tai − To = Di/C

or

Di = C(Tai − To) (10.94)

where i = 1, n
n = number of sensors in the array
Tai is the known arrival time of a wave at sensor i
To is the unknown time of occurrence of the seismic event
C is the P- or S-wave velocity, assumed constant for the whole area.

Combining equations 10.93 and 10.94 yields

C(Tai − To) = [(xi − xo)2 + (yi − yo)2 + (zi − zo)2]1/2 (10.95)

There are four unknowns to be determined – the source time of the event, To, and the
unknown coordinates (xo, yo, zo) of the hypocentre, so that at least four simultaneous
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equations of the form of equation 10.95 are required for a solution. Therefore, at least
four sensors, in a well-conditioned, non-planar array, are required. A least-squares
method is used to invert the seismic travel time data to obtain the three coordinate
components and the time of occurrence of the event. More than four sensors are
required for more accurate solution through the use of redundant data.

10.10.2 Seismic moment, M0

The seismic moment, M0, is a measure of the strength of a seismic event in terms
of parameters described by the double couple, shear dislocation model of a seismic
source. According to Aki and Richards (1980), seismic moment can be expressed as

M0 = Gus A (10.96)

where
G is the shear modulus at the source
us is the average displacement across the discontinuity
A is the slip area of the discontinuity

Calculation of seismic moment from this expression is not possible in a mine set-
ting, because us and A cannot be determined readily. In practice, as described by
McGarr (1984), seismic moment can be estimated from various spectral parameters
derived from seismic records. These are calculated from the displacement spectrum
of a waveform, which is obtained from the Fourier transformation of the seismic
waveform from the time domain into the frequency domain. The particular spectral
parameters of interest are the low frequency far-field displacement level, �(0), and
the corner frequency, f0, both of which are identified on the spectral density plot in
Figure 10.27.

Seismic moment M0 is then estimated from the expression due to Hanks and Wyss
(1972):

M0 = 4��0C3
0 R�(0)/Fc RcSc (10.97)

where �0 is the mass density of the source medium
C0 is the P- or S-wave velocity of the medium
R is the distance between source and receiver
�(0) is the low frequency plateau of the far-field displacement spectrum

of the P-wave or S-wave
Fc is a factor to account for the radiation pattern
Rc accounts for free-surface amplification of either P-wave or S-waves
Sc is a site correction factor

10.10.3 Seismic energy
The radiated seismic energy represents the total elastic energy radiated by a seis-
mic event, and is a relatively small proportion of the total energy released. One
method of calculating seismic energy transmitted is given by Boatwright and Fletcher
(1984):

Ec = 4��0C0 F2
c (R/Rc Fc)Jc (10.98)
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Figure 10.27 (a) Velocity seismo-
gram of a seismic event; (b) S-wave
displacement spectrum for the event
showing the low frequency plateau,
�(0), and corner frequency, fo (after
McGarr, 1984).

where
F2

c is the mean squared radiation pattern coefficient for either a
P wave (F2

p = 4/15) or an S wave (F2
s = 2/15)

C0 is the P-wave or S-wave velocity of the medium
R is the distance between the source and receiver
Rc accounts for free-surface amplification of either the P-wave or S-wave
�0 is the mass density of the source material
Jc is the Energy Flux of either the P wave or S wave.

The difficulty in estimating seismic energy is in correctly assessing the radiation
pattern and directivity effects. Small errors in these coefficients can lead to large
errors in the estimate of seismic energy.

The total radiated seismic energy, E, in both the P wave and S wave is then given
by

E = Ep + Es (10.99)

Seismic efficiency is the ratio of the total energy radiated as seismic energy, compared
with the released energy, as defined previously, associated with the creation of mine
excavations. For mining and seismic events at a depth of about 3 km, McGarr (1976)
found that cumulative seismic energy radiation was less than 1% of the total energy
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Figure 10.28 Six possible ways that
mine-induced seismic events can oc-
cur: (A) cavity collapse; (B) pillar
burst; (C) tensional fault; (D) normal
fault; (E) thrust fault; and (F) shallow
thrust faulting (after Hasegawa et al.,
1989).

released by excavation. This suggests that, for the case of seismic events associated
with fault slip, most of the released energy is dissipated by rock comminution during
generation of faults and fractures and subsequent episodes of shear motion along
them.

The ratio of P-wave energy to S-wave energy is an important indicator of the source
mechanism of a seismic event. For natural earthquakes, Boatwright and Fletcher
(1984) showed that the S-wave energy is usually 10 to 30 times the P-wave energy
for a double couple event. Mine scale seismicity shows different Es/Ep ratios. For a
mine in the Ruhr Basin, Germany, Gibowicz et al. (1990) found the ratio of S-wave
energy to P-wave energy ranged from 1.5 to 30, with two-thirds of the events hav-
ing Es/Ep energy ratios less than 10. Urbancic and Young (1993) obtained similar
results in a study at the Strathcona mine, Ontario, Canada. The proposal is that the
enhanced P-wave energy and reduced S-wave energy can be explained by a non-
double couple source mechanism. Gibowicz and Kijko (1994) proposed that these
results, involving a volumetric component of deformation, are consistent with ten-
sile failures, or at least shear failures with tensile components, that often occur in
mines.

10.10.4 Magnitude
A magnitude scale is an attempt to measure the size of a seismic event, ideally in
real time, and for some scales, in terms of the amplitude of part of the body wave
that it induces. In most cases, the various proposed magnitude scales have been based
on amplitudes recorded over a particular spectral band. The three commonly used
magnitude scales are described below.

The most commonly cited measure of magnitude is Local Magnitude (Richter,
1935). It is based on time domain parameters and therefore requires no spectral
analysis to estimate the magnitude. It is defined by

ML = log[A(D)Kw/K )] − logA0(D) (10.100)

308



CHARACTERISATION OF SEISMIC EVENTS

where
ML = local magnitude
Kw = the magnification of a Wood-Anderson seismograph at period T
K = instrument magnification factor
A(D) = the maximum trace amplitude at distance D
log A0(D) is a calibration factor such that a standard seismograph will have a

trace amplitude of 0.001 mm at a distance of 100 km for a ML = 0 event.

Other than in eastern North America, the Richter local magnitude scale is used to
characterise mine seismic events around the world. For mines in the Canadian Shield,
the Nuttli (Mn) scale is used (Nuttli, 1978). It is defined by the relation

Mn = −0.1 + 1.66 log D + log (A(D)/K T ) (10.101)

where
D = the epicentral distance to source, km
A(D) = half the maximum peak-to-peak amplitude in the S-wave
K = instrument magnification factor
T = time period of ground motion in seconds.

In studies to relate the two magnitude scales, Hasegawa et al. (1989) observed that
over the range of primary interest in mine seismicity (ML = 1.5 to 4.0), for the same
event the Mn scale records magnitudes about 0.3 to 0.6 units greater than the ML

scale.
Moment Magnitude (Hanks and Kanamori, 1979) is based on the seismic moment

derived from parameters in the spectral density plot, and is defined by the equation

M = 2

3
log M0 − 6.0 (10.102)

where
M is the moment magnitude
M0 is the seismic moment (Nm)

Moment magnitude is the most commonly used measure of source strength.
It has been found that the various body-wave magnitude scales are inadequate

for description of the geomechanical perturbations associated with a seismic event.
Mendecki (1993) provides an example of two seismic events of local magnitude
ML = 5.9 which have seismic moments Mo which differ by a factor of 400.

10.10.5 Seismic source mechanisms
In mine seismology, two different types of mine seismic events are observed. The
first types of events are the larger magnitude ones, which occur at some distance from
mining activities and are generally associated with major geological discontinuities
(Gibowicz and Kijko, 1994). This type of source is predominantly associated with a
shear-slip type mechanism, as is commonly recognised in earthquake seismology.

The second type of seismic event occurs in or near the mining domain and is of
low to medium magnitude. The frequency of occurrence of these events is generally a
function of mining activity (Gibowicz and Kijko, 1994). In relating seismic events to
patterns of fracturing in hard rock mines, Urbancic and Young (1993) used fault-plane
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Figure 10.29 First motions for P
and S waves for four source mech-
anisms: (A) single force; (B) dipole;
(C) tension fault; and (D) dip-slip fault
(after Hasegawa et al., 1989).

solutions and interpretation of the geological structure to define systematic fracture
development ahead of an excavation face. The observed fracture pattern consisted of
a zone of extensional failures next to the excavation, a transition zone of shear and
shear extensional failures and a zone of shear failures remote from the excavation.

Six possible modes of rock deformation that can induce the patterns of mine seis-
micity have been described by Hasegawa et al. (1989). Of these modes of failure, three
have the focal mechanism of a shear-slip type failure (thrust, normal and reverse fault).
In terms of a mechanical model, rock failures involving slip and shear rupture can
be represented by a double-couple focal mechanism. A double couple consists of
two opposing force couples with no net force or moment. They are equivalent to the
quadrupole force singularities described by Brady and Bray (1978).

The remaining three source mechanisms are represented by non-double-couple
singularities. These are a point force singularity, a dipole singularity and tensional
faulting. Further, some complex non-double-couple mechanisms have been observed
that may be a combination of the simple double-couple and non-double-couple mech-
anisms (Gibowicz and Kijko, 1994).

The radiation patterns from each of these proposed source mechanisms are pre-
sented schematically in Figure 10.29. Such patterns are used in the interpretation of
first-motions of waveforms associated with a seismic event. First-motion studies can
be used in determining fault plane solutions, in the case of a double-couple source,
or to identify non-double-couple mechanisms.

Figure 10.30 The nine component
couples (or dipoles) of a moment ten-
sor (after Aki and Richards, 1980).
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The magnitude and source mechanics of a seismic event can be conveniently rep-
resented by a moment tensor. The moment tensor describes the magnitudes of the
equivalent force singularities which simulates seismic point sources. It is made up of
nine possible couples or dipole singularities, as illustrated in Figure 10.30. The mag-
nitudes of the components of the moment tensor for a seismic event can be estimated
from seismic records, but assumptions must be made about the properties of the rock
mass. The properties and analysis of moment tensors are discussed in detail by Jost
and Herrmann (1989).

A commonly used model of seismic source mechanics is that due to Brune (1970,
1971). This assumes a homogeneous stress drop over a circular section of a fault
surface, of radius r0. The source radius is obtained from the corner frequency, f0,
identified in Figure 10.27 using the expression

r0 = 2.34 Cs/2� f0 (10.103)
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11Rock support and reinforcement

11.1 Terminology

The term support is widely used to describe the procedures and materials used to im-
prove the stability and maintain the load-carrying capability of rock near the bound-
aries of underground excavations. As will be shown in this chapter, the primary
objective of support practice is to mobilise and conserve the inherent strength of the
rock mass so that it becomes self-supporting.

In accord with modern practice particularly in Australia, a distinction will be made
between the terms support and reinforcement, using the definitions introduced by
Windsor and Thompson (1993). Support is the application of a reactive force to
the surface of an excavation and includes techniques and devices such as timber, fill,
shotcrete, mesh and steel or concrete sets or liners. Reinforcement, on the other hand,
is a means of conserving or improving the overall rock mass properties from within
the rock mass by techniques such as rock bolts, cable bolts and ground anchors.

It was once the custom to describe support as being temporary or permanent. Tem-
porary support was that support or reinforcement installed to ensure safe working
conditions during mining. For centuries, such support consisted of some form of tim-
bering. If the excavation was required to remain open for an extended period of time,
permanent support was installed subsequently. Quite often, the temporary support
was partly or wholly removed to enable the permanent support to be installed. As
will be demonstrated in section 11.2, this practice negates the advantage that can be
obtained by applying the principles of rock–support interaction mechanics and so
should be avoided.

Modern practice is to describe the support or reinforcement of permanent exca-
vations as being primary or secondary. Primary support or reinforcement is applied
during or immediately after excavation, to ensure safe working conditions during sub-
sequent excavation, and to initiate the process of mobilising and conserving rock mass
strength by controlling boundary displacements. The primary support or reinforce-
ment will form part, and may form the whole, of the total support or reinforcement
required. Any additional support or reinforcement applied at a later stage is termed
secondary.

It was once common practice to regard stopes as temporary excavations having
different support requirements from the more permanent mine installations such as
major access ways, haulages, crusher chambers, workshops, pumping stations and
shafts. Indeed, this distinction may still be made, particularly in the mining of narrow
orebodies where the support techniques used in the vicinity of the face may be quite
different from those used for permanent mine installations. However, many large-
scale metalliferous mines now use mechanised stoping methods in which individual
stopes may be very large and may have operational lives measured in years rather
than weeks or months. In these cases, the support and reinforcement techniques used
may have much in common with those used for permanent mine installations and in
civil engineering construction.
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Support or reinforcement may also be classified as being either active or pas-
sive. Active support imposes a predetermined load to the rock surface at the time of
installation. It can take the form of tensioned rock bolts or cables, hydraulic props, ex-
pandable segmented concrete linings or powered supports for longwall faces. Active
support is usually required when it is necessary to support the gravity loads imposed
by individual rock blocks or by a loosened zone of rock. Passive support or rein-
forcement is not installed with an applied loading, but rather, develops its loads as the
rock mass deforms. Passive support may be provided by steel arches, timbered sets
or composite packs, or by untensioned grouted rock bolts, reinforcing bars or cables.
Untensioned, grouted rock bolts, reinforcing bars and cables are often described as
dowels.

The term strata control is used to describe the support and reinforcement tech-
niques used in coal mining. The term is a good one because it evokes a concept of the
control or limitation of strata displacements rather than one of support. Nevertheless,
support in the strict sense is a major function of some strata control measures, most
notably of hydraulic props used immediately behind the face in longwall mining.

Because this book is concerned with all types of modern underground mining, the
terms support and reinforcement will be used in preference to strata control. In the
present chapter, emphasis will be placed on the principles and major techniques used
in good support and reinforcement practice for mining excavations having an extended
life and for large underground excavations generally. Techniques used in particular
types of mining, including the use of fill and longwall strata control measures, will
be discussed in subsequent chapters.

11.2 Support and reinforcement principles

Consider the example illustrated in Figure 11.1 in which a heading is being advanced
by conventional drill and blast methods. The pre-mining state of stress is assumed to
be hydrostatic and of magnitude p0. Blocked steel sets are installed after each drill and
blast cycle. The following discussion concerns the development of radial displacement
and radial support ‘pressure’ at a point on the excavation periphery at section X–X
as the heading progressively advances to and beyond X–X. In this discussion, the
term support will be used throughout although the process involved may be one of
support and reinforcement or reinforcement alone. Following customary usage, the
equivalent normal stress applied to the excavation periphery by the support system,
will be termed the support pressure.

In step 1, the heading has not yet reached X–X and the rock mass on the periphery
of the proposed profile is in equilibrium with an internal support pressure, pi, acting
equal and opposite to p0.

In step 2, the face has been advanced beyond X–X and the support pressure, pi,
previously provided by the rock inside the excavation periphery, has been reduced
to zero. However, the apparently unsupported section of the heading between the
face and the last steel set installed, is constrained to some extent by the proximity
of the face. Figure 11.2 shows the development with distance from the face of radial
displacement at the periphery of a circular tunnel in an elastic material subject to
a hydrostatic in situ stress field. In this case, the zone of influence of the face may
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Figure 11.1 (a) Hypothetical exam-
ple of a tunnel being advanced by
full-face drill and blast methods with
blocked steel sets being installed after
each mucking cycle; (b) the radial sup-
port pressure–displacement curves for
the rock mass and the support system
(after Daemen, 1977).

Figure 11.2 Distribution near the
face, of the radial elastic displace-
ment, ui, of the circular boundary of a
tunnel of radius, ri, in a hydrostatic
stress field, p0, normalised with re-
spect to the plane strain displacement,
p0ri/2G.
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Figure 11.3 Illustration of the influ-
ence of support stiffness and of the
timing of its installation on support
performance.

be defined as 2.25 radii, at which distance from the face, the radial displacement is
within approximately 5% of the comparable plane strain value.

The graph in Figure 11.1 shows a plot of the radial support pressure, pi, required
at a point to limit the radial boundary displacement, �i, to the value given by the
abscissa. If the restraint provided by the face at step 2 were not available, internal
support pressures given by the ordinates of points B and C would be required to limit
the displacements to their actual values. Different curves are shown for the side walls
and for the roof. Extra support pressure is required to limit the displacement of the
roof to a particular value because of the extra load imposed by the action of gravity
on loosened rock in the roof.

By step 3, the heading has been mucked out and steel sets have been installed
close to the face. At this stage, the sets carry no load because no deformation of
the rock has occurred since their installation. This assumes that the rock mass does
not exhibit time-dependent stress–strain behaviour. On the graph in Figure 11.1, the
radial displacements of points in the roof and in the side wall, are still those given by
points B and C.

In step 4, the heading is advanced about one and a half tunnel diameters beyond
X–X by a further cycle of drilling and blasting. The restraint offered by the proximity
of the face is now negligible, and there is further radial displacement of the rock
surface at X–X as indicated by the curves CEG and BFH in Figure 11.1. This induces
load in the steel sets which are assumed to show linear radial stress–displacement
behaviour. Thus the supports typically load along a path such as DEF, known as the
support reaction or available support line. The curve representing the behaviour
of the rock mass is known as the ground characteristic or required support line.
Equilibrium between the rock and the steel sets is reached at point E for the side wall
and point F for the roof. It is important to note that most of the redistributed stress
arising from creation of the excavation is carried by the rock and not by the steel
sets.

If steel sets had not been installed after the last two stages of heading advance,
the radial displacements at X–X would have increased along the dashed curves EG
and FH. In the case of the side walls, equilibrium would have been reached at point
G. However, the support pressure required to limit displacement of the roof may
drop to a minimum and then increase again as rock becomes loosened and has to
be held up. In this illustrative example, the roof would collapse if no support were
provided.

The rational design of support and reinforcement systems must take into account
the interaction between the support or reinforcing elements and the rock mass, de-
scribed qualitatively for this simple example. It is clear from this analysis that control
of rock displacements is the major rôle of support and reinforcement systems. As
Figure 11.1 shows, enough displacement must be allowed to enable the rock mass
strength to be mobilised sufficiently to restrict required support loads to practicable
levels. However, excessive displacement, which would lead to a loosening of the
rock mass and a reduction in its load-carrying capacity, must not be permitted to
occur.

The stiffness and the time of installation of the support element have an important
influence on this displacement control. Figure 11.3 shows a rock–support interac-
tion diagram for a problem similar to that illustrated in Figure 11.1. The ground
characteristic or required support line is given by ABCDE. The earliest practicable
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time at which support can be installed is after radial displacement of an amount OF
has occurred.

Support 1 is installed at F and reaches equilibrium with the rock mass at point B. This
support is too stiff for the purpose and attracts an excessive share of the redistributed
load. As a consequence, the support elements may fail causing catastrophic failure of
the rock surrounding the excavation.

Support 2, having a lower stiffness, is installed at F and reaches equilibrium with
the rock mass at C. Provided the corresponding displacement of the periphery of the
excavation is acceptable operationally, this system provides a good solution. The rock
mass carries a major portion of the redistributed load, and the support elements are
not stressed excessively. Note that if, as in the temporary/permanent support concept,
this support were to be removed after equilibrium had been reached, uncontrolled
displacement and collapse of the rock mass would almost certainly occur.

Support 3, having a much lower stiffness than support 2, is also installed at F
but reaches equilibrium with the rock mass at D where the rock mass has started to
loosen. Although this may provide an acceptable temporary solution, the situation is
a dangerous one because any extra load imposed, for example by a redistribution of
stress associated with nearby mining, will have to be carried by the support elements.
In general, support 3 is too flexible for this particular application.

Support 4, of the same type and stiffness as support 2, is not installed until a radial
displacement of the rock mass of OG has occurred. In this case, the support is installed
too late, excessive convergence of the excavation will occur, and the support elements
will probably become overstressed before equilibrium is reached.

In Figures 11.1 and 11.3, constant support stiffnesses are assumed. In practice, the
stiffnesses of support and reinforcing elements are usually non-linear. Figure 11.4 il-
lustrates some of the effects that may arise. There is often initial non-linear behaviour
because of poor or incomplete contact between the rock and the support system.

Figure 11.4 Non-linear support re-
action curves observed for some sup-
port types.
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Concrete and shotcrete may creep as they cure, as may grouted rock bolts and dow-
els. The support systems with the poorest stiffness characteristics are those using
intermittent blocked steel or timber sets. Even if well installed, timber blocking pro-
vides a very flexible element in the system. Steel sets also suffer from the disadvantage
that they often fail by sideways buckling.

From these considerations of rock–support interaction mechanics, it is possible
to develop a set of principles to guide support and reinforcement practice. These
principles are not meant to apply to the case of providing support for the self-weight
of an individual block of rock, but to the more general case in which yield of the rock
mass surrounding the excavation is expected to occur.

(a) Install the support and reinforcement close to the face soon after excavation. (In
some cases, it is possible, and advisable, to install some reinforcement before
excavation. This case of pre-placed reinforcement or pre-reinforcement will be
discussed in section 11.4.)

(b) There should be good contact between the rock mass and the support and rein-
forcement system.

(c) The deformability of the support and reinforcement system should be such that
it can conform to and accommodate the displacements of the excavation surface.

(d) Ideally, the support and reinforcement system should help prevent deterioration
of the mechanical properties of the rock mass with time due to weathering,
repeated loading or wear.

(e) Repeated removal and replacement of support and reinforcing elements should
be avoided.

(f) The support and reinforcement system should be readily adaptable to changing
rock mass conditions and excavation cross section.

(g) The support and reinforcing system should provide minimum obstruction to the
excavations and the working face.

(h) The rock mass surrounding the excavation should be disturbed as little as possible
during the excavation process so as to conserve its inherent strength.

(i) For accesses and other infrastructure excavations under high stress conditions,
support and reinforcement performance can be improved by “closing the ring”
of shotcrete or a concrete lining across the floor of the excavation.

11.3 Rock–support interaction analysis

In section 7.6, a solution was given for the radius of the yield zone and the stresses
within the yield zone formed around a circular excavation in massive, elastic rock
subjected to an initial hydrostatic stress field. Extensions of analyses of this type
to include more realistic rock mass behaviour and to include the calculation of dis-
placements at the excavation periphery, can be used to obtain numerical solutions to
rock–support interaction problems.

In the axisymmetric problem considered in section 7.6 and illustrated in Figure 7.20,
let the rock mass have a Coulomb yield criterion in which peak strength coincides with
yield and the stress–strain behaviour is as shown in Figure 11.5. Note that dilatancy
accompanies post-peak deformation of the rock mass. As before, the limiting states
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Figure 11.5 Idealised elastic-brittle
stress–strain model (after Brown
et al., 1983).

of stress in the elastic and fractured rock are given by

�1 = b�3 + C0 (7.8)

and

�1 = d�3 (7.9)

The principal stresses within the fractured zone are

�3 = �rr = pi

( r

a

)d−1

and

�1 = ��� = dpi

( r

a

)d−1
(7.11)

and the radius of the fractured zone is

re = a

[
2p − C0

(1 + b)pi

]1/(d−1)

(7.15)

The radial stress transmitted across the elastic-fractured zone interface at radius r = re

is

p1 = 2p − C0

1 + b
(7.14)

In the elastic zone, the radial displacement produced by a reduction of the radial
stress from p to p1 is

ur = − (p − p1)r2
e

2Gr

At r = re

ur = − (p − p1)re

2G

If no fractured zone is formed, the radial displacement at the periphery of the
excavation (re = a) is

ui = − (p − pi)a

2G
(11.1)

Note that the radial displacement, u, is positive outwards from the centre of the
excavation.

Within the fractured zone, for infinitesimal strain and with compressive strains
positive, considerations of the compatibility of displacements give

ε1 = ε�� = −u

r
(11.2)

and

ε3 = εrr = −du

dr
(11.3)
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Assume that within the fractured zone

ε3 = ε3e − f (ε1 − ε1e) (11.4)

where ε1e, ε3e are the strains at the elastic-plastic boundary and f is an experimentally
determined constant as defined in Figure 11.5. Substitution of

ε1e = −ε3e = (p − p1)

2G
(11.5)

into equation 11.4 and rearranging gives

ε3 = − f ε1 − (1 − f )
(p − p1)

2G
(11.6)

From equations 11.2, 11.3 and 11.6

du

dr
= − f

u

r
+ (1 − f )

(p − p1)

2G

The solution to this differential equation is

u = Cr− f +
[

(1 − f )(p − p1)

2G(1 + f )

]
r

where C is a constant of integration which may be evaluated by substituting the value
of ε1 at r = re given by equation 11.5. This leads to the solution

u

r
= − (p − p1)

G(1 + f )

[
( f − 1)

2
+

(re

r

)1+ f
]

(11.7)

Equation 11.7 can be used to plot a relation between radial displacement, generally
represented by �i = −ui, and support pressure, pi, at the excavation periphery where
r = a. The differences between the displacements experienced by the rock in the roof,
sidewalls and floor can be estimated by assuming that, in the floor, the resultant support
pressure is the applied pressure, pi, less a pressure that is equivalent to the weight of
the rock in the fractured zone, � (re − a). In the sidewall, the support pressure is p,
and in the roof, gravity acts on the fractured zone to increase the resultant support
pressure to pi + � (re − a).

Consider as an example, a circular tunnel of radius a = 3 m excavated in a rock
mass subjected to a hydrostatic stress field of p = 10 MPa. The properties of the rock
mass are � = 25 kN m−3, G = 600 MPa, f = 2.0, � = 45◦, � f = 30◦ and C =
2.414 MPa, which give the parameter values b = 5.828, C0 = 11.657 and d = 3.0.
An internal radial support pressure of pi = 0.2 MPa is applied.

From equation 7.16, the radius of the fractured zone is calculated as

re = a

[
2p − C0

(1 + b)pi

]1/(d−1)

= 7.415 m

and the radial pressure at the interface between the elastic and fractured zones is given
by equation 7.14 as p1 = 1.222 MPa. The radial displacement at the tunnel periphery
is then given by equation 11.7 as

�i = −ui = 0.228 m
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Figure 11.6 Calculated required
support line for the sidewalls in a sam-
ple problem.

Table 11.1 Required support line calculations for sample problem.

pi(MPa) 10 4 2 1.222 1.0 0.5 0.2 0.1
re(m) — — — — 3.316 4.690 7.415 10.487
�i(m) 0 0.015 0.020 0.022 0.027 0.063 0.228 0.632
� (re − a)(MPa) 0 0 0 0 0.008 0.042 0.110 0.187
proof = pi + � (re − a)(MPa) 10 4 2 1.222 1.008 0.542 0.310 0.287
pfloor = pi − � (re − a)(MPa) 10 4 2 1.222 0.992 0.458 0.090 (−0.087)

To determine the ground characteristic or required support curve, substitute suc-
cessive values of pi in equation 7.15 to obtain a series of values of re which are then
substituted into equation 11.7 to obtain the corresponding values of �i = −ui. The
results so obtained are tabulated in Table 11.1 and plotted in Figure 11.6. The critical
support pressure below which a fractured zone will develop is found by putting re = a
in equation 7.15 which gives pi cr = 1.222 MPa. In order to restrict radial displace-
ments to values of �i, calculated for sidewall support pressures of pi, roof and floor
pressures of pi + � (re − a) and pi − � (re − a) will be required.

The complete solution of a rock–support interaction problem requires determi-
nation of the support reaction or available support line in addition to the ground
characteristic or required support line considered so far. Using methods introduced
by Daemen (1975), Hoek and Brown (1980) have presented methods of calculat-
ing support reaction lines for concrete or shotcrete linings, blocked steel sets and
ungrouted rock bolts or cables. Details of these calculations are given in Appendix C.

Figure 11.7 shows the results of a set of calculations carried out for a sample
problem using the material model of Figure 11.5. A 5.33 m radius access tunnel is
driven in a fair quality gneiss at a depth of 120 m where the in situ state of stress
is hydrostatic with p = 3.3 MPa. The properties of the rock mass are �c = 69 MPa,
m = 0.5, s = 0.0001, E = 1.38 GPa, � = 0.2, f = 4.2, mr = 0.1, sr = 0 and �r =
20 kN m−3. In this problem, the self-weight of the fractured rock around the tunnel
has an important influence on radial displacements, as shown in Figure 11.7.

The support reaction or available support line for 8 I 23 steel sets spaced at 1.5 m
centres with good blocking was calculated using the following input data: W =
0.1059 m, X = 0.2023 m, As = 0.0043 m2, Is = 2.67 × 10−5 m4, Es = 207 GPa,
�ys = 245 MPa, S = 1.5 m, � = 11.25◦, tB = 0.25 m, EB = 10.0 GPa and �i0 =
0.075 m. The available support provided by these steel sets is shown by line 1 in
Figure 11.7 which indicates that the maximum available support pressure of about
0.16 MPa is quite adequate to stabilise the tunnel. However, because the set spacing
of 1.5 m is quite large compared with the likely block size in the fractured rock, it
will be necessary to provide a means of preventing unravelling of the rock between
the sets.

The importance of correct blocking of steel sets can be demonstrated by changing
the block spacing and block stiffness. Line 2 in Figure 11.7 shows the available
support line calculated with � = 20◦ and EB = 500 MPa. The support capacity has
now dropped below a critical level, and is not adequate to stabilise the tunnel roof.

Since it has already been recognised that some other support in addition to steel
sets will be required, the use of shotcrete suggests itself. Line 3 in Figure 11.7 is
the available support curve for a 50 mm thick shotcrete layer calculated using the
following data: Ec = 20.7 GPa, �c = 0.25, tc = 0.050 m, �cc = 34.5 MPa. Because
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Figure 11.7 Rock support–interac-
tion analysis for a 5.33 m radius tunnel
in fair quality gneiss at a depth of 120
m (after Hoek and Brown, 1980).

shotcrete may be placed close to the face soon after excavation, �i0 was taken as 25 mm.
It is clear that this shotcrete layer has adequate strength and stiffness to stabilise
tunnel displacements. Indeed, it may well be too stiff and develop unacceptably high
compressive stresses within the shotcrete ring. Brittle fracture of a shotcrete lining
such as this should be avoided. Wire mesh or fibre reinforcement could increase the
tensile and shear strengths and the ductility of the shotcrete.

Pattern rock bolting is another possible means of providing primary support for this
tunnel. Line 4 in Figure 11.7 is the available support curve calculated for a rockbolt
system using the following parameters: I = 3.0 m, d = 0.025 m, Eb = 207 GPa,
dQ = 0.143 m MN−1, Tbf = 0.285 MN, sc = 1.5 m, s� = 1.5 m and �i0 = 0.025 m.
It appears that this pattern of rock bolting provides a satisfactory solution. The strength
of the rock mass is highly mobilised, and the rock bolts are not excessively loaded
except in the roof where an adequate load factor may not exist. It would be preferable,
therefore, to increase the density of bolting in the roof and to decrease that in the side
walls and the floor. It will also be necessary to use mesh or a thin layer of shotcrete,
to prevent unravelling of blocks of rock from between the rock bolts.

Line 5 illustrates the disastrous effect of delaying the installation of the rock bolts
until excessive deformation of the rock mass has occurred. In this case, equilibrium
of the rock in the roof and the support system cannot be reached and roof collapse
will occur.
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The analysis presented so far is a very simple one. It uses a simplified constitutive
model for the rock mass and applies to an axisymmetric problem modified only
by an empirical correction for the influence of gravity. A range of analytical and
semi-analytical solutions have been developed for other boundary conditions and
constitutive models, including the Hoek-Brown empirical rock mass strength criterion
and non-associated flow rules (e.g., Anagnostou and Kovari, 1993, Brown et al., 1983,
Carranza-Torres et al., 2002, Carranza-Torres and Fairhurst, 1997, 1999, Detourney
and Fairhurst, 1987, Panet, 1995, Wang, 1996). A useful means of reducing the
mathematical complexity of the solutions is to adopt the transformations and scaling
methods used by Detourney and Fairhurst (1987), Anagnostou and Kovari (1993)
and Carranza-Torrens and Fairhurst (1999). The results of these analyses are usually
presented in dimensionless form as in the example shown in Figure 11.8. In this
example, the ground reaction curves and the scaled plastic zone radius, � = re/r , are
shown for a section five diameters removed from the face of an advancing tunnel in
a rock mass that satisfies a Hoek-Brown strength criterion and is subject to an initial
hydrostatic stress field of magnitude �0. Solutions are given for a set of selected
parameters and for three possible values of the Geological Strength Index, GSI.

Although analytical solutions such as those outlined above may be of value in pre-
liminary studies of a range of problems, most practical underground mining problems
require the use of numerical methods of the types discussed in Chapter 6 for their com-
plete solution. Finite element, finite difference and distinct element methods have all
been used for this purpose. The results of calculations carried out using the finite dif-
ference code FLAC3D are shown superimposed on Figure 11.8. Figure 11.9 shows the
ground reaction curves calculated by Leach et al. (2000) using FLAC3D for the more
geometrically complex case of extraction or production level drifts in the Premier
block caving mine, South Africa. The ground reaction curves shown in Figure 11.9
are for several locations along a production drift with respect to the undercut face (see
Chapter 15 for an explanation of these terms). These curves were used to estimate
the levels of support pressure required to limit drift closures to acceptable levels.

11.4 Pre-reinforcement

In some circumstances, it is difficult to provide adequate support or reinforcement
to the rock mass sufficiently quickly after the excavation has been made. If suitable
access is available, it is often practicable to pre-reinforce the rock mass in advance of
excavation. In other cases, extra reinforcement may be provided as part of the normal
cycle, in anticipation of higher stresses being imposed on the rock at a later stage in
the life of the mine.

In mining applications, pre-reinforcement is often provided by grouted rods or
cables that are not pre-tensioned and so may be described as being passive rather than
active. Such pre-reinforcement is effective because it allows the rock mass to deform
in a controlled manner and mobilise its strength, but limits the amount of dilation and
subsequent loosening that can occur. The effectiveness of this form of reinforcement
is critically dependent on the bonding obtained between the reinforcing element and
the grout, and between the grout and the rock.

The initial major use of pre-reinforcement in underground mining was in cut-and-
fill mining (Fuller, 1981). The use of cables to pre-reinforce the crowns of cut-and-fill
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Figure 11.8 Analysis of conver-
gence and the extent of the plastic
zone in a tunnel in a rock mass having
a Hoek-Brown strength criterion and
subject to an initial hydrostatic stress
field: (a) problem definition and data;
(b) ground reaction curves and nor-
malised extent of the plastic zone at
section SS′ for three values of GSI.
The crosses are values calculated us-
ing the code FLAC3D (after Carranza-
Torrens and Fairhurst, 1999).

stopes is illustrated in Figure 11.10. At a given stage of mining (Figure 11.10a),
cables are installed to reinforce the rock mass over three or four lifts of mining. The
cables are installed on approximately 2 m square grids; this spacing may be reduced
or increased depending on the rock mass quality. Cables are installed normal to the
rock surface when they are used for general pre-reinforcement. If shear on a particular
discontinuity is to be resisted, the cables should be installed at an angle of 20◦–40◦ to
the discontinuity. As illustrated in Figure 11.11a, cables installed in cut-and-fill stope
backs may also be used to provide some pre-reinforcement to the hangingwall.
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Figure 11.9 Ground reaction curves
calculated for several points along a
production drift in the Premier Mine,
South Africa (after Leach et al., 2000).

Figure 11.10 Use of cable dowel
pre-reinforcement in cut-and-fill
mining.

The pre-reinforcement of hangingwalls is also important in the now more widely
used sublevel and longhole open stoping methods of mining. If practicable, more
uniform coverage of the hangingwall than that illustrated in Figures 11.11a and b
may be obtained by installing fans of cables from a nearby hangingwall drift as in
the case shown in Figure 11.11c. Further examples of the pre-reinforcement of open
stopes will be given in Chapter 14.

In many of the early applications of fully grouted cable dowel reinforcement and
pre-reinforcement, the full potential of the reinforcing system was not realised. This
was generally because of failure of the grout-cable bond and the consequent ineffec-
tive load transfer between the deforming rock mass and the cable. Since that time,
considerable attention has been paid to tendon design and to installation, grouting
and testing procedures (e.g. Matthews et al., 1986, Thompson et al., 1987, Windsor
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Figure 11.11 Pre-reinforcement at
Campbell Mine, Canda: (a) cut-and-
fill back reinforcement; (b) longhole
open stoping hangingwall reinforce-
ment; (c) longhole open stoping hang-
ingwall reinforcement from a hang-
ingwall drift (after Bourchier et al.,
1992).

and Thompson, 1993, Hoek et al., 1995, Hutchinson and Diederichs, 1996, Windsor,
1997, 2001). As a result, these problems have now been largely overcome.

Pre-reinforcement may also be used to good effect in permanent and infrastructure
excavations. Several examples are given by Hoek et al. (1995). Figure 11.12 illustrates
the use of grouted reinforcing bars to pre-reinforce a drawpoint. For drawpoints
that may be heavily loaded and subject to wear, their continued stability is vitally
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Figure 11.12 Use of grouted rein-
forcing bars to pre-reinforce a draw-
point in a large mechanised mine.
The brow area, shown shaded, is
blasted last, after reinforcement has
been installed from the drawpoint and
from the trough drive (after Hoek and
Brown, 1980).

important in many underground mining operations. In particular, failure of the brow
of the excavation can result in complete loss of control of the stope draw operation.
Figure 11.12 shows a suitable method of pre-reinforcing the brow area with grouted
reinforcing bars installed from the drawpoint and from the trough drive before the
brow area is blasted.

11.5 Support and reinforcement design

11.5.1 Purpose
Frequently, support and reinforcement design is based on precedent practice or on
observations made, and experience gained, in trial excavations or in the early stages
of mining in a particular area. However, it is preferable that a more rigorous design
process be used and that experiential or presumptive designs be supported by some
form of analysis. Depending on the application, design calculations may be of a
simple limiting equilibrium type or may use more comprehensive computational
approaches involving rock-support interaction calculations and taking account of the
deformation and strength properties of the support and reinforcement system and the
complete stress-strain response of the rock mass. Different design approaches may
be required for three main applications of support and reinforcement:
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� local support and reinforcement to support individual blocks or loosened zones
on an excavation boundary;

� general or systematic reinforcement in which the objective is to mobilise and
conserve the inherent strength of the rock mass; and

� support and reinforcement system designed to resist the dynamic loading associ-
ated with rock burst conditions.

Static design analyses for the first two applications will be discussed here. The more
complex case of dynamic or rockburst loading will be considered in section 15.2.3.

11.5.2 Local support and reinforcement
Two types of design analysis will be presented here. The first type involves simple
static limiting equilibrium analyses which essentially treat the system components
as rigid bodies and use simplified models of system mechanics. The second type are
more rigorous and comprehensive analyses which take into account the deformation
and slip or yield of the support and reinforcing system elements and the rock mass.

Design to suspend a roof beam in laminated rock. As illustrated in Figure 11.13
rockbolts may be used to suspend a potentially unstable roof beam in laminated rock.
The anchorage must be located outside the potentially unstable zone. If it is assumed
that the weight of the rock in the unstable zone is supported entirely by the force
developed in the rockbolts then

T = � Ds2 (11.8)

or

s =
(

T

� D

) 1
2

where T = working load per rock bolt, � = unit weight of the rock, D = height of
the unstable zone, and s = rockbolt spacing in both the longitudinal and transverse
directions.

Figure 11.13 Rockbolt design to
support the weight of a roof beam in
laminated rock.
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If, for example, T = 10 tonne = 100 kN, � = 25 kN m−3 and D = 4 m, equation
11.8 gives s = 1.0 m.

In this application, care must be taken to ensure that the bolt anchors have an
adequate factor of safety against failure under the working load, T . This design
method is conservative in that it does not allow for the shear or flexural strength of
the strata above the abutments.

Lang and Bischoff (1982) extended this elementary analysis to incorporate the
shear strength developed by the rock mass on the vertical boundaries of the rock unit
reinforced by a single rockbolt. The rock is assumed to be destressed to a depth, D,
as in Figure 11.13, but variable vertical stresses, �v, and horizontal stresses, k �v, are
assumed to be induced within the de-stressed zone. Typically, k may be taken as 0.5.
The shear strength developed at any point on the perimeter of the reinforced rock
unit is given by c + 	k�v, where c is the cohesion and 	 = tan � is the coefficient of
friction for the rock mass. Lang and Bischoff’s analysis leads to the result

T

AR
= 


	k

(
1 − c

� R

) [
1 − exp(−	k D/R)

1 − exp(−	kL/R)

]
(11.9)

where T = rockbolt tension, A = area of roof carrying one bolt (= s2 for a s × s
bolt spacing), R = shear radius of the reinforced rock unit, = A/P , where P is the
shear perimeter (= 4s for a s × s bolt spacing), 
 = a factor depending on the time
of installation of the rockbolts (
 = 0.5 for active support, and 
 = 1.0 for passive
reinforcement), and L = bolt length which will often be less than D, the height of
the de-stressed zone of rock.

Lang and Bischoff suggest that, for preliminary analyses, the cohesion, c, should
be taken as zero. Design charts based on equation 11.9 show that, particularly for
low values of �, the required bolt tension, T , increases significantly as L/s decreases
below about two, but that no significant reduction in T is produced when L/s is
increased above two. This result provides some corroboration of Lang’s empirical
rule that the bolt length should be at least twice the spacing. For a given set of data,
equation 11.9 will give a lower required bolt tension than that given by equation
11.8. Clearly, Lang and Bischoff’s theory applies more directly to the case of the
development of a zone of reinforced, self-supporting rock, than to the simpler case
of the support of the total gravity load produced by a loosened volume of rock or by
a roof beam in laminated rock.

Design to support a triangular or tetrahedral block. In Chapter 9, the identification
of potential failure modes of triangular and tetrahedral blocks was discussed, and
analyses were proposed for the cases of symmetric and asymmetric triangular roof
prisms. These analyses take account of induced elastic stresses and discontinuity
deformability, as well as allowing for the self-weight of the block and for support
forces. The complete analysis of a non-regular tetrahedral wedge is more complex.
An otherwise complete solution for the tetrahedral wedge which does not allow for
induced elastic stresses is given by Hoek and Brown (1980).

The analyses presented in Chapter 9 may be incorporated into the design proce-
dure. Consider the two-dimensional problem illustrated in Figure 11.14 to which the
analysis for an asymmetric triangular prism may be applied. If it is assumed that the
normal stiffnesses of both discontinuities are much greater than the shear stiffnesses,
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Figure 11.14 Example of a triangu-
lar roof prism.

Figure 11.15 Design of a rockbolt
or cable system to prevent sliding of
a triangular prism (after Hoek and
Brown, 1980).

equation 9.39 may be used. Substituting H0 = 20 MN (corresponding to a boundary
stress of 5 MPa), 
1 = 40◦, 
2 = 20◦, �1 = �2 = 40◦ in equation 9.39 gives the ver-
tical force required to produce limiting equilibrium of the prism as p� = 3.64 MN per
metre thickness. Since the weight of the prism is W = 0.26 MN per metre thickness,
it is concluded that the prism will remain stable under the influence of the induced
elastic stresses.

If the wedge is permitted to displace vertically so that joint relaxation occurs,
the limiting vertical force is given by equation 9.40, with values of H being deter-
mined from equation 9.11. In the present case, the post-relaxation limiting vertical
force is P� = 0.18 MN per metre thickness. This is less than the value of W and
so, without reinforcement, the block will be unstable. The reinforcement force, R,
required to maintain a given value of factor of safety against prism failure, F , is
given by R = W − P�/F . If F = 1.5, then R = 0.14 MN per metre thickness. This
force could be provided by grouted dowels made from steel rope or reinforcing
bar.

If the stabilising influence of the induced horizontal stresses were to be completely
removed, it would be necessary to provide support for the total weight of the prism.
For a factor of safety of 1.5, the required equivalent uniform roof support pressure
would be 0.08 MPa, a value readily attainable using pattern rock bolting.

Figure 11.15 shows a case in which a two-dimensional wedge is free to slide on
a discontinuity AB. If stresses induced around the excavation periphery are ignored,
tensioned rock bolt or cable support may be designed by considering limiting equi-
librium for sliding on AB. If Coulomb’s shear strength law applies for AB, the factor
of safety against sliding is

F = cA + (W cos � + T cos �) tan �

W sin � − T sin �

where W = weight of the block, A = area of the sliding surface, T = total force in
the bolts or cables, � = dip of the sliding surface, � = angle between the plunge of
the bolt or cable and the normal to the sliding surface, c, � = cohesion and angle of
friction on the sliding surface.

Thus the total force required to maintain a given factor of safety is

T = W (F sin � − cos � tan �) − cA

cos � tan � + F sin �
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Figure 11.16 Local reinforcement
action through an active length of bolt
(after Brady and Lorig, 1988).

A factor of safety of 1.5 to 2.0 is generally used in such cases. The value of T required
to maintain a given value of F will be minimised if � = F cot �.

Comprehensive analysis of local reinforcement. A comprehensive analysis of
rock reinforcement must be based on loads mobilised in reinforcement elements by
their deformation and by relative displacement between host rock and components of
the reinforcement. For local reinforcement, represented by a reinforcing bar or bolt
fully encapsulated in a strong, stiff resin or grout, a relatively large axial resistance
to extension can be developed over a relatively short length of the shank of the bolt,
and a high resistance to shear can be developed by an element penetrating a slipping
joint.

Analysis of local reinforcement is conducted in terms of the loads mobilised in
the reinforcement element by slip and separation at a joint and the deformation of an
‘active length’ of the element, as shown in Figure 11.16. This reflects experimental
observations by Pells (1974), Bjurstrom (1974), and Haas (1981) that, in discontinuous
rock, reinforcement deformation is concentrated near an active joint. The conceptual
model of the local operation of the active length is shown in Figure 11.17a, where
local load and deformation response is simulated by two springs, one parallel to the
local axis of the element and one perpendicular to it. When shear occurs at the joint,
as shown in Figure 11.17b, the axial spring remains parallel to the new orientation of
the active length, and the shear spring is taken to remain perpendicular to the original
axial orientation. Displacements normal to the joint are accompanied by analogous
changes in the spring orientations.

The loads mobilised in the element by local deformation are related to the dis-
placements through the axial and shear stiffnesses of the bolt, Ka and Ks respectively.
These can be estimated from the expressions (Gerdeen et al., 1977)

Ka = �kd1 (11.10)

Ks = Eb I3 (11.11)
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Figure 11.17 Models for axial and
shear action of reinforcement at a
slipping joint (after Brady and Lorig,
1988).

where

k =
[

1

2
Gg Eb/(d2/d1 − 1)

] 1
2

Gg = Shear modulus of grout, Eb = Young’s modulus of bolt, d2, d1 = hole and bolt
diameter, respectively

 = K/(4Eb I )
1
2

K = 2Eg/(d2/d1 − 1)

and I = second moment of area of the reinforcing element, and Eg = Young’s mod-
ulus of grout.

The mobilised axial and shear forces are both assumed to approach limiting values
asymptotically. A continuous-yielding model for axial performance (with an analo-
gous expression for shear) is described by the expression

�Fa = Ka |�ua| f (Fa) (11.12)

where �Fa is an incremental change in axial force due to an incremental axial dis-
placement �ua, and f (Fa) is a function defining the load path by which Fa approaches
its ultimate value, Pa

ult.
The expression for f (Fa) is conveninently defined by

f (Fa) = ∣∣Pa
ult − Fa

∣∣ (Pa
ult − Fa)/(Pa

ult)
2 (11.13)

The values for the ultimate axial and shear loads that can be sustained ideally
should be determined from appropriate laboratory tests on the rock–grout–shank
system, since it depends on factors such as grout properties, roughness of the grout–
rock interface, adhesion between the grout and the shank, and the thickness of the
grout annulus. If measured values for the ultimate loads are not available, approximate
values can be estimated from the expressions

P s
ult = 0.67d2

1 (�b�c)
1
2 (11.14)

Pa
ult = �peak�d2L (11.15)

331



ROCK SUPPORT AND REINFORCEMENT

Figure 11.18 Typical working
sketch used during preliminary
layout of a rockbolting pattern for
an excavation in jointed rock (after
Hoek and Brown, 1980).

where �b c = uniaxial compressive strength of the rock,
�peak

1

Considering equations 11.10–11.15, it is observed that any increment of relative
displacement at a joint can be used to determine incremental and then total forces
parallel and transverse to the axis of the reinforcement element. From the known
orientation of the element relative to the joint, these forces can be transformed
into components acting normal and transverse to the joint. In this form, they can
be introduced into a suitable finite difference code, such as the distinct element
scheme described in section 6.7, which simulates the behaviour of a jointed rock
mass.

11.5.3 General or systematic reinforcement
Whereas in the case of local support and reinforcement, the objective was to support
a given block or zone of rock on the excavation periphery, here the objective is to
mobilise and conserve the inherent strength of the rock mass itself. This is often
achieved by creating a self-supporting arch of rock as shown in Figure 11.18. In
the general case, it is expected that the rock mass surrounding the excavation will
fracture or yield. The design approaches that may be applied in this case are rock-
support interaction calculations, the application of empirical design rules, the use
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of rock mass classification-based design rules and more comprehensive numerical
analyses. Quite often in practice, these approaches are used in combination.

Rock-support interaction calculations. These may be carried out using the meth-
ods discussed in section 11.3 and the calculation procedures set out in Appendix C.
Although idealisations of the problem have to be made, and some factors and tech-
niques cannot be specifically allowed for in the calculations, use of this approach
permits the designer to develop a clear understanding of the relative merits of can-
didate reinforcement systems in a particular application. In most cases, it will be
necessary to carry out a series of calculations for a number of trial designs before an
appropriate design can be selected for a field trial.

Empirical design rules. A wide range of empirical support and reinforcement design
rules have been developed over the last 50 years. These rules, which are based on
precedent practice, generally apply to permanent underground excavations rather than
to temporary mining excavations such as stopes. They are geometrically based and
do not account explicitly for the stress field induced around the excavation or for the
quality of the rock mass. For these reasons, they must be used with extreme caution
and only for making preliminary estimates which must be checked by making more
complete assessments.

The range of empirical design rules available has been reviewed by Stillborg (1994)
and by Rachmad et al. (2002) in the context of their application to the support and
reinforcement of production drifts in a block caving mine. One of the most useful
and long-lived set of empirical design rules is that developed by Lang (1961) for
pattern rockbolting of permanent excavations during the construction of the Snowy
Mountains Hydro-electric Scheme in Australia. Although Lang’s rules are described
here as empirical, they were established on the basis of a range of laboratory, field
and theoretical studies which have been reviewed by Brown (1999a). Lang (1961)
gives the minimum bolt length, L , as the greatest of

(a) twice the bolt spacing, s;
(b) three times the width of critical and potentially unstable rock blocks defined by

the average discontinuity spacing, b; or
(c) 0.5B for spans of B < 6m, 0.25 B for spans of B = 18–30 m.

For excavations higher than 18 m, the lengths of sidewall bolts should be at least
one fifth of the wall height. The maximum bolt spacing, s, is given by the least of
0.5L and 1.5b. When weld or chain mesh is used, a bolt spacing of more than 2 m
makes attachment of the mesh difficult if not impossible.

Figure 11.18 shows a preliminary layout of a rockbolting pattern for a horse-shoe-
shaped excavation in jointed rock, prepared using Lang’s rules. This figure also illus-
trates the basis on which Lang’s rules were developed, namely the establishment of a
self-supporting compressed ring or arch around the excavation. If a highly compress-
ible feature such as a fault or a clay seam crosses the compression ring, it is possible
that the required compression will not be developed and that the reinforcement will
be inadequate.

Rock mass classification schemes. Schemes such as those due to Barton et al.
(1974) and Bieniawski (1973, 1976) were developed as methods of estimating support
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Figure 11.19 Permanent support
and reinforcement recommendations
based on the Q system of rock mass
classification (after Barton, 2002).

requirements for underground excavations, using precedent practice. Barton et al.
proposed 38 categories of support based on their tunnelling quality index, Q, and the
excavation support ratio, ESR, which varies with the use of the excavation and the
extent to which some degree of instability is acceptable. These proposals have been
discussed in detail by Hoek and Brown (1980) who point out the dangers involved in
blindly adopting their provisions, particularly where the nature of the excavation and
the properties of the rock mass differ from those in the case histories that were used
in developing the recommendations.

Figure 11.19 shows the recommendations for the support and reinforcement of
permanent excavations offered by Grimstad and Barton (1993) and Barton (2002)
which update the original recommendations of Barton et al. (1974) and allow for, in
particular, subsequent advances in shotcrete technology.

Comprehensive analysis of general or systematic reinforcement. In a rock mass
subject to fracture and yield, the spatially-extensive model of reinforcement is more
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Figure 11.20 Model of spatially ex-
tensive reinforcement in rock subject
to diffuse deformation (after Itasca,
2003).

appropriate than the local deformation model. Because local resistance to shear in
the reinforcement is not significant in this case, a one-dimensional constitutive model
is adequate for describing its axial performance. The finite difference representation
of reinforcement shown in Figure 11.20 involves division of the complete cable or
tendon into separate segments and assignment of equivalent masses to the nodes. Axial
extension of a segment is represented by a spring of stiffness equivalent to the axial
stiffness, limited by a plastic yield condition. Interaction between the tendon and the
rock is modelled by a spring–slider unit, with the stiffness of the spring representing
the elastic deformability of the grout, and with the limiting shear resistance of the
slider representing the ultimate shear load capacity of either the grout annulus itself,
the tendon–grout contact, or the grout–rock contact.

The elastic–plastic performance of a tendon segment in axial extension is shown
in Figure 11.21a. For the elastic response, the bar stiffness is related to the properties
and dimensions of the tendon

Ka = Eb A/L (11.16)

where A and L are the cross-sectional area and length of the tendon segment.
The yield load is related directly to the yield strength of the tendon and the cross-

sectional area. If, after yield, the segment is subjected to a phase of unloading, the
unloading stiffness is taken to be equal to the loading stiffness.

Figure 11.21 (a) Axial performance
of a reinforcement segment; (b) shear
performance of grout annulus between
tendon and borehole surfaces (after
Itasca, 2003).
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The elastic–perfectly plastic performance of the tendon segment represents the
simplest possible constitutive model. With minimal increase in complexity, a kine-
matic hardening model or a continuous weakening model analogous to that described
by equations 11.12 and 11.13 could be introduced.

The elastic–perfectly plastic performance of the grout annulus is represented in
Figure 11.21b. As a result of relative shear displacement ua between the tendon
surface and the borehole surface, the shear force fa mobilised per unit length of cable
is related to the stiffness Kbond, i.e.

fa = Kbondua (11.17)

Usually, Kbond would be measured directly in laboratory pull-out tests. Alternatively,
it may be calculated from the expression

Kbond = 2�Gg/[�n(1 + 2t/d1)] (11.18)

where t is the thickness of the grout annulus.
The ultimate load capacity of the grout is defined by equation 11.15, with length

L of unity, and �peak given by

�peak = �I Qb (11.19)

where �I is approximately one-half of the smaller of the uniaxial strengths of the grout
and the rock, and Qb is a factor defining the quality of the bond between the grout
and the rock. (For perfect bond quality, Qb = 1.)

Calculation of the loads generated in reinforcement requires determination of the
relative displacement between the rock and a node of a reinforcement segment. Con-
sider the constant strain triangular zone shown in Figure 11.22a, with components of
displacement uxi , uyi , for example, at the corners i(i = 1, 3). The natural co-ordinates
�i , of a reinforcement node p lying within the triangle are given by the relative areas
of the triangular areas defined in Figure 11.22b. Thus

�i = Ai/A i = 1, 3 (11.20)

where A is the area of the triangle with corners 1, 2, 3.
The displacements up

x and up
y at node p are interpolated linearly from the displace-

ments at the corners, using the natural co-ordinates as weight factors, i.e.

up
x = �i uxi, up

y = �i uyi i = 1, 3 (11.21)

where summation is implied on repeated subscripts.

Figure 11.22 Basis of natural co-
ordinates for interpolating rock dis-
placements (after Itasca, 2003).
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In the finite difference analysis, incremental forms of equation 11.21 are used
in successive computation cycles to calculate incremental nodal displacements, from
which the new configuration of an element can be determined. The axial component of
relative displacement at a node can then be calculated from the absolute displacement
of a node and the absolute displacement of the adjacent rock. The axial force is
obtained from equation 11.17 and the active length adjacent to the node, taking account
of the limiting condition defined by equation 11.19. The force Fp

x , Fp
y mobilised at

the grout–rock interface at a node is distributed to the zone corners using the natural
co-ordinates of the node as the weight factor; i.e.

Fp
xi = �i Fp

x (11.22)

where Fp
xi are forces assigned to the zone corner.

This formulation of reinforcement mechanics may be readily incorporated in a dy-
namic relaxation, finite difference method of analysis of a deformable medium, such
as the code called FLAC described by Cundall and Board (1988). The solution of a
simple problem involving long, grouted, untensioned cable bolts illustrates applica-
tion of the method of analysis. The problem involves a circular hole of 1 m radius,
excavated in a medium subject to a hydrostatic stress field, of magnitude 10 MPa.
For the elasto–plastic rock mass, the shear and bulk elastic moduli were 4 GPa and
6.7 GPa respectively, and Mohr–Coulomb plasticity was defined by a cohesion of
0.5 MPa, angle of friction of 30◦, and dilation angle of 15◦. Reinforcement consisted
of a series of radially oriented steel cables, of 15 mm diameter, grouted into 50 mm
diameter holes. The steel had a Young’s modulus of 200 GPa, and a yield load of
1 GN. Values assigned to Kbond and Sbond were 45 GN m−2 and 94 kN m−1. These
properties correspond to a grout with a Young’s modulus of 21.5 GPa and a peak bond
strength (�peak) of 2 MPa.

The problem was analysed as a quarter plane. The near-field problem geometry is
illustrated in Figure 11.23, where the extent of the failure zone that develops both
in the absence and presence of the reinforcement is also indicated. The distributions
of stress and displacement around the excavation are shown in Figure 11.24 for
the cases where the excavation near-field rock is both unreinforced and reinforced.

Figure 11.23 Problem geometry
and yield zones about a circular ex-
cavation (a) without and (b) with re-
inforcement (after Brady and Lorig,
1988).
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Figure 11.24 Distributions of (a)
stress and (b) displacement around a
circular excavation for unreinforced
and reinforced near-field rock (after
Brady and Lorig, 1988).

Examination of the distributions of radial displacement ur and radial and tangential
stresses �r and �t indicates the function of the radial reinforcement. It substantially
reduces the radial displacement ur, and generates a higher magnitude of �r in the
fractured zone, resulting in a higher gradient in the �t distribution. The effect is
to shift the plastic–elastic transition closer to the excavation boundary. Thus, both
closure of the excavation and the depth of the zone of yielded rock are reduced.

The density of reinforcement used in this demonstration problem is greater than
would be applied in mining practice. However, it confirms the mode of action of rein-
forcement and the prospect for application of computational methods in reinforcement
design.

11.6 Materials and techniques

11.6.1 Overview
The emphasis in this chapter has been on the principles of the support and reinforce-
ment of rock masses and on design analyses. However, if support and reinforcement
is to be fully effective, it is necessary that suitable materials be used for a particular
application and that these materials be installed or applied using satisfactory tech-
niques. The details of these techniques and materials are largely beyond the scope of
this book. Only the central principles and some illustrative examples will be given
here. For full practical details, the reader should consult texts such as those by Hoek
et al. (1995), Hustrulid and Bullock (2001), Hutchinson and Diederichs (1994), Kaiser
et al. (1996), Melbye and Garshol (1999), Proctor and White (1977) and Stillborg
(1994), and the proceedings of specialty conferences such as those edited by Kaiser
and McCreath (1992) and Villaescusa et al. (1999). In this section, brief accounts
will be given of the essential features of rockbolts and dowels, cable bolts, shotcrete,
wire mesh and steel sets. Details of the support techniques used in longwall coal and
metalliferous mining will be given in Chapter 15.

11.6.2 Rockbolts and dowels
A single tensioned rockbolt usually consists of an anchorage, a steel shank, a face
plate, a tightening nut and sometimes a deformable plate. For short term applications,
the bolt may be left ungrouted, but for permanent or long term applications and use
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in corrosive environments, rockbolts are usually fully grouted with cement or resin
grout for improving both pull-out strength and corrosion resistance.

Rockbolts are often classified according to the nature of their anchorages. Early
rockbolt anchors were of the mechanical slot-and-wedge and expansion shell types. It
is often difficult to form and maintain mechanical anchors in very hard or in soft rocks.
Mechanical anchors are also susceptible to blast-induced damage. Anchors formed
from Portland cement or resin are generally more reliable and permanent. A third
category of rockbolt anchorage is that utilised by friction (Split Set and Swellex)
bolts which rely on the generation of friction at the rock-bolt contact along their
lengths for their anchorage and strength. As with mechanical anchors, friction bolts
depend for their efficacy on the sizes and accuracy of the drilling of the holes in
which they are installed. They are also susceptible to corrosion. Although they may
be given a pre-tension to ensure that an anchorage is formed, friction bolts are usually
not installed with the levels of pre-tension (5–20 tonnes) used for other rockbolts. In
this case, they act a dowels rather than rockbolts. Other types of dowel are usually
grouted along their lengths on installation and develop their tension with deformation
of the rock mass in which they are installed. Grouting of Split Set bolts and dowels
may increase their load carrying capacity for longer term applications (Thompson
and Finn, 1999).

Figure 11.25 shows a number of types of rockbolt and dowel classified according
to the anchorage method used but with several types of shank illustrated. Figure 11.26
shows further details of the installation and grouting of a resin anchored and grouted
bolt made from threaded bar. Resin encapsulated rockbolts are widely used for
the reinforcement of longer term openings in metalliferous mines.(e.g. Slade et al.,
2002).

11.6.3 Cable bolts
Cable bolts are long, grouted, high tensile strength steel elements used to reinforce
rock masses. They may be used as pre-or post-reinforcement and may be left un-
tensioned or be pre- or post-tensioned. Windsor (2001) defines the following terms
associated with cable bolting:

� Wire – a single, solid section element.
� Strand – a set of helically spun wires.

Figure 11.25 Types of rockbolt
and dowel (after Hadjigeorgiou and
Charette, 2001).
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Figure 11.26 Resin grouted rock-
bolt made from threaded bar (after
Hoek and Brown 1980).

� Cable – an arrangement of wires or strands.
� Tendon – pre-tensioned wires or strand.
� Dowel – un-tensioned wires or strand.

Cable bolting as defined here was first used in underground metalliferous mines in
South Africa and Canada but it was probably in Australia that cable bolt and dowel
reinforcement was first developed as a major form of systematic reinforcement in
cut-and-fill mining (Clifford, 1974, Brown, 1999b). Figure 11.27 summarises the
development of cable bolt configurations.

Windsor (2001) notes that the development of hardware for cable bolting has been
matched by improvements in design philosophy and methods. In this context, design
includes choosing a suitable type of cable bolt, the bolt orientations, lengths and
densities, an appropriate installation procedure, and determining whether to use pre-
or post-reinforcement in conjunction will pre- or post-tensioning. In mining practice,
these decisions are influenced by logistics, equipment availability, precedent practice
in similar circumstances and, in the case of installation procedures, the levels of
training of the work force.

Installation practice has the potential to dictate the mechanical performance of
cable bolting. The length and transverse flexibility of cable bolts create a number of
difficulties in ensuring a high quality installation. Installation can be influenced by
a number of factors relating to the drilling of the hole, the configuration and state
of the cable, and the grouting and tensioning of the cable. A full discussion of these
factors is outside the scope of this text. For further details, the reader is referred
to the books by Hoek et al. (1995) and Hutchinson and Diederichs (1996), and the
papers by Windsor (1997, 2001), for example. Figure 11.28 illustrates two alternative
methods of grouting cable bolts into upholes. These methods may be described as
gravity retarded and gravity assisted, respectively. In the grout tube method, the tube
may be withdrawn progressively from the hole as it fills with grout. This method has

340



MATERIALS AND TECHNIQUES

Figure 11.27 Summary of the de-
velopment of cable bolt configurations
(after Windsor, 2001).

a number of operational and cost advantages and is used routinely in a number of
Australian mines (Villaescusa, 1999).

11.6.4 Shotcrete
Shotcrete is pneumatically applied concrete used to provide passive support to the rock
surface. It consists of a mixture of Portland cement, aggregates, water and a range of
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Figure 11.28 Alternative methods
of grouting cables into upholes (after
Hoek et al. 1995).

admixtures such as accelerators or retarders, plasticisers, microsilica and reinforcing
fibres. Gunite, which pre-dates shotcrete in its use in underground construction, is
pneumatically applied mortar. Because it lacks the larger aggregate sizes of up to
25 mm typically used in shotcrete, gunite is not able to develop the same resistance to
deformation and load-carrying capacity as shotcrete. For at least 50 years, shotcrete
has been used with outstanding success in civil engineering underground construction
in a wide variety of ground types. It is so successful because it satisfies most of
the requirements for the provision of satisfactory primary support or reinforcement
discussed in section 11.2. Over the last 20 years, shotcrete has found increasing
use in underground mining practice, initially for the support of the more permanent
excavations but now increasingly for the support of stopes and stope accesses (Brown
1999b, Brummer and Swan, 2001). It may also be used as part of the support and
reinforcement system in mild rock burst conditions (Hoek et al., 1995, Kaiser and
Tannant, 2001). Shotcrete is being used increasingly in conjunction with, or as a
replacement for, mesh to provide primary support of headings. Brummer and Swan
(2001) describe a case of the use of wet mix steel fibre reinforced shotcrete to provide
the total drift support in a sublevel caving operation at the Stobie Mine, Ontario,
Canada. Bolts are used in drifts only at intersections.
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Figure 11.29 Some support mech-
anisms developed by shotcrete: (a) a
single block; (b) a beam anchored by
bolts; (c) a roof arch; (d) a closed ring
(after Brown, 1999b).

Some of the support mechanisms developed by shotcrete on the peripheries of
excavations are illustrated in Figure 11.29. The support functions, modes of failure and
methods of design of shotcrete as a component of hard rock support and reinforcement
systems are discussed by Holmgren (2001) and by Kaiser and Tannant (2001). Hoek
et al. (1995) provide a set of detailed recommendations for the use of shotcrete in a
range of rock mass conditions likely to be encountered in hard rock mining.

Shotcrete is prepared using either the dry-mix or the wet-mix process. In the dry-
mix process, dry or slightly dampened cement, sand and aggregate are mixed at the
batching plant, and then entrained in compressed air and transported to the discharge
nozzle. Water is added through a ring of holes at the nozzle. Accurate water control
is essential to avoid excessive dust when too little water is used or an over-wet mix
when too much water is added. In the wet-mix process, the required amount of water
is added at the batching plant, and the wet mix is pumped to the nozzle where the
compressed air is introduced. A comparison of the dry- and wet-mix processes is
given in Table 11.2. Until the last decade dry-mix method was more widely used,
mainly because the equipment required is lighter and less expensive, and because the
dry material can be conveyed over longer distances, an important advantage in mining
applications. However, wet-mix methods have important advantages for underground
mining applications in terms of reduced dust levels, lower skill requirements and the
need for less equipment at the application site. They have now become the industry
standard (Brown, 1999b, Spearing, 2001).

Shotcrete mix design is a difficult and complex process involving a certain amount
of trial and error. The mix design must satisfy the following criteria (Hoek and Brown,
1980):

(a) Shootability – the mix must be able to be placed overhead with minimum re-
bound.
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Table 11.2 Comparison of wet- and dry-mix shotcreting processes (after Spearing, 2001).

Wet Process Dry process

Little dust Considerable dust
Low maintenance cost High maintenance cost
High capital cost Low capital cost
Low rebound, typically about 5% to 10% High rebound, usually more than 25%
Moderate to high placement rate, between

4 and 25 m3/hr Low to moderate placement rate, up to 6 m3/hr
Low transport distance, up to 200 m High transport distance
Moderate to high placed quality Moderate placed quality

(b) Early strength – the mix must be strong enough to provide support to the ground
at ages of a few hours.

(c) Long-term strength – the mix must achieve a specified 28 day strength with
the dosage of accelerator needed to achieve the required shootability and early
strength.

(d) Durability – adequate long-term resistance to the environment must be achieved.
(e) Economy – low-cost materials must be used, and there must be minimum losses

due to rebound.

A typical basic mix contains the following percentages of dry components by weight:

cement 15–20%
coarse aggregate 30–40%
fine aggregate or sand 40–50%
accelerator 2–5%

The water : cement ratio for dry-mix shotcrete lies in the range 0.3–0.5 and is adjusted
by the operator to suit local conditions. For wet-mix shotcrete, the water : cement
ratio is generally between 0.4 and 0.5.

The efficacy of the shotcreting process depends to a large extent on the skill of the
operator. The nozzle should be kept as nearly perpendicular to the rock surface as
possible and at a constant distance of about 1 m from it. A permanent shotcrete lining
is usually between 50 mm and 500 mm thick, the larger thicknesses being placed
in a number of layers. The addition of 20–50 mm long and 0.25–0.8 mm diameter
deformed steel fibres, or plastic fibres, has been found to improve the toughness,
shock resistance, durability, and shear and flexural strengths of shotcrete, and to
reduce the formation of shrinkage cracks. Fibre-reinforced shotcrete will accept larger
deformations before cracking occurs than will unreinforced shotcrete; after cracking
has occurred, the reinforced shotcrete maintains its integrity and some load-carrying
capability. However, fibre-reinforced shotcrete is more expensive and more difficult
to apply than unreinforced shotcrete.

11.6.5 Wire mesh
Chain-link or welded steel mesh is used to restrain small pieces of rock between
bolts or dowels, and to reinforce shotcrete. For the latter application, welded mesh is
preferred to chain-link mesh because of the difficulty of applying shotcrete satisfac-
torily through the smaller openings in chain-link mesh. For underground use, weld
mesh typically has 4.2 mm diameter wires spaced at 100 mm centres. In some mining
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Figure 11.30 Reinforced haulage at
a depth of 1540 m following a seismic
event of magnitude 4.0. Severely dam-
aged rock is well contained by mesh
and rope lacing (after Ortlepp, 1983).

districts such as those in Western Australia and Ontario, Canada, mining regulations
and codes of practice now require some form of surface support, usually mesh, to
be used in all personnel entry excavations. In Western Australia, the code of practice
applies to all headings that are higher than 3.5 m and requires that surface support be
installed down to at least 3.5 m from the floor (Mines Occupational Safety and Health
Advisory Board, 1999).

In underground metalliferous mining, rock blocks or fragments of fractured rock
are often held in place by a pattern of hoist rope lacing installed between rockbolts
or anchor points. Rope lacing may be used to stiffen mesh in those cases in which
the mesh is unable to provide adequate restraint to loosened rock. Ortlepp (1983,
1997) gives a number of examples of the use of mesh and lacing in conjunction with
rockbolts and grouted cables and steel rods to stabilise tunnels in the deep-level gold
mines of South Africa. Figure 11.30 shows the appearance of an intensively reinforced
haulage at a depth of 1540 m following a seismic event of magnitude 4.0 which had
its source on a fault intersecting the haulage near the location of the photograph. The
haulage was reinforced with 2.5 m long grouted steel rope tendons and 7.5 m long
prestressed rock anchors which provided an overall support capacity of 320 kNm3.
The 3.2 mm diameter by 65 mm square galvanised mesh was backed by 16 mm
diameter scraper rope. Across the intersection with the fault, the severely damaged
rock was well contained by the mesh and lacing even though several of the prestressed
anchors had failed.
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Figure 11.31 Toussaint–Heintz-
mann yielding arch: (a) cross section;
(b) clamp joint; (c) alternative joint;
(d) arch configuration before and after
yielding; (e) idealised load–radial
displacement response.

11.6.6 Steel sets
Steel arches or steel sets are used where high load-carrying capacity elements are
required to support tunnels or roadways. A wide range of rolled steel sections are
available for this application. Where the rock is well jointed, or becomes fractured
after the excavation is made, the spaces between the sets may be filled with steel
mesh, steel or timber lagging, or steel plates. Proctor and White (1977) provide the
most detailed account available of the materials and techniques used in providing
steel support.

Steel sets provide support rather than reinforcement. They cannot be preloaded
against the rock face and, as pointed out in section 11.3, their efficacy largely de-
pends on the quality of the blocking provided to transmit loads from the rock to
the steel set. Steel arches are widely used to support roadways in coal mines where
they are often required to sustain quite large deformations. These deformations may
be accommodated by using yielding arches containing elements designed to slip at
predetermined loads (Figure 11.31), or by permitting the splayed legs of the arches
to punch into the floor. Where more rigid supports are required as, for example, in
circular transportation tunnels, circular steel or concrete sets are used.
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12 Mining methods and method
selection

12.1 Mining excavations

Recovery of mineral from subsurface rock involves the development of physical access
to the mineralized zone, liberation of the ore from the enclosing host rock and transport
of this material to the mine surface. Excavations of various shapes, sizes, orientations
and functions are required to support the series of operations which comprise the
complete mining process. A schematic layout of an underground mine is shown in
Figure 12.1. Three types of excavations employed in the process are recognised in
the figure. These are the ore sources, or stopes, the stope access and service openings,
or stope development, and the permanent access and service openings. Irrespective
of the method used to mine an orebody, similarities exist between the functions and
the required geomechanical performances of the different types of non-production
excavations.

A stope is the site of ore production in an orebody. The set of stopes gener-
ated during ore extraction usually constitutes the largest excavations formed during

Figure 12.1 Basic infrastructure for
an underground mine (after Hamrin,
2001).
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the exploitation of the deposit. The stoping operation, i.e. ore mobilisation from its
in situ setting and its subsequent extraction from the mine void, is the core of the mine
production process. Clearly, control of rock performance within the orebody, and in
the rock mass adjacent to the orebody, is critical in assuring the efficient geomechan-
ical and economic performance of the individual stopes, and of the mine as a whole.

The size of stopes means that their zone of influence is large relative to virtually
all other mine excavations. Stope design therefore exercises a dominant rôle in the
location, design and operational performance of other excavations which sustain
mining activity. The principles of stope layout and design are integrated with the set
of engineering concepts and physical operations which together compose the mining
method for an orebody. This chapter considers in an introductory way the relation
between the geomechanical properties of an orebody (and its host rock mass) and the
appropriate method of mining it.

The second type of mine excavation identified in Figure 12.1 is represented by
stope access and service openings. These consist of in-stope development such as
drill headings and slot raises, horizontal and vertical openings for personnel access
to stope work places, and ore production and transport openings such as drawpoints,
tramming drives and ore passes. These excavations are developed within the orebody
rock, or within the orebody peripheral rock. Their operational life approximates that
of adjacent stoping activity, and in some cases, such as drill headings, the excavations
are consumed in the stoping process.

The location of stope development in the zone of geomechanical influence of
the stope, and, typically, the immediate proximity of a stope and its related service
openings, may impose severe and adverse local conditions in the rock medium. The
procedures discussed in preceding chapters may be applied to the design of these
openings, provided account is taken of the local stress field generated by stoping
activity, or of rock mass disturbance caused by stoping-induced relaxation in the
medium. In all cases, design of a stoping layout requires detailed attention to the issues
of position, shape and, possibly, support and reinforcement of stope development
openings, to assure their function is maintained while adjacent extraction proceeds.
These excavation design issues are obviously related closely to the geomechanical
principles on which the mining method is based.

Permanent access and service openings represent the third class of mining exca-
vations illustrated in Figure 12.1. This class consists of openings which must meet
rigorous performance specifications over a time span approaching or exceeding the
duration of mining activity for the complete orebody. For example, service and ore
hoisting shafts must be capable of supporting high speed operation of cages and
skips continuously. Ventilation shafts and airways must conduct air to and from stope
blocks and service areas. Haulage drives must permit the safe, high speed operation of
loaders, trucks, ore trains and personnel transport vehicles. In these cases, the excava-
tions are designed and equipped to tolerances comparable with those in other areas of
engineering practice. The practical mining requirement is to ensure that the designed
performance of the permanent openings can be maintained throughout the mine life.
In rock mechanics terms, this requirement is expressed as a necessity to locate the
relevant excavations (and associated structures) in areas where rock mass displace-
ments, strains and tilts are always tolerable. The magnitudes of these mining-induced
perturbations at any point in the rock medium surrounding and overlying an orebody
are determined, in part, by the nature and magnitude of the displacements induced by
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mining in the immediate vicinity of the orebody. They can be estimated using one of
the analytical or computational methods described in Chapter 6.

In previous chapters, attention has been devoted to the design of mine excavations
in different types of rock masses. The preceding discussion indicates that the location
and design of all elements of a mine structure are related to the strategy adopted
for excavating the orebody. This implies that the formulation of the complete layout
for a mine must evolve from consideration of the geomechanical consequences of
the selected method for recovering the ore from the orebody. The need is apparent
for an elaboration of the principles and scope for application of the various mining
methods, and this is now presented. It is intended as a prelude to discussion of the
procedures applied in the design of elements of the mining layouts generated by the
various mining methods, which are the concern of some subsequent chapters.

12.2 Rock mass response to stoping activity

The dimensions of orebodies of industrial significance typically exceed hundreds of
metres in at least two dimensions. During excavation of an orebody, the spans of the
individual stope excavations may be of the same order of magnitude as the orebody
dimensions. It is convenient to describe the performance of the host rock mass during
mining activity in terms of the displacements of orebody peripheral rock induced by
mining, expressed relative to the minimum dimension dm of excavations created in
the orebody. It is also useful to consider the rock mass around an orebody in terms
of near-field and far-field domains. In a manner analogous to definition of the zone
of influence of an excavation, the near field of an orebody may be taken as the rock
contained within the surface distance 3dm from the orebody boundaries.

Different mining methods are designed to produce different types and magnitudes
of displacements, in the near-field and far-field domains of an orebody. For example,
the mining method illustrated schematically in Figure 12.2 is designed to restrict rock
displacements in both the near field and the far field of the orebody to elastic orders
of magnitude. Following the usual notions of engineering mechanics, prevention of
displacements is accompanied by increase in the state of stress in and around the sup-
port units preserved to control near-field rock deformation. The result is to increase
the average state of stress in the orebody near field. The orebody peripheral rock is
fully supported, by pillar remnants in the orebody, against large-scale displacements
during stoping activity. Such a fully supported mining method represents one con-
ceptual extreme of the range of geomechanical strategies which may be pursued in
the extraction of an orebody.

A fundamentally different geomechanical strategy is implemented in the mining
method illustrated in Figure 12.3. In this case, mining is initiated by generating
pseudo-rigid body displacements of rock above an excavation in the orebody. In this
region, the initial displacements are of the same order of magnitude as the vertical
dimension of the excavation. As extraction proceeds, the displacement field propa-
gates through the orebody, to the near and far fields. The success of this operation
relies on spatially continuous and progressive displacement of near-field and far-field
rock during ore extraction. In this caving method of mining, rock performance is
the geomechanical antithesis of that generated in the supported method described
earlier.

349



MINING METHODS AND METHOD SELECTION

Figure 12.2 Elements of a sup-
ported (room-and-pillar) method of
mining (after Hamrin, 2001).

Figure 12.3 Mechanised block cav-
ing at the El Teniente Mine, Chile
(after Hamrin, 2001).
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An alternative method of describing rock mass behaviour in the mining methods
represented by Figures 12.2 and 12.3 is in terms of the constitutive behaviour of the
host medium for mining. By restricting rock mass displacements, in both the near field
and far field, to elastic orders of magnitude, the supported method of working shown
in Figure 12.2 is intended to maintain pseudo-continuous behaviour of the host rock
medium. The caving method illustrated in Figure 12.3, by inducing pseudo-rigid body
displacements in units of the rock mass, exploits the discontinuous behaviour of a rock
medium when confining stresses are relaxed. The supported methods of working can
succeed only if compressive stresses, capable of maintaining the continuum properties
of a rock mass, can be sustained by the near-field rock. Caving methods can proceed
where low states of stress in the near field can induce discontinuous behaviour of
both the orebody and overlying country rock, by progressive displacement in the
medium. On the other hand, caving can also proceed under conditions in which the
stresses induced at and near the periphery of the rock mass above the undercut level
are sufficiently high to initiate fracturing and subsequent discontinuous behaviour of
the rock mass. Thus under ideal mining conditions, supported stoping methods would
impose fully continuous rock mass behaviour, while caving methods would induce
fully discontinuous behaviour.

The geomechanical differences between supported and caving methods of mining
may be described adequately by the different stress and displacement fields induced
in the orebody near-field and far-field domains. Added insight into the distinction
between the two general mining strategies may be obtained by considering the energy
concentration and redistribution accompanying mining.

In supported methods, mining increases the elastic strain energy stored in stress
concentrations in the support elements and the near-field rock. The mining objective is
to ensure that sudden release of the strain energy cannot occur. Such a sudden release
of energy might involve sudden rupture of support elements, rapid closure of stopes,
or rapid generation of penetrative fractures in the orebody peripheral rock. These
events present the possibility of catastrophic changes in stope geometry, damage to
adjacent mine openings, and immediate and persistent hazard to mine personnel.

For caving methods, the mining objective is the prevention of strain energy ac-
cumulation, and the continuous dissipation of pre-mining energy derived from the
prevailing gravitational, tectonic and residual stress fields. Prior to caving, rock in,
around and above an orebody possesses both elastic strain energy and gravitational
potential energy. Mining-induced relaxation of the stress field, and vertical displace-
ment of orebody and country rock, reduce the total potential energy of the rock mass.
The objective is to ensure that the rate of energy consumption in the caving mass, rep-
resented by slip, crushing and grinding of rock fragments, is proportional to the rate
of extraction of ore from the active mining zone. If this is achieved, the development
of unstable structures in the caving medium, such as arches, bridges and voids, is pre-
cluded. Volumetrically uniform dissipation of energy in the caving mass is important
in developing uniform comminution of product ore. The associated uniform displace-
ment field prevents impulsive loading of installations and rock elements underlying
the caving mass.

The contrasting mining strategies of full support and free displacement involve
conceptual and geomechanical extremes in the induced response of the host rock mass
to mining. In practice, a mining programme may be based on different geomechanical
concepts at different stages of orebody extraction. For example, the extraction of an
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orebody may exploit completely natural support in the initial stoping phase, using
orebody remnants as pillar elements. In the early stages of pillar recovery, various
types of artificial support may be emplaced in the mined voids, with the objective of
controlling local and regional rock mass displacements. In the final stages of pillar
recovery, pillar wrecking and ore extraction may be accompanied by caving of the
adjacent country rock. It is clear that the transition from one geomechanical basis
to another can have important consequences for the integrity and performance of
permanent openings and other components of a mine structure. This indicates that
the key elements of a complete mining strategy for an orebody should be established
before any significant and irrevocable commitments are made in the pre-production
development of an orebody.

12.3 Orebody properties influencing mining method

A mining method consists of a sequence of production unit operations, which are
executed repetitively in and around the production blocks into which an orebody is
divided. The operations of ore mobilisation, extraction and transport are common to
all mining methods, while other operations may be specific to a particular method.
Differences between mining methods involve different techniques of performing the
unit operations. The different operating techniques employed in the various methods
are the result of the different geometric, geomechanical and geologic properties of
the orebody and the host rock medium. Other more general engineering and social
questions may also be involved. In the following discussion, only the former issues,
i.e. readily definable physicomechanical orebody properties, are considered.

12.3.1 Geometric configuration of orebody
This property defines the relative dimensions and shape of an orebody. It is related
to the deposit’s geological origin. Orebodies described as seam, placer or stratiform
(stratabound) deposits are of sedimentary origin and always extensive in two dimen-
sions. Veins, lenses and lodes are also generally extensive in two dimensions, and
usually formed by hydrothermal emplacement or metamorphic processes. In massive
deposits, the shape of the orebody is more regular, with no geologically imposed
major and minor dimensions. Porphyry copper orebodies typify this category.

Both the orebody configuration and its related geological origin influence rock
mass response to mining, most obviously by direct geometric effects. Other effects,
such as depositionally associated rock structure, local alteration of country rock, and
the nature of orebody–country rock contacts, may impose particular modes of rock
mass behaviour.

12.3.2 Disposition and orientation
These issues are concerned with the purely geometric properties of an orebody, such as
its depth below ground surface, its dip and its conformation. Conformation describes
orebody shape and continuity, determined by the deposit’s post-emplacement history,
such as episodes of faulting and folding. For example, methods suitable for mining
in a heavily faulted environment may require a capacity for flexibility and selectivity
in stoping, to accommodate sharp changes in the spatial distribution of ore.
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12.3.3 Size
Both the absolute and relative dimensions of an orebody are important in determining
an appropriate stoping method. A large, geometrically regular deposit may be suitable
for mining using a mechanised, mass-mining method, such as block caving. A small
deposit of the same ore type may require selective mining and precise ground control
to establish a profitable operation. In addition to its direct significance, there is also an
interrelation between orebody size and the other geometric properties of configuration
and disposition, in their effect on mining method.

12.3.4 Geomechanical setting
Specific geomechanical issues determining an appropriate mining method for a de-
posit have been defined, in part, in preceding chapters discussing the properties of
rock materials and rock masses. The response of a rock mass to a particular mining
method reflects the mechanical and structural geological constitution of the orebody
rock and the surrounding country rock. Rock material properties include strength,
deformation characteristics (such as elastic, plastic and creep properties) and weath-
ering characteristics. Rock mass properties are defined by the existence, and geomet-
ric and mechanical properties, of joint sets, faults, shear zones and other penetrative
discontinuities. The pre-mining state of stress in the host rock is also a significant
parameter.

In addition to the conventional geomechanical variables, a number of other rock
material properties may influence the mining performance of a rock mass. Adverse
chemical properties of an ore may preclude caving methods of mining, which gen-
erally require chemical inertness. For example, a tendency to re-cement, by some
chemical action, can reduce ore mobility and promote bridging in a caving mass.
Similarly, since air permeates a caving medium, a sulphide ore subject to rapid oxida-
tion may create difficult ventilation conditions in working areas, in addition to being
subject itself to a degradation in mechanical properties.

Other more subtle ore properties to be noted are the abrasive and comminutive
properties of the material. These determine the drillability of the rock for stop-
ing purposes, and its particle size degradation during caving, due to autogeneous
grinding processes. A high potential for self-comminution, with the generation of
excessive fines, may influence the design of the height of draw in a caving op-
eration and the layout and design of transport and handling facilities in a stoping
operation.

In some cases, a particular structural geological feature or rock mass property
may impose a critical mode of response to mining, and therefore have a singular
influence on the appropriate mining method. For example, major continuous faults,
transgressing an orebody and expressed on the ground surface, may dictate the ap-
plication of a specific method, layout and mining sequence. Similar considerations
apply to the existence of aquifers in the zone of potential influence of mining, or
shattered zones and major fractures which may provide hydraulic connections to wa-
ter sources. The local tectonic setting, particularly the level of natural or induced
seismic activity, is important. In this case, those methods of working which rely at
any stage on a large, unfilled void would be untenable, due to the possibility of local
instability around open stopes induced by a seismic event. A particular consequential
risk under these conditions is air blast, which may be generated by falling stope wall
rock.
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12.3.5 Orebody value and spatial distribution of value
The monetary value of an orebody, and the variation of mineral grade through the
volume of the orebody, determine both mining strategy and operating practice. The
critical parameters are average grade, given various cut-off grades, and grade dis-
tribution. The former parameter defines the size and monetary value of the deposit
as the market price for the product mineral changes. It also indicates the degree of
flexibility required in the selected method of mining the orebody, since it is necessary
that marginal ore be capable of exclusion from the production operation, in response
to changing market conditions. The significance of dilutions of the ore stream, aris-
ing, for example, from local failure of stope wall rock and its incorporation in the
extracted ore, is related to the value per unit weight of ore. In particular, some mining
methods are prone to dilution, and marginal ore may become uneconomic if mined
by these methods.

Grade distribution in an orebody may be uniform, uniformly varying (where a spa-
tial trend in grade is observed), or irregular (characterised by high local concentrations
of minerals, in lenses, veins or nuggets). The concern here is with the applicability
of mass mining methods, such as caving or sublevel stoping, or the need for com-
plete and highly selective recovery of high-grade domains within a mineralised zone.
Where grade varies in some regular way in an orebody, the obvious requirement is
to devise a mining strategy which assures recovery of higher-grade domains, and yet
allows flexible exploitation of the lower-grade domains.

12.3.6 Engineering environment
A mining operation must be designed to be compatible with the external domain and
to maintain acceptable conditions in the internal mining domain. Mine interaction
with the external environment involves effects on local groundwater flow patterns,
changes in the chemical composition of groundwater, and possible changes in surface
topography through subsidence. Different mining methods interact differently with
the external environment, due to the disparate displacement fields induced in the far-
field rock. In general, caving methods of mining have a more pronounced impact on the
mine external environment, through subsidence effects, than supported methods. In
the latter case, it is frequently possible to cause no visible disturbance or rupture of the
ground surface, and to mitigate the surface waste disposal problem by emplacement
of mined waste in stope voids. In fact, stope backfill generated from mill tailings is
an essential component in many mining operations.

Specific mining methods and operating strategies are required to accommodate the
factors which influence the mine internal environment. Mine gases such as methane,
hydrogen sulphide, sulphur dioxide, carbon dioxide or radon may occur naturally
in a rock mass, or be generated from the rock mass during mining activity. Pre-
mining rock temperatures are related to both rock thermal properties such as thermal
conductivity, and regional geophysical conditions. The thermal condition of mine
air is subject to local climatic influences. Supported and caving methods require
different layouts for ventilation circuits, and present diverse opportunities for gas
generation and liberation in a ventilation air stream. In all cases, the requirement is to
understand the interaction between the rock domain, active at any stage of mining, and
the thermodynamic process of ventilation which operates in that domain and sustains
the operation. As a general rule, supported and caving methods may impose grossly
dissimilar loads on a ventilation air stream, due to the different opportunities offered
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Figure 12.4 A hierarchy of under-
ground mining methods and associ-
ated rock mass response to mining.

for gas liberation, losses from the ventilation stream, and heat pick-up during air
circulation.

12.4 Underground mining methods

A comprehensive discussion of the general features of various underground mining
methods is beyond the scope of this text. Detailed accounts of modern underground
mining methods are given in the text by Hustrulid and Bullock (2001) with an intro-
duction and overview being given by Hamrin (2001). Attention is confined here to
the relations between working method, the rock mass conditions essential to sustain
the method, and the key orebody properties defining the scope for application of the
method.

The mining methods commonly employed in industrial practice are defined in
Figure 12.4. Other mining methods, mostly of historical or local significance, such
as top slicing or cascade stoping, could be readily incorporated in this categorisation.
The gradation of rock performance, ranging from complete support to induced failure
and granular flow, and in spatial energy change from near-field storage to far-field
dissipation, is consistent with the notions discussed earlier.

12.4.1 Room-and-pillar mining (Figure 12.1)
Ore is produced from rooms or entries, each of which serves the multiple rôles of
ore source, access opening, transport drift and airway. Pillars are generated as ore
remnants between entries, to control both the local performance of immediate roof
rock and the global response of the host rock medium. It is preferable to arrange pillars
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in a regular grid array, to simplify planning, design and operation. Since personnel
operate continuously under exposed roof spans, close observation of the performance
of roof spans and pillars is required. Immediate roof rock may be unsupported, or
supported or reinforced artificially, using methods described elsewhere. The pillars
may be permanently unmined. Alternatively, pillar ore may be recovered in the orderly
retreat from a mine panel or district, inducing collapse of the immediate roof of the
mined void and caving of the superincumbent strata.

Room-and-pillar mining is applied in flat-lying stratiform or lenticular orebodies,
although variations of the method can accommodate an orebody dip up to about 30◦.
The orebody must be relatively shallow, to prevent commitment of excessive ore in
pillars. Mechanised mining operations require a fairly uniform orebody thickness, but
the method is sufficiently flexible to accommodate some local variations in thickness
of the mineralised zone. It is one of the two methods suitable for recovery of thin,
flat-lying deposits. Orebody heights greater than about 6 m are generally worked by
multiple passes. A top slice is mined conventionally, and the underlying ore is then
mined by an underhand method, such as downhole benching.

The geomechanical setting suitable for implementation of room-and-pillar mining
consists of a strong, competent orebody and near-field rock medium, with a low
frequency of cross jointing in the immediate roof rock.

Close control of product ore grade is possible in room-and-pillar mining, since
the method admits highly selective extraction of pockets of ore. Variability of
grade distribution can be accepted, with low-grade ore being left as irregularly dis-
tributed pillars. Barren rock produced during mining can be readily stowed in mined
voids.

12.4.2 Sublevel open stoping (Figure 12.5)
Ore is produced from a stope block in which extensive development has been un-
dertaken prior to stoping activity. Stope pre-production development consists of an
extraction level, access raises and drifts, drill drifts, slot raise and stope return airway.
An expansion slot is developed by enlarging the slot raise, using parallel hole blasting,
to the width of the stope. Ore is fragmented in the stope using ring-drilled or long
parallel blast holes, exploiting the expansion provided by the stope slot. Broken ore
reports to the drawpoints for extraction. Stope faces and side walls remain unsup-
ported during ore extraction, while local and near-field support for the country rock
is developed as pillars are generated by stoping.

Bighole open stoping is a scaled-up variant of sublevel open stoping which uses
longer blast holes with larger diameters of 140–165 mm (Figure 12.6). Holes to depths
of 100 m may be drilled using the in-the-hole (ITH) technique. The large diameter
ITH holes may be drilled relatively accurately so that the vertical spacings between
sublevels can be increased from typically 40 m for sublevel open stoping to 60 m for
bighole stoping (Hamrin, 2001).

Open stoping is applied in massive or steeply dipping stratiform orebodies. For an
inclined orebody, resulting in inclined stope walls, the inclination of the stope foot
wall must exceed the angle of repose of the broken rock by some suitable margin.
This is required to promote free flow of fragmented rock to the extraction horizon.
Since open stoping requires unsupported, free-standing stope boundary surfaces, the
strength of orebody and country rock must be sufficient to provide stable walls, faces
and crown for the excavation. The orebody boundaries must be fairly regular, since
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Figure 12.5 Schematic layout for
sublevel open stoping with ring-
drilled blast holes (after Hamrin,
2001).

selective mining is precluded by the requirement for regular stope outlines, which are
associated with the use of long blast holes. Blast hole penetration of stope walls, due
to drilling inaccuracy, leads to dilution. Dilution from this source is, relatively, a more
significant problem in narrow orebodies. The resulting minimum orebody width for
open stoping is about 6 m.

Pillar recovery is common practice in open stoping. Backfill of various qualities
may be placed in the primary stope voids, and pillar mining performed by exploiting
the local ground control potential of the adjacent fill. Alternatively, pillars may be
blasted into adjacent stope voids, with the possibility of extensive collapse of the
local country rock. Successful ore recovery would then require draw of fragmented
ore from beneath less mobile, barren country rock.

12.4.3 Cut-and-fill stoping (Figure 12.7)
In the most common form of cut-and-fill stoping, mining proceeds up-dip in an
inclined orebody. (An alternative, less common, method involves down-dip advance
of mining.) The progress of mining is linked to a closely controlled cycle, involving
the sequential execution of the following activities:
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Figure 12.6 Schematic layout for
bighole open stoping (after Hamrin,
2001).

(a) drilling and blasting, in which a slice of rock, typically about 3 m thick, is
stripped from the crown of the stope;

(b) scaling and support, consisting of the removal of loose rock from the stope crown
and walls, and the emplacement of lightweight support;

(c) ore loading and transport, with ore moved mechanically in the stope to an ore
pass and then by gravity to a lower transport horizon;

(d) backfilling, when a layer of granular material, of depth equal to the thickness of
the ore slice removed from the stope crown, is placed on the stope floor.

An important aspect of cut-and-fill stoping is that miners work continuously in the
stope, and execute all production activities under the stope crown which is advanced
by mining. The success of the method therefore involves achieving reliable control
of the performance of rock in the immediate periphery of the work area. This is
realised by controlled blasting in the stope crown, application of a variety of local
rock support and reinforcement techniques, and more general ground control around
the stope derived from the use of backfill.

Cut-and-fill stoping is applied in veins, inclined tabular orebodies and massive
deposits. In the last case, the orebody is divided into a set of stope blocks, separated
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Figure 12.7 Schematic layout for
mechanised cut-and-fill mining (after
Hamrin, 2001).

by vertical pillars, geometrically suitable for application of the method. It is suitable
for orebodies or stope geometries with dips in the range 35◦–90◦, and applicable to
both shallow and deep orebodies. Orebody or stope spans may range from 4 m to
40 m, although 10–12 m is regarded as a reasonable upper limit. The use of a stope-
scale support system (the backfill) renders cut-and-fill stoping suitable for low rock
mass strength conditions in the country rock, but better geomechanical conditions are
required in the orebody.

Cut-and-fill stoping is a relatively labour-intensive method, requiring that the in situ
value of the orebody be high. The ore grade must be sufficiently high to accommodate
some dilution of the ore stream, which can occur when backfill is included with ore
during loading in the stope. On the other hand, the method provides both flexibility
and selectivity in mining. This permits close control of production grades, since barren
lenses may be left unmined, or fragmented but not extracted from the stope. It is also
possible to follow irregular orebody boundaries during mining, due to the high degree
of selectivity associated with drilling and blasting operations.

Significant environmental benefits of cut-and-fill stoping are related to the use of
backfill. In the mine internal environment, close control of rock mass displacements
provides a ventilation circuit not subject to losses in fractured near-field rock. Simi-
larly, maintenance of rock mass integrity means that the permeability and hydrogeol-
ogy of the mine far field may be relatively unaffected by mining. The advantages of
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the method, for the mine external environment, include limited possibility of mining-
induced surface subsidence. Reduction in surface storage of mined wastes follows
from possible replacement of a high proportion of these materials in the stoping ex-
cavations. De-slimed mill tailings are particularly suitable for backfilling, since the
material may be readily transported hydraulically to working areas. This eliminates
the need for extra mine development for transfer of backfill underground.

The amount of stope development for cut-and-fill stoping is small, compared with
open stoping. The reasons for this are that the production source is also the working
site, and some access openings may be developed as stoping progresses. On the other
hand, stope block pre-production development may be comparable with that required
for open stoping. Cut-and-fill stoping can commence only after developing a transport
level, ore passes, sill incline and sill drift, service and access raises or inclines, and
return air raises.

12.4.4 Shrink stoping (Figure 12.8)
The technique of shrink or shrinkage stoping, as implied in Figure 12.8, involves
vertical or subvertical advance of mining in a stope, with the broken ore used as both

Figure 12.8 Layout for shrink stop-
ing (after Hamrin, 2001).
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a working platform and temporary support for the stope walls. The method is directly
comparable with cut-and-fill stoping, with broken ore temporarily fulfilling some of
the functions of backfill.

Shrink stoping operations follow the cyclic pattern of drilling and blasting, ore
extraction, and scaling and supporting. Ore is broken in the stope by stripping the
crown of the excavation, with miners working directly under the stope crown. To
maintain adequate work space in the stope, broken ore must be drawn from the base
of the stope after each blast. The amount drawn is related to the swell, or increase
in void ratio, which occurs when rock is blasted. Since the void ratio of blasted,
displaced rock is about 50–55%, only 30–35% of the freshly broken ore can be drawn
after any stope blast This aspect of the method clearly has production scheduling
disadvantages. Once the stope has been mined to its full design height (which may
take many months or years), ore is drawn until either the stope is empty or until
dilution due to stope-wall collapse becomes excessive.

The orebody type, orientation, geomechanical properties and setting suitable for
shrink stoping are virtually the same as described for cut-and-fill stoping. However,
in the case of shrink stoping, there are additional restraints on the physicochemical
properties of the ore to be satisfied. The orebody rock must be completely inert, with
no tendency for oxidation, hydrolysis, dissolution or development of cementitious
materials. It must also be strong and resistant to crushing and degradation during
draw. All these properties are necessary to ensure that once the ore is mobilised by
blasting, it will remain mobile and amenable to free granular flow during its residence
time in the stope. Chemical and physical degradation of ore, recementing and binding
of ore are all promoted by mine casual water (introduced by drilling, for example),
which may percolate through the broken ore mass.

Pre-production development for shrink stoping resembles that for cut-and-fill stop-
ing, except that no ore-pass development is required in the orebody foot wall. Instead,
an extraction system must be developed at the base of the stope. This may consist of
a slusher drift, with associated finger raises, or drawpoints suitable for mucking with
mobile front-end loaders.

Shrink stoping is a labour-intensive mining method that was used more widely
before the advent of large-scale mechanised mining. Currently, more productive sub-
level stoping, vertical crater retreat and cut-and-fill methods can usually be used
under conditions in which shrink stoping may have been used previously. Neverthe-
less, shrink stoping remains one of the few methods that can be practiced effectively
with a minimum of investment in machinery but is still not entirely dependent on
manual capacity (Hamrin, 2001).

12.4.5 Vertical crater retreat (VCR) stoping (Figure 12.9)
VCR stoping is a variation on the shrink stoping procedure, made possible by develop-
ments in both large-diameter blasthole drilling technology and explosive formulation.
Details of the method are provided by Mitchell (1981) and Hamrin (2001). It is a non-
entry stoping method, the use of long, subvertical blast holes eliminating the need
for entry of operating personnel into the developing mine void. Upward advance of
the stope crown is effected by a series of cratering blasts using short, concentrated
charges in the large-diameter blast holes. After each episode of blasting, sufficient
ore is drawn from the stope to provide a suitable expansion void for the subsequent
blast.
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Figure 12.9 Schematic layout for
VCR stoping; (a) mining primary
stopes, and (b) mining secondary
stopes (after Hamrin, 2001).

VCR stoping is applicable in many cases where conventional shrink stoping is
feasible, although narrow orebody widths (less than about 3 m) may not be tractable.
The method is also particularly suitable for mining configurations in which sublevel
development is difficult or impossible. These geometric conditions arise frequently
in pillar recovery operations in massive orebodies.

12.4.6 Bench-and-fill stoping (Figure 12.10)
Bench-and-fill or bench stoping is a mining method that has been developed from
about the early 1990s as a more productive alternative to cut-and-fill where geotech-
nical conditions permit. Figure 12.10 illustrates the benching method developed at the

Figure 12.10 Bench-and-fill stop-
ing geometry in the Lead Mine, Mount
Isa Mines, Queensland, Australia; (a)
longitudinal section, and (b) cross-
section (after Villaescusa, 1996).
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Mount Isa Mine, Queensland, Australia, to replace the cut-and-fill method that was
formerly used in the steeply dipping silver-lead-zinc orebodies (Villaescusa, 1996).
In this case, initial drilling and extraction drives are mined along the length and width
of the orebody. A bench slot is created between these two horizons at the end of
the orebody by enlarging a cut-off raise or longhole winze located near the footwall.
The slot so created is used as an expansion void into which the remainder of the
bench stope is formed by the sequential blasting of down-holes. In most cases, the
production holes are drilled in rings parallel to the dip of the orebody between the two
drives. Mining proceeds by the sequential firing of production rings into the advanc-
ing void and the ore is mucked remotely from the extraction horizon (Villaescusa,
1996).

In the case of the less regular and flatter dipping orebodies mined by benching
methods at the Neves Corvo Mine, Portugal, vertical transverse primary bench stopes
are developed and extracted from the footwall to the hangingwall, mucked from the
extraction drift and then filled mainly with paste fill. Secondary bench stopes are then
mined between the primary stopes on the current mining horizon. Depending on the
orebody geometry, further bench-and-fill lifts may be developed and mined above the
initial benching horizon.

Following mucking, bench stopes are backfilled with rock fill, hydraulic fill, paste
fill or a combination of fill types (e.g. Been et al., 2002, Villaescusa and Kuganathan,
1998). Clearly, the permissible stope sizes, the support and reinforcement required
for the accesses and the drilling and extraction drives, the lengths of hangingwall
that can be left unsupported, and the mining sequence including the filling sequence,
will all depend on the geotechnical conditions, their understanding and management.
Because of these factors, the bench-and-fill method may be used at a number of scales
and with a number of variants. In some parts of the world, it has become the preferred
method of narrow vein mining, for example.

12.4.7 Longwall mining
Longwall mining is the preferred method of mining a flat-lying stratiform orebody
when a high area extraction ratio is required and a pillar mining method is precluded.
The method is applicable to both metalliferous mining in a hard-rock environment and
coal mining in soft rock. In both mining situations, the method preserves continuous
behaviour of the far-field rock. Different modes of response are induced in the stope
near-field rock. For both cases, longwall mining requires an orebody dip of less than
20◦, with a reasonably uniform distribution of grade over the plane of the orebody. A
high degree of continuity of the orebody is necessary. A particular structural geological
requirement is that the throw of any faults transgressing a mining block must be less
than the thickness of the orebody.

In hard-rock mining, the stoping method seeks to maintain pseudo-continuous
behaviour of the near-field rock mass, although significant fracturing may be induced
in the stope peripheral rock. Thus a basic requirement is that the orebody footwall and
hangingwall rocks be strong and structurally competent. The schematic representation
of the method shown in Figure 12.11 indicates the main elements of the operation.
Mining advances along strike by blasting rock from the face of a stope panel. Ore is
drawn by scraper down dip into a transport gully, excavated in the foot wall, through
which it may be scraped to an ore pass. Temporary support, perhaps provided by
yielding props, is emplaced near the mining face, while resilient supports, such as
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Figure 12.11 Key elements of long-
wall mining in hard rock (after Ham-
rin, 2001).

timber and concrete brick packs, are constructed in the void behind the face. Both
support measures are designed to prevent the development, near the working area, of
discontinuous behaviour in the stope peripheral rock.

The principle of longwall mining in hard rock has been discussed in section 10.8.
Considering an isolated longwall stope as a single slot, deflection and closure of the
foot wall and hanging wall occur as mining advances. After contact is established
between the stope wall rocks, the state of stress around the working area of a single
stope is invariant during further stope advance. Stable ground conditions in the work-
ing area can then be maintained by emplacement of comparatively light but resilient
support in the active mining domain.

Longwall mining in coal seams follows a somewhat different principle from that
employed in hard-rock mining. The operations and equipment applied in the method
are illustrated in Figure 12.12. The coal is won, and the stope face advanced, by
mechanically ploughing or shearing the coal seam by translation of the cutting device
parallel to the stope face. This operation simultaneously loads the broken coal on to
an armoured conveyor, by which it is transported to the roadway lying parallel to the
direction of face advance. All face operations take place within a working domain
protected by a set of hydraulic roof supports. Since the load capacity of the powered
supports is always small compared with the overburden load, the local performance
of roof rock adjacent to mining activity needs to be examined closely.

The geomechanical phenomenology of longwall coal mining, illustrated in Figure
12.12, reflects quite different modes of induced behaviour of the immediate roof rock
of the seam and of the main roof stratum. The undermined immediate roof rock for the
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Figure 12.12 Longwall mining in
coal and soft rock (after Hamrin,
2001).

seam detaches from the hangingwall rock, separates into constituent blocks behind
the line of supports, and falls (or caves) into the mined void. The caving process is
accompanied by an increase in the void ratio of the displaced rock, from effectively
zero, to about 50%. The caved immediate roof occupying the mined void acts as
a natural bed of backfill against which the main roof deflects. Therefore the major
roles of the near-field rock are to cave and swell to fill the mined void, to restrain
the displacement of the main roof, and to maintain the mechanical integrity of the
main roof. As the stope face advances, the resultant deflection of the main roof causes
consolidation of the caved waste rock. It is the mobilised consolidation pressure in
the waste which can maintain pseudo-continuous behaviour of the main roof stratum
after relatively large strains have occurred.

Longwall coal mining can be undertaken in geomechanical conditions different
from those favouring room-and-pillar mining. As implied by the preceding discussion,
the preferred condition is that the immediate roof rock for the coal seam consists of
relatively weak shales, siltstones or similar lithologies, with sufficient jointing to
promote easy caving. Quite different properties are required of the main roof, which
must be sufficiently competent to bridge the span between the mine face and the
consolidating bed of caved roof rock. The seam floor rock must have sufficient bearing
capacity to support the loads applied by the roof support system at the face line.

A characteristic of longwall mining, common to both coal and metalliferous mining,
is that support loads are mobilised in the rock mass by large-scale displacement
of pseudo-continuous country rock. Thus although gravitational potential energy is
dissipated by restrained displacement of the country rock, the method also results
in the accumulation of strain energy in the near-field rock. The method clearly falls
between the extremes of fully supported and complete caving methods of mining.
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Figure 12.13 Mining layout for
transverse sublevel caving (after
Hamrin, 2001).

12.4.8 Sublevel caving (Figure 12.13)
This mining method exploits a true caving technique, in that the aim of mining activity
is to induce free displacement of the country rock overlying an orebody. Operations
in the orebody are undertaken in headings developed at comparatively small vertical
intervals. Ore is fragmented using blast holes drilled upwards in fans from these
headings. Since the ore is blasted against the caved waste, explosive consumption in
blasting is high. This is due to the necessity to consolidate the caved waste as blasting
occurs in order to generate an expansion (swell) volume for the fragmenting ore. Ore
is extracted selectively, with a front-end loader operating in the drill heading, from the
local concentration of fragmented orebody rock contained within the caved waste. As
broken ore is extracted at the drawpoint, fragmented ore and enclosing caved waste
displace to fill the temporary void. The success of draw, and of the method itself, is
determined by the relative mobilities of caved waste and fragmented ore.

The main conceptual components of sublevel caving are indicated in Figure 12.13.
Mining progresses downwards in an orebody, with each sublevel being progressively
eliminated as mining proceeds. Headings serve as both drill drifts and transport open-
ings, in which ore is trammed to an ore pass located outside the orebody boundary.
Since the gravitational flow of the granular medium formed by the broken ore and
caved waste controls the ultimate yield from the orebody, generation of the caving
mass and the disposition of the drill headings are the important fundamental and prac-
tical aspects of the mining method. Figure 12.13 illustrates the transverse sublevel
caving mining method. A longitudinal sublevel caving method may also be used in
narrow orebodies.

Generally, sublevel caving is suitable only for steeply dipping orebodies, with
reasonably strong orebody rock enclosed by weaker overlying and wall rocks. The
ore must be of sufficient grade to accept dilution, perhaps exceeding 20%, arising
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from the entrainment of barren country rock in the ore stream. The method produces
significant disturbance of the ground surface, imposing some possible limitations on
its applicability from considerations of local topography and hydrology. In the first
edition of this text, the authors observed that sublevel caving was then declining in
industrial popularity because of the low ore recovery (rarely greater than 65%) and
high costs of production (Brady and Brown, 1985). These high costs were seen to
arise from the relatively high development requirement per tonne produced and the
specific intensity of drilling and blasting required to generate mobile, granular ore
within a caving medium. As will be explained in Chapter 15, the spacings of sublevels
and of drawpoints have since been able to be increased significantly, reducing some
of the former cost disadvantages associated with the method and increasing the scale
and extent of its industrial application. Close control of draw is required to prevent
excessive dilution of the ore stream. Finally, geomechanics problems may arise in
production headings as a result of the concentration of field stresses in the lower
abutment of the mining zone.

12.4.9 Block caving (Figures 1.4 and 12.3)
The preceding discussion of sublevel caving indicated that the mining process in-
volved transformation of the in situ ore into a mechanically mobile state by drilling
and blasting, and subsequent recovery of the ore from a small domain embedded
in the caving country rock. In block caving, mobilisation of the ore into a caving
medium is achieved without recourse to drilling and blasting of the ore mass. Instead,
the disintegration of the ore (and the country rock) takes advantage of the natural
pattern of fractures in the medium, the stress distribution around the boundary of the
cave domain, the limited strength of the medium, and the capacity of the gravitational
field to displace unstable blocks from the cave boundary. The method is therefore
distinguished from all others discussed until now, in that primary fragmentation of
the ore is accomplished by natural mechanical processes. The elimination of drilling
and blasting obviously has positive advantages in terms of orebody development
requirements and other direct costs of production.

The geomechanical methodology of block caving entails the initiation and propa-
gation of a caving boundary through both the orebody and the overlying rock mass.
The general notions are illustrated in Figures 1.4 and 12.3. At a particular elevation in
the orebody, an extraction layout is developed beneath a block or panel of ore which
has plan and vertical dimensions suitable for caving. An undercut horizon is devel-
oped above the extraction level. When the temporary pillar remnants in the undercut
excavation are removed, failure and progressive collapse of the undercut crown oc-
curs. The ore mass swells during failure and displacement, to fill the void. Removal
of fragmented ore on the extraction horizon induces flow in the caved material, and
loss of support from the crown of the caved excavation. The rock forming the cave
boundary is itself then subject to failure and displacement. Vertical progress of the
cave boundary is therefore directly related to the extraction of fragmented ore from the
caved domain and to the swell of ore in the disintegration and caving process. During
vertical flow of rock in the caved domain, reduction of the fragment size occurs, in a
process comparable to autogenous grinding.

Block caving is a mass mining method, capable of high, sustained production rates
at relatively low cost per tonne. It is applicable only to large orebodies in which the
vertical dimension exceeds about 100 m. The method is non-selective, except that
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high recovery of ore immediately above the undercut horizon is virtually certain. In
general, a fairly uniform distribution of values throughout the orebody is required to
assure realisation of the maximum ore potential of the deposit.

It has been observed that initial and induced geomechanical conditions in an ore-
body determine the success of block caving. Productive caving in an orebody is
prevented if the advancing cave boundary can achieve spontaneously a mechanically
stable configuration, such as an arched crown, or if caved fragment sizes are too large
to be drawn through the raises and drawpoints of the extraction system. Details of
the mechanics of caving will be discussed in Chapter 15. At this stage it is noted that
factors to be considered in evaluating the caving potential of an orebody include
the pre-mining state of stress, the frequency of joints and other fractures in the rock
medium, the mechanical properties of these features, and the mechanical properties
of the rock material. It also appears that the orientations of the natural fractures are
important. Kendorski (1978) suggested that initiation and propagation of caving re-
quire a well-developed, low-dip joint set (dip less than 30◦). The most favourable
rock structural condition for caving is represented by a rock mass containing at least
two prominent subvertical joint sets, plus the subhorizontal set.

12.5 Mining method selection

The mining principles and methods which have been described have evolved to meet
the geomechanical and operational problems posed in the recovery of ore deposits
characterised by a broad set of geological and geometric parameters. A common
industrial requirement is to establish the mining method most appropriate for an
orebody, or segment of an orebody, and to adapt it to the specific conditions applying in
the prospective mining domain. In addition to orebody characteristics which influence
method selection, the various mining methods have, themselves, particular operational
characteristics which directly affect their scope for application. These operational
characteristics include mining scale, production rate, selectivity, personal ingress
requirements and extraction flexibility. The final choice of mining method will reflect
both the engineering properties of the orebody and its setting, and the engineering
attributes of the various methods. For example, a non-selective method such as block
caving would not be applied in a deposit where selective recovery of mineralised
lenses is required, even if the deposit were otherwise suitable for caving.

It sometimes appears that method selection for a particular mining prospect can
present acute technical difficulty. With the exception discussed below, this is not usu-
ally the case. In fact, the choice of potential methods of working a deposit is quickly
circumscribed, as candidate methods are disqualified on the basis of specific proper-
ties of the orebody and its surroundings. It follows that the development of various
selection schemes, based on determination of a ‘score’ which purports to reflect the
gross mining characteristics of an orebody, is unnecessary. Such an approach implies
that, for an orebody, any mining method is a candidate method. This is clearly at vari-
ance with the philosophy and historical development of mining engineering. Mining
methods were developed to accommodate and exploit particular mining conditions.
A more appropriate procedure to be developed for method selection might involve
the formal application of the eliminative logic invoked in computer-based expert
systems.
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A case in which mining method selection may present difficulty is that of large,
often low grade orebodies which should be mined by large-scale methods. Hustrulid
(2000) shows that the application of the assessment methods referred to in the previous
paragraph is likely to identify block caving, sublevel caving and open stoping as the
prospective mining methods in such cases. In general, block caving would be the
preferred method, due to the low labour requirements, low cost per tonne and other
favourable engineering aspects. The basic prerequisites to be satisfied are that caving
can be initiated in the orebody, and that it will propagate steadily through the orebody
as ore is drawn from the extraction level. Prediction of the caving potential of an
orebody is not a simple matter, as instanced by complete failure of an ore block to
cave in some cases, and the implementation of ‘assisted caving’ schemes in others.
For some years, the practical method of addressing this issue has been has been to
use a method developed by Laubscher (1994) in which a modified rock mass rating
scheme is used as an indicator of cavability for a given undercut geometry. Although
this approach had been used successfully for the weaker and larger orebodies for
which it was first developed, more recent experience suggests that it may not always
be able to provide satisfactory results for stronger, smaller and isolated or constrained
blocks or orebodies (Brown, 2003).
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13 Pillar supported mining
methods

13.1 Components of a supported mine structure

A mining method based on pillar support is intended to control rock mass displace-
ments throughout the zone of influence of mining, while mining proceeds. This im-
plies maintenance of the local stability of rock around individual excavations and
more general control of displacements in the mine near-field domain. As a first ap-
proximation, stope local stability and near-field ground control might be considered
as separate design issues, as indicated schematically in Figure 13.1. Stopes may be
excavated to be locally self-supporting, if the principles described in Chapters 7–9
are applied in their design. Near-field ground control is achieved by the development
of load-bearing elements, or pillars, between the production excavations. Effective
performance of a pillar support system can be expected to be related to both the di-
mensions of the individual pillars and their geometric location in the orebody. These
factors are related intuitively to the load capacity of pillars and the loads imposed on
them by the interacting rock mass.

Leaving pillar support in an orebody results in either temporary or permanent
sterilisation of a fully proven and developed mining reserve. An economic design
of a support system implies that ore committed to pillar support be a minimum,
while fulfilling the essential requirement of assuring the global stability of the mine
structure. Therefore, detailed understanding of the properties and performance of
pillars and pillar systems is essential in mining practice, to achieve the maximum,
safe economic potential of an orebody.

Room-and-pillar mining, and the several versions of longhole, open and bench
stoping, represent the main methods based on temporary or permanent pillar support.

Figure 13.1 Schematic illustration
of problems of mine near-field stabil-
ity and stope local stability, affected
by different aspects of mine design.
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Figure 13.2 Pillar layout for extrac-
tion of an inclined orebody, show-
ing biaxially confined transverse and
longitudinal pillars, ‘A’ and ‘B’,
respectively.

In these various methods, clear differences exist between the ways in which pillars
are generated and the states of loading and confinement applied to individual pillars.
For example, pillars in flat-lying, stratiform orebodies are frequently isolated on four
sides, providing a resistance to imposed displacement that is essentially uniaxial.
Interaction between the pillar ends and the country rock results in heterogeneous,
triaxial states of stress in the body of the pillar, even though it is uniaxially loaded
by the abutting rock. A set of uniaxially loaded pillars is illustrated in Figure 12.2.
An alternative situation is shown in Figure 13.2. In this case, the pillars generated by
open stoping are biaxially loaded by the country rock.

The terminology used in denoting the support mode of a pillar reflects the principal
direction of the resistance imposed by it to displacement of the country rock. Each
of the pillars illustrated in Figure 12.2 is a vertical pillar. For a biaxially loaded or
confined pillar, the direction corresponding to the smaller dimension of loading is
used to denote its primary mode of support. The pillar labelled ‘A’ in Figure 13.2 is a
horizontal, transverse pillar, while the pillar labelled ‘B’ is a horizontal, longitudinal
pillar. Pillar ‘B’ could also be called the floor pillar for stope ‘1’, or the crown pillar
for stope ‘2’. If the longitudinal pillar persisted along the strike of the orebody for
several stope and pillar blocks, it might be called a chain pillar.

In the mine structures illustrated in Figures 12.2 and 13.2, failure of pillars to
sustain the imposed states of stress may result in extensive collapse of the adjacent
near-field rock. If the volume of the unfilled mined void is high, the risk is that
collapse may propagate through the pillar structure. In an orebody that is extensive in
two dimensions, this possibility may be precluded by dividing the deposit into mine
districts, or panels, separated by barrier pillars. A plan view of such a schematic layout
is shown in Figure 13.3. The barrier pillars are designed to be virtually indestructible,
so that each panel performs as an isolated mining domain. The maximum extent of any
collapse is then restricted to that of any mining panel. Obviously, the principles applied
in the design of panel pillars will be different from those for barrier pillar design, due
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Figure 13.3 Layout of barrier pillars
and panel pillars in a laterally exten-
sive orebody.

to their different functions. In the following discussion, attention is confined to the
performance and design of panel pillars, since their rôle is that most frequently and
generally exploited in stoping practice.

13.2 Field observations of pillar performance

The most convenient observations of pillar response to induced mining loads and
displacements are made in room and pillar operations, since the method allows direct
access to the pillar sites. Detailed observation and measurement of pillar behaviour
have been reported by many researchers, including Bunting (1911), Greenwald et al.
(1939, 1941), Hedley and Grant (1972), Wagner (1974, 1980), Van Heerden (1975),
Hardy and Agapito (1977), and Hedley et al. (1984). Some particularly useful sum-
maries on pillar performance, analysis of their load-bearing capacity and pillar design
have been provided by Salamon and Munro (1967), Coates (1981) and Lunder and
Pakalnis (1997). For purposes of illustration, the initial discussion which follows is
concerned with pillars subject to nominal uniaxial loading. Subsequent discussion
takes account of more complex states of stress in pillars.

Stoping activity in an orebody causes stress redistribution and an increase in pillar
loading, illustrated conceptually in Figure 13.4. For states of stress in a pillar less
than the in situ rock mass strength, the pillar remains intact and responds elastically
to the increased state of stress. Mining interest is usually concentrated on the peak
load-bearing capacity of a pillar. Subsequent interest may then focus on the post-peak,
or ultimate load-displacement behaviour, of the pillar.
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Figure 13.4 Redistribution of stress
in the axial direction of a pillar accom-
panying stope development.

The structural response of a pillar to mining-induced load is determined by the rock
material properties, the geological structure, the absolute and relative dimensions of
the pillar and the nature of surface constraints applied to the pillar by the country
rock. Three main modes of pillar behaviour under stresses approaching the rock mass
strength have been recognised, which may be reproduced qualitatively by laboratory
tests on model pillars in a displacement controlled testing machine. These failure
modes are illustrated in Figure 13.5.

In relatively massive rock, the most obvious sign of pillar stressing involves spalling
from the pillar surfaces, as illustrated in Figure 13.5a. Fretting or necking of the pillar
occurs. In a detailed study, Lunder and Pakalnis (1997) described the progressive
stages of degradation of a pillar in terms of the modes of deformation represented
in Figure 13.6. Although the initial signs of rock stress may be local shear failure,
associated with the re-entrant geometry represented in Figure 13.6a, the formation
of surface spalls illustrated in Figure 13.6b is a more extensive failure indicative of
states of stress satisfying the conditions for fracture initiation and rock damage in
a significant volume of the pillar. In this condition, the pillar is partially failed, but
the core of the pillar is intact, in terms of the model of rock fracture and failure
discussed in Chapter 4. Higher states of stress lead to damage accumulation through
internal crack initiation and extension, and interaction of the network of cracks, as
shown in Figure 13.6c. When friction between the fully developed crack population
is fully mobilized, the pillar is at peak strength, and mechanically is at a state of
failure, illustrated in Figure 13.6d. This model of the progressive evolution of pillar
failure is consistent with the micromechanical modelling of pillar loading reported
by Diederichs (2002), in which progressive crack formation and localisation of shear
strain was observed.

The effect of pillar relative dimensions on failure mode is illustrated in Figure 13.5b.
For regularly jointed orebody rock, a high pillar height/width ratio may favour the
formation of inclined shear fractures transecting the pillar. There are clearly kinematic
factors promoting the development of penetrative, localised shear zones of this type.
Their occurrence has been reproduced in model tests by Brown (1970), under the
geometric conditions prescribed above.

The third major mode of pillar response is expressed in an orebody with highly
deformable planes of weakness forming the interfaces between the pillar and the
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Figure 13.5 Principal modes of de-
formation behaviour of mine pillars.

adjacent country rock. Yield of the soft layers generates transverse tractions over
the pillar end surfaces and promotes internal axial splitting of the pillar. This may be
observed physically as lateral bulging or barrelling of the pillar surfaces. Geomechan-
ical conditions favouring this mode of response may occur in stratiform orebodies,
where soft bedding plane partings define the foot wall and hanging wall for the ore-
body. The failure condition is illustrated in Figure 13.5c.

Other specific modes of pillar response may be related directly to the structural
geology of the pillar. For example, a pillar with a set of natural transgressive fractures,
as illustrated in Figure 13.5d, can be expected to yield if the angle of inclination of
the fractures to the pillar principal plane (that perpendicular to the pillar axis) exceeds
their effective angle of friction. The amount of slip on the fractures required for yield,

Figure 13.6 Schematic illustration
of the evolution of fracture and fail-
ure in a pillar in massive rock (after
Lunder and Pakalnis, 1997).
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and subsequent relaxation of the elastic state of stress in the pillar, need only be of
elastic orders of magnitude. A pillar (or other rock remnant in a mine layout) with
a well-developed foliation or schistosity parallel to the principal axis of loading will
fail in a buckling mode, as illustrated in Figure 13.5e. This mechanism resembles the
formation of kink bands.

Field observations of pillars subject to biaxial loading are usually difficult, due to
the mine geometries in which they occur. However, observations reported by Brady
(1977), Krauland and Soder (1987), Sjöberg (1992) and Diederichs et al. (2002)
suggest that the modes of response for biaxially loaded pillars are consistent with
those for uniaxial loading. A similar conclusion is implied in the work by Wagner
(1974).

13.3 Elementary analysis of pillar support

In the analysis and prediction of the behaviour of a set of pillars in a mine structure,
the computational techniques described in Chapter 6 could be used for detailed deter-
mination of the state of stress throughout the rock mass. However, some instructive
insights into the properties of a pillar system can be obtained from a much simpler
analysis, based on elementary notions of static equilibrium. These are used to establish
an average state of stress in the pillars, which can then be compared with an average
strength of the rock mass representative of the particular pillar geometry. Notwith-
standing the limitations of this approach, Lunder and Pakalnis (1997) proposed that
it is possible to reconcile the analysis of pillar stress using the tributary area method
with more rigorous analysis using computational methods.

Figure 13.7a shows a cross section through a flat-lying orebody, of uniform thick-
ness, being mined using long rooms and rib pillars. Room spans and pillar spans
are wo and wp respectively. For a sufficiently extensive set of rooms and pillars, a
representative segment of the mine structure is as shown in Figure 13.7b. Consid-
ering the requirement for equilibrium of any component of the structure under the
internal forces and unit thickness in the antiplane direction, the free body shown in

Figure 13.7 Bases of the tributary
area method for estimating average
axial pillar stress in an extensive mine
structure, exploiting long rooms and
rib pillars.
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Figure 13.8 Geometry for tributary
area analysis of pillars in uniaxial
loading.

Figure 13.7c yields the equation

�pwp = pzz(wo + wp)

or

�p = pzz(wo + wp)/wp (13.1)

In this expression, �p is the average axial pillar stress, and pzz is the vertical normal
component of the pre-mining stress field. The width (wo + wp) of the representative
free body of the pillar structure is often described as the area which is tributary to the
representative pillar. The term ‘tributary area method’ is therefore used to describe
this procedure for estimating the average state of axial stress in the pillar. A quantity
of practical interest in mining an orebody of uniform thickness is the area extraction
ratio, r , defined by (area mined)/(total area of orebody). Considering the representative
element of the orebody illustrated in Figure 13.7c, the area extraction ratio is also
defined by

r = wo/(wo + wp)

so that

1 − r = wp/(wo + wp)

Insertion of this expression in equation 13.1 yields

�p = pzz[1/(1 − r )] (13.2)

The mining layout shown in plan in Figure 13.8, involving pillars of plan dimensions
a and b, and rooms of span c, may be treated in an analogous way. The area tributary
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to a representative pillar is of plan dimensions (a + c), (b + c), so that satisfaction of
the equation for static equilibrium in the vertical direction requires

�p ab = pzz(a + c)(b + c)

or

�p = pzz(a + c)(b + c)/ab (13.3)

The area extraction ratio is defined by

r = [(a + c)(b + c) − ab]/(a + c)(b + c)

and some simple manipulation of equation 13.3 produces the expression

�p = pzz[1/(1 − r )]

which is identical with equation 13.2.
For the case where square pillars, of plan dimension wp × wp, are separated by

rooms of dimension wo, equation 13.3 becomes

�p = pzz[(wo + wp)/wp]2 (13.4)

Of course, average axial pillar stress is still related to area extraction ratio through
equation 13.2.

Figure 13.9 Variation of pillar stress
concentration factor with area extrac-
tion ratio.

Equations 13.1, 13.3, and 13.4 suggest that the average state of axial stress in a
representative pillar of a prospective mining layout can be calculated directly from
the stope and pillar dimensions and the pre-mining normal stress component acting
parallel to the pillar axis. It is also observed that for any geometrically uniform mining
layout, the average axial pillar stress is directly determined by the area extraction ratio.
The relation between pillar stress level and area extraction ratio is illustrated graphi-
cally in Figure 13.9. The principal observation from the plot is the high incremental
change in pillar stress level, for small change in extraction ratio, when operating at
high extraction ratio. For example, a change in r from 0.90 to 0.91 changes the pillar
stress concentration factor from 10.00 to 11.11. This characteristic of the equation
governing stress concentration in pillars clearly has significant design and operational
implications. It explains why extraction ratios greater than about 0.75 are rare when
natural pillar support is used exclusively in a supported method of working. Below
this value of r, incremental changes in �p/pzz with change in r are small. For values
of r greater than 0.75, the opposite condition applies.

When calculating pillar axial stress using the tributary area method, it is appropriate
to bear in mind the implicit limitations of the procedure. First, the average axial pillar
stress is purely a convenient quantity for representing the state of loading of a pillar in a
direction parallel to the principal direction of confinement. It is not simply or readily
related to the state of stress in a pillar which could be determined by a complete
analysis of stress. Second, the tributary area analysis restricts attention to the pre-
mining normal stress component directed parallel to the principal axis of the pillar
support system. The implicit assumption that the other components of the pre-mining
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stress field have no effect on pillar performance is not generally tenable. Finally the
effect of the location of a pillar within an orebody or mine panel is ignored.

The tributary area method provides a simple method of determining the average
state of axial stress in a pillar. Prediction of the in situ performance of a pillar requires
a method of assessing the strength or peak resistance of the pillar to axial compression.
Retrospective analysis of the in situ performance of pillars, using the tributary area
method to estimate imposed pillar stresses, suggests that the strength of a pillar is
related to both its volume and its geometric shape. The effect of volume on strength can
be readily understood in terms of a distribution of cracks, natural fractures and other
defects in the rock mass. Increasing pillar volume ensures that the defect population
is included representatively in the pillar. The shape effect arises from three possible
sources: confinement which develops in the body of a pillar due to constraint on its
lateral dilation, imposed by the abutting country rock; redistribution of field stress
components other than the component parallel to the pillar axis, into the pillar domain;
change in pillar failure mode with change in aspect (i.e. width/height) ratio. The second
of these factors is, in fact, an expression of an inherent deficiency of the tributary area
method.

The historical development of formulae for pillar strength is of considerable prac-
tical interest. As noted by Hardy and Agapito (1977), the effects of pillar volume and
geometric shape on strength S are usually expressed by an empirical power relation
of the form

S = Sov
a(wp/h)b = Sov

a Rb (13.5)

In this expression, So is a strength parameter representative of both the orebody rock
mass and its geomechanical setting, v, wp and h are pillar volume, width and height
respectively, R is the pillar width/height ratio, and a and b reflect geo-structural and
geomechanical conditions in the orebody rock.

Examination of equation 13.5 might suggest that if strength tests were performed
on a unit cube of orebody rock (i.e. 1 m3, each side of length 1 m), the value of the rep-
resentative strength parameter So could be measured directly. Such an interpretation
is incorrect, since equation 13.5 is not dimensionally balanced. Acceptable sources
of a value for So are retrospective analysis of a set of observed pillar failures, in the
geomechanical setting of interest, or by carefully designed in situ loading tests on
model pillars. The loading system described by Cook, N.G.W. et al. (1971), involving
the insertion of a jack array in a slot at the midheight of a model pillar, appears to be
most appropriate for these tests, since it preserves the natural boundary conditions on
the pillar ends.

An alternative expression of size and shape effects on pillar strength is obtained by
recasting equation 13.5 in the form

S = So h�w�
p (13.6)

For pillars which are square in plan, the exponents �, �, a, b in equations 13.5 and
13.6 are linearly related, through the expressions

a = 1

3
(� + �), b = 1

3
(� − 2�)
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Table 13.1 Exponents determining pillar strength from its volume and shape (equations 13.5 and 6)
(from Salamon and Munro, 1967).

Source � � a b Subject medium

Salamon and −0.66 ± 0.16 0.46 −0.067 ± 0.048 0.59 ± 0.14 South African coal;
Munro (1967) in situ failures

Greenwald −0.83 0.50 −0.111 0.72 Pittsburgh coal;
et al. (1939) model tests

Steart (1954); −1.00 0.50 −0.167 0.83 West Virginia coal;
Holland and laboratory tests
Gaddy (1957)

Skinner − − −0.079 − hydrite;
(1959) laboratory tests

Salamon and Munro (1967) summarise some estimated values of the pillar strength
exponents for square pillars, determined from various sources. The values are pre-
sented in Table 13.1.

Equation 13.6 suggests pillar strength is a simple function of pillar width and
height. However, a study reviewed by Wagner (1980) indicated that the operating
area (defined by the pillar dimensions perpendicular to the pillar axis) is important.
Measurement of the load distribution in a pillar at various states of loading, as shown
in Figure 13.10, showed that failure commenced at the pillar boundary and migrated
towards the centre. At the stage where structural failure of the pillar had occured,
the core of the pillar had not reached its full load-bearing potential. Further, it was
proposed that the relative dimensions of the pillar operating area had a substantial
influence on pillar strength. This led to definition of the effective width, we

p, of a pillar
of irregular shape, given by

we
p = 4Ap/C (13.7)

where Ap is the pillar operating area and C is the pillar circumference.
In the application of this expression for pillar effective width, pillar strength may

be estimated from equations 13.5 and 13.6, with wp replaced by we
p. It is notable

that equation 13.7 indicates that, for long rib pillars, with lp � wp, w
e
p = 2wp. This

is consistent with the field observation that rib pillars are significantly stronger than
square pillars of the same width.

When equation 13.6 is applied to pillars with width-to-height ratio greater than
about four or five, pillar strength is underestimated substantially. For these pillars
with so-called squat aspect ratios, Wagner and Madden (1984) propose that equation
13.5 can be modified to incorporate terms which reflect more accurately the effect of
aspect ratio on strength. The modified pillar strength expression has the form

S = Sov
a Rb

o{(b/ε)[(R/Ro)ε − 1] + 1}, R > Ro (13.8)

In this expression, ε is a parameter with magnitude ε > 1 which describes the rate
of strength increase when aspect ratio R is greater than a nominal aspect ratio Ro at
which equation 13.6 is no longer valid. Values suggested for Ro and ε which lead to
conservative estimates of squat pillar strength are 5 and 2.5 respectively.
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Figure 13.10 Distribution of verti-
cal stress in a coal pillar at various
stages of pillar failure (after Wagner,
1980).

Galvin et al. (1999) have further developed the approach outlined in the preceding
paragraphs by adding more recent data for failed and unfailed pillars from Australian
and South African coal mines and re-analysing the combined database. They also mod-
ified the previous analysis to establish a new minimum critical pillar width for pillars
whose bases may be represented as parallelepipeds. With reference to Figure 13.11,
Galvin et al. (1999) re-wrote equation 13.7 as

weo = �ow (13.9)

where w is the minimum width of the pillar (i.e. w = w1 sin �) and the dimensionless
parameter �o is defined by

�o = 2w2/(w1 + w2) (13.10)

The range taken by this parameter is 1 ≤ �o < 2 as the plan aspect ratio of the pillar
ranges from unity towards infinity. Galvin et al. (1999) suggest that the effective width
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Figure 13.11 Definition of mining
variables associated with a paral-
lelepiped shaped pillar (after Galvin
et al., 1999).

should be the minimum width, w, for R < 3 and weo for R > 6. In the intermediate
range of R, the effective width varies according to the relation

we = w�(R/3–1)
o = w � (13.11)

Equation 13.6 was then re-written as

S = Soh�w��� (13.12)

and equation 13.8 as

S = Sov
a Rb

o ��{(b/ε)[(R/Ro)ε − 1] + 1} (13.13)

For the revised South African database, Galvin et al. (1999) found that So = 6.88
MPa, � = −0.60 and � = 0.42. For the Australian database, So = 8.60 MPa, � =
−0.84 and � = 0.51, and for the combined South African and Australian databases,
So = 6.88 MPa, � = −0.70 and � = 0.50.

For pillar design in hard rock mines, Lunder and Pakalnis (1997) proposed a method
of estimating pillar strength which integrated the results of tributary area and boundary
element analysis in the so-called confinement formula. It sought to reconcile the
highly empirical expressions for pillar strength with those derived from more rigorous
principles based on conventional rock strength criteria, as discussed in Chapter 4, and
the states of stress and confinement which develop in a pillar. It drew on a large data
base of observations of pillar behaviour in Canadian mines, and also results reported
by Brady (1977) for the Mount Isa Mine, Australia, Krauland and Soder (1987)
for the Black Angel Mine, Greenland and Sjöberg (1992) for the Zinkgruvan Mine,
Sweden.

Starting from the assumption that pillar strength S can be represented by

S = S(�c, size, shape)
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Figure 13.12 Pillar behaviour do-
mains mapped in terms of normalized
pillar stress and width/height ratio (af-
ter Lunder and Pakalnis, 1997).

it was proposed that this expression can be cast in the form

S = K �c(C1 + C2�) (13.14)

In this expression, K is a factor relating rock strength at the scale of mine pillars
to rock material strength at laboratory scale, C1 and C2 are empirical constants and �
is a factor which represents friction mobilised in the pillar core under the conditions
of confining stress which develop there.

From the data base of pillar observations, it was determined that K lies in the range
of 0.30 to 0.51, from which a representative value of 0.44 was proposed.

The effect of confinement in the interior of pillars was investigated by two-
dimensional boundary element analysis of various pillar shapes. It was proposed
that a relation between pillar width/height aspect ratio and a term Cpav representing
‘average pillar confinement’ could be expressed by

Cpav = 0.46[log(w/h) + 0.75] (13.15)

The factor � representing internal friction mobilised in pillars was derived from plots
of Mohr circle diagrams of states of stress in the body of pillars. The relation proposed
between the state of pillar confinement and pillar internal friction was

� = tan{a cos[(1 − Cpav)/(1 + Cpav)]} (13.16)

The large set of data on field observations of pillar performance used by Lunder and
Pakalnis is recorded in Figures 13.12 and 13.13, where pillar stress (normalized in
terms of the rock material strength) is plotted as a function of width/height ratio and
normalized state of confinement (Cpav) respectively. From the field observations, it
was possible to separate the modes of pillar behaviour into the domains of ‘failed,’
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Figure 13.13 Pillar behaviour do-
mains mapped in terms of normalized
pillar stress and normalised state of in-
ternal pillar confinement, Cpav (after
Lunder and Pakalnis, 1997).

‘partially failed’ and ‘intact’ pillars. By suitable choice of the parameters C1 and C2,
boundaries could be constructed between the domains. With the derived values of
C1 = 0.68 and C2 = 0.52, the resulting expression for pillar strength is

S = 0.44 �c(0.68 + 0.52 �) (13.17)

On Figures 13.12 and 13.13, the boundary lines between the ‘failed’ and ‘partially
failed’ domains correspond to a factor of safety of unity. Those between the ‘partially
failed’ and ‘intact’ domains correspond to a factor of safety of 1.4.

Although equation 13.17 may be used a priori to obtain a first estimate pillar
strength, Lunder and Pakalnis (1997) advocate calibration of the expression to fit
observed pillar behaviour in a particular mine setting. Given the variability of �c, the
simplest approach is to choose a suitable value of this parameter. An alternative is to
change the value of K which scales laboratory strength to the nominal field value of
rock mass compressive strength, Co.

In an alternative approach, Martin and Maybee (2000) used the Hoek-Brown brittle
parameters discussed in sections 4.5.5 and 7.1 with elastic stress analyses to model the
brittle pre-peak spalling of many hard rock pillars, illustrated in Figure 13.6. Following
Martin (1997), they argued that this type of failure is essentially a cohesion loss process
in which the frictional component of rock mass strength is not mobilised. Martin and
Maybee (2000) carried out a series of numerical elastic analyses using the boundary
element program Examine 2D and the Hoek-Brown brittle parameters with mb = 0
and s = 0.11 to evaluate pillar behaviour over the range of pillar width to height ratios
of 0.5 to 3. A constant value of the ratio of the in situ horizontal to vertical stress of
1.5 was used in the analyses. A pillar was considered to have failed when the strength
to stress ratio reached 1.0 in the core of the pillar. Martin and Maybee (2000) found
good agreement between their results, empirical data for Canadian mines collected by
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Lunder and Pakalnis (1997) and empirical strength formulae such as that introduced
Hedley and Grant (1972) for factors of safety of 1.0 and 1.4 and width to height ratios
of up to 1.5. The empirical data and the computed results were presented as plots of
the ratio of pillar stress to unconfined compressive strength of the pillar rock material
against the pillar width to height ratio for constant values of factor of safety.

13.4 Design of a stope-and-pillar layout

Design of a supported mining layout should seek to achieve the highest possible ex-
traction ratio of mineral, while assuring locally stable stope spans and general control
of near-field rock. In typical design practice, involving irregular stope-and-pillar ge-
ometry, it is usually preferable to apply one of the computational methods described
in Chapter 6. These may be used to determine stress and displacement distributions
associated with various extraction strategies, stope-and-pillar geometries, and stope
mining sequences. However, it is useful lo explore some general aspects of stope-and-
pillar design, and mine layout, using the tributary area method. This is appropriate
since there should be a convergence between the outputs of the independent methods
of design analysis, for simple geometric conditions in a mine structure. Some broad
geomechanical principles of mine layout may then be proposed from these generic
studies.

When the tributary area method of stress analysis is used in the design of a mining
layout in a flat-lying, stratiform orebody, five parameters are involved in the design
analysis. The field stress component, pzz, acting perpendicular to the plane of the
orebody is determined by the geomechanical setting. The four variables to be estab-
lished in the design process are the working or pillar height h, the room or stope span

o p

following discussion considers square pillars, of side length wp, it applies equally to
long, rib pillars.

As has been noted previously, the stope span which will ensure the local stability of
the stope walls can be determined using the design procedures appropriate for isolated
excavations. That is, stope span may be established independently of the other design
variables.

The selection of an appropriate factor of safety against pillar failure is based upon
engineering experience. In his retrospective analysis of the in situ performance of
South African coal pillars, Salamon produced the data shown in Figure 13.14. The
histograms illustrate the frequency distributions of pillar collapse and intact, elastic
pillar performance as a function of factor of safety. In particular, the distribution
of intact pillar performance is concentrated in the range of F from 1.3 to 1.9. A
reasonable design value of F in this case is suggested to be 1.6. In any other min-
ing setting, a similar approach could be used to establish an appropriate factor of
safety.

These observations indicate that the remaining parameters to be determined in the
design process are the pillar dimensions, wp, and the working height, h. At first sight,
it may appear that a degree of arbitrariness is involved in the solution to the layout
design problem. Consider the following example. A 2.5 m thick horizontal orebody is
located at a depth of 80 m, with the rock cover having a unit weight of 25 kN m−3. An
initial mining layout is based on 6.0 m room spans and 5.0 m square pillars, with the

384

w , pillar width w , and the factor of safety, F, against pillar failure. Although the



DESIGN OF A STOPE-AND-PILLAR LAYOUT

Figure 13.14 Histograms showing
frequencies of intact pillar perfor-
mance, and pillar failure, for South.
African coal mines (after Salamon and
Munro, 1967).

full orebody thickness of 2.5 m being mined. The pillar strength is defined empirically
by the formula

S = 7.18h−0.66w0.46
p (13.18)

where S is in MPa, and h and wp are in m.
The tributary area analysis of this prospective layout is as follows:

(a) pre-mining stress

Pzz = 80 ∗ 25 KPa = 2.0 MPa

(b) average axial pillar stress

�p = 2.0 ∗ [(6.0 + 5.0)/5.0]2 MPa = 9.68 MPa

(c) pillar strength

S = 7.18 ∗ 2.5−0.66 ∗ 5.00.46 MPa = 8.22 MPa

(d) factor of safety

F = 8.22/9.68 = 0.85

The low factor of safety provided by this prospective layout indicates that redesign is
necessary to achieve the required factor of 1.6. The options are (i) to reduce the room
span, thereby reducing the pillar stress level, (ii) to increase the pillar width, or (iii) to
reduce the pillar (and mining) height. Options (ii) and (iii) are intended to increase the
pillar strength. The mining geometric parameters can be recalculated, exercising these
options, to provide a pillar factor of safety of 1.6. For options (i) and (iii), solutions
for the revised stope span and stope height are obtained explicitly. For option (ii),
a non-linear equation in wp is obtained, which may be solved by Newton–Raphson
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Figure 13.15 Options in the design
of an extraction layout in a 2.5 m thick
orebody, to achieve a particular factor
of safety for pillars.

iteration (Fenner, 1974). The following results are obtained from these calculations:

Option (i): wo = 3.0 m, wp = 5.0 m, h = 2.5 m

Option (ii): wo = 6.0 m, wp = 7.75 m, h = 2.5 m

Option (iii): wo = 6.0 m, wp = 5. m, h = 0.96 m

Each of the mining geometries defined by the dimensions stated above satisfies the
pillar strength criterion. However, the question that remains is – which geometric lay-
out provides the greatest recovery from the orebody? Clearly, the stoping geometry
which assures the geomechanical security of the layout and also yields the greatest
volumetric recovery of mineral from the deposit, represents the preferred mine ex-
cavation design. Option (iii) is immediately unacceptable on the basis of recovery,
because it implies leaving mineral in the roof or floor of the orebody over the com-
plete mining area, as illustrated in Figure 13.15c. The choice of pursuing options (i)
or (ii), which are both admissible geomechanically, and illustrated in Figures 13.15a,
b, can be made on the basis of the volume extraction ratio for the mining reserve.
Of course, where pillars are to be recovered in a subsequent phase of the operation,
and questions of primary recovery become less critical, the choice between the two
options may involve other operational and planning issues. If pillars are to be only
partly recovered, the effect of stope and pillar dimensions on volume extraction ratio
needs to be considered carefully. This issue has been considered in detail by Salamon
(1967), whose analysis is elaborated below. It is particularly apposite in relation to
the yield from thick coal seams, or orebodies where rock mass strength is low relative
to in situ stresses.

The various expressions for pillar strength and pillar axial stress, when taken to-
gether, indicate that pillar factor of safety, F, is a function of pillar dimensions, stope
span, and pillar height (or orebody stoping width), i.e.

F = f (wp, wo, h)

The objective is to determine the mining dimensions wp, wo, h, such that in any
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Figure 13.16 Representation of a
partial extraction operation (a) in
terms of an equivalent volume, total
area extraction (b).

single-phase mining operation, the mechanical integrity of the pillar support is as-
sured, and volume extraction ratio is maximised. A graphical, heuristic procedure is
used to demonstrate how this objective may be realised.

Considering a representative element of a mine structure, shown in Figure 13.16a,
the volume Ve of coal extracted from a block of plan dimensions wo + wp, and working
height h, is

Ve = h[(wo + wp)2 − w2
p] (13.19)

To obtain the same extraction volume Ve by complete extraction over the area of the
element, i.e. over (wo + wp)2, a stope height he, called the equivalent working height,
could be mined. This situation is illustrated in Figure 13.16b. The equivalent working
height is given by the expression

he(wo + wp)2 = Ve = h[(wo + wp)2 − w2
p]

or

he = h[1 − (wp/(wo + wp))2] (13.20)

The yield of a naturally supported operation can be measured conveniently in
terms of the equivalent working height, he, of an associated, fictitious operation in
which extraction is complete over the area of a representative element of the deposit.
Thus, any change in stoping geometry which increases the equivalent working height
represents an increase in the yield performance of the operation. The effect of varying
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Figure 13.17 Relation between
yield of an orebody (given as
equivalent working height, he), room
span and real working height (after
Salamon, 1967).

the mining geometry may be assessed by considering an arbitrarily thick orebody,
selecting particular stope spans and working heights, and calculating pillar dimensions
(as discussed in option (ii) in the preceding design exercise) to achieve a required factor
of safety for the pillar-supported structure. Salamon carried out this type of exercise,
for the field conditions of a mining depth of 152 m, and a required factor of safety
of 1.6. The results of this exercise are presented in Figure 13.17, in which equivalent
working height is shown as a function of actual working height, for selected stope
spans. The observation from the plots is that independent increases in stope span
wo and real working height h both lead to increased equivalent working height, and
therefore to increased yield from the orebody. The significant engineering inference
is that recovery from an orebody may be maximised, while assuring the integrity of
the support system, if the following conditions are met simultaneously:

(a) the maximum (i.e. complete) thickness of the orebody is mined;
(b) the maximum room span consistent with assuring local stability of wall rock is

mined.

These conclusions may appear self-evident. The reality is that they are a direct result
of the nature of the pillar strength formula. A different relation between pillar strength
and pillar shape and dimensions could conceivably have led to different geometric
requirements for maximising volumetric yield from an orebody.

Having shown how maximum mineral potential of an orebody can be achieved in
a pillar-supported operation, it is useful to explore the way in which maximum yield
varies with geomechanical setting. The volumetric extraction ratio R can be seen,
from Figure 13.16b, to be given by the ratio of equivalent working height he and
orebody thickness M ; i.e. introducing equation 13.20

R = he/M = h/M[1 − (wp/(wo + wp))2] (13.21)
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Figure 13.18 Maximum volumetric
extraction ratio for various depths of
orebody and orebody thickness (after
Salamon, 1967).

Consider the hypothetical case of a set of orebodies, of thickness M ranging from
1.5 m to 6.0 m, at varying depths below ground surface. Suppose the maximum
stable room span wo is 6.0 m, the unit weight of the cover rock is 25 kN m−3,
and the pillar strength formula is defined by equation 13.8. In each orebody, both
the full orebody thickness and the maximum stable room span can be used in the
determination of pillar plan dimensions which will yield a factor of safety for pillars of
1.6. (The procedure described for option (ii) of the initial design exercise is employed
to calculate wp.) Since any such stoping geometry will provide the maximum mineral
yield, the maximum volumetric extraction ratio, R∗, for the particular case of orebody
depth and thickness can be calculated directly from equation 13.21. The results of a
set of such computations are presented graphically in Figure 13.18.

Two particular observations may be made from Figure 13.18. The obvious one is
that, for any orebody thickness, the maximum safe extraction from a pillar-supported
operation decreases significantly with increasing depth of the orebody below ground
surface. Thus, if one were dealing with a gently dipping orebody, an increasing pro-
portion of the ore reserve would be committed to pillar support as mining progressed
down dip. The other observation concerns the low maximum extraction ratio possible
with a thick seam or orebody using intact pillar support and a single phase mining
strategy. For the 6 m thick seam, at a depth of 244 m below ground surface, the yield
from single phase mining is less than 25% of the total mineral reserve.

Some general conclusions regarding supported methods of mining may be formu-
lated from these exploratory studies based on the tributary area method of pillar design.
The first is that, if no pillar recovery operations are to be conducted, a pillar layout
must be based on the largest stable spans for stopes, to assure maximum recovery of
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Figure 13.19 Model of yield of
country rock under pillar load, and
load geometry for estimation of bear-
ing capacity.

the reserve. Secondly, fully supported methods using intact, elastic pillars, are lim-
ited economically to low stress settings, or orebodies with high rock mass strength.
Finally, thick seams and orebodies consisting of relatively weak rock masses may
be mined more appropriately and productively in successive phases which are them-
selves based on different design principles, rather than in a single phase of supported
mining.

The usual problem in a pre-feasibility study, preliminary design or initial design of
a supported mining layout is selection of an appropriate pillar strength formula and
of relevant values for a characteristic strength parameter and the scaling exponents.
A reasonable approach may be to employ equation 13.14 to estimate pillar strength,
using the values of K , C1 and C2 proposed in Section 13.3. Improved values for
these parameters may then be established as mining progresses in the orebody, by
observations of pillar response to mining, or by large-scale in situ tests. Judicious
reduction in dimensions of selected pillars may be performed in these large-scale
tests, to induce pillar failure.

13.5 Bearing capacity of roof and floor rocks

The discussion of pillar design using the tributary area method assumed implicitly
that a pillar’s support capacity for the country rock was limited by the strength of
the orebody rock. Where hangingwall and footwall rocks are weak relative to the
orebody rock, a pillar support system may fail by punching of pillars into the orebody
peripheral rock. The mode of failure is analogous to bearing capacity failure of a
foundation and may be analysed in a similar way. This type of local response will be
accompanied by heave of floor rock adjacent to the pillar lines, or extensive fretting
and collapse of roof rock around a pillar.

The load applied by a pillar to footwall or hangingwall rock in a stratiform orebody
may be compared directly with a distributed load applied on the surface of a half-
space. Schematic and conceptual representations of this problem are provided in
Figure 13.19. Useful methods of calculating the bearing capacity, qb, of a cohesive,
frictional material such as soft rock are given by Brinch Hansen (1970). Bearing
capacity is expressed in terms of pressure or stress. For uniform strip loading on a
half-space, bearing capacity is given by classical plastic analysis as

qb = 1
2 �wp N� + cNc (13.22)

where � is the unit weight of the loaded medium, c is the cohesion and Nc and N�

are bearing capacity factors.
The bearing capacity factors are defined, in turn, by

Nc = (Nq − 1) cot �

N� = 1.5(Nq − 1) tan �

where � is the angle of friction of the loaded medium, and Nq is given by

Nq = e� tan � tan2[(�/4) + (�/2)]
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Equation 13.22 describes the bearing capacity developed under a long rib pillar.
For pillars of length lp, the expression for bearing capacity is modified to reflect the
changed pillar plan shape; i.e.

qb = 1
2 � wp N� S� + c cot �Nq Sq − c cot � (13.23)

where S� and Sq are shape factors defined by

S� = 1.0 − 0.4(wp/ lp)

Sq = 1.0 + sin � (wp/ lp)

The factor of safety against bearing capacity failure is given by

F of S = qb/�p

i.e. it is assumed that the average axial pillar stress is equivalently applied as a uni-
formly distributed normal load to the adjacent country rock. The coarseness of this
assumption justifies the practical choice of a factor of safety greater than 2.0.

13.6 The Elliot Lake room-and-pillar mines

The history of mining the uranium-bearing orebodies of the Elliot Lake district of
western Ontario, Canada, is interesting because of the evolution of the mining layout
and rock response as mining progressed down dip. Rock mechanics aspects of mine
performance have been described by Hedley and Grant (1972) and Hedley et al.
(1984). More than 30 years’ observations of roof and pillar performance are recorded
for the orebodies.

As described by Hedley et al. (1984), the conglomerate stratiform orebodies at
Elliot Lake are set on the north and south limbs of a broad syncline. Figure 13.20 is a
north–south cross section, looking east, showing the Quirke and Denison mines on the
north limb. The orebodies are from 3 m to 8 m thick and dip south at about 15◦–20◦,
persisting to a depth of 1050 m. They are separated from the basement rock by a
quartzite bed, and overlain successively by beds of quartzite, argillite, a massive 250
m bed of quartzite, and conglomerate and limestone formations. Although the orebody
rock is unbedded, the hangingwall contact is commonly a prominent bedding plane
with an argillaceous parting. Diabase dykes and numerous normal faults transgress
the orebodies, and several thrust faults are prominent features. The rock material
strengths of the orebody, footwall and hangingwall rocks are generally greater than
200 MPa. The pre-mining state of stress is defined by a vertical principal stress, �v,
equal to the depth stress, an east–west horizontal stress about 1.5 �v, and a north–south
component about equal to �v.

At the Quirke Mine, the mining method resembled that shown in Figure 12.2, with
transport drifts developed along strike, at 47 m vertical intervals. This resulted in
stopes with a down-dip dimension of about 76 m. Crown and sill pillars protected
the rail haulages. Rib pillars, instead of the scattered, irregularly shaped panel pillars
shown in Figure 12.2, separated the stopes which were mined up dip from the haulage
level.
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Figure 13.20 North–south vertical
cross section (looking east) through
the Quirke and Denison Mines (after
Hedley et al., 1984).

In the early development of the mining layout, stope spans (i.e. measured in the
strike direction), were originally in the range 6 m–30 m, but operating experience of
local structural control of roof performance, and local instability, resulted in adopting
working spans in the range 15 m–20 m. Pillar design received considerably more at-
tention, due to the relation between pillar dimensions and performance, mine stability
and extraction ratio. For the long strike and rib pillars, some early observations of
pillar crushing and fretting led to proposal of an expression for pillar strength given
by

S = 133 h−0.75 w0.5
p (13.24)

where S is pillar strength in MPa, and wp and h are pillar width and height in m. When
pillar stresses were estimated from the normal component of the field stress acting
perpendicular to the plane of the orebody, this expression resulted in the relation
between pillar factor of safety and pillar performance shown in Figure 13.21. The
conclusion from this is that a factor of safety of 1.5 was required to assure intact
performance of pillars.

When the pillar strength expression given in equation 13.24 and a safety factor
of 1.5 are used to calculate pillar widths for 3 m and 6 m thick orebodies, the pillar
widths corresponding to various depths below surface are as shown in Figure 13.22a.
For a mine layout based on stopes extending 76 m down-dip, and rib pillars 23 m apart
on strike, the effect on volume extraction is shown in Figure 13.22b. The progressive
reduction in extraction ratio required to maintain the required factor of safety of 1.5
would have adverse consequences for mine profitability.

Until 1981, the record of mining at the Quirke Mine was one of satisfactory pillar
performance and ground control, with extraction ratio in the range 70–85%, depending
on orebody thickness and panel depth below ground surface. At that time, pillars in a
flat dipping section of the deposit located 450 m below ground surface, mined about
four years previously by a trackless method, began to disintegrate. The trackless
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Figure 13.21 Relation between pil-
lar factor of safety and pillar perfor-
mance (after Hedley and Grant, 1972).

Figure 13.22 Effect of mining depth
on pillar width and volume extraction
ratio (after Hedley and Grant, 1972).

mined area is shown in Figure 13.23. The mining sequence in the area involved the
extraction of seven level stopes up-dip of the trackless area, the eight level stopes,
the trackless area, and then the nine level stopes. Mining of the nine level stopes
was in progress when pillar disintegration commenced in the trackless area. Pillar
disintegration progressed from this area, involving initially stable pillar failure, and
subsequently unstable failure and pillar bursting in the seven level sill pillars.
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Figure 13.23 Stope-and-pillar lay-
out around the trackless area of the
Quirke Mine (after Hedley et al.,
1984).

In the analysis of conditions in the collapse area, Hedley et al. found that the
dimensions of pillars around the burst-prone and trackless area (3 m wide and from
4.3 m to 6.1 m high) resulted in pillar strengths ranging from 78 to 60 MPa. Other
sill and crown pillars in the area were 4.7 m and 3.0 m wide respectively, and 3.0
m high. The respective pillar strengths were 123 MPa and 100 MPa. For an average
extraction ratio of 80%, the average pillar stress was 58.5 MPa, providing factors of
safety in the range 1.34 to 1.02 in the area of initial pillar collapse, and 2.11 and 1.72
respectively for the sill and crown pillars. Clearly, the safety factor for pillars in the
trackless area was far below the value identified in the earlier studies as required to
maintain pillar integrity. The evolution of pillar stress with mining sequence shown in
Figure 13.24 was determined from a displacement discontinuity analysis. From this,
it was proposed that the marginal change in pillar stress associated with progressive
down-dip extraction of the nine level stopes was sufficient to initiate pillar failure in
the trackless area.

Perhaps the most important principle illustrated by this study is the need to carefully
consider orebody thickness, and therefore pillar height, in design of a room-and-
pillar layout Although the area extraction ratio appears marginally greater in the
trackless area, the most significant effect on pillar factor of safety was the local increase

Figure 13.24 Evolution of pillar ax-
ial stress during mining sequence
around trackless area (after Hedley
et al., 1984).
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Table 13.2 Doe Run pillar condition rating system (after Roberts et al., 1998).

in orebody thickness and pillar height, causing a marked local reduction in pillar
strength. Thus, when orebody thickness is variable, stope and pillar design based on
maintaining a constant area extraction ratio will not provide assurance of intact pillar
performance.

A number of other hard rock mines, most notably in North America, have used or
adapted the Elliott Lake approach and the pillar strength formula developed initially
by Hedley and Grant (1972). In these cases, it has been common practice to represent
the constant in equation 13.24 as a constant times the uniaxial compressive strength
of the pillar rock material. Roberts et al. (1998) and Lane et al. (2001), for example,
discuss the approach to pillar design and stability evaluation developed at the Doe Run
Company’s lead mines in Missouri, USA, for room-and-pillar mining and subsequent
pillar extraction and backfilling. Pillar loads were estimated using the displacement
discontinuity code NFOLD and pillar strengths were represented satisfactorily by
Hedley and Grant’s formula for pillars of limited height. Subsequently, the pillar
condition rating system shown in Table 13.2 was developed and used with NFOLD
pillar load calculations to produce the stability curves shown in Figure 13.25 for
standard pillar widths (9 m by 9 m at Doe Run with larger 11.5 m by 23 m panel
pillars introduced from 1993). The pillar condition rating and the calibration curves
have been applied to hundreds of pillars at four of Doe Run’s mines. They are used
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Figure 13.25 Calibrated stability
curves for standard pillar width and
varying pillar condition rating, Doe
Run mines, Missouri, USA (after
Roberts et al., 1998).

to predict the progress of pillar deterioration and ultimate collapse as adjacent pillars
are mined (Roberts et al., 1998, Lane et al., 2001).

13.7 Stope-and-pillar design in irregular orebodies

13.7.1 Design principles and methods
While single coal seams and lenticular or stratiform metalliferous orebodies are
amenable to the pillar analysis and design procedures discussed above, many metal-
liferous orebodies are not. They may be irregular in shape and several may occur in
close proximity. Further, partial or total recovery of pillar ore is routine metal mining
practice. In coal mining, it is frequently necessary to co-ordinate the extraction of sev-
eral contiguous seams. In all these cases, a more robust and versatile design procedure
is required to plan the stope-and-pillar layout and the extraction method itself.

In contemporary design practice, routine use is made of the computational tools
for stress analysis described in Chapter 6. Applied in conjunction with a suitable
conceptual model of the mine and appropriate rock mass properties and failure criteria,
they allow evaluation of alternative mining strategies in terms of orebody and host
rock mass response to different layouts of stopes and pillars. Usually, evaluation of
various feasible extraction sequences for stopes and pillars is an important part of
these studies.

An effective design practice which is essential for irregular orebodies is based on
an observational principle. It involves direct determination, interpolation, inversion
of data or estimation of geomechanical conditions in the orebody and near-field rock
mass. All the site characterization information specified for design of an isolated
excavation, described in previous chapters, is required for the design of an evolving
mine structure. This includes the pre-mining triaxial state of stress, the in situ strength
and deformation properties of the lithological units in the mine domain, and the
location, attitude and mechanical properties of major penetrative structural features
transgressing the zone of influence of mining. This information is revised and updated
as rock mass properties are evaluated during progress of stoping and as site data is
collected during mine development.

Design of a stope-and-pillar layout starts by locating pillars in parts of the orebody
interpreted to be free of adverse structural features. For example, a pillar intended
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Figure 13.26 Stope-and-pillar lay-
out to maintain favourable states
of stress in rock remnants (after
Goddard, 1981).

to remain sound under mining induced stresses needs to be located in rock free of
features which may allow slip to occur in the interior of the pillar. Local slip on
persistent discontinuities can cause pervasive problems, such as falls of rock from
the pillar surface, damaging seismicity and general degradation of the pillar rock
mass.

In close-spaced, parallel orebodies, an additional factor in siting pillars is the correct
alignment of pillar axes. Pillars whose axes are offset may result in stress distributions
favouring slip on planes of weakness oriented parallel to the orebodies. The general
principle is illustrated in Figure 13.26.

A suitable stope-and-pillar layout and extraction sequence for an orebody is estab-
lished through an iterative process. Having established suitable prospective locations
for pillars, a preliminary design for the set of stopes and pillars can be proposed. The
layout must fit with existing development. It must also be based on stope sizes and
shapes which satisfy both stability criteria as discussed in Chapter 9 and mine pro-
duction requirements. An analysis of stress distribution in this prospective structure
can then be conducted using a computational scheme such as the boundary element
method and assuming linear elastic rock mass behaviour of the rock mass, or per-
haps accounting for a sparse population of major discontinuities. In these preliminary
design analyses, the assumption of more complex constitutive behaviour of the rock
mass is rarely justified, because the initial problem is to recognise obvious defects
and limitations of the design, or perhaps to compare possible alternative layouts of
stopes and pillars.

Having determined the stress distribution in the set of pillars and stopes, it is possible
to map the zones of tensile stress or the regions in which compressive stresses satisfy
the criteria for particular modes of rock mass failure. The preliminary design can be
modified until unacceptable states of stress are eliminated from the layout, or some
compromise is reached between geomechanical and other engineering requirements
for operation of the mine. In some cases, it may be necessary to accept unfavourable
states of stress in parts of the layout and to specify operational measures to manage
them, in order to provide a set of stopes and pillars which can sustain established
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working methods and meet production schedules. In any event, some preferred layout
of the stopes and pillars can be defined for which detailed designs are required of stope
access openings, service openings, and stope development to support the extraction
operations.

The way in which the stress distribution calculated for a mine layout or the evolving
mine structure is interpreted is the key to successful design practice, and is represented
by the following example. From Figure 13.6, it is observed that several modes of rock
fracture and interaction of fractures are involved in the mechanical degradation and
evolution of failure in a pillar. The discussion in Chapter 4 considered the different
failure criteria that describe the fundamental processes involved in rock mass failure,
including fracture initiation, fracture extension and damage accumulation, and ulti-
mately shear failure at peak strength. These ideas have been employed by Diederichs
et al. (2002) in analysing pillar behaviour at the Brunswick mine under the stress paths
imposed by adjacent stoping, and subsequently in pillar design for the mine. In their
approach, several domains are defined in normalised �1 − �3 space by stress bound-
aries which are derived from a generic form of the various failure criteria, expressed
by

�1 = A�3 + B�c (13.25)

From this expression, the threshold for crack initiation and the onset of dispersed mi-
croseismic activity indicative of microscopic rock damage is defined by A = 1 − 1.5,
B = 0.4 − 0.5. This approximates the maximum deviator stress criterion of Martin
et al. (1999). The term B�c in equation 13.25 is effectively the uniaxial compressive
strength of the rock mass, UCS*, which can be used to scale other strength relations. A
second threshold, described by A = 2, is identified with the onset of systematic fabric
damage accumulation and is represented by a transition from dispersed microseismic
events to localised seismic clusters. The third threshold, determined by A = 3 − 4,
represents the conventional peak strength of the rock mass and corresponds to in-
teraction of damage zones and localisation of extension fractures into shear zones.
Finally, a fourth threshold with A = 0, B = 10–20 applies close to stope boundaries,
under conditions where surface conditions tend to promote spalling.

The relation between these thresholds of damage and rock rupture is shown in
Figure 13.27. In terms of the modes of pillar degradation illustrated in Figure 13.6,
the stress path for an element of rock in a pillar typically corresponds to the trajectory
from surface spalling through interior cracking to shear failure in the body of the
pillar, which is the transition from intact pillar through a state of partial failure to
pillar failure and rock mass rupture.

Application of the method is illustrated in Figure 13.28, where the performance of a
set of 57 pillars is represented in terms of the degree of rupture at the pillar boundaries
(or overbreak) and the condition of pillars, classified here as intact, partially failed
or failed. The results suggest that the application of the different criteria provides an
appropriate discrimination between the possible modes of pillar degradation. They
also suggest that the elastic stress analysis used to determine pillar stresses coupled
with the criteria for defining domains of pillar degradation provide a sound basis for
pillar design analysis. Using this approach, a series of analyses of stress make it is
possible to trace the stress path to which the parts of a pillar will be subjected, and to
predict the overall mode of pillar response.

398



STOPE-AND-PILLAR DESIGN IN IRREGULAR OREBODIES

Figure 13.27 (a) Modes of rock
damage and failure in terms of damage
mechanics thresholds, in normalised
�1 − �3 space; (b) modes of rock mass
response at the Brunswick Mine (after
Diederichs et al., 2002).
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Figure 13.28 Pillar performance,
defined by degree of rupture (over-
break) and mechanical integrity, com-
pared with domains defined by rock
degradation and failure criteria (after
Diederichs et al., 2002).

13.7.2 Extraction sequence
Whatever the expected intermediate and final states of stress in a mining layout,
the planning requirement is to develop a sequence in which stopes are to be mined,
and perhaps pillars are to be recovered, which satisfies geomechanical constraints
and specific mining requirements, such as production rate, number of sources of ore
in operation at any one time, and a tolerable level of risk to ore reserves. When
the integrity and stability of the final mine layout are not assured, the question of
extraction sequence becomes acute. Some general principles are now proposed to
guide formulation of a logical order for stope and pillar extraction.
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An obvious mining objective in developing an extraction sequence is to assure
recovery of the highest grade blocks in the orebody. While this is not to suggest that
a strategy of ‘high grading’ should be pursued, the requirement is to extract the high
grade blocks completely, in order to maximise mineral yield.

Maximising mineral yield can be coupled to the geomechanics requirement to estab-
lish a mining sequence which provides predictable behaviour of the mine layout, par-
ticularly under conditions of an increasing volume of rock mass degradation as mining
proceeds. From a geomechanics perspective, the overall sequence should involve

� the early extraction of blocks with little support potential;
� avoiding leaving scattered pillar remnants;
� where essential, leaving bracket pillars to control displacements on major structural

features; and
� orderly retreat of mining towards stable or solid ground.

These guidelines were proposed from experience in mines achieving a high extraction
ratio or under challenging conditions of pre-mining states of stress. Some instructive
background is provided by South African mining practice in deep, tabular orebodies
(COMRO, 1998), where the use of bracket pillars at fault intersections with the ore-
body, the use of mine-scale stabilising pillars and the necessity of orderly advance to-
wards the mine abutments is well demonstrated. However, it should be noted that high
pre-mining stresses are not the driver for a properly engineered extraction sequence.
Even for mines located in a benign stress field, it is possible to lose a considerable
proportion of the ore reserve through a poorly conceived extraction sequence.

Starting from the structural geology and a capacity to model the evolving stress
distribution in an extraction layout, an extraction sequence is defined by identification
of an initial point of attack in the orebody, a logical evolution of the stope and pillar
layout and an unambiguous order for pillar extraction. This is frequently possible in a
single orebody mined in a planar layout. For the case of multiple orebodies or a large
orebody mined in a three-dimensional structure of stopes and pillars, it is sometimes
difficult to identify the optimum extraction sequence. It is usually necessary to pro-
pose several extraction sequences which satisfy production scheduling and other mine
engineering requirements such as access and ventilation, and also involve the mainte-
nance of an orderly direction of retreat of stoping towards stable ground. The preferred
sequence may be established by analysis of rock response for each extraction scheme,
comparing the evolution of states of stress and rock mass conditions for each of the
alternatives, using the techniques described earlier due to Diederichs et al. (2002).

Extraction sequencing is a key aspect of control of mine instability and seismicity.
As discussed by Morrison (1996), the stope and pillar layout illustrated in Figure
13.29a, based on primary stoping of each second ore block recovery of the pillars in
secondary stopes, has many advantages in terms of controlling ground displacements
in the initial stages of mining. However, under conditions of high stress and active
seismicity, pillar recovery in secondary stopes can present challenging ground control
problems. Many mines in such settings use the pillarless, centre-out stoping sequence
shown in Figure 13.29b, usually employing cemented backfill to limit the unsupported
spans of stope walls. Maintenance of the ‘chevron’ front for advance of stoping
has a particular advantage in that it promotes the development of a geometrically
regular stress abutment adjacent to the stoping front. The stress abutment is displaced
incrementally and uniformly with the advance of the stoping front and stope wall
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Figure 13.29 (a) Stope and pil-
lar layout for an extraction sequence
based on primary stoping and pil-
lar recovery in secondary stopes. The
‘1-3-5’ sequence involves primary
stoping of each second ore block. (b)
Pillarless mining sequence in which
ore blocks are mined to maintain a
‘chevron’ mining front (after Morri-
son, 1996).

convergence behind the advancing face is relatively uniform. According to Morrison
(1996), although the sequence does not eliminate large seismic events and associated
rockbursts, it can significantly reduce the magnitudes of such events.

An interesting example of sequencing of extraction in a complex mining geometry
is provided by Andrieux and Simser (2001). The Brunswick Mine is characterised
by states of stress which lead to damaging seismicity and rock structure which poses
instability problems in zones of stress reduction. In two dimensions, the extraction
sequence resembles one half of the chevron pattern illustrated in Figure 13.29. The
stopes are mined ‘en-echelon’, by pillarless stoping, with overall progression of stop-
ing towards the final abutments for the extracted orebody. In three dimensions, the
orderly displacement of the abutment stress is provided by a sequence called pyrami-
dal pillarless mining, as illustrated in Figure 13.30. Implementation of the sequence

Figure 13.30 Three-dimensional
representation of the pyramidal
pillarless mining sequence at the
Brunswick Mine (after Andrieux and
Simser, 2001).
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results in a decrease in damaging seismicity and a substantial reduction in seismically
induced falls of ground. The point illustrated by the sequence is the importance of a
conceptual model of stress interaction with the mine structure and the way this can
be managed by a disciplined advance of the mine abutments.

Implicit in the development of an extraction sequence for an orebody is the pro-
tection of the major installations, external to the deposit, which sustain operations
within it. These include ventilation shafts and airways, workshops, haulages, and
drives and passes for placement of backfill. Although some of these installations are
inevitably damaged or destroyed as mining proceeds, the objective is to maintain their
integrity for as long as is demanded by extraction operations. This is accomplished,
in the geomechanical assessment of any proposed extraction scheme, by estimation
of potential rock mass response around these excavations. The analyses of stress
conducted in the sequencing studies may be used for this purpose. Other modes of
rock mass response, including rigid body instability of large wedges identified in the
zone of influence of mining, or slip and separation on penetrative planes of weak-
ness, must also be considered in a global analysis of the mine structure and its near
field.

A final objective in the development of an orebody extraction sequence is to limit
the amount of work, by mine personnel, in areas subject to high stress or potential
instability. The extraction scheme should seek to avoid the generation of narrow
remnants, by such activity as the gradual reduction in the dimensions of a pillar. As
an alternative, a large-scale blast involving the fragmentation of pillar ore in a single
episode is usually preferable.

13.8 Open stope-and-pillar design at Mount Charlotte

The Mount Charlotte Mine is located on the Golden Mile at Kalgoorlie, Western
Australia. Its value as a case study is that it illustrates some of the problems of
stope-and-pillar design in a relatively complicated geometric and structural geological
setting, and the need to consider appropriate modes of rock mass response in stope
and excavation design and extraction sequencing. The following account of rock mass
performance is based on that by Lee et al. (1990).

The orebody considered in the study by Lee et al. was the Charlotte orebody. The
long axis of the orebody strikes north. It is bounded on the north–east by the Flanagan
fault, and on the south–west by the Charlotte fault. A fracture system related to the
Beta fault trends north–south and dips west at about 45◦. The rock materials are strong
and stiff, and the rock mass is infrequently jointed. Estimated friction angles for the
Charlotte and Flanagan faults were about 20◦, and about 25◦ for the Beta fault.

From beneath the original open-cut mine of the surface outcrop, the orebody had
been mined progressively downwards, by open stoping and subsequent pillar blasting.
After rib and crown pillars in a block were fragmented in single mass blasts, the broken
ore was drawn from beneath coarse granular fill which was introduced at the surface
and which rilled into the active extraction zone. The stoping block considered in
the study was the G block, located between the 19 and 24 mine levels, which were
about 630 m and 750 m below ground surface. The mining sequence for the G block
shown in Figure 13.31b indicates large stopes (G1, G2 etc.) and rib pillars beneath
a continuous crown pillar. The stopes were 40–80 m wide, 35 m long and up to
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Figure 13.31 (a) Plane strain analy-
sis of G2 stope cross section; (b) prob-
lem geometry for three-dimensional
analysis; (c) contours of dip slip on the
Beta fault before and after extension of
G2 stope (after Lee et al., 1990).

100 m high. Rib pillars were 32 m long, while the crown pillar was 32 m thick. The
dimensions of stable stope spans were established from prior experience, while pillar
dimensions were determined by analysis intended to limit pillar crushing or spalling
at pillar lines.

During the extraction of the eastern extension of the G2 stope, shown in Figure
13.31b, a fault slip rockburst resulted in substantial spalling from the underside of the
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crown pillar. Although such events had occurred previously in the mine, it was recog-
nised that bursts involving the Beta fault, as this event did, had important implications
for extraction of the taller and wider stopes to the north which were transgressed by
the same fault. The analysis reported by Lee et al. was intended to provide a proven
model of rock mass performance in the block, from which the consequences for future
stoping could be evaluated.

The analysis of rock performance in the block was conducted in two stages. Prelim-
inary plane strain studies were conducted with the boundary element code BITEMJ
(Crotty, 1983), which can simulate slip and separation on faults. These analyses
indicated sense and magnitude of slip on the Beta fault consistent with in situ mea-
surements, as indicated in Figure 13.31a. However, because the plane analysis was
incapable of examining the development of slip along the strike of the Beta fault
as stoping progressed, a more comprehensive three-dimensional analysis of stress
and displacement was conducted. The problem geometry, as defined for input to
the linked boundary element–finite element scheme BEFE (Beer, 1984), is shown
in Figure 13.31b. The results of the analyses are illustrated in Figure 13.31c, for
the state of fault slip before and after mining the eastern extension of the G2 stope.
These are contour plots of the magnitudes of dip shear displacement on the Beta
fault, mapped on the plane of the fault. It is observed that a substantial increase
in the zone and magnitude of slip is indicated over the part of the fault transgress-
ing the crown pillar, attending the mining of the eastern extension of the G2 stope.
Such correspondence of observed and calculated rock mass response provided a ba-
sis for prediction of rock performance during mining of stopes further north in the
block.

Several principles are illustrated by the Mount Charlotte study. First, effective
stope-and-pillar design in irregular orebodies or complex structural settings usually
requires computational methods for design analysis. Second, two-dimensional anal-
ysis has an important rôle in assessing and characterising rock mass performance,
before more complicated and expensive three-dimensional methods are employed.
Third, field observations combined with appropriate analysis provide a basis for con-
fident prediction of host rock performance as stoping proceeds through a selected
extraction sequence. If analysis suggests a particular stope and layout or stoping se-
quence may induce intolerable rock mass response, a verified mine model similar
to that developed for the Charlotte orebody permits easy assessment of alternative
layouts and sequences.

13.9 Yielding pillars

The discussion in section 13.4 indicated that when the magnitudes of the pre-mining
stresses increased relative to the in situ strength of the orebody rock, an excessive
proportion of an ore reserve is committed to pillar support. The solution to this problem
varies with the type of deposit. For a metalliferous orebody where reserves are limited
and the post-peak behaviour of pillars is uncertain, ore in pillars which were initially
designed to perform in an intact, elastic mode may be recovered by the extensive use
of backfill. This procedure is described more fully in Chapter 14. Where reserves
are more extensive, such as coal seams or other stratiform deposits, pillars may be
designed to operate in a plastic mode, i.e. at a factor of safety less than unity.
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Panel pillars in a yielding mine structure are designed to provide locally resilient
support for rock in the periphery of mine excavations. Thus, room and stope spans can
be designed on the same principles as applied in a conventional design. The potential
for pillar yield can be assessed directly from the rock mass properties which control
stable post-peak behaviour. These have been described in section 10.7. The design
of the panel pillars must take account of the global stability of the structure, using
the techniques discussed previously. Finally, since the ultimate load-bearing capacity
of a yielding structure resides in the barrier pillars, these must be designed to be of
virtually infinite strength. This implies that the barrier pillars each have a sufficient
width/height ratio to create a central core of confined rock capable of sustaining the
load shed by the yielding panel pillars. The design of such a pillar is best accomplished
using a finite element or finite difference code, so that local yield in the barrier pillar
can be incorporated explicitly in the design analysis.

Problems

1 A horizontal stratiform orebody at a depth of 150 m below ground surface is
planned for extraction using 6.0 m room spans and pillars 7.0 m square in plan. The
full stratigraphic thickness of 3 m is to be mined. The unit weight of the overburden
rock is 22.5 kN m−3. Analysis of pillar failures in the orebody indicates that pillar
strength is defined by

S = 10.44h−0.7 w0.5
p

where S is in MPa, and pillar height h and width wp are in m.
Determine the factor of safety against compressive failure of pillars in the planned

layout. If the factor of safety is inadequate, propose a mining layout which will achieve
a maximum volume extraction ratio, for a selected factor of safety of 1.6. State the
assumption made in this calculation.

2 A flat-lying coal seam 3 m thick and 75 m below ground surface has been mined
with 5.0 m rooms and 7.0 m square pillars, over the lower 2.2 m of the seam. Determine
the factor of safety of the pillars, and assess the feasibility of stripping an extra 0.6 m
of coal from the roof. The strength of the square pillars, of width wp and height h, is
given by

S = 7.5h−0.66 w0.46
p

where S is in MPa, and h and wp are in m.
The unit weight of the overburden rock is 25 kN m−3.

3 The orebody described in Problem 1 above is underlain by a clay shale, for which
c = 1.2 MPa, � = 28◦, and � = 22 kN m−3. If the mining layout is based on 6.0 m
room spans and pillars 10.0 m square in plan, determine the factor of safety against
bearing capacity failure of the floor rock.

4 A pillar with a width/height ratio of 1.2 is to be subjected to stress levels exceeding
the peak rock mass strength. For the elastic range, it is calculated that the pillar
stiffness, 	, is 20 GN m−1. The ratio 	′/	 varies with the width/height ratio of the
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pillar, where 	′ is the pillar stiffness in the post-peak regime. For various width/height
ratios, in situ tests produced the following results:

Width/height ratio 1.0 1.33 1.85 2.14
	′/	 −0.60 −0.43 −0.29 −0.23

Analysis of convergence at the pillar position for distributed normal loads, P , of
various magnitudes applied at the pillar position, yielded the following results:

P(MN) 0.0 125.0 220.0 314.0
Convergence (m × 10−3) 32.0 22.0 14.0 6.0

Assess the stability of the pillar.
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14 Artificially supported mining
methods

14.1 Techniques of artificial support

An analysis was presented in Chapter 13 of the yield potential of an orebody when
mined with a naturally supported method. It showed that under certain circumstances,
the maximum extraction possible from the deposit may be unacceptably low. This
conclusion applies particularly when the compressive strength of the rock mass is
low relative to the local in situ state of stress. The discussion in section 13.4 implied
that a limited capacity of either orebody rock or of the host country rock to maintain
reasonable unsupported spans also restricts the economic yield from a deposit. Thus,
problems of low yield from naturally supported mine structures can be ascribed
directly to geomechanical limitations, either in maintaining the local stability of stope
wall rock, or in controlling displacements in the near-field domain.

Artificial support in a mine structure is intended to control both local, stope wall
behaviour and also mine near-field displacements. Two main ground control measures
are used. Potentially unstable rock near the boundary of mine excavations may be
reinforced with penetrative elements such as cable-bolts, grouted tendons, or rock
anchors. The principles of this method were introduced in section 11.4. This type
of ground control generates a locally sound stope boundary within which normal
production activity can proceed. The second, and most widely used, artificial support
medium is backfill, which is placed in stope voids in the mine structure. In this case,
a particular stoping geometry and sequence needs to be established to allow ore
extraction to proceed and the granular fill medium to fulfil its support potential.

Three mechanisms can be proposed to demonstrate the support potential of mine
backfill. They are illustrated in Figure 14.1. By imposing a kinematic constraint on
the displacement of key pieces in a stope boundary, backfill can prevent the spatially
progressive disintegration of the near-field rock mass, in low stress settings. Second,
both pseudo-continuous and rigid body displacements of stope wall rock, induced
by adjacent mining, mobilise the passive resistance of the fill. The support pressure
imposed at the fill–rock interface can allow high local stress gradients to be generated
in the stope periphery. This mechanism is discussed in section 7.6, where it is shown
that a small surface load can have a significant effect on the extent of the yield zone
in a frictional medium. Finally, if the fill mass is properly confined, it may act as a
global support element in the mine structure. That is, mining-induced displacements
at the fill–rock interface induce deformations in the body of the fill mass, and these
are reflected as reductions in the state of stress throughout the mine near-field domain.
These three mechanisms represent fill performance as superficial, local, and global
support components in the mine structure. The mode of support performance in any
instance can be assumed to be related to both the mode of rock mass deformation and
backfill properties.

Two mining methods may exploit techniques for reinforcement of stope periph-
eral rock. The crowns of underhand cut-and-fill slopes are frequently subject to
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Figure 14.1 Modes of support of
mine backfill: (a) kinematic constraint
on surface blocks in de-stressed rock;
(b) support forces mobilised locally in
fractured and jointed rock; (c) global
support due to compression of the fill
mass by wall closure.

mining-induced fractures, or unfavourable structural geology with associated local
instability. The technique of ground control under these conditions is discussed in de-
tail later. The walls of large open stopes are also candidates for local reinforcement,
when required by the state of stress and rock mass strength or the structural geology
of the stope boundary rock. There are now many examples of the use of long cable
reinforcement of the boundaries of large stopes.

Backfill can be used as a support medium in mining practice in two ways. In
conventional cut-and-fill stoping (by overhand or underhand methods), fill is intro-
duced periodically, during the progressive extension of the stope. The operational
effectiveness of the fill is related to its capacity to produce a stable working surface
soon after its emplacement in the stope. Where backfill is used in an open stoping
operation, fill placement in a particular stope is delayed until production from it
is complete. Successful performance of the fill mass requires that during pillar re-
covery, free-standing walls of fill, capable of withstanding static and transient loads
associated with adjacent mining activity, can be sustained by the medium. In both
cases, the function and duty of the fill mass can be prescribed quantitatively. It is
necessary to design the backfill to meet prescribed operational functions and safety
requirements.

It has already been observed that mine backfill is frequently a granular cohesionless
medium. The height of a fill mass in a stope can exceed several hundred metres. It is
also well known that the shear strength of a granular medium is determined directly
by the pore-water pressure according to the effective stress law. Therefore, great care
must be exercised in fill design and in mining practice to ensure that significant pore
pressure cannot develop in a body of backfill. The particular problem is the potential
for catastrophic flow of fill under high hydrostatic head, should high pore pressure lead
to complete loss of shear resistance and subsequent liquefaction of the medium. The
practical requirement is to ensure that, as far as possible, any in situ static or dynamic
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loading of backfill occurs under drained conditions, where that term is understood in
its strict soil mechanics sense.

14.2 Backfill properties and placement

Techniques for preparation of suitable mine backfills, their placement in mined voids,
and for mining adjacent to fill masses, have been the subject of extensive investigation
for about 50 years. The evolution of fill technology and related mining practice can be
traced through reviews and proceedings of specialist symposia (Anon, 1973, Anon,
1978, Stephansson and Jones, 1981) and monographs (Thomas et al., 1979, Mitchell,
1983). A comprehensive review of current technology is provided by Landriault
(2001).

Materials used as mine backfill or components of a fill mass are of five types:
run-of-mill concentrator tailings, used with a cementing agent to form paste fill;
deslimed mill or concentrator tailings, or sandfill; natural sands; aggregates, devel-
opment mullock and similar coarse, cohesionless media; and cementing agents of
various types. Although sandfill was for many years the most common backfill mate-
rial, Landriault notes that more recently, paste fill has become widely used, because
of the more economical use of cementing agents, the disposal of a higher proportion
of mined waste in underground voids and the more homogeneous properties of the fill
mass.

Several types of backfill are placed using water as the transport medium, and
effective de-watering and long-term drainage (ensuring pore pressures are low) are
critical aspects of fill placement and long-term operation. Water is removed from
newly placed fill by two mechanisms. Following settlement and consolidation of fill
solids soon after placement, excess water collects on the fill surface. The provision of
vertical drainage conduits in the fill mass, such as perforated pipes, drainage towers
and timbered raises, allows decantation of surface water and its rapid removal at
the stope base. Alternatively, surface water may flow through the porous fill bed,
and be discharged at the base of the stope through horizontal drains in the bulkhead
in the backfilled drawpoint. Percolation of the excess water and prevention of the
development of high pore pressures in the fill are clearly dependent on adequate
permeability in the vertical direction in the backfill mass.

14.2.1 Sandfill
Sandfill is frequently called hydraulic fill, because the sand is transported by pipeline
or borehole and distributed in stopes as an hydraulic suspension. Typically the sand-
water slurry has a composition of about 70% solids by weight. A flow velocity
greater than about 1.5–2 m s−1 (depending on the fill size grading) is required to
suspend the sand and prevent settlement of sand from the sand-water slurry. Sub-
critical flow velocities result in plugging of the pipeline and borehole distribution
system.

Sandfill is prepared from concentrator tailings by hydrocyclone treatment to remove
the slimes, or clay-size fraction. Typical products of such a classification process, for
various mine fill preparation plants, are given in Table 14.1. It is seen that, in most
cases, the highest proportion of the fill product lies in the 40–150 �m range of particle
sizes. In soil mechanics terms, this corresponds to a fairly narrow grading of coarse
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Table 14.1 Size analyses of sandfills prepared from mill tailings (from Thomas et al. 1979).

Size
fraction
(�m) Weight %

Mine 1 Mine 2 Mine 3 Mine 7 Mine 8 Mine 9

+3340 0.0 0.00 0.0 0.00 0.07 0.00
2360–3340 0.0 0.00 0.0 0.00 1.09 0.00
1180–2360 0.0 0.00 0.0 0.00 9.01 0.00
850–1180 0.0 0.00 0.0 0.00 8.16 0.13
600–850 0.0 0.00 0.0 0.00 11.00 1.39
425–600 0.7 0.05 0.0 0.20 8.28 6.02
300–425 2.5 0.21 0.0 0.59 6.44 12.86
212–300 8.3 1.62 0.8 3.16 6.37 19.73
150–212 15.7 2.33 3.2 8.69 7.08 18.88
106–150 17.1 11.08 17.2 22.50 5.71 18.33

75–106 20.9 11.67 22.8 17.30 4.79 10.04
53–75 11.0 20.52 13.2 17.53 3.57 4.90
40–53 7.5 9.32 14.9 6.78 1.17 4.04
30–40 7.1 14.25 14.9 15.93 3.36 1.09
20–30 2.4 15.72 8.0 5.14 4.04 0.69
15–20 1.4 7.91 2.2 1.11 4.39 0.43
10–15 0.8 1.32 0.6 0.30 2.88 0.23

–10 4.8 4.01 2.2 0.79 12.60 1.25

silt and fine sand. On average, the proportion of – 10 �m material is less than 4%, so
that, by inference, the clay-size fraction is very low. Natural sands which have been
used or considered for use as mine backfill are generally coarser than artificial sands.
Particle sizes are concentrated in the range 150–600 �m, corresponding to a medium
sand.

The permeability of a fill mass determines the drainage condition it experiences
internally under imposed surface load. Investigations by McNay and Corson (1975)
indicate that successful sandfills have a permeability coefficient in the range 7 × 10−8–
7.8 × 10−5 m s−1. These values correspond to soil gradings of medium slit to coarse
sand, which are consistent with the classifications defined by the particle size data.

Common mining practice is to specify fill drainage properties in terms of perco-
lation rate, using a standard percolation tube test. The percolation rate (measured in
mm h−1) is essentially equivalent to the permeability of the fill as measured under
a gravity gradient close to unity. Mitchell (1983) proposes that the percolation rate
(P) of fill in situ may be estimated from percolation tube test results and in situ and
measured void ratios of fill using the relation

Pcorrected = Pmeasured(ein situ/emeasured)2 (14.1)

A percolation rate of 25 mm hr−1 (equivalent to a permeability coefficient of 7 ×
10−6 m s−1) is recommended to provide a free-draining fill, and to ensure that placed
fill will be free of ponded surface water a couple of shifts after placement.

At the base of a stope, where the water flow is choked through the filled drawpoint
and bulkhead, the permeability Pd of the fill must be higher than in the fill mass in
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the stope. Free drainage will be maintained if

Pd > Pcorrected(As/Ad) (14.2)

where As and Ad are the cross-sectional areas of the stope and drawpoint, respectively.
Sandfill is a cohesionless material, with a purely frictional resistance to deforma-

tion. The apparent angle of friction is dependent on the angularity of the particles
and the packing density of the medium. Hydraulic placement of a sandfill results in a
loose fill structure, with a void ratio of about 0.70. This corresponds to an in situ dry
unit weight, �d, of about 15.7 kN m−3, or a dry mass density of placed fill of about
1.6 t m−3. In this state, the peak angle of friction of many artificial sandfills is about
37◦. In practice, sandfill at low water content also displays an apparent cohesion, due
to suction developed in the pores of the dilatant medium when subjected to a change in
boundary load or confinement. This may allow free-standing vertical walls of sandfill,
of limited height (perhaps 3–4 m) to be maintained temporarily under some mining
conditions.

14.2.2 Cemented sandfill
The lack of true cohesion restricts the scope for mining application of sandfill. This
is overcome in practice by the addition of various cementing agents to the sand mass.
The obvious choice is Portland cement which, although an expensive commodity, can
provide a significant cohesive component of strength at a relatively low proportional
addition to the medium. The results given in Table 14.2 indicate the cohesion attained
in Portland cement–sandfill mixtures after curing times of 7 and 28 days. The relatively
low uniaxial compressive strength determined from these figures (e.g. 5.75 MPa for
a 16% Portland cement mix at 28 days) is partly the result of the excess water used
in preparing and transporting a cemented sandfill mix. The water content of such a
mix is always far in excess of that required for hydration of the Portland cement.

The expense of Portland cement as a fill additive has led to its total or partial re-
placement by other cementing agents. Thomas and Cowling (1978) reported on the
pozzolanic properties of such materials as quenched and finely ground copper rever-
beratory furnace slags. Other materials such as fly ash and iron blast furnace slags are
also known to be pozzolanic, and suitable for incorporation in a fill mass to augment
the cohesion conferred by Portland cement. In fact, quenched slags, ground to a fine-
ness of 300 m2 kg−1 or greater, may present real advantages as pozzolans. Their slow
reactivity may serve to heal any damage caused in the fill mass due to disturbance of the

Table 14.2 Some typical strength parameters for cemented sandfill (from Thomas el al., 1979).

Cement content Curing time Specimens Cohesion c Friction angle, �

(wt %) (days) tested (MPa) (deg)

4 7 22 0.13 30
28 23 0.15

8 7 24 0.24 33
28 24 0.31

16 7 24 1.02 36
28 24 1.46

0 (fines added) 205 11 0.03 32
4 207 12 0.21 37
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rapid curing Portland cement component of the mix. However, it should be noted that
the addition of any fine material to sandfill reduces the permeability of the medium.
The design of a fill mix should take due account of the consequences of this reduction.

Sandfill, or sandfill with cementitious additions, is transported underground as
a suspension at about 70% solids (i.e. weight of solids/total weight of mix). Flow
velocities exceeding about 2 m s−1 are required to maintain homogeneous dispersion
of the fill components in the slurry. The slurry is discharged into the stope at selected
points, chosen to achieve some specified distribution of fill in the mined void. As
described in detail by Barrett (1973), segregation occurs after discharge, with the
coarser particles settling close to the discharge point, and finer particles transported
in the low velocity surficial flow of the transport medium. This leads to cement-lean
and cement-rich zones in any horizontal plane through a fill mass. A further degree
of heterogeneity of the fill mass arises from the different local settling rates of coarse
and fine particles. The low settling rate for the finely ground cementitious additives to
sandfill results in the development of a sedimentary structure in the mass, with the top
of any fill bed having a high cement content, while the cement content of its base is low.

The purpose of including cementing agents in sandfill is to provide a true cohesion
component of shear strength, which is then exploited in applications such as free-
standing fill walls adjacent to working stopes. Knowledge of fill strength development
is essential in fill design and in scheduling stope extraction adjacent to such fill masses.

Fill strength is determined using standard soil mechanics procedures and principles.
Some typical results provided by Mitchell (1983) of triaxial tests on 28-day cured ce-
mented sandfill specimens are shown in Figure 14.3. The strength can be represented
in terms of c′ and �′ or by or by a low stress bond strength (Cb) which is deter-
mined by unconfined compression test results. Fill deformation shows pronounced
brittle-plastic behaviour. At low cement content (<5% cement by dry weight) and
high confining stress, the stress-strain curve shows ductile behaviour, but brittle be-
haviour dominates at high cement content and low confining stress. Mitchell (1983)
recommends that preliminary fill designs can be based on uniaxial tests, but that more
comprehensive designs require triaxial testing to obtain c′ and �′ for thorough analysis.
He also notes that, although cement segregation occurs in fill placement, the average
strength of the mass is generally comparable with laboratory control test results.

Strength development in cemented backfill is important in scheduling the extraction
of adjacent stopes. Mitchell (1983) proposes that the uniaxial compressive strength,
�c, of good quality cemented sandfill increases according to the relation

�c = A + BC2 log t kPa (14.3)

where A and B are constants, C is the cement content (wt%) and t is the curing
time in days. For a particular fill, representative values of A and B were A = 30,
B = 5.

Consideration of backfill variation in sampling and testing suggested that it is
comparable with that of natural soils, and therefore that similar safety factors should
be acceptable in fill design.

14.2.3 Rockfill
When backfilling large stopes, the demand for fill material can exceed the avail-
able supply, which is limited by the mine production rate and mill capacity. The
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Figure 14.2 Simplified view of
structure of a composite rockfill-
cemented sandfill mass, due to het-
erogeneous distribution of fill compo-
nents (after Gonano, 1977).

Figure 14.3 Typical triaxial test
results on cemented sandfill (after
Mitchell, 1983).
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Table 14.3 In situ properties of composite backfills (from Gonano, 1977).

Fill type c′ (MPa) �′ (deg) E (MPa)

8% cemented sandfill (CSF) 0.22 35 285
composite of 8% CSF and rockfill 0.60 35.4 280

simultaneous placement in a mine void of aggregate or similar dry rockfill and
cemented sandfill can reduce the unit cost of filling the void with cohesive fill. This is
achieved by reducing the total amount of cement addition, and extending the capacity
of a backfill preparation plant to meet mine demand. The composite fill is placed
by discharging cemented sandfill slurry and rockfill into the stope simultaneously.
The variety of mechanical processes accompanying rockfill placement, including
high-velocity impact and compaction, bouncing and rilling, lead to a highly hetero-
geneous fill mass. The structure of a composite of rockfill and cemented sandfill (with
a rockfill/sandfill ratio at placement between two and three) has been described by
Gonano (1975), and is illustrated schematically in Figure 14.2. The various zones, of
different constitution and texture, and various degrees of cemented infilling of rock-
fill interstices, have different mechanical properties. For example, the zone with a
porous, open structure is poorly cemented, with low cohesion. However, such a zone
ensures that the interior of the fill mass can drain adequately during fill placement.
The development of a highly heterogeneous fill mass, whose structure is controlled
by placement conditions, indicates that, in practice, careful attention must be paid to
location of discharge points into the stope void. For example, the generation of a poorly
cemented zone near the surface of a pillar, which is to be recovered subsequently,
would represent a failure in the fill design procedure.

The varieties of compositions and structural domains in cemented rockfill make
laboratory determination of their representative properties difficult. Gonano (1975,
1977) described the procedures used for large-scale, in situ determination of a well-
cemented zone in a composite cemented sandfill/rockfill mass at the Mount Isa Mine,
Australia, and comparable tests on a cemented sandfill. The results from these tests
are given in Table 14.3. It is observed from these data that the main effect of the
rockfill inclusion in the sandfill medium is a significant increase in the cohesion of
the mass. Clearly, there could be significant mining advantages if the design of the
fill placement system could produce, preferentially, a composite fill of the type tested
at locations requiring a high-strength fill mass.

As summarised by Landriault (2001), the cement content of cemented rockfills
(CRF) typically lies in the range of 4%–8% by weight. Because of the cost of Portland
cement, a proportion of the cement in CRF may be replaced by finely ground furnace
slag and fly ash, provided extra time is available for curing. In examining the effect
of cement addition on rockfill strength, Swan (1985) found that the 28-day uniaxial
compressive strength (�c) of CRF was related to volumetric cement content (Cv) by
the expression

�c = � C2.36
v (14.4)

where � is a characteristic of the particular rock type.
Some typical strength and deformation properties of cast samples of cemented

rockfill, for both small- and large-scale specimens, were �c in the range 1–11 MPa,

415



ARTIFICIALLY SUPPORTED MINING METHODS

and deformation modulus in the range 300–1000 MPa. In situ strength may be con-
siderably lower than laboratory strength values, due to effects such as segregation,
difference in porosity and variable distribution of cement. Barrett and Cowling (1980)
proposed that, as a general rule, the in situ strength of CRF was about 50% of the
strength measured in the laboratory.

14.2.4 Paste backfill
Paste backfill is a relatively recent development. It is frequently composed of the
complete solids content of de-watered run-of-mill tailings and cement. It has a high
fines content, typically at least 15% by weight passing 20 �m, and has a water content
sufficient to form a high viscosity paste. The total solids content is typically in the
range 78–85%. Control of the water content is critical in ensuring that the fines fraction
exists as a colloidal suspension which forms the transport medium for the coarser
fraction of the fill. Because of the high fines fraction and the danger of liquefaction, a
cementing agent is an absolutely essential component of paste fill in ensuring its safe
performance underground. Cement additions are in the range of 1–5%, depending on
the functions of the fill.

The relatively high viscosity of paste fill compared to sandfill requires higher
pressure gradients to induce flow, and results in higher overall pipeline pressures. The
rheology of paste is not only a function of the fines content, but also of the chemistry
and mineralogy of the component materials. The formation of a colloidal boundary
layer of fine material during the plug flow of paste is important in maintaining stable
flow. The sensitivity of paste fill to water content means that particular attention must
be paid to drainage conditions in mine voids both during and after backfilling.

The lower water content of pre-placed paste fill permits the use of lower cement
content than in cemented sandfill, and strength is further improved by the lack of
segregation during paste fill placement. According to Landriault (2001), cement con-
sumption using paste backfill is generally about 40–70% of what would be used in
alternative backfills with comparable mechanical properties. Further, some mines
have found that a coarse material can be introduced in paste fill. The resultant
blended paste fill has a wider particle size distribution, leading to a lower poros-
ity and therefore lower water content in the fill mix. After placement, blended fill
results in a relatively high modulus fill mass, which can be important in rock support
in some mining applications where development of support pressures in the fill mass is
sought.

14.3 Design of mine backfill

Design of backfill for stoping operations must consider two sets of requirements.
First, the in situ fill mass must meet various criteria for self-support, such as specified
stable free-standing, vertical or horizontal (undercut) spans, to permit excavation of
adjacent rock. Second, its role as a functional structural element in the mine must be
considered. It is possible to design backfill to perform particular functions, such as
provision of support for stope boundaries or lateral confinement of pillars to improve
their post-peak deformation characteristics.

Design of backfill to assure stable performance under the operating conditions
imposed by extraction of adjacent rock involves an analysis of stress and displacement
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Figure 14.4 (a) Effect of soft and
stiff fills on model pillar strength and
deformation properties (after Blight,
1984); (b) effect of soft fills on pillar
post-peak behaviour (after Swan and
Board, 1989).

in the fill mass, taking account of fill properties, geometry of the fill and rock structure,
and spans of fill exposed by rock excavation. The study by Barrett et al. (1978)
illustrates the procedures. They showed that, for cemented fill masses, it may be
necessary to simulate the stope filling sequence as well as the extraction sequence of
the adjacent rock to identify potential failure zones in the fill.

With regard to the structural role of backfill, the report by Blight (1984) describes the
interaction of both soft and stiff backfills with mine pillars. It indicates the substantial
benefits which can be derived when pillar deformation occurs against the resistance
provided by adjacent confined backfill. The way in which both pillar strength and
post-peak behaviour are modified by the passive resistance generated in the backfill
is illustrated in Figure 14.4a. Although relatively little lateral stress was generated in
the soft fill, there was sufficient to maintain a post-peak strength in the model pillar
of 85% of the maximum strength. For the stiff fill, there was a threefold increase
in peak strength of the pillar attended by the mobilisation of lateral resistance to
pillar deformation. To achieve these benefits in practice, it is essential to tight-fill
the void, and to place the fill prior to inelastic lateral deformation of pillars, which
mobilises the passive resistance of the fill. Further, although stiff backfill appears very
attractive, economical practices which permit its routine application have yet to be
developed.

Benefits of backfill for ground control in deep underground reef mines are reported
by Jager et al. (1987). They indicate how fill may be used in place of regional sta-
bilising pillars without increasing the energy release rate, and for local support near
stope faces and accesses. In these cases, substantial benefit is obtained from soft fill.
These matters are discussed in more detail in section 15.2.

By far the most common application of cemented backfill is as fill walls during
pillar recovery operations. The required function of the fill is to prevent dilution and
frequently to provide temporary support for the adjacent country rock. According
to Landriault (2001), a method of design of fill spans which has been qualified by
successful application is due to Mitchell (1983).

Early models for design of stable fill exposures considered the fill mass as a free-
standing wall and a two-dimensional slope. Mitchell showed that neither of these took
account of support forces mobilised at the surfaces of the fill mass. The model used by
Mitchell is shown in Figure 14.5, where it is assumed that shear resistance mobilised
at the fill contacts with the local rock supports some of the self-weight of the block,
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Figure 14.5 Confined block model
for static analysis of fill stability (after
Mitchell, 1983).

which may slide on the inclined base plane. If required, a surcharge load may also be
taken into account on the upper surface of the fill block. Assuming that the inclination
of the critical failure surface is given by � = 45o + �′/2, the net weight WN of the
block is given by

WN = wHf(� L − 2c′)

where Hf = H − 1/2w tan �

The Factor of Safety against plane failure is obtained from

F = tan �′/ tan � + 2c′L/[Hf(� L − 2c′) sin 2�] (14.5)

The minimum value of �′ for sandfill can be taken as 30◦, for which tan �′/
tan � = 0.33. Thus, for F = 1.33, the required apparent cohesion is given by

c′ = � L Hf sin 2�/2(L + Hf sin 2�) (14.6)

which defines the cohesive strength requirement for the fill mass.
Obviously more general fill design analyses based on particular site conditions

could be undertaken using a similar approach to that above. According to Landriault
(2001), the design approach proposed by Mitchell has been applied successfully in
more than 100 North American mines over a period exceeding 20 years. Successful
application of the simple model and analysis provides a measure of confidence in
its more general application in fill exposure stability analysis, where a different set
loading conditions may be considered.
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Figure 14.6 Schematic view of a
cut-and-fill stope illustrating the de-
velopment, by mining, of a slot-
shaped excavation.

14.4 Cut-and-fill stoping

Cut-and-fill stoping in narrow orebodies, as described below, has been superseded
to a large degree by longhole bench stoping with fill. However, many aspects of the
following discussion of the rock mechanics of cut-and-fill stoping are also applicable
to multi-lift bench stoping with fill. Further, conventional cut-and-fill stoping will
continue to be of interest for particular applications, because of its high selectivity
and low dilution.

Cut-and-fill stoping is performed mainly in relatively narrow, steeply dipping ore-
bodies, where the stope boundary rock cannot sustain stable, free-standing spans
suitable for open stoping. Whether stoping is overhand (up-dip advance) or under-
hand (down-dip advance), the method involves the incremental development of a
slot-shaped excavation, as shown in Figure 14.6. Fill is emplaced in the mined
excavation after each increment of sub-vertical stope advance. Because miners work
beneath rock surfaces (in overhand stoping) or cemented sandfill masses (in under-
hand stoping) which are regenerated with each mining cycle, the success of the method
is crucially dependent on effective ground control. The geomechanics of cut-and-fill
stoping have therefore been the subject of extensive study. Integration of geomechan-
ics practice in cut-and-fill mining is illustrated in proceedings of a related symposium
(Stephansson and Jones, 1981).

Some useful insights into the geomechanics of cut-and-fill stoping can be gained
from an elastic analysis of the state of stress around a stope. Of particular interest
is the evolution of stresses in the crown and sidewalls of the excavation, during its
vertical extension. Following the ideas established in section 7.6, that any conceivable,
realistic support pressure at an excavation surface can have only a negligible effect on
the elastic stress distribution in a rock mass, it is possible in this exploratory analysis
to neglect the presence of the backfill in the mined and filled zone.

The stress distribution can be readily determined around a series of excavations
with the geometry illustrated in Figure 14.7, using a plane strain analysis. The stope
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Figure 14.7 Crown and sidewall
stresses developed around a cut-and-
fill stope at various stope geometries,
and for various field stress conditions.

is taken to have a crown which is semi-circular in cross section. As stoping progresses
vertically in the plane of the orebody, the state of stress in the peripheral rock can
be related directly to change in relative dimensions (i.e. height/width ratio) of the
excavation. Points of particular value in indicating the stope boundary state of stress
are point A, in the centre of the stope sidewall, and point B, in the centre of the crown
of the excavation. From the discussion in section 7.4 concerning excavation shape
and boundary stresses, engineering estimates of boundary stress concentration factors
can be obtained from the equations

�A/p = 1 − K + 2q (14.7)

�B/p = K − 1 + K (2H/�B)
1
2

and since �B = W/2

�B/p = K − 1 + K [2H/(W/2)]
1
2 = K − 1 + 2K (H/W )

1
2 (14.8)

where q = W/H, K is the ratio of horizontal and vertical field stresses, and �A, �B

are boundary stresses at A, B respectively.
Equation 14.7 evaluates stope sidewall stress from the shape of the inscribed ellipse,

while equation 14.8 evaluates stope crown stress by considering that some local
curvature develops in the stope crown. This represent a lower bound estimate of
crown stresses. The inscribed ellipse would predict a considerably higher state of
stress in the stope crown, and would overestimate the real value.

The results of calculating crown and sidewall stresses, for a range of stope
height/width ratios, are given in Figures 14.7a and b. Since the value of K exist-
ing naturally in a rock mass, and particularly for settings with sub-vertical mineral
veins, is frequently greater than unity, the following conclusions can be drawn from
these figures. First, low states of stress, which are frequently tensile, are generated in
the sidewalls of the excavation. Since a jointed or fractured rock mass will de-stress
and generally disintegrate in a notionally tensile field, it is clear from the calculated
sidewall stresses why narrow orebodies are frequently candidates for a fill-based,
supported method of mining. The obvious function of emplaced fill is to prevent spa-
tially progressive disintegration, at the low local stresses, of the stope wall rock. This
conclusion is supported by more extensive computational analyses of cut-and-fill
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Figure 14.8 Mining strategies for
responding to excessive degradation
of conditions in the crown of a cut-
and-fill stope: (a) abandonment of
stope, and underhand stoping from a
higher elevation; (b) development of
a new overhand stope at a higher el-
evation, leaving floor pillar; (c) pre-
reinforcement of stope crown; (d)
free-body diagram for assessment of
tendon support design.

stoping, including those by Pariseau et al. (1973) and Hustrulid and Moreno
(1981).

The main conclusion from Figure 14.7 concerns the geomechanical setting in which
active cut-and-fill mining occurs, i.e. around the stope crown. At the usual stope
height/width ratio and field stress ratios at which mining proceeds, crown stress
concentration factors exceeding 10 are to be expected. The implication of this can be
appreciated from the following example. Suppose mining is proceeding in a medium
where the vertical and horizontal field stresses are 14 MPa and 21 MPa respectively.
(This might be about 500 m below ground surface.) Figure 14.7a indicates that at
a stope height/width ratio of 10, the stope crown stress would be 140 MPa. Very
few jointed rock masses could be expected to have an in situ uniaxial compressive
strength, C0, of this magnitude. Local fracturing is indicated in the stope crown. It is
also clear that, since the crown stress concentration factor increases with increasing
H/W ratio, the geomechanical state of the active mining domain (corresponding to
an increase in size of the local fractured region) must deteriorate as stoping proceeds
up-dip. This observation probably represents the most important rock mechanics
issue in conventional cut-and-fill stoping. It should be noted that the development
of a local compressive fracture domain in the crown of a cut-and-fill stope does not
automatically imply that crown collapse will occur. However, fracture development
certainly increases the possibility of local falls of rock, and this condition may be
exacerbated by unfavourable structural geology in the orebody rock. Observations of
induced fracture patterns in cut-and-fill stope crowns, and their rôle in crown stability,
have been made by the authors at a number of mines.

The picture that emerges from this discussion is one of increasing need for crown
support and reinforcement as mining progresses up-dip. At low stope height/width
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ratio, the stope crown may require little or no support. When the development of
induced fractures is expressed as incidents of local instability in the stope crown,
rockbolting may be used for securing loose or potentially unstable surface rock. The
generation of penetrative fractures across and at depth in the stope crown, and their
interaction with the rock structure, may create conditions under which rockbolting
cannot assure crown stability. A number of mining options exist, which allow further
exploitation of the orebody. For example, the overhand stope may be abandoned,
and an underhand stope commenced at a higher elevation, as indicated in Figure
14.8a. Alternatively, a pillar may be left above the stope crown and overhand stoping
resumed at the higher elevation, in the manner illustrated in Figure 14.8b. The resulting
floor pillar might be recovered by some other method subsequently. Finally, a more
practical alternative may be to reinforce the stope crown in such a way as to allow
mining to proceed even though an extensive fractured zone exists above the active
mining domain. This is illustrated in Figure 14.8c.

tions. Reinforcement technology and field practices are discussed in Chapter 11. The
function of the cable or tendon reinforcement system is to maintain the integrity of the
fractured mass in the crown of the stope. The system acts in a passive mode, so it is
necessary to consider the loads mobilised in the reinforcement by the displacements
of the host rock. The method of analysis of reinforcement mechanics described in
Chapter 11 may be used to design a stope crown reinforcement system. Further, a
reasonable check on the design may be based on the ultimate requirement to suspend
any potentially unstable rock in the crown of the excavation. This simple procedure
may be illustrated by the example shown in Figure 14.8d. Suppose intrascope inspec-
tion of holes shows transverse cracking to a depth, h, of 1.5 m into the crown, that
the unit weight of the rock mass is 30 kN m−3, and that tendons each with a yield
load capacity of 260 kN are to be used. The design of the tendon assembly is such
that grout failure produces a shear surface of diameter, d, equal to 50 mm.

For a yield load of 260 kN, and a factor of safety of 1.5, the allowable load per
tendon is 173.3 kN. If the tendons are emplaced at a × a m centres, the weight of
rock W to be supported per tendon is

W = �a2h = 30 × 1.5 × a2 kN

= 173.3 kN

Hence

a = 1.96 m

This ensures that the load capacity of the tendon can support potentially unstable
rock. It is also necessary to demonstrate that the grout annulus passing through the
potentially unstable block can support its dead-weight load. If the shear strength of
the grout is 1.4 MPa, the maximum shear resistance S of the grout column is given by

S = � dh × 1.4 MN = � × 0.05 × 1.5 × 1.4 MN

= 329.9 kN

The factor of safety against grout column shear failure is therefore 1.90.
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BACKFILL APPLICATIONS IN OPEN AND BENCH STOPING

The preceding discussion of the geomechanics of cut-and-fill stoping, and of as-
sociated ground control practice, took no account of the structural geology of the
orebody. When mining in jointed rock, the design of the active mining zone should
follow the rules established in Chapter 9, relating to a single excavation in a jointed
medium. The particular requirement is that the stope boundary be mined to a shape
conformable with the dominant structural features in the medium. Maintaining the
natural shape for a stope, with the excavation boundary defined by joint surfaces,
restricts the potential for generating unstable wedges in the crown and sidewalls of
the active domain.

It was noted in Chapter 12 that shrink stoping can be regarded as a variant of cut-
and-fill stoping. At any stage in the upward advance of mining, the broken remnant
ore in a stope performs the same role as backfill in cut-and-fill stoping. The perfor-
mances of crown and sidewalls of cut-and-fill and shrink slopes during mining are
also directly comparable. The additional geomechanical aspect of shrink stoping is
expressed during the final draw from the stope. Since the stope sidewalls are under
low confining stress, or de-stressed, removal of the superficial support applied by the
resident, fragmented ore allows local, rigid body displacements to develop in the stope
wall rock. If the zone of de-stressing is extensive, or the rock mass highly fractured,
draw from the stope can be accompanied by dilution of the ore by caved hangingwall
rock.

14.5 Backfill applications in open and bench stoping

Open stoping is a naturally supported mining method, in which control of rock mass
displacement is achieved by the generation of ore remnants to form support elements
in the orebody. As was observed in Chapter 13, any mining setting in which field
stresses are high relative to rock mass strength requires the commitment of a high
proportion of the proven mineral reserve to pillar support. In metalliferous mining,
where reserves are always limited, the life of a mine may be linked directly to efficient
and economical recovery of a high proportion of pillar ore. Because the location of
pillars in an orebody is in some way related to the maximum stable stope spans
that can be sustained by the orebody boundary rock, it follows that pillar extraction
may introduce the possibility of orebody wall rock or crown collapse. Under these
conditions, the need is apparent for artificial support elements distributed in the mine
structure during pillar mining, and operating on a scale comparable with that of the
natural pillar system. The current position in technically advanced countries is that
very little metalliferous mining, undertaken using pillar support, is not accompanied
by subsequent stope filling and pillar mining. In general, the stope filling operation
in this method of mining is not as closely integrated in mine production activity as
it is in cut-and-fill stoping. However, in both cut-and-fill stoping and open stoping
with delayed filling and pillar recovery, the support potential of the fill is exploited to
achieve a high proportional extraction of the ore reserve.

Although the modern use of backfill is as a structural component in pillar recovery,
its application in underground mining evolved from a need for achieving regional
ground control above a mining area. According to Dickhout (1973), backfill was first
used to control surface displacements above a mining domain in 1864. Much of its
subsequent use until recently appears to have been in this rôle, in restricting the scope
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for sudden, large displacements in the orebody near-field and in controlling the mine
internal environment. Of course, these functions are still served by any emplaced fill.
Mining under sensitive surface features is frequently permitted by close integration
of mining and backfilling. The control of a mine ventilation circuit is also simplified
considerably when mined voids are backfilled.

The modern structural function of backfill is to facilitate mining of pillar ore without
dilution by waste material or losing control of the orebody near-field rock. This implies
that emplaced fill is capable of forming artificial pillars that will prevent the generation
of unstable spans of the orebody peripheral rock. Since the Young’s modulus of a
backfill is always low compared with that of a rock mass suitable for open stoping,
the operating mode of the fill is unlikely to involve the global mobilisation of support
forces in the fill mass. Instead, satisfactory performance of fill probably involves a
capacity to impose local restraint on the surface displacements of rock units in the
orebody periphery. This is inferred since the fill is likely to become effective when
the wall rock is in a state of incipient instability, and relatively small resisting forces
mobilise significant frictional resistance within the mass of wall rock. This model of fill
performance suggests that it is necessary to understand local deformation mechanics,
in both fill and rock, at the low state of stress existing near the fill–rock interface, if
fill design is to be based on logical engineering principles.

In seeking to recover pillar ore under the ground control imposed by backfill, the
fill mass must satisfy a range of performance criteria. The primary one is the local
resilience of the medium, implied in the previous discussion of fill support mechanics.
Although relatively large strains may be imposed near the fill–rock interface, the local
resistance and integrity of the fill must be maintained.

In many mining applications an essential property of the fill mass is a capacity
to sustain the development of a large, unsupported fill surface. This is illustrated in
Figure 14.9, in which a pillar is to be recovered between fill masses emplaced in the
adjacent stope voids. Successful mining of the pillar ore might be achieved by the slot
and mass blast method illustrated in Figure 14.9b. Extraction of the ore from the stope
without dilution requires maintenance of the integrity of the complete fill mass. This
in turn demands that the fill has sufficient strength to sustain gravity loads, and also
any stresses imposed by displacement of the adjacent stope walls. Possible modes of
fill failure leading to dilution of pillar ore include surface spalls and the development
of deep-seated slip surfaces. The cohesive fills described in section 14.2 have been
formulated specifically to control these modes of fill response.

When the slot and mass blast method, or an alternative vertical retreat method,
is used for pillar mining, the result is a large bin filled with broken ore, which is
to be drawn empty. Depending on the layout of the drawpoints at the stope base,
plug flow of ore may occur past the fill surface. The requirement is that the fill
demonstrate sufficient resistance to attrition to prevent both excessive dilution of ore
and destruction of the fill pillar by progressive erosion.

The temporal rate of increase of strength may be an important factor in cemented
backfill applications, particularly when developed reserves of ore are limited. Strength
gain in the curing of cemented fill is determined by the kinetics of hydration and
subsequent crystal growth in the reactions of the chemical species in cement and
its silicate substitutes. It can be controlled in part by the chemical composition of
the cementing mixture (i.e. Portland cement and finely ground, reactive silicates),
but it is also related to the thermal and hydraulic setting in which mining occurs.
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Figure 14.9 A method of pillar re-
covery in open stoping, using a co-
hesive backfill to control stope-wall
behaviour.

The ability of cemented backfill to undergo autogenous healing, during placement of
superincumbent layers of the fill mass, is also determined by the composition of the
cementitious materials, and the physical conditions existing during curing.

Pillar recovery adjacent to backfill usually involves detonation of explosive charges
in rock close to the fill–rock interface, and questions arise about the effect of the
associated dynamic loading on the integrity of the fill mass. Using the terminology
adopted in Chapter 10, the difference in the characteristic impedances of rock and
backfill is such that very little dynamic strain energy can be transmitted into the
fill medium. Nevertheless, even a low magnitude stress wave in a fill mass may be
sufficient to cause sufficient pore pressure increase to pose a risk of liquefaction,
particularly where the fill is saturated and close to the critical state, in soil mechanics
terms. In the case where a blast hole is located close to the interface, i.e. within about
10–15 blasthole diameters, the risk arises of detonation product gases acting directly
on the fill surface. There is then an obvious risk of superficial damage to the fill
structure.

A key issue in the effective use of backfill for artificial support during pillar mining
is complete integration of the initial, primary stoping phase with the subsequent phase,
mining of pillar ore as secondary stopes. This requires that the general mining strategy
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Figure 14.10 Sublevel open stoping
and filling in the Valisaari orebody,
Vihanti Mine (after Koskela, 1983).

be established early in the life of the orebody. It then allows explicit decisions to be
made on the proportion of ore to be extracted in the primary stoping phase. This is
a question that has to be considered carefully, since, although primary open stoping
usually proceeds under conditions of easy mining with little dilution, primary stope
voids require stabilised backfill for later mining of pillars. Excessive primary stoping
can thereby encumber pillar mining with costs (related to the cement addition to the
primary stope backfill) which would render large-scale pillar extraction unprofitable.

Some interesting case studies illustrate the improved ground control and increased
recovery of the mineral reserve derived from the use of stabilised backfill and ex-
ploiting the principles discussed above. Koskela (1983) describes several open stope
and filling operations in Finnish mines. In the Valisaari orebody of the Vihanti Mine,
the typical extraction sequence may be inferred from Figure 14.10. A central stope
is mined and filled with a backfill obtained from de-slimed concentrator tailings, and
stabilised with a pozzolan of finely ground, granulated blast furnace slag activated
with slaked lime. The fill mix consists of lime/slag in the proportion 1.5/100, added
to sandfill in the slag/sandfill proportion of 1/11. The pulp density of the mix is con-
trolled at 40% water per unit weight of mixture. When the backfill mix is introduced
into the centre of the stope from hangingwall fill points, fine material containing a high
proportion of slag reports to the stope walls. The centre of the fill mass is therefore
weaker than backfill abutting the stope boundaries.

Filling practice involves the construction of fill dams or bulkheads in the original
stope accesses and installation of filter and drainage lines. Bulkheads are designed to
withstand 0.5 MPa earth pressure on the lower sublevels, and 0.25 MPa in the upper
sublevels. Coarse backfill is introduced at the bottom of the stope to provide base
drainage, and filter lines are erected from the stope base to each sublevel. The filter
lines are made from agricultural drainage pipe.

Backfill prepared and placed in this way has a dry unit weight (�d) of about 16.5
kN m−3. One year after emplacement, the in situ strength of the mass is 1.05 MPa.
The peak strength is achieved in 3 to 5 years. At that time, during adjacent stoping
the fill mass may support vertical fill face exposures 100 m high and 60 m wide.

Application of paste fill is illustrated by bench-and-fill stoping at the Neves Corvo
Mine, Portugal (Hepworth and Caupers, 2001, Been et al., 2002). The mining method
is shown in Figure 14.11, where primary bench stopes are mined transversely across
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Figure 14.11 Bench-and-fill mining
at Neves Corvo mine: (top) schematic
of mining sequence; (bottom) back-
filling. Numbers in circles represent
the sequence of operations (after Been
et al., 2002).

the orebody, from footwall to hangingwall. Typical primary stope and pillar dimen-
sions are 10 m width, 40 m height, and up to 100 m length. While the primary bench
stoping is quite conventional, the method is of interest because of the relatively large
fill exposures that are developed when the pillars are recovered during secondary
stoping, and because of the fill design required to assure fill stability in both the
primary and secondary stopes.

The important principle expressed in this case study is the different design concepts
for backfill for the primary and secondary stopes. The backfill in the primary stopes
must be designed to ensure stability of the fill mass as the remnant pillars are mined as
secondary stopes. The fill design and stability analysis methods described in section
14.3 have been found to be satisfactory for this purpose. In filling the voids after
pillar recovery, the primary concern is the prevention of liquefaction of the paste fill
after setting. Been et al. (2002) describe a thorough soil mechanics investigation of
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Figure 14.12 Some applications of
cable bolts around open stopes (after
Lappalainen and Antikainen, 1987).

the liquefaction potential of paste fills with different cement contents. The different
performance and design criteria for primary and secondary stope fills are reflected in
the fill composition. The primary stope fill requires 5% cement addition in the paste fill
to provide stable fill exposures up to 40 high and 100 m long. For the secondary stope
fill, a minimum of 1% cement is required to minimize the potential for liquefaction.

14.6 Reinforcement of open stope walls

Several well-executed investigations have demonstrated the performance and benefit
of cable reinforcement of stope boundaries. These include test stopes at the Home-
stake Mine (Donovan et al., 1984), and several Australian mines (Thompson et al.,
1987). The evaluation of several cable bolt reinforcement patterns in stopes at the
Pyhasalmi Mine, Finland, reported by Lappalainen and Antikainen (1987) is illus-
trated in Figure 14.12. The materials and practices used in such large-scale reinforce-
ment have been described in Chapter 11.

In order to assess the relative effectiveness of various stope wall reinforcement
designs, the finite difference method of analysis of reinforcement mechanics de-
scribed in Chapter 11 has been used by Brady and Lorig (1988) to analyse hanging-
wall reinforcement in an inclined open stope, as shown in Figure 14.13a. The stope
resembles that mined in the field reinforcement trial described by Greenelsh (1985). In
Figures 14.13c and 14.13d, the designs were based on a constant 150 m of tendon
for each reinforcement pattern, so that any differences in performance may reflect the
intrinsic effectiveness of the pattern. The design in Figure 14.13e required 200 m of
reinforcement.

Assessment of the relative effectiveness of the various patterns is indicated by the
degrees of control exercised at the hangingwall surface by the reinforcement. The
plots of hangingwall deflection for the reinforcement conditions indicated in Figures
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Figure 14.13 (a) Stope design for
wall reinforcement study; (b) plas-
tic domain around unreinforced stope;
(c–e) three cases for assessment of re-
inforcement; (f) hangingwall deflec-
tions for various reinforcement pat-
terns.

14.13b–e are provided in Figure 14.13f. For the unreinforced hangingwall, the analysis
showed that the wall rock was de-stressed. The related displacement distribution
indicates wall failure, and the uneven shape of the wall deflection curve reflects the
five-stage extraction sequence used for the stope. The distributions of wall deflection
for the radial reinforcement pattern and the longitudinal reinforcement pattern are
similar. Both have achieved substantial control of hangingwall displacement, but
instability is inferred near stope mid-height. This is consistent with the observed field
performance of the stope. The wall deflection plot for the uniform distribution of
reinforcement (Figure 14.13e) indicates that this pattern is ineffective in controlling
hangingwall displacements.

Three conclusions are proposed from these analyses. First, the density of rein-
forcement is quite low in these mining applications, compared with what would be
applied around civil excavations subject to boundary instability. Second, the rela-
tively uniform distribution of sparse reinforcement is ineffective in achieving stope
wall control. Finally, where reinforcement is necessarily sparse on average, concen-
tration into appropriately located zones may enhance its ground control potential.
It is notable that the third conclusion was proposed independently by Lappalainen
and Antikainen (1987) from their field observations of reinforcement performance
at the Pyhasalmi Mine, providing a measure of confirmation of the reliability of the
analysis.
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15 Longwall and caving mining
methods

15.1 Classification of longwall and caving mining methods

The essential geomechanical features of longwall and caving methods of mining were
outlined in Chapter 12. Longwall and caving methods are distinguished from other
mining methods by the fact that the near-field rock undergoes large displacements
so that mined voids become self-filling. In caving methods, the far-field rock may
also undergo large displacements. In increasing order of magnitude of country rock
displacement, and in decreasing order of strain energy stored in the near-field rock, the
basic mining methods to be considered in the present category are longwall mining
in hard rock, longwall coal mining, sublevel caving and block caving.

In this chapter, the geomechanics issues involved in each of these methods of
mining will be discussed in turn. If a relevant issue has been dealt with elsewhere, the
discussion will not be repeated, but a cross reference will be given. One of the major
geomechanics concerns in longwall and caving methods, mining-induced surface
subsidence, will not be considered here, but will be the subject of Chapter 16.

15.2 Longwall mining in hard rock

15.2.1 Basic geomechanics considerations
As was noted in section 12.4.6, longwall methods are used to mine narrow, flat-
dipping, metalliferous orebodies of large areal extent. The near-field rock is usually
strong, and mining often takes place at considerable depth where in situ stresses are
high. The deep-level mines of South Africa provide the classic example of these
conditions. The key elements of longwall mining in hard rock are illustrated in
Figure 12.11. In the form of the method illustrated in Figure 12.11, it is likely that
the down-dip spans of the longwalls would be limited by the use of regularly spaced
strike pillars. Vieira et al. (2001) describe one such example in which the strike pillars
are 40 m wide with a centre-to-centre spacing of 280 m. There are also a number of
variants of the method in which dip pillars are used for regional support (see section
15.2.2) and to bracket faults and dykes.

The basic geomechanical objective of the mining and support systems used in
this case is to preserve the pseudo-continuous behaviour of the near-field rock. This
pseudo-continuous behaviour may be disturbed by two influences. First, natural or
mining-induced discontinuities in the rock mass as illustrated in Figure 15.1 may
isolate rock blocks that become free to fall from the hangingwall. This condition
is exacerbated by the tendency for tensile boundary stresses to be induced in the
near-field rock above the mined-out void. Structurally controlled instabilities and
instabilities associated with mining induced fracturing in stope backs have long been
experienced in the deep-level gold mines and the shallower platinum mines of South
Africa (e.g. Heunis, 1980, Roberts and Urcan, 2002, Ryder and Jager, 2002, Stone,
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Figure 15.1 Vertical section illus-
trating fracturing around deep tabu-
lar stopes in strong brittle quartzites in
South African gold mines (after Ryder
and Jager, 2002).

1978). Second, rockburst phenomena can be associated with slip on discontinuities
or with the stress-induced fracturing that is commonly observed to occur around
longwall faces in high-stress settings.

A rockburst has been defined as the uncontrolled disruption of rock associated with a
violent release of energy additional to that derived from falling rock fragments (Cook,
N.G.W. et al., 1966). Rockbursts are a sub-set of a broader range of seismic events,
and are associated with conditions of unstable equilibrium as defined in sections
10.6–10.9. Mining gives rise to seismic events ranging in energies in the approximate
range 105 to 109 J. Sudden, violent events which might cause considerable damage
to workings will radiate not less than about 104 J (Salamon, 1983). Rockbursts may
have damaging effects on the rock surrounding other mine openings as well as on
the rock in the vicinity of a longwall face. The reinforcement system used to limit
the effects of rockbursts in a haulage in a South African gold mine was described in
section 11.6.5.

The theory of elasticity has been used with outstanding success to develop an
understanding of the causes of rockbursts in longwall mining in hard rock, and to
develop mining strategies which limit the incidence and effects of rockbursts. As
shown in Figures 10.22 and 10.23, the longwall stope is represented as a narrow slot
in a stressed elastic medium. The stresses and displacements induced by the creation
of a new excavation, or by the extension of a longwall stope, may be calculated
most conveniently using one of the forms of the boundary element method outlined
in section 6.5. Closed-form solutions may be obtained for some simple problem
configurations (Salamon, 1974).

As observed in Chapter 10, it is now generally recognised that there are two basic
modes of rock mass instability leading to rockbursts. Fault-slip events resemble natural
earthquakes, and usually occur on a mine panel or mine scale. Stress induced fracturing
or crushing of pillars, or fracturing at or near the mining face, can lead to local
instabilities, sometimes called strain bursts, which occur on a stope or excavation
scale. There is clearly a potential for much greater release of energy in a fault-slip
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Figure 15.2 Shear stress drop in the
transition from static to dynamic con-
ditions on a fault (after Ryder, 1987).

rockburst than in a pillar burst due to the larger volume of rock involved. However,
in an operating stope, a local pillar or face burst may be as destructive as a large
slip on an adjacent fault. Techniques are required to identify mining layouts which
may be subject to each type of burst, and to develop preferred extraction layouts and
sequences to restrict burst frequency.

15.2.2 Rockburst controls
The concept of the ‘stress drop’ on a fault subject to frictional sliding was introduced
in Chapter 10. It is defined by (�s − �d), the difference between the limiting static and
dynamic shear strengths at the prevailing normal stress, in the transition from static
to dynamic conditions on the fault. The average stress drop, �e, illustrated in Figure
15.2, has been suggested to be in the range 0.1–10 MPa (Spottiswoode and McGarr,
1975). Stress drops of 5–10% of the static shear strength of a fault have been observed
in the laboratory.

Application of notions of stress drop in rockburst mechanics has been discussed by
Ryder (1987). It was proposed that the excess shear stress (ESS) on a fault, defined
by the stress drop (�e = �s − �d), may be used as an indicator of the potential for
unstable slip on a fault, as it is the forcing function for the motion.

In an analysis of rock mass deformation associated with a major seismic event at
a deep gold mine, Ryder (1987) calculated the state of stress on the affected fault
using a boundary element method. ESS contours were mapped on to the plane of
the fault, and compared with the shear displacements on the fault which attended the
event. The plots of ESS and shear displacements shown in Figure 15.3 indicate that
the region of maximum fault ride is concentrated in the zone of relatively high ESS.
The good correlation between ESS and observed fault slip suggests the prospect of
predicting conditions under which seismic events may occur from the ESS parameter.
However, it may be noted that stress analysis for this purpose should take account
of progressive displacement on planes of weakness liable to slip, and not be based

Figure 15.3 Retrospective analysis
of a large seismic event in terms of ex-
cess shear stress (after Ryder, 1987).
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on the assumption of elastic continuous rock mass deformation during advance of
mining.

It was shown in section 10.5 that for the crushing mode of rock bursting, there
is a well-developed correlation between rockburst damage and the spatial rate of
energy release or energy released per unit reef area or volume mined. The essential
principle used in this case in the design of mining layouts and in excavation scheduling
in rockburst-prone areas follows from this observation. This is that the spatial rate
of energy release associated with an increment of mining should be kept within
predetermined limits. It was also shown in section 10.8 that if a narrow orebody
could be mined as a partially closed, advancing single slot, mining would occur under
steady-state conditions with a uniform rate of energy release. Generally, it is not
practical to mine in this way, and more complex layouts with multiple longwall faces
must be used. Under these circumstances, energy release rates can reach critical levels,
particularly where the face approaches highly stressed dykes (Figure 3.4), faults or
other excavations, or where an attempt is made to mine highly stressed remnants
(Dempster et al., 1983). The general strategy of layout planning now used to control
rockburst incidence is to limit and to even out energy release rates in space and
time.

An early attempt was made to limit the incidence and severity of rockbursts around
longwall faces by application of the concept of de-stressing (Figure 15.4). Roux et al.
(1957) report the results obtained when de-stressing was used routinely in 32 stopes
at East Rand Proprietary Mines over a 19 month period. Holes 51 mm in diameter
and 3 m long were drilled into the face on 1.5 m centres. The bottom half of each
hole was charged and the remainder stemmed with sand tamping. As illustrated in
Figure 15.4, fracturing the rock ahead of the face in this way, successfully reduced the
stress level in the rock to be mined next. It was found that the incidence and severity of
the rockbursts associated with advance of the face were reduced. Despite these early

Figure 15.4 Stress concentration
ahead of a de-stressed face (after Roux
et al., 1957).
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encouraging results, rock-bursting continued as mining progressed to deeper levels.
The 3 m de-stressed zone did not provide a large enough buffer to prevent damage
resulting from large bursts occurring close to the face.

Toper et al. (1997) report a successful de-stress blasting or pre-conditioning ex-
ercise carried out in a series of shortwall panels at the Western Deep Levels Mine,
South Africa, at a depth of 2600 m. They found that although no new sets of fractures
were formed by the blasting, the high angle fracture sets typically found around deep
gold mine stopes as illustrated in Figure 15.1, were extended and sheared with gouge
forming. The technique is now used routinely to reduce face bursting in the deep
mines in this area. Based on the hypothesis that the rockbursts being considered here
result from unstable brittle fracture, Brummer and Andrieux (2002) suggest that the
realistic goals of de-stress blasting are:

� to increase the degree of inhomogeniety in the rock mass through the formation
of micro-fracturing which will reduce the stiffness of (and hence the stress levels
in) the rock mass and dissipate energy through fracturing and frictional sliding on
internal surfaces; and

� to promote increased shearing deformation on existing fracture surfaces which
will dissipate energy through gouge formation and heating.

De-stress or pre-conditioning blasting has long been used to alleviate the rockburst
hazard in several metalliferous mining districts using other than longwall mining
methods including the Sudbury district, Canada, the Coeur d’Alene district, Idaho,
USA and Sweden (e.g. Board and Fairhurst, 1983, Cook and Bruce, 1983, O’Donnell,
1992).

The energy release rate can be controlled most effectively by limiting the displace-
ment of the excavation peripheral rock in the mined-out area. This control may be
achieved in several ways.

(a) Provide active support for the hangingwall in the immediate vicinity of the
face using hydraulic props, with pack or stick support in the void behind
(Figure 12.11). As well as contributing to the limitation of the overall dis-
placements, these forms of support, if sufficiently closely spaced, will pre-
vent falls of rock blocks isolated by natural and mining-induced discontinuities.
Rapid yielding props can help minimise rockburst damage by absorbing released
energy.

(b) Practise partial extraction by leaving regularly spaced pillars along the entire
length of longwall stopes, generally oriented on strike. An elastic analysis by
Salamon (1974) shows that if a large area of a flat-lying, narrow, tabular orebody
is mined to a height, H, the difference in the quantity of energy released per unit
length of stope by extraction of a single panel of span, L , and that released by
partial extraction in a series of panels of span, l, spaced on centres of S (Figure
15.5a), is

�Wr = pL {H + [(1 − �)Sp/�G] �n (cos �)} (15.1)

where p is the vertical in situ stress and � = �l/2S. It was shown previously that,
for a span greater than the critical, the quantity of energy released per unit length of

434



LONGWALL MINING IN HARD ROCK

Figure 15.5 (a) Mining plan, and
(b) normalised reduction in energy
change, for partial extraction of a flat-
lying, narrow, tabular orebody (after
Salamon, 1974).

stope by total extraction is given by equation 10.88; i.e.

Wr = LHp

Dividing equation 15.1 by equation 10.88 and substituting the expression for the
critical span given by equation 10.86; i.e

L0 = GH/[(1 − �)p]

leads to the result

�Wr/Wr = 1 + (S/�L0) �n (cos �) (15.2)

Figure 15.5b shows a plot of �Wr/Wr against extraction ratio, l/S, for varying values
of S/L0. Note that, even for quite high extraction ratios, major reductions in energy
release rates are achieved by using partial extraction.

The use of stabilising pillars as they are known has been effective in reducing seis-
micity in a number of deep South African gold mines (e.g. Hagan, 1988, Vieira et al.,
2001). The major disadvantage of the method is that in deep mines with potentially
high stress conditions something like 15% of the ore reserves may be sterilised in
stabilising pillars. For high extraction ratios, the pillars may be subject to particularly
high stress concentrations at their edges and may even suffer bearing capacity failure.

(c) Backfilling the mined void with tailings, sand or waste rock has great poten-
tial for limiting convergence and for providing both regional and local support.
Backfill has two significant virtues. First, its presence reduces the permissible
convergence, limiting both the ultimate convergence volume and the displace-
ment induced at each increment of mining. Second, the rock mass must do work
on the fill to deform it; in the process large amounts of energy can be absorbed
(Salamon, 1983). Although the benefits likely to be associated with the use of
backfill were recognised in the 1960s (Cook, N.G.W. et al., 1966), the method
was not adopted in practice because of apparently high costs and perceived op-
erational problems. In particular, it was believed that it would be difficult to
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achieve the fill stiffnesses required if backfilling was to be effective in limiting
convergence and reducing energy release rates sufficiently (Heunis, 1980). As
the result of a major research and development programme undertaken in the
1980s, many of these problems have been overcome. Backfilling is now a well
established method of providing both regional and local support in a number of
deep-level South African gold mines (Ryder and Jager, 2002).

Computer simulations carried out by Jager et al. (1987) and others suggest that
backfill alone can provide the regional support required at depths of less than 3 km.
Below 3 km the major benefits of backfilling are to reduce the stresses acting on sta-
bilising pillars or to enable the spans between pillars, and hence the extraction ratios,
to be increased. Improvements recorded in those mines using backfilling include im-
proved access and hangingwall conditions, reductions in stoping width and hence in
dilution, reductions in rockburst damage to stope face areas when the backfill is kept
close to the stope face, decreases in the numbers of accidents caused by rock falls
and improved productivity. Backfilling should be used in conjunction with a good
temporary face support system and should be incorporated into the standard mining
cycle (Jager et al., 1987).

15.2.3 Support and reinforcement systems
Two different types of support and reinforcement system are required in hard rock
longwall mining and its variants. First, support is required for the hangingwall of the
mined-out void near and behind an advancing face. This support is usually described as
stope support. Second, support and reinforcement systems are required for the access
and transportation excavations, generally referred to as tunnels in South African
mines. Both types of support and reinforcement system may be required to stabilise
the rock mass under static loading conditions, thus reducing the risk of rock falls, and
to alleviate the rockburst hazard under dynamic loading conditions. The two types of
support and reinforcement system will be discussed separately.

Stope support. As illustrated in Figure 15.1, the rock surrounding stopes in the
deep-level gold mines of South Africa is intensely fractured. The mining-induced
extension and shear fractures generally strike approximately parallel to the face, may
be steeply dipping, and may extend several metres into the hangingwall and footwall.
Bedding planes are parallel to the reef and are of variable frequency above and below
the stope. Jointing, faults and dykes may also be present. As the stope face advances
and the stope span increases, the hangingwall and footwall converge in response to
the elastic and inelastic deformations of the rock mass. The support system must be
able to accommodate stope closure, support the fractured hangingwall, and ensure
a safe working environment in the vicinity of the face. In the event of a rockburst,
the support system will be subjected to large, rapid deformations. It must be able
to absorb energy rapidly in decelerating and limiting the displacements of blocks of
fractured rock (Roberts and Brummer, 1988).

Stope support systems typically consist of combinations of hydraulic or timber
props, timber or concrete or composite packs, tendons and backfill. The 20 to 40 tonne
capacity rapid yielding hydraulic props typically used under high stress conditions
are installed in rows as close as 1 m from the face. In order to be most effective,
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hydraulic props should be installed with an initial or pre-set load. In order to maintain
the integrity of highly discontinuous hangingwalls, it may become necessary to in-
crease the areal coverage by supplementing the prop and/or pack support close to
the face with head boards, nets, link beams, cables or sprayed liners (Daehnke et al.,
2001).

The stope support design criteria proposed by Daehnke et al. (2001) include the
height of the potential instability; quasi-static and dynamic stope closure rates; the
compressive hangingwall stresses; discontinuity spacing, orientation and interface
properties; the effect of support length or stoping width; the anticipated consistency
of support performance; areal coverage; support element spacing; and the zone of
support influence. The stope support design methodology generally used in South
African gold and platinum mines uses a tributary area concept applied to the stope
hangingwall. A given weight of rock, determined by the area in the plane of the
reef and the height of a possible fall, is divided between a fixed number of support
elements. This approach is analogous to the tributary area theory of pillar design
discussed in section 13.3. For static or rock fall conditions, the maximum potential
tributary area that can be supported by a single support unit, AT, is given by

AT = F/�gb (15.3)

where
F = maximum support unit load (N);
� = rock density (taken as 2700 kg m−3);
g = acceleration due to gravity; and
b = height of instability (m).

For a comparable situation under dynamic or rockburst conditions, the support unit
must be able to absorb both the kinetic and potential energy of the rock mass to be
supported. An energy-based calculation allows the maximum tributary area of a single
support unit to be expressed as a function of the unit’s energy absorption capacity and
the height of instability. For the example illustrated in Figure 15.6, the energy to be
absorbed is given by

Ea = 1
2 mv2 + mgh (15.4)

where
m = �bAT = mass of rock to be supported by the unit;
v = rock ejection velocity (often taken as 3 m s−1);
h = hangingwall displacement during the dynamic event (e.g. 0.2 m); and
Ea = energy absorption capacity of the support unit (J).

Equation 15.4 may be re-arranged to give

AT = Ea/
{
�b

(
1
2v2 + gh

)}
(15.5)

In their design approach, Daehnke et al. (2001) also use the zone of support in-
fluence, defined as the lateral extent of the vertical stress profile induced in the
hangingwall beam by a loaded support unit. Here, the term lateral extent refers to
the distance between the edge of the support unit and the point at which the stress
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Figure 15.6 Hydraulic prop reac-
tion to a rockburst: (a) loose rock ac-
celerates to a velocity, v; (b) loose rock
continues to move down and is decel-
erated as kinetic energy is absorbed by
the work done on the support; (c) loose
rock comes to rest at a displacement,
h (after Roberts and Brummer, 1988).

envelope induced by the support element in the hangingwall rock mass intersects the
bedding plane that defines the upper limit of the mass of rock to be supported. The
stress distribution and its lateral extent may be calculated analytically or by using
numerical codes such as UDEC and FLAC. The site-specific design methodology
proposed by Daehnke et al. (2001) consists of two stages – a tributary area analysis

438



LONGWALL MINING IN HARD ROCK

followed by a zone of influence and a stability analysis, considering hangingwall
failure due to buckling, shear and block rotation. This gives a maximum safe spacing
of the individual support elements. The calculations are carried out for both static
(rock fall) and dynamic (rockburst) conditions. Daehnke et al. (2001) illustrate their
methodology with a worked example. Detailed design methods are also presented by
Ryder and Jager (2002).

Tunnel support and reinforcement. As well as carrying out the functions of support
and reinforcement systems discussed in Chapter 11, the support and reinforcement
systems used in the off-reef tunnels associated with hard rock longwall mining and its
variants, may also have to be dynamically capable to alleviate the rockburst hazard.
The support and reinforcement systems must be capable of reinforcing and retaining
or holding the rock mass in place, and surface support or containment of the broken
rock at the excavation boundary under both static and dynamic loading conditions.
It must be noted that rockburst conditions may also exist in mines that are less deep
and use different mining methods than the deep level gold mines of South Africa (e.g.
Li et al., 2003, Rojas et al., 2000, Simser et al., 2002). Under these conditions, the
reinforcing elements may consist of rock bolts, cable bolts, studs and tendons, often
with yielding capability. The surface support elements may include shotcrete or other
sprayed liners, mesh, straps, wire rope lacing, fixtures of a range of types, and energy
absorbing face plates. An example of the system used in the haulage level of a South
African gold mine is shown in Figure 11.30.

As in the case of stope support, the design methodology used for dynamically
capable tunnel support and reinforcement has been based on tributary area and en-
ergy absorption concepts (e.g. Wagner, 1984, Ortlepp, 1994). Recognising that it is
not practicable to attempt to prevent fracturing and displacement in the event of a
rockburst, tunnel support and reinforcement systems are designed to yield and absorb
energy, limit the amount of deformation occurring at the tunnel boundary, and contain
the fractured rock mass at the excavation periphery (Roberts and Brummer, 1988).
It is postulated that, in a rockburst, blocks or slabs of rock will be accelerated and
ejected from the tunnel boundary. In its simplest form, the energy released by the
rock mass and required to be absorbed by the support and reinforcement system, E ,
is given by

E = 1
2 mv2 + mgh

where m is the mass of rock ejected from the excavation, v is the ejection velocity
and h is the height through which the rock falls in coming to rest. The ejection
velocity may be up to 10 m s−1 in extreme cases but is often taken to be more
like 3 m s−1 for design. The use of this approach has directed emphasis towards the
development of a range of reinforcing elements that are able to yield or displace while
retaining significant load carrying capability. In the standard design methodology,
this approach is usually applied with a tributary area assigned to each reinforcing
element (Ortlepp, 1994). However, on the basis of results obtained in a large-scale
field experiment, Haile and Le Bron (2001) questioned the validity of the tributary
area approach under the complex dynamic loading conditions resulting from mining-
induced seismicity. Li et al. (2003) suggested that momentum change should be
used as an additional design criterion. They also demonstrated the practical value
of cable bolt plates made from conveyor belt material in absorbing incident energy
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and improving the load carrying capabilities of tunnel support and reinforcement
systems.

15.3 Longwall coal mining

15.3.1 Basic geomechanics considerations
The elements of the longwall method of coal mining are illustrated in Figure 12.12.
As with longwall mining in hard rock, the primary objective of mining design is to
achieve pseudo-continuous deformation of the main upper strata overlying the seam.
The differences between the layouts and the mining and strata control techniques used
in the two cases arise essentially from the appreciably lower strengths of coal measures
rocks. In the United Kingdom, for example, the uniaxial compressive strengths of the
roof, seam and floor rocks are typically in the range 20–40 MPa. The pre-mining stress
field is difficult to measure in these weak, sedimentary rocks, but back analyses based
on observed excavation performance suggest that, in the UK coal fields, the stress
field is approximately hydrostatic with magnitude p = �h, where � is the weighted
average unit weight of the superincumbent strata and h is the mining depth.

Longwall mining is a highly productive method which aims to extract almost 100%
of selected blocks of the resource. In most applications of the method, a number of
parallel panels or longwalls are extracted side-by-side as illustrated in Figure 15.7.
The most common longwall method of mining coal is now a retreat method in which
the roadways are developed to the end of the panel which is then extracted on retreat
as illustrated in Figure 15.7. The pillars left between adjacent longwalls serve to pro-
tect the roadways from the excessive displacements that may be associated with the
mining of adjacent panels, to isolate a particular panel where unfavourable geologi-
cal structures or fire, water, or gas hazards exists, or to assist in controlling surface
subsidence. The important issue of the surface subsidence associated with longwall

Figure 15.7 Development and ex-
traction of adjacent longwalls us-
ing multiple roadways illustrating
the chain pillar loading cycle (after
Colwell et al., 1999).
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coal mining will be discussed in section 16.5. In many coal mining districts, mining
legislation as well as operational experience requires that multiple roadways are used
for each panel as illustrated in Figure 15.7 which is based on Australian practice.
These roadways provide access to the face for personnel, materials and ventilation
air and transportation routes for the mined coal (maingate) and a second means of
egress and return air (tailgate). The maingate for Longwall 1 becomes the tailgate
for Longwall 2. It will be apparent that the chain pillars associated with the entries
will be subjected to changing loads throughout their operational lives. The long-
wall retreat method typically employed in the UK uses a single gate at each side of
the panel with adjacent panels separated by wide protection pillars (Cassie et al.,
1999).

Because of the low strengths of the coal measures rocks, it is found that fractured or
yielded zones develop around openings made at depths greater than 100–200 m. This
influences the distribution of stress and displacement around the mining excavations,
and imposes stringent requirements on support or strata control measures. These
measures fall into four distinct categories, each with different objectives:

(a) Face supports are required to prevent the fall of ground, including detached
blocks, near the face and so maintain safe working conditions and offer protection
to the face equipment. The face support system may also aid in controlling the
development of caving behind the face. The mechanics of caving in longwall
coal mining will be discussed in section 15.3.3.

(b) Roadways which provide access to the face must be formed, reinforced and sup-
ported in such a way that displacements are kept within operationally acceptable
limits throughout their operational lives which may be in the order of several
months or longer. The formation and support of roadways will be discussed in
section 15.3.5.

(c) Chain or rib pillars between panels may serve a number of purposes as outlined
above and so must be designed to fit these purposes, sometimes as yielding pillars.
The design of chain or rib pillars will be discussed in section 15.3.6.

(d) Support of the mined out void by packs or the stowing of solid material may
be introduced to limit the total displacement of the superincumbent strata and
the associated surface displacement. This topic has been reviewed by Hughson
et al. (1987) and will be referred to in context in section 16.5.6.

15.3.2 Distribution of stress around a longwall face
Figure 15.8 shows an interpretation of the distribution of vertical stress, �zz , around
a single longwall face, developed for UK conditions by Whittaker (1974) and widely
accepted for many years. The vertical stress is zero at the face and the rib side. The
stress increases rapidly with distance into the yield zone in the unmined coal, reaching
a peak stress at a distance into the coal which varies with rock properties and the in
situ stresses. For UK conditions, it was postulated that the peak vertical stress was in
the order of four or five times the overburden stress, p = �h, where h is the mining
depth and � is the weighted average unit weight of the superincumbent strata. With
increasing distance into the unmined coal, the vertical stress reduces towards the
overburden stress.

Whittaker (1974) suggested that in the mined-out area, the effects of arching and
of face and roadway support are such that the vertical stresses are negligibly small
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Figure 15.8 Vertical stress redistri-
bution in the plane of the seam around
a longwall coal face (after Whittaker,
1974).

immediately behind the face and near the rib side. As shown in sections Y – Y and
X2 – X2 in Figure 15.8, the vertical stress in the mined-out area or goaf increases
with distance from the face and the rib side. Where full closure of the mined void
occurs, the full overburden stress, p, is transmitted. Wilson (1977, 1981) developed
an approximate analysis of the distribution of vertical stress around a longwall panel
that reproduces many of the features of Figure 15.8. This analysis uses a stress balance
method in which the total vertical force applied over a large plan area must remain
equal to that arising from the overburden load, even after part of the seam has been
removed.

Finite element stress analyses carried out by Everling (1973) and by Park and Gall
(1989) gave qualitatively similar results to those illustrated in Figure 15.8, although
the concentration of vertical stress at the corners of a single longwall face was not
as marked as that postulated by Whittaker (1974). These and other studies predicted
that the maximum abutment vertical stresses of four to six times the in situ vertical
stress occurs close to the longwall face. More recent results obtained for Australian
conditions by Kelly et al. (1996, 2002) from field monitoring and FLAC2D and 3D
numerical analyses depart in several important respects from the previously accepted
model.

Figure 15.9 shows the variation in the distribution of computed vertical stress with
distance from the goaf edge for the Gordonstone Mine, Queensland, Australia. In this
case, the maximum abutment stress is only twice the overburden stress and occurs
about 10 m from the rib side and ahead of the longwall face. Kelly et al. (1996) attribute
this significant difference from the traditional model to two main causes. Firstly, the
major principal in situ stress at Gordonstone is horizontal, about 2.4 times the vertical
stress and oriented approximately parallel to the roadways. The horizontal relaxation
into the goaf is quite significant and produces a decrease in the local vertical stress.
Secondly, shearing through intact rock and along bedding planes reduces the load
carrying capacity of the rock adjacent to the longwall zone. This effectively transfers
the abutment peak away from the longwall and reduces its magnitude.

442



LONGWALL COAL MINING

Figure 15.9 Modelled vertical abut-
ment stress relative to the goaf edge,
Gordonstone Mine, Queensland, Aus-
tralia (after Kelly et al., 1996).

Similar effects to those just described have been recorded at a number of other
Australian collieries. Figure 15.10 shows the results of FLAC3D computations of
the vertical stresses developed around four adjacent longwall panels at a depth of
500 m at the Appin Colliery, New South Wales, Australia. It will be noted that the
peak abutment stress at the ends of the panels is about twice the overburden stress.
The maximum vertical stress of about three times overburden stress occurs not at
the corners of the panels as in Figure 15.8 but over the pillars between mined-out
panels.

The discussion so far has concentrated on the distribution of vertical stresses around,
firstly, a single longwall panel, and then a group of adjacent panels. However, the
redistribution of the horizontal in situ stresses during and following mining must not

Figure 15.10 Vertical stress profile
for LW25–LW28a, Appin Colliery,
New South Wales, Australia (after
Kelly et al., 2002).
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Figure 15.11 Distribution of ob-
served “good” roof conditions in
rectangular roadways with the an-
gle between the roadway axis and
the major principal in situ stress di-
rection, Southern Coal Field, New
South Wales, Australia (after Gale and
Blackwood, 1987).

be overlooked, especially in terms of the effects on roadway stability and support and
reinforcement requirements (see section 15.3.5). The influence of horizontal in situ
stresses and, in particular, their orientations with respect to those of the roadways and
panels was not well recognised until the last 20 years. This may have reflected the
approximately hydrostatic in situ stress conditions encountered in many coal mining
districts.

Gale and Blackwood (1987) carried out one of the pioneering studies of this issue
in the Southern Coalfield, New South Wales, Australia, where the major, intermediate
and minor principal in situ stresses are approximately horizontal, vertical and hori-
zontal, respectively. They used three dimensional boundary element stress analysis
to calculate the stress distributions induced around rectangular roadways driven with
their longitudinal axes at varying angles, 	SR, to the major principal in situ stress.
Using known material properties, and values of the in situ principal stresses of 25, 16
and 15 MPa, they were able to calculate the distributions of factors of safety against
shear failure through the rock and shear failure along bedding planes. As shown in
Figure 15.11, Gale and Blackwood (1987) correlated the presence of “good” roof
conditions, defined by the absence of visible shear fracturing, with values of 	SR.
They concluded that in stress fields having dominant horizontal stress components,
the driveage direction has a major effect on the type and geometry of potential rock
mass failure around the excavation.

15.3.3 Longwall caving mechanics
The discussion presented in the previous section shows that significant redistribution
of the in situ stresses occurs during and following the mining of a longwall panel.
As a result, the pre-existing compressive stresses are relieved above the mined-out
area and there is a concentration of compressive stresses and the development of
principal stress differences in the rock over and beyond the abutments of the panel.
These new stress distributions induce tensile fracturing, de-lamination and opening
of pre-existing fractures producing caving of the rock mass above the mined-out
area, and shear fracturing and slip on bedding planes and natural and mining-induced
discontinuities and fractures in the rock mass surrounding the panel. Figure 15.12
shows a widely accepted representation of these effects around a single longwall
panel. As in the case of longwall metalliferous mining discussed in section 15.2, the
shear fractures occurring ahead of the face will contribute to the caving mechanism
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Figure 15.12 Rock fracture and dis-
placement pattern near the face of a
longwall coal mining panel: (a) sec-
tion transverse to the panel axis; (b)
longitudinal section (after Kelly et al.,
2002, adapted from Peng and Chiang,
1984).

when the face has advanced such that the recently fractured zone lies above the
mined-out area.

Valuable new understandings of longwall caving and of longwall geomechanics
generally, have been developed in Australia in recent years through a major industri-
ally sponsored research program (Kelly et al., 1996, 1998, 2002). Studies were carried
out at a number of mines in differing mining environments using a multi-path approach
involving a range of tools including geological and geomechanical characterisa-
tion techniques, microseismic monitoring, 2D and 3D numerical stress-displacement
modelling, a range of underground monitoring methods and 3D visualisation tech-
niques. Some of the findings from the case studies summarised by Kelly et al. (2002)
were:

� Micro-seismic event locations showed that rock fracture or shear occurred gener-
ally 30–50 m, but as much as 80 m, ahead of the face in a cyclic, arcuate pattern in
plan view as illustrated in Figure 15.13 for the Gordonstone (now Kestrel) Mine.

� Micro-seismic event locations showed that rock fracture or shear may occur up to
100 m above or below the face as illustrated in Figure 15.14 for the Gordonstone
Mine. These events may be influenced by the presence of previously mined seams.

� Water content and pore pressure increases are likely to exert an influence on rock
failure mechanisms. At Gordonstone, pore pressure increases were detected up to
250 m ahead of and 55 m above the face and piezometer cables were sheared up
to 80 m ahead of and 100 m above the face as illustrated in Figure 15.14.

� Micro-seismic events demonstrated the activation of slip on major structures up
to 300 m from the face and generally on the “solid” side of the longwall panel.

� Longwall caving mechanics is complex being influenced by the local geology
and previous mining. Thick sandstone beds may exert a strong influence on the
initiation and propagation of caving.

Massive strata, usually of sandstone, immediately above the coal seam being ex-
tracted can have a number of important influences. They can inhibit the regular, cyclic
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Figure 15.13 Plan view of micro-
seismic event locations 10–20 m
above the seam and relative to a fixed
face position, Gordonstone Mine,
Queensland, Australia (after Kelly
et al., 2002).

caving of the super-incumbent strata, leading to what is known as periodic weighting,
and often over-loading of the face supports. In extreme cases where large volumes
of rock hang up, sudden collapse of the strata into the mined-out void may produce
damaging air blasts. This problem has been alleviated in Australia by the innovative
use of real time micro-seismic monitoring to provide an indication of the onset of
large scale failure and possible wind blasts, and the hydraulic fracturing technique to
induce controlled caving (Hayes, 2000, Jeffrey and Mills, 2000).

shear of piezometer

Figure 15.14 Distribution of micro-
seismic events located within the
central third of a longwall panel
viewed from the side and relative to
a fixed face position, Gordonstone
Mine, Queensland, Australia (after
Kelly et al., 2002).
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15.3.4 Face support
Active support of the newly exposed roof strata immediately behind the face is required
to prevent the uncontrolled collapse of the roof rock and to promote effective caving
of the waste. Support systems used for this purpose consist of a series of chocks each
containing four or six yielding, hydraulic legs. The upper part of each chock is formed
by roof beams or a canopy. Where the waste is friable or breaks into small pieces,
or where significant horizontal components of waste displacement towards the face
occur, shield supports are used. These supports include not only a roof canopy, but
also a heavy rear shield connected to the base by linkages.

The essential geomechanics concern in the design and operation of face support
systems, is the value of the support thrust to be provided against the roof, and the
associated question of the yield loads of the hydraulic legs. An inadequate setting or
yield load may permit excessive convergence to occur at the face, and may permit
uneven caving to develop. For example, strong sandstone roofs require high shear
forces at the cave line to promote caving. Conversely, excessive setting loads may
damage weak roof or floor rocks.

Figure 15.15 illustrates an approach developed by Ashwin et al. (1970) to estimate
the support thrust required under conditions then commonly encountered in the UK
coalfields. It is assumed that the face support system will be required to support
the weight of a detached block of rock of height 2H where H is the mining height.
Assuming a unit weight of roof rock of 0.02 MN m−3, this gives the minimum support
load required as 0.04 H MN per m2 of roof area. Application of a factor of safety of
2.0 gives the minimum ‘setting load density’ as 0.08 H MN m−2. Nominal setting
load densities of 1.33 times these values were recommended to compensate for losses
in the hydraulic system supplying the setting thrust. Nominal yield load densities were
1.25 times the nominal setting load densities. The support load densities calculated by

Figure 15.15 Assumed caving
mechanism and loading on a face
powered support (after Whittaker,
1974).
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Figure 15.16 Ground-support inter-
action analysis for longwall face sup-
port (after Everett and Medhurst,
2003).

this method were found to agree well with those found to give satisfactory performance
in the UK coalfields.

Attempts to apply the “detached block” method to determine the required face
support loads in other mining environments have not always been successful, often
under-estimating the support requirements (Kelly et al., 2002). The method proposed
by Ashton et al. (1970) does not allow for the influence of strong, thick sandstone roof
strata, for thick seams or for the transmission to the supports of re-distributed stresses.
This latter effect becomes more important as mining depth increases. The inadequacy
of support loadings in early Australian longwalls, for example, led to the extensive
use of a large-scale physical model. This model demonstrated the complexity of the
loadings and the benefits of using higher setting and yield loads. More recently, nu-
merical models of increasing complexity have replaced physical and simple analytical
models in studies of this problem (Kelly et al., 2002).

Figure 15.16 illustrates the application to face support of the rock-support inter-
action principles introduced in Chapter 11. Ground characteristic lines or ground
response curves (GRC) for typical Australian longwall conditions are shown for a
depth of 300 m and allowing for a 10% additional loading contingency for a given
convergence. Support characteristics are shown for installed capacities of 100, 110
and 120 t m−2. These characteristics are shown with a 90% ratio of setting load to
yield load to reflect optimal performance. In one case, a 80% setting to yield load
ratio is also shown. As shown by Figure 15.16, under-rated supports (in this case the
100 t m−2 support) may allow excessive convergence before being set and may not be
able to accommodate the full load generated once deterioration of the roof develops.
Everett and Medhurst (2003) report the successful application of this ground response
curve method in a number of Australian longwalls.

15.3.5 Roadway formation and support
In the first edition of this text (Brady and Brown, 1985), attention was focused on the
formation and support of the gate roads used to service faces in the advancing longwall
method of coal mining then in use in the UK. In this case, the roadways were formed
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Figure 15.17 Preferred roadway po-
sition and shape for (a) a weak roof,
and (b) a strong roof, for longwall
advancing with a single entry (after
Thomas, 1978).

in front of, at or just behind the advancing face. Single roadways were often used with
the result that packs were used to carry loads on the waste side of the roadway and,
in some cases, between the rib side and the roadway as illustrated in Figure 15.17.
Since that time, the retreat method of longwall coal mining as illustrated in Figure
15.7 has become almost universal and, as discussed in section 15.3.1, multiple entries
are used widely, although not exclusively (e.g. Cassie et al., 1999). Accordingly, the
remainder of this discussion of roadway formation and support will focus on the case
illustrated in Figure 15.7.

As shown in Figure 15.7, the main roadways required to service a retreating long-
wall face, sometimes known as the main gate, are fully developed on the solid coal
or unmined side of the panel before the coal is mined on retreat. The main gate of
the previous panel becomes the tail gate of the new panel, providing a second means
of egress and forming part of the ventilation circuit for the current panel. It will be
apparent that roadways and the pillars protecting them will be subject to changing
loading conditions and complex stress paths throughout their operational lives. The
roadways may be several hundreds of metres long and may be required to remain
serviceable for up to two years. The final tail gate loading condition and the associ-
ated roadway stability and support and reinforcement requirements are of particular
interest.

Although there are geotechnical and operational circumstances in which arched
roadway profiles are still used, where roof conditions permit, roadways are now
usually mined to a rectangular profile as in the examples shown in Figures 15.17b
and 15.18. In the example of the Angus Place Colliery, Western Coalfield, New South
Wales, Australia, shown in Figure 15.18, the roadway is 4.5 m wide and 3.1 m high.
It is reinforced by a pattern of 2.1 m long, grouted, high tensile steel bolts which are
applied through mesh and steel straps (Figure 15.18b). In applications such as this,
4 to 8 roof bolts may be used in each row. Rib bolts are also often used, particularly
in higher roadways and under higher stress conditions. The spacings of rows of bolts
are in the order of 1–2 m. Cable bolts may also be used at intersections and where
shorter rock bolts are inadequate. Roadway support and reinforcement may be applied
in primary and secondary stages. An advantage of this practice is that it speeds up
roadway formation and support which is often a limiting factor in longwall coal mine
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Figure 15.18 Roadway support and
reinforcement, Angus Place Colliery,
Western Coal Field, New South
Wales, Australia; (a) typical reinforce-
ment pattern, (b) detail showing bolt
heads, mesh and straps (after Hebble-
white, 2001).

development and production (Frith, 2000). In Australia, the pre-tensioning of roof
bolts and cables has been found to allow roof bolting densities to be reduced and
roadway development rates to be improved, especially when used in conjunction
with full column grouting (Fuller, 1999).

Obviously, the design of the roof and rib support and reinforcement system will
depend on the layout geometry, the geomechanical characteristics of the strata and
the in situ and induced stresses. It has also been found that some types of reinforcing
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element are more suitable for some conditions than for others (Frith, 2000, Fuller,
1999). Mechanisms that may have to be taken into account include:

� bed separation, roof sag and buckling, particularly under high horizontal stresses,
requiring roof beam formation and reinforcement and tying the roof beam back to
sufficiently strong and stable strata under weak roof conditions;

� shear failure on bedding planes;
� compressive (shear) failure of rock materials;
� tensile failure of rock materials and opening of pre-existing joints under low or

relieved horizontal stress conditions;
� falls of blocks of rock isolated by bedding planes, joints and stress-induced

fractures;
� unravelling of closely jointed and fractured rock or coal; and
� rib failures in coal under vertical stress concentrations or adverse geological

conditions.

Computational methods have been developed to analyse some of these mechanisms
(e.g. Tarrant and Gale, 1998) but, in practice, computational and analytical design
methods are usually supported by the observational method through monitored trials
and in-service performance monitoring (e.g. Frith, 2000, Hebblewhite and Lu, 2004).
Figure 15.19 shows the instrumentation layout installed by Hebbelwhite and Lu (2004)
within 2 m of a main gate face at the Angus Place Colliery. Through the use of
this instrumentation system, they found that delamination and dilation occurred in
strata above the zone reinforced by the 2.1 m long bolts illustrated in Figure 15.18
causing significant roof deformations. Hebblewhite and Lu (2004) concluded that
longer primary roof bolts and, in some locations, cable bolts were required to prevent
deformation in the upper strata.

Figure 15.19 Instrumentation lay-
out used in heading 2, main gate 22,
Angus Place Colliery, Western Coal
Field, New South Wales, Australia
(SE = sonic extensometer; SG =
strain gauged rock bolts; WE = wire
extensometer; all dimensions in mm)
(after Hebblewhite and Lu, 2004).
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15.3.6 Rib and chain pillar design
The design of rib and/or chain pillars has been traditionally based on precedent
practice, often represented by “rules of thumb”. Modern design methods may use
empirical, analytical or computational methods combined with performance moni-
toring (e.g. Badr et al., 2002, Cassie et al., 1999, Colwell et al., 1999). As indicated
previously and illustrated in Figure 15.7, chain pillars are subjected to complex stress
paths and undergo a number of loading stages during their lives. The five main stages
of the chain pillar loading cycle in the case illustrated in Figure 15.7 are:

� development loading, usually calculated using tributary area concepts;
� front abutment loading when the first longwall face is adjacent to the pillar;
� main gate or side abutment loading when the load has stabilised after the passage

of the first face;
� tailgate loading when the second longwall face is adjacent to the pillar. It is in this

stage that the pillar is likely to experience its maximum vertical loading; and
� double goaf loading when the pillar is isolated between two mined-out panels.

Because of this loading history, the design of chain pillars is not as straight-forward
as that of the pillars formed in room-and-pillar mining as discussed in Chapter 13.
There may also be design objectives in addition to the criterion of pillar stability.
For example, in developing their design methodology, Colwell et al. (1999) sought
to optimise chain pillar size so as to:

� maintain the serviceability of main and tail gates so that both safety and longwall
productivity are unaffected;

� minimise roadway drivage requirements in a way that does not impact adversely
on the continuity of extraction of successive longwall panels; and

� maximise coal recovery.

Rib and chain pillars may be from 20 m to more than 100 m wide depending on the
mining depth, the in situ stresses, the mining geometry, the mass strength of the coal,
the geological structure and the geotechnical properties of the under- and over-lying
strata. Data collected by Cassie et al. (1999) for UK longwall coal mines showed
that the rib pillars (without cross-cuts) typically used had width to height ratios of
up to 40 and could be classified as wide pillars. In a study of 19 Australian longwall
mining sites at depths of 130 to 475 m, Colwell et al. (1999) recorded chain pillar
widths of 26–55 m and lengths of 40–125 m. The roadways were 4.8–5.2 m wide,
2.5–3.6 m high and the pillar width to height ratios ranged from 10 to 20. Pillars of
these geometries would not be expected to “fail” in the terms discussed in Chapter
13, although spalling at the ribs might be anticipated. Other considerations such as
gate road serviceability then become of major concern.

Although the pillars may not be expected to “fail” in the Australian cases outlined
above, pillar failure or yield may be expected to occur if smaller pillars are used
under higher stress conditions. For example, Badr et al. (2002) refer to a case in
which chain pillars at a depth of 700 m were 8 m wide, 26 m long and 3 m high. Small
pillars may be considered under USA regulations which require a minimum of three
entries in longwall gate roads. Simple calculations based on tributary area loading
for the development stage, and the pillar strength formulae presented in section 13.3,
give extremely low factors of safety for which the probability of survival is negligibly
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small. In this case, the pillars would be expected to yield during the development stage
which is probably unsustainable. However, it may be practicable, or indeed desirable,
to design for yielding in the later stages of pillar life. At depths of more than 500 m,
the sizes of solid pillars may become too large in terms of both safety and recovery.
Large pillars can be potential sources of coal bursts or bumps, and may also fracture
the roof or floor causing roof failure or floor heave. A layout using large pillars may
leave uneconomically large volumes of coal behind and slow development because
of the increased lengths of cross-cuts (Badr et al., 2002).

A review of documented case histories of yield pillar performance in deep longwall
coal mines carried out by Badr et al. (2002) showed that pillars having width to height
ratios of three to five were more successful as yield pillars than those with other ratios.
In this case, success was indicated by the absence of floor heave, bursts, bumps or roof
problems. The analysis of yield pillar behaviour follows from the principles discussed
in section 10.7. Because of the nature of the problem, a three-dimensional numerical
analysis using appropriate constitutive laws is required. Badr et al. (2002) found that
with the use of the finite difference code, FLAC3D, and non-linear constitutive models
for the goaf, the analysis of a typical yield pillar problem was still a demanding task.

15.4 Sublevel caving

The essential features of sublevel caving, and the conditions best suited to its use,
were outlined in section 12.4.8. The longitudinal sublevel caving method was devel-
oped for the mining of steeply dipping, narrow orebodies. In this case, the production
headings are driven on strike as shown in Figure 15.20. For wider orebodies, a trans-
verse sublevel caving method may be used with the production headings being driven
across the orebody from footwall to hangingwall as shown in the generalised min-
ing layout in Figure 12.13. The choice between longitudinal and transverse layouts

Figure 15.20 Early longitudinal
sublevel caving layout for a narrow,
steeply dipping orebody of varying
width (after Sarin, 1981).
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involves consideration of a range of factors such as orebody dip and plunge, orebody
dimensions, the in situ stresses, and the frequency and orientations of the discontinu-
ities in the rock mass. Transverse layouts generally have advantages over longitudinal
layouts for orebodies of sufficient width (Bull and Page, 2000) and are used for mod-
ern high production sublevel caving operations such as the Kiruna Mine, Sweden
(Quinterio et al., 2001) and the Ridgeway Gold Mine, New South Wales, Australia
(Trout, 2002). In either case, the major geomechanics issues involved are the gravity
flow of blasted ore and of caved waste, the design of the mining layout to achieve
maximum recovery and minimum dilution while ensuring stability of the production
and service openings, and surface subsidence. The discontinuous surface subsidence
resulting from the progressive hangingwall caving associated with sublevel caving is
discussed in section 16.4.2. The gravity flow of broken ore and sublevel caving layout
design are discussed in the next two sections.

15.4.1 Gravity flow of caved ore
Despite its importance to the performance of a range of underground mining systems,
the mechanics of the gravity flow of blasted and/or caved ore is not well understood. At
a fundamental level, the subject has been studied using physical model experiments,
by analogy with the flow of other granular materials in bins and bunkers (Kvapil,
1965, Jenike, 1966), by mathematical or numerical modelling using the theory of
plasticity (Pariseau and Pfleider, 1968), by numerical modelling using probability
theory (Jolley, 1968, Gustafsson, 1998) and by full-scale field studies based on marker
recovery (Janelid and Kvapil, 1966, Just, 1981, Rustan, 2000).

In a detailed review of previous research on the subject, Yenge (1980) concluded
that the flow of caved ore cannot be described satisfactorily by theories developed for
the flow of other granular materials such as sand, powders and cereal grains, because
the particle sizes, discharge rates and boundary conditions in the mining problem are
not analogous to those applying in the other cases. The particle sizes of caved ores
are generally larger in comparison with the dimensions of the ‘container’ than are
those of the other particulate materials for which well-developed flow theories exist.
The progressive breakdown of blocks of broken ore during gravity flow is a further
feature of the mining problem which makes direct analogy with other granular flow
problems difficult. Furthermore, the degree of fragmentation of the ore produced by
the ring blasting used in sublevel caving is likely to be greater near the collars than at
the toes of blast holes, so that a uniform particle size distribution may not be assumed
(Bull and Page, 2000).

The classical concept of the gravity flow of ore in sublevel caving operations is that
developed by Janelid and Kvapil (1966). Central to their approach is the concept of
the flow ellipsoid illustrated in Figure 15.21. Broken material is contained within a
bin or bunker. When the bottom outlet is opened, the material will begin to flow out
under the influence of gravity. After a given time, all discharged material will have
originated from within an approximately ellipsoidal zone known as the ellipsoid of
motion. Material between the ellipsoid of motion and a corresponding limit ellipsoid
will have loosened and displaced, but will not have reached the discharge point.
The material outside the limit ellipsoid will remain stationary. As draw proceeds, an
originally horizontal line drawn through the broken material in the bunker will deflect
downwards in the form of an inverted ‘cone’. The shape of this draw cone indicates
how the largest displacements occur in a central flow channel.
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Figure 15.21 Janelid and Kvapil’s
flow ellipsoid concept.

Figure 15.22 Modified draw shape
for large draw heights and irregular
particle sizes (after Just, 1981).

Laboratory and field observations have shown that the ellipsoid of motion is not
always a true ellipsoid. Its shape is a function of the distribution of particle sizes
within the flowing mass and of the width of the discharge opening. The smaller the
particle size, the more elongated is the ellipsoid of motion for the same discharge
opening width. The upper portion of the ellipsoid of motion tends to be flattened or
broadened with respect to a true ellipsoid, particularly for large draw heights and
irregular particle sizes (Figure 15.22). Despite these observed complexities, Janelid
and Kvapil’s concept of the ellipsoid of motion provides a useful basis on which to
develop some understanding of the mechanics of the gravity flow of broken ore in
sublevel caving.

In the classical theory, the shape of a given ellipsoid of motion is described by its
eccentricity

ε = 1

aN

(
a2

N − b2
N

)1/2

where aN and bN are the major and minor semi-axes of the ellipsoid, it being assumed
that the horizontal cross section of the ellipsoid is circular. Janelid and Kvapil (1966)
suggested that, in practice, ε varies between 0.90 and 0.98 with values in the range
0.92 to 0.96 being found to apply most commonly. If EN is the volume of material
discharged from an ellipsoid of motion of known height hN, then the corresponding
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value of the semi-minor axis of the ellipsoid can be calculated as

bN =
(

EN

2.094 hN

)1/2

(15.6)

or as

bN = hN

2
(1 − ε2)1/2 (15.7)

For a given ellipsoid of motion of volume EN, there will be a corresponding limit
ellipsoid of volume EG, beyond which the material remains stationary. The material
contained between the boundaries of the two ellipsoids will loosen and displace,
but will not report to the discharge point. Janelid and Kvapil (1966) described this
loosening by a factor


 = EG

EG − EN

They found that 
 varies between 1.066 and 1.100. For most broken ores, 
 tends
towards the lower end of this range which gives

EG � 15EN (15.8)

Assuming that the limit ellipsoid has the same eccentricity as the ellipsoid of motion,
equations 15.6, 15.7 and 15.8 can be used to calculate its height as

hG � 2.5hN (15.9)

As material is progressively discharged, the size of the ellipsoid of motion, and
of the corresponding limit ellipsoid, continues to grow. A dimension required in the
design of sublevel caving layouts, is the radius of the limit ellipsoid at the height hN

(Figure 15.21)

r � [hN(hG − hN)(1 − ε2)]1/2 (15.10)

The analysis so far assumes that flow is symmetric about a vertical axis. In sublevel
caving, the boundary conditions are often such that the ellipsoid of motion and the
corresponding limit ellipsoid are not fully developed. In a vertical section through the
longitudinal axis of a production heading in the general case, the ellipsoid of motion
is truncated by the wall of the unblasted ore (Figure 15.23). In addition, the centre
line of the ellipsoid is deviated away from the wall by an angle, �, which varies with
the ring gradient, �, and with the angle of friction developed between the broken and
unbroken ore.

The “theoretical” flow pattern in the plane of the wall of a vertical slice is shown
in Figure 15.24. The shapes of the truncated ellipsoid of motion and limit ellipsoid
illustrated in Figure 15.23 vary with the particle size of the broken ore, the height
of the flow, the extraction width and the extraction velocity. The flow becomes more
narrow, or more parallel, as the height of the flow zone increases, as the extraction
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Figure 15.23 Vertical section
through the longitudinal axis of an
extraction drift, showing (a) ring
burden, V , and slice gradient, �, and
(b) truncated ellipsoid of motion.

width increases and as the extraction velocity increases. If it is assumed that the flow
may be described by equations 15.6 to 15.10, and that hN � 2S where S is the slice
height, then the semi-width of flow, r , can be found from equation 15.10 as

r � S[6(1 − ε2)]1/2 (15.11)

where ε is the unknown eccentricity, dependent on the height of flow and the particle
size distribution.

It must be recognised that the classical concept of gravity flow in sublevel caving
operations outlined above is based on a number of idealisations and cannot be expected
to represent accurately all of the circumstances met in mining practice. Not only might
the flow and limit “ellipsoids” be more like inverted tear-drops than true ellipsoids,

Figure 15.24 Flow pattern in the
plane of the wall of a vertical slice.
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Figure 15.25 Comparison of iso-
lated and interactive draw (after Bull
and Page, 2000).

but field studies using markers have shown that they may have highly irregular and
asymmetrical shapes (e.g. Rustan, 2000). In coarser, more angular and poorly graded
material, the flow pattern may be irregular with “fingers” pointing upwards. This
type of flow pattern may be explained by the void diffusion mechanism postulated by
Jolley (1968) and extended by Gustafsson (1998).

The discussion presented so far has considered the flow pattern associated with a
single drawpoint. However, except in the case of longitudinal sublevel caving in a
narrow orebody such as that illustrated in Figure 15.20, drawpoints will be developed
in panels or rows as in the case of transverse sublevel caving illustrated in Figure 12.13.
In this case, it has been found advantageous to ensure that the mining layout, drill
and blast design and draw control procedure are such that interactive draw results.
As shown in Figure 15.25, the draw cones overlap in interactive draw but do not in
isolated draw. This should help maximise recovery and minimise dilution (Bull and
Page, 2000).

15.4.2 Design of sublevel caving layouts
The application of classical gravity flow theory to sublevel caving layout design
will be considered initially. More modern large-scale layouts will then be discussed.
Following Janelid and Kvapil (1966), the parameters that must be determined in
the design of a sublevel caving layout are described by the following symbols and
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nomenclature:

A = width of the slice (Figure 15.26)
H = height of the extraction drift (Figure 15.26)
B = width of the extraction drift (Figure 15.26)
P = width of the pillars between extraction drifts (Figure 15.26)
V = ring burden (Figure 15.23a)
K = factor dependent upon the particle size distribution in the broken ore

aN, bN = major and minor semi-axes of the ellipsoid of motion (Figure 15.23b)
c = width of the extraction point (Figure 15.27)
r = semi-width of the limit ellipsoid at the height hN (Figure 15.24)
x = digging depth of the loader (Figure 15.28)
� = gradient of the slice (Figure 15.23a)
� = angle of repose of the ore in the draw point (Figure 15.28)
ε = eccentricity of the ellipsoid of motion.

The interrelations between these design parameters are complex, so that universally
applicable design equations are difficult to establish. However, the theory of gravity
flow outlined in the previous section does lead to some relations that have been used
in layout design.

Consideration of the progress of ore and waste flows indicates that a staggered
arrangement of extraction drifts such as that shown in Figure 15.26 is generally
preferable to one in which the drifts on successive sublevels are aligned vertically.
With this arrangement, hN � 2S as shown in Figure 15.26. The optimum burden for
any slice height may be related to the minor semi-axis of the ellipsoid of flow as
shown in Figure 15.23b. To reduce ore loss, it is necessary that

V � bN = hN

2
(1 − ε2)

or

V � S(1 − ε2) (15.12)

Values of V greatly in excess of those given by the right-hand side of inequality 15.12
will lead to high dilution rates. If V is fixed by operational considerations, inequality
15.12 can be used to establish the slice height, S.

To minimise dilution, the width of the slice, A, should be less than, or at most equal
to, the width of the flow, i.e.

A � 2r

where r may be estimated from equation 15.11, so that

A � 4.9S(1 − ε2)1/2 (15.13)

If the flow ellipsoids for adjacent extraction drifts do not intersect, the volume of
unrecovered ore will increase. If, on the other hand, the ellipsoids overlap, the dilution
will increase (Figure 15.26). Just et al. (1973) developed equations for calculating
the ore recovery and waste dilution percentages from the volumes of intersecting and
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Figure 15.26 Geometry of a sub-
level caving layout in the plane of the
wall of a slice.

overlapping draw ellipsoids. For the case shown in Figures 15.23 and 15.24 where
the ellipsoid has a circular cross section, the volume of material drawn is

Vd = �

3
aNb2

N

[(
1 − h − aN√

aN

)2 (
2 − h − aN√

d

)
− 1

2

(
2 − h

aN

)2 (
1 + h

aN

)]

and the corresponding volume of waste is

VW = �

3
aNb2

N

(
1 + h − aN − V/ sin �√

d

)2 (
2 − h − aN − V/ sin �√

d

)

where

d = a2
N + b2

N

tan2 �
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From these and other equations, design charts may be prepared to assist in eval-
uating alternative layouts in a given case. Chatterjee et al. (1974, 1979) extended
this analysis to permit digital simulations of complete sublevel caving systems to be
carried out.

If the slice width, A, is determined from inequality 15.13 or from the results of a
simulation or a field trial, the trial pillar width is given as

P = A − B (15.14)

The width of the extraction drift, B, should be such as to promote a satisfactory shape
of the gravity flow involving minimum dilution and inducing even runoff of lumpy
ore with minimum hang ups and blockages. Janelid and Kvapil (1966) suggest that
an approximate value of B can be determined from

B > 11.2
√

K D

where D is the maximum particle size of the broken ore, and K varies from about 0.5
to 1.5 depending on the particle size distribution of the broken ore. The best results
are obtained if ore is drawn from across the full width of the drift rather than from
a narrower extraction point. This promotes more closely parallel flow of the ore and
ensures that the ore–waste interface is flatter, resulting in less dilution (Figure 15.27).
Parallel flow may be achieved if B � A. In this case, equation 15.14 indicates that
the pillar width, P , approaches zero, which is clearly untenable. Under conditions
of closely parallel flow, the required relation becomes A � B � P . Increasing B to
achieve parallel flow can introduce additional difficulties and costs in maintaining
drift and brow stability. These factors have to be weighed against the disadvantages
of the lower recovery and higher dilution that may result if narrower extraction drifts
are used.

Using Rankine earth pressure theory, Janelid and Kvapil (1966) suggested that, as
shown in Figure 15.28, the optimum digging depth of the loader is

x = H

[
cot � − tan

(
45◦ − �

2

)]
(15.15)

Figure 15.27 Flow patterns for draw
from (a) a narrow extraction point, and
(b) the full width of the extraction drift
(after Janelid and Kvapil, 1966).
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Figure 15.28 Theoretical determi-
nation of the optimum digging depth,
x , of a loader extracting ore from an
ore pile in an extraction drift (after
Janelid and Kvapil, 1966).

If, for example, � = 35◦ and H = 3.0 m, equation 15.15 gives x = 2.72 m. The
digging depths used in practice are usually less than those given by equation
15.15.

Finally, the slice or ring gradient, �, must be chosen so as to minimise the inter-
mixing of ore and waste while maintaining operational practicability. The relative
particle sizes of broken ore and caved waste have an important influence on the opti-
mum value of �. A finer material will tend to migrate through an underlying coarser
material under the influence of gravity. Thus if the ore has a larger particle size than
the waste, the ring should be drilled with � < 90◦ (Figure 15.23). Operationally, it is
usually most convenient to drill the ring with � slightly less than 90◦. This is common
practice when the ore and waste have similar particle sizes. If the ore is finer than the
waste, loss of ore by migration into the waste can be reduced if � > 90◦. However,
values of � in excess of 90◦ can introduce inefficiencies in drilling and can exacerbate
difficulties experienced with brow instability. Accordingly, such values have been
used only in exceptional circumstances. In modern practice, values of � of 70◦–90◦

are commonly used (e.g. Bull and Page, 2000, Trout, 2002).
While many of the concepts involved have been found to apply, more recent sublevel

stoping layouts have departed from those derived from the considerations outlined
above. In particular, larger sublevel and production drift spacings and drift sizes
have been introduced in large-scale, highly productive sublevel caving operations.
For example, the sublevel caving layouts used at the Kiruna Mine, Sweden, have
been progressively scaled up since the mining method was introduced there in 1962.
Figure 15.29 shows a comparison of the layouts used in 1983 and 1993. A major effect
of the scale-up, even with increased drift sizes to accommodate larger equipment, has
been to reduce the proportion of ore extracted during development from 15% to
5%. Subsequently, full-scale trials have been conducted with the sublevel interval
increased from 27 m to 32 m, the drift width increased from 7 m to 11 m, and the
burden increased from 3.0 m to 3.5 m (Quintero et al., 2001). The transverse sublevel
caving layout used at the Ridgeway Gold Mine, New South Wales, Australia, has a
sublevel interval of 25 m, a cross-cut drift spacing of 14 m and a drift size of 6 m
wide by 4 m high (Trout, 2002).
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Figure 15.29 Increased scale of
sublevel caving at the Kiruna Mine,
Sweden, between (a) 1983, and (b)
1993 (after Marklund and Hustrulid,
1995).

15.4.3 Support and reinforcement
The methods described for designing sublevel caving layouts are based on the geome-
try of the gravity flow of broken ore. It must be recognised, however, that, particularly
as mining depths increase, the ‘honeycomb’ effect produced by the relatively closely
spaced production openings, can lead to stress-induced instability in the rock sur-
rounding the drifts and in the pillars between the drifts. Yenge (1980) and Tucker
(1981) describe the transverse fracturing of pillars in longitudinal sublevel caving op-
erations at the Pea Ridge iron ore mine, USA, where high horizontal in situ stresses
exist. Such occurrences may require re-orientation of the mining direction, an increase
in sublevel and/or drift spacing, or the reinforcement of production headings.

The distribution of elastic stress induced in layouts such as that shown in
Figure 15.26 may be readily determined using the numerical methods outlined in
Chapter 6. Strength/stress checks carried out using an appropriate rock mass strength
criterion, can then give an indication of the likely extent of the fracture zones that
will develop around the headings and in the pillars. However, numerical analysis of
the problem can be complicated by the relatively complex three-dimensional nature
of the mining layout, yield of the rock mass and by the fact that additional stresses
may be imposed during the drawing of ore.

Figure 15.30 illustrates a further cause of stress concentration around the pro-
duction levels in sublevel caving operations. As mining progresses downwards with
the removal of ore and the attendant caving of the waste rock, the in situ stresses

Figure 15.30 Schematic illustration
of the transverse horizontal stress con-
centration produced in the mining area
by a notch effect.
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are relieved. Some vertical stress will be transmitted to the new mining horizon by
the caved waste, but by far the greater effect will be the concentration of horizontal
stresses in the lower abutment zone as shown in Figure 15.30. If the major principal
stress is the horizontal stress transverse to the orebody, fewer stability problems are
likely to be associated with transverse than with longitudinal sublevel caving layouts.
Other than in the immediate vicinity of an advancing face, induced stresses will be
less severe around the boundaries of production headings driven parallel to rather than
normal to, the direction of the maximum stress. Furthermore, in the case of transverse
sublevel caving, the high horizontal stresses in the production area will be partly
relieved when the first slice is drawn and caving of the waste rock is initiated. Tucker
(1981) reports that at Pea Ridge, the incidence of stress-induced instability was sig-
nificantly reduced when longitudinal sublevel caving was replaced with a transverse
method.

These several aspects of cross-cut or drift stability and support and reinforcement
are well illustrated by the case of the Perseverance Mine, Western Australia, Australia.
At Perseverance the usual concerns were exacerbated by a weak hangingwall shear
zone, swelling minerals, frequent faulting and shearing, high in situ stresses, low rock
mass strengths, and an inflection or “roll” in the otherwise near vertical orebody at
a depth of 420 m (Struthers et al., 2000, Wood et al., 2000). Extreme difficulties
were experienced in maintaining the serviceability of production openings. Figure
15.31 shows a cross-cut at a depth of 600 m with side wall closure of 3 m, more than

Figure 15.31 Deterioration of a
cross-cut after five months, Persever-
ance Mine, Western Australia (after
Struthers et al., 2000).
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1 m of floor heave and progressive failure of the support and reinforcement system.
Subsequently, a new sublevel caving layout was developed for depths of greater than
600 m on the basis of operational considerations and a detailed rock mechanics study
including three dimensional non-linear modelling and performance monitoring. The
layout finally adopted has a sublevel spacing of 25 m with 4.5 m by 4.5 m cross-cuts
on 17.5 m centres. Drift support and reinforcement is by fibre reinforced shotcrete,
mesh, Split Set rock bolts installed close to the face, and grouted reinforcing bar rock
bolts installed 10 m behind the face. In areas of very weak ground, the grouted rock
bolts may be replaced by 5 m long cable bolts (Struthers et al., 2000).

15.5 Block caving

The essential features of the block caving method of mining and the basic geomechan-
ics issues involved, were discussed in section 12.4.9. The key issue to be addressed
when considering the use of block caving is the cavability of the orebody and the
waste rock. This is a function of the geomechanical properties of the rock mass and
of the in situ and induced stresses. Mine design in block caving involves important
geomechanics considerations in the choice of block dimensions, the choice of an
extraction system, the determination of drawpoint size and spacing, the design of
the ore pass and haulage system, and the scheduling of development and production
operations. Finally, the results obtained from a block caving operation depend on the
fragmentation and draw control achieved. The geomechanics of each of these major
aspects of the block caving method will be discussed in the subsequent sections. The
surface subsidence associated with block caving is considered in Chapter 16. The
discussion of these issues presented here is a digest of the detailed account of block
caving geomechanics given by Brown (2003).

15.5.1 Basic caving mechanics
It must be expected that any unsupported rock mass will cave if it is undercut over
a sufficient area. Caving occurs as a result of two major influences – gravity and the
stresses induced in the crown or back of the undercut or cave. The mechanisms by
which caving occurs will depend on the relations between the induced stresses, the
strength of the rock mass and the geometry and strengths of the discontinuities in
the rock mass. Much accumulated experience supports the contention of Kendorski
(1978) that the successful initiation and propagation of caving requires the presence of
a well-developed, low-dip discontinuity set. The structure most favourable for caving
has been found to be one in which a low-dip discontinuity set is augmented by two
steeply dipping sets which provide conditions suitable for the vertical displacement
of blocks of rock (e.g. Mahtab et al., 1973).

If the compressive tangential stresses induced in the crown of the undercut or cave
are low, or tend to be tensile, blocks of rock may become free to fall under the influence
of gravity or to slide on inclined discontinuities. These conditions may occur when
the horizontal in situ stresses are low or where boundary slots or previous mining
have relieved the stresses or redistributed them away from the block or panel being
mined. Even under these circumstances, it is sometimes possible for a self-supporting
arch to develop in the crown of the cave, especially if an appropriate draw control
strategy is not in place.
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Figure 15.32 Distinct element sim-
ulation of block caving (after Voegele
et al., 1978).

Some of the mechanisms by which caving and arching may occur are illustrated
by the simple and idealised distinct element simulation shown in Figure 15.32.
Each pair of drawings in Figure 15.32 represent the geometric configuration of the
blocks and the inter-block contact force vectors at different stages in the progres-
sive caving of the mass. Note that two apparently independent arches form where
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Figure 15.33 Conceptual model of
caving (after Duplancic and Brady,
1999).

high levels of inter-block force traverse the mass. The upper arch is stronger and
is sustained longer than the lower arch but both fail eventually by slip at the rigid
abutments.

At the other extreme, when the induced tangential stresses are high compared with
the compressive strength of the rock mass and the shear strengths of the discontinuities,
failure may occur at or near the boundary of the rock mass and blocks or slabs of rock
may become free to fall under the influence of gravity. Under these circumstances,
the dominant mechanisms of failure are brittle fracture of the intact rock and slip
on discontinuities, especially those that are flat dipping (e.g. Heslop and Laubscher,
1981). This form of caving is sometimes referred to as stress caving.

Duplancic and Brady (1999) used a seismic monitoring system to study the early
stages of caving at Northparkes Mines’ E26 block cave, New South Wales, Australia.
From the data collected and analysed, they developed the conceptual model of caving
for this case shown in Figure 15.33. The model contains five regions described by
Duplancic and Brady (1999) in the following terms:

1. Caved zone. This region consists of rock blocks which have fallen from the cave
back. Material in the caved zone provides support to the walls of the cave.

2. Air gap. During continuous caving, the height of the air gap formed is a function
of the extraction rate of the material from the caved zone.

3. Zone of discontinuous deformation. This region no longer provides support to the
overlying rock mass. Large-scale displacements of rock occur in this area, which
is where disintegration of the rock mass occurs. No seismicity is recorded from
within this region. The zone was estimated to extend 15 m outside the boundary
of the cave crown.

4. Seismogenic zone. An active seismic front occurs due to slip on joints and brittle
failure of rock. This behaviour is due to changing stress conditions caused by the
advancing undercut and progress of the cave.

5. Surrounding rock mass. Elastic deformation occurs in the rock mass ahead of
the seismic front and surrounding the cave.
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Duplancic and Brady’s observations at Northparkes confirm the previous general
finding that for boundary collapse to occur, a flat lying discontinuity set is required
to act as a release mechanism.

A third general case must be considered. If the horizontal in situ stresses and the
tangential stresses induced in the crown of the undercut or cave are high enough
to develop clamping forces which inhibit gravity-induced caving, but are not high
compared to the compressive strength of the rock mass, caving may be inhibited and
a stable, self-supporting arch may develop. In this case, several serious consequences
can follow. Production will cease in the area, there will be a possibility of damage to
installations and injury to personnel from the impact loads and the air blast that can
be produced when the arch eventually fails, and the expense of the measures that may
be necessary to induce caving can render the operation uneconomic. Kendrick (1970)
provides an instructive account of the difficulties caused by the arrest of caving and the
measures taken to re-initiate caving at the Urad Mine, Colorado, USA. Kendrick found
that once a stable arch had formed across the minimum dimension of an undercut
area, the maximum dimension could be extended considerably without causing the
ore to cave.

At the Northparkes E26 Mine, New South Wales, Australia, hydraulic fracturing
and a boundary slot were used to attempt to induce continuous caving after caving of
Lift 1 had been arrested (van As and Jeffrey, 2000). A massive air blast resulting from
the collapse of the “crown pillar” into a large air void when caving propagated into a
weak, leached zone led to the death of four men in late 1999. Although the details of
this occurrence are not entirely relevant to the current discussion of caving mechanics,
they will be outlined here for completeness and their educational value. Following a
Coronial Inquest, Hebblewhite (2003) summarised the circumstances leading to the
Northparkes accident in the following way:

� “The initial establishment of the block caving operation had been carried out using
a double undercut, at two sub-levels, 18 m and 30 m above the extraction level,
respectively.

� Caving of the ore above the undercut commenced during the undercut development
process.

� For a number of reasons – possibly a combination of the nature of the rock mass and
the process of undercut development and caving – the initial cave back developed
a curved or arched shape very early in the operation (prior to the full extent or
horizontal footprint of the cave being established).

� Over a period of years, problems were encountered with delayed or restricted
caving.

� Mine management implemented a number of significant caving propagation initia-
tives, including blasting and several hydraulic fracturing campaigns, with varying
success.

� In the weeks leading up to 24 November 1999, there were signs of increasing
caving activity as a result of the hydraulic fracturing campaign that contract drillers
were engaged in – working from an original exploration drive and cross cuts/drill
cuddies at One Level, an access point that intersected the orebody, approximately
halfway up the height of Lift 1.

� Coincident with this increased caving activity was a vertical change in geology,
leading to different rock mass characteristics due to a gypsum-leached zone. At
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higher levels, the previously cemented joint surfaces were now weakened and
more prone to caving. The caveback had intersected this “Gypsum Line”, just
prior to the accident.

� At the time of the accident, the air gap between the estimated top of the caved ore
muckpile in the stope above the extraction level and the top of the caveback was
a vertical distance of approximately 180 m.

� On 24 November 1999, the mine was operating a scheduled maintenance shift
with approximately 65 persons underground.

� At about 2:50 p.m. a massive caving event took place over a period of approxi-
mately four minutes.

� This involved the collapse of the majority of the overlying orebody (approximately
14.5 million tonnes) through to surface.

� This collapse into the air gap below displaced approximately 4.1 million m3 of
air.

� This air was displaced in a dynamic and extremely powerful and destructive air
blast. Some air was displaced through the muckpile onto the extraction level where
visibility and ventilation was seriously disrupted, but no injuries or other damage
were reported. Some air escaped through to surface. However the vast majority
of the air vented through the One Level drive and the decline resulting in the four
fatalities.”

A different mechanism from those discussed so far is involved in subsidence caving
in which a large mass of rock subsides rapidly as a result of shear failure on the
vertical or near-vertical boundaries of a block. For this to occur the normal (horizontal)
stresses developed on the vertical boundaries of the block, or the shear strength of the
interface, must be so low that the total shear resistance developed is unable to resist
the vertical force due to the weight of the block. For such a failure to have catastrophic
consequences, there would need to exist a large mined-out void into which the caving
mass could fall as in the Northparkes incident. This circumstance will not arise in a
block or panel cave if the draw control strategy used does not allow a significant air
gap to develop below the cave back (see section 15.5.6).

15.5.2 Cavability
The discussion of the mechanics of caving given in section 15.5.1 suggests that the
major factors likely to influence cavability are discontinuity geometry and strength,
rock mass strength, orebody geometry, undercut dimensions, the stresses induced in
the crown of the undercut or cave and the presence of any boundary weakening. Al-
though the importance of these factors had been recognised for some time and several
attempts had been made to codify their influences, it was not until the development of
Laubscher’s caving chart approach in the 1980s (Diering and Laubscher, 1987) that
a method of achieving this became widely available.

The challenge faced in attempting to develop empirical methods of predicting
cavability is to find a means of combining measures of rock mass quality, undercut
geometry and induced stresses into one simple and robust tool. Laubscher did this by
plotting the value of his Mining Rock Mass Rating, MRMR, against the hydraulic
radius, S (area/perimeter), of the undercut which is a measure of the undercut size and
shape. Laubscher’s caving chart is divided into three zones – stable, transitional and
caving (Laubscher, 1994). If the orebody is elongated in one direction, the question
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can arise as to whether or not the minimum dimension (or width) of an elongated
undercut can control cavability, irrespective of the value of the hydraulic radius. Data
collected by Mawdesley (2002) suggest that the hydraulic radius (or shape factor) is
a satisfactory predictor of stability or cavability for aspect ratios of less than about
three. It should be noted, however, that the hydraulic radius is calculated from the plan
dimensions of the undercut level. It does not permit account to be taken of the curved
or arched profile of an arrested cave such as that which developed at Northparkes.

Since the 1980s, Laubscher’s caving chart has been the major method used interna-
tionally to predict cavability in block and panel caving mines. It has been particularly
successful when applied to the weaker and larger orebodies for which it was first
developed. However, recent experience suggests that it may not always provide satis-
factory results for stronger, smaller and isolated or constrained blocks or orebodies.
There may be insufficient case studies available, especially for rock masses having
MRMR values of more than 50, to enable the three zones of stability to be delineated
with a reasonable degree of accuracy over a wide range of conditions. This is not an
unusual occurrence when an attempt is made to extend an empirical method outside
the limits of the experience for which it was first developed.

Mawdesley et al. (2001) extended the Mathews stability chart method of open stope
design introduced in section 9.6 by adding a large number of new data points, particu-
larly from Australian mines, and defining iso-probability contours for stable, failure,
major failure and combined failure and major failure cases. Mawdesley (2002) then
collected data from caving mines and extended this approach to the assessment of cav-
ability. A logistical regression analysis was used to delineate the caving zone shown
in Figure 15.34. It must be emphasised that the line separating major failures from
continuous caving in Figure 15.34 does not represent a 100% probability of caving.
Insufficient data are available to permit iso-probability contours to be defined accu-
rately. The availability of additional data from well-documented case histories would
allow the uncertainty in the design limits to be quantified, giving greater confidence
in the use of this technique for predicting cavability.

Figure 15.34 Extended Mathews
stability graph showing stable and
caving lines based on logistic regres-
sion (after Mawdesley, 2002).
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Figure 15.35 Close-up of the caving
region simulated in a PFC3D model
(after Brown, 2003).

Numerical modelling holds the possibility of providing a more fundamental and
rigorous assessment of cave initiation and propagation than empirical methods. This
approach may have advantages in cases for which current experience is lacking or
not well developed. The application of preliminary continuum and discontinuum nu-
merical modelling approaches to establishing cavability is reported by Brown (2003).
Figure 15.35 shows a caving problem modelled using the three-dimensional Particle
Flow Code, PFC3D, (Itasca, 1998) in which the rock is represented as an assembly
of densely packed spherical particles bonded at their contact points. The illustrative
example shown in Figure 15.35, has a circular undercut of radius 60 m at a depth
of 500 m. Figure 15.35 shows a close-up view of the particles in part of a vertical
plane through the caving rock mass and the distribution of the inter-particle forces.
The caving of particles near the centre of the figure and the arching of compressive
forces around the caving zone are illustrated.

15.5.3 Cave initiation by undercutting
Undercutting makes a critical contribution to the success or otherwise of block and
panel caving. Poor planning, design, implementation and management of the under-
cut can jeopardise the ultimate success, productivity and costs of an operation. In
particular, care must be taken to ensure that the undercut does not impose exces-
sive abutment stresses on the surrounding rock mass and extraction level excavations
which could cause delays in production and incur excessive costs through support
and reinforcement requirements and rehabilitation.

The successful implementation of the apparently simple undercutting concept in
the range of circumstances met in practice requires that careful attention be paid to
several factors including:

� the sequence of undercut and extraction level development or the undercutting
strategy;
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Figure 15.36 Comparison of post-
and pre-undercutting in panel caving
(after Rojas et al., 2000).

� the starting point and direction of undercut advance;
� the rate of undercut advance;
� the height of the undercut; and
� the shape of the undercut in both plan and vertical section.

Undercutting strategy. The undercutting strategy adopted can have a significant
influence on the stresses induced in, and the performance of, the extraction level
installations and on cave propagation. Basically, three main undercutting strategies
and their variants may be used – post-, pre- and advance undercutting.

The post-undercut strategy is also referred to as conventional undercutting. As
illustrated in Figure 15.36, undercut drilling and blasting takes place after development
of the underlying extraction level has been completed. Cones, drawbells or troughs
are prepared ahead of the undercut and are ready to receive the ore blasted from the
undercut level. The advantages of this system are that blocks can be brought into
production more quickly than with some other methods, no separate ore handling
facility is required on the undercut level, drifts on the undercut level are required
only for drilling and blasting and so can be widely spaced, and the probability of ore
compacting on the undercut level is low. The main disadvantages are that, other than
in low stress environments, the rock mass between the undercut and extraction levels
is subjected to high and variable stress levels and support and reinforcement must be
installed well ahead of the undercut stress abutment zone. This can constrain the rate
of undercut advance.

In the pre-undercut strategy, the undercut is mined ahead of extraction level devel-
opment (Figure 15.36). This method may be considered to be a variant of the advance
undercutting method to be discussed below. The minimum horizontal distance that the
extraction level development lags behind the advancing undercut is often the separa-
tion distance between the two levels. This is sometimes referred to as “the 45 degree
rule”. However, in higher stress environments, it may prove necessary to use larger
lag distances. Even with the 45 degree rule, it may be possible that the extraction
level excavations will not be in a full stress shadow zone or may be subjected to some
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abutment stress concentration. When stresses are high, this may be sufficient to cause
distress to the extraction level installations.

The advantages of pre-undercutting are that the extraction level is developed in a
de-stressed environment, the undercut can be mined independently of the extraction
level, support and reinforcement requirements on the extraction level are generally
lower than for the post-undercutting method, and the broken ore in the undercut level
acts as rock fill reducing the abutment loads on the undercut face to some extent.

The disadvantages of this strategy include the need for a separate ore handling
facility on the undercut level, possible sequencing problems between extraction hori-
zon development and undercutting, the need to develop drawbells from the extraction
level into broken rock on the undercut level, possible high stress remnants arising
from the compaction of blasted undercut ore making extraction horizon develop-
ment difficult, drawpoint hang-ups resulting from ore compaction, and slower initial
production arising from these various factors.

In the advance or advanced undercut strategy, undercut drilling and blasting
takes place above a partially developed extraction level. The partial development on
the extraction level can consist of either extraction drifts only or extraction drifts and
drawpoint drifts. Drawbells are always prepared in the de-stressed zone behind the
undercut, usually adhering to the 45 degree rule. Figure 15.37 illustrates a conceptual

Figure 15.37 Advance undercut
panel caving, El Teniente Mine, Chile
(after Jofre et al., 2000).
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advance undercut strategy proposed for the panel cave mining of future sectors of the
El Teniente Mine, Chile (Jofre et al., 2000).

Butcher (2000) notes that advance undercutting is essentially a compromise be-
tween the post- and pre-undercutting strategies, in that:

� the extraction ratio on the extraction level and associated damage are reduced
compared with those in the post-undercutting strategy;

� the cave is brought into production more quickly than with the pre-undercut strat-
egy, reducing the problems associated with increased development times;

� the probability of the formation of stress-inducing remnants arising from muck
pile compaction is reduced;

� a separate level is still required for undercutting but it requires a more limited ore
handling facility than in the pre-undercutting strategy; and

� advance undercutting is slower than post-undercutting because of the remaining
extraction level development required after the undercut has advanced. The fact
that drawbell development must be accomplished from the extraction level into
broken ore on the undercut level contributes to this. On the other hand, this method
obviates the need for the time-consuming and costly repairs to the extraction level
drifts that are almost inevitably required with the post-undercutting strategy.

Because of its inherent advantages, the current trend in block and panel cave design
is to use an advance undercutting strategy with the disadvantages being reduced to
tolerable levels by careful planning, support and reinforcement design and equipment
selection.

Initiation and direction of undercut advance. The choice of the starting or initi-
ation point for the undercut and the preferred direction of undercut advance can be
influenced by several factors including:

� the shape of the orebody;
� the distribution of grades within the orebody;
� the in situ stress directions and magnitudes;
� the strength of the orebody and its spatial variation;
� the presence and orientations of major structural features; and
� the presence of caved areas adjacent to the block or panel to be undercut.

If the orebody is long and narrow in plan, a constraint will be placed on the pos-
sible directions of undercut advance. Under these circumstances, it will generally be
necessary to open the undercut to the full width of the orebody and advance it in the
longitudinal direction. There may be advantages in terms of productivity in retreating
the cave in two directions away from a central slot or starting point. However, it is
more common for orebodies that may be mined by block or panel caving methods not
to be of this elongated shape and to be either more approximately equi-dimensional
or large in each plan dimension. In the case of an approximately equi-dimensional
orebody, the cave is commonly initiated against a slot on the boundary of the orebody
and advanced diagonally across the orebody. Alternatively, the initiation point may
be near the centre of the orebody with the undercut being developed progressively
outwards towards the orebody boundaries. Operational factors as well as the distribu-
tions of grades and of the strength and cavability of the orebody need to be considered
in establishing the starting point for undercutting in such cases.
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The in situ stresses and their redistribution around the undercut influence cave
initiation and development. Assume that the undercut drifts and the direction of
cave advance are aligned with the principal horizontal in situ stress directions. If the
direction of advance is perpendicular to the direction of the major principal horizontal
stress, the levels of stress in the abutment ahead of the undercut will be high and will
increase as the undercut advances. This will increase the likelihood of damage to the
undercut drifts and the extraction level excavations. However, this effect may be an
advantage in inducing the caving of stronger rock masses as at the Andina and El
Teniente mines, Chile.

Any spatial variation in the strength of the orebody can be expected to have an effect
on the influence of the induced stresses on cave initiation and propagation. Because
caving should be easier to initiate in weaker than in stronger ore, and because the
stresses induced ahead of the undercut should increase as the undercut advances, it
is often argued that mining should take place from a weaker to a stronger section
of the orebody (Ferguson, 1979). Major structural features such as faults and shear
zones can have an influence on cave initiation and propagation and on the stability
of undercut and extraction level excavations. A circumstance to be avoided is the
isolation of large wedges of rock that may fall or “sit down” under the influence of
gravity, inhibiting cave propagation and imposing additional dead weight loads on
undercut drifts and extraction level excavations. As a general rule, it is preferable to
orient the advancing undercut face as close as possible to normal to the strike of any
persistent structural feature or set of features.

In many large caving mines, the orebody may be extracted in a series of blocks.
Where possible in these cases, new blocks should be retreated from existing blocks
rather than being advanced towards them. As illustrated in Figure 15.38, this prevents
the creation of potentially highly stressed pillars between the two caves which can
lead to the stress-induced failure of excavations in their vicinity.

Shape of the undercut face. Both mining experience and a consideration of the
induced stresses suggest that sharp changes to, or large irregularities in, the shape of
the advancing undercut face should be avoided and that the lead between adjacent
sections of the overall face should be minimised. A circular or square undercut will
produce a larger hydraulic radius than a rectangular undercut of the same plan area

Figure 15.38 The initiation of cav-
ing of a block adjacent to an ex-
isting caved block for (a) the pre-
ferred mining direction, and (b) an
unfavourable mining direction (after
Ferguson, 1979).
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Figure 15.39 Idealised plan illus-
trating some of the desirable and unde-
sirable features of undercut shape and
orientation (after Brown, 2003).

and so should induce caving more readily. However, a flat undercut face is difficult to
achieve in practice and sharp corners, especially re-entrant corners, are to be avoided.
These factors argue for the adoption of a curved face with a large radius of curvature
(Ferguson, 1979). A face that is convex with respect to the cave should cave more
readily than one that is concave. In panel caving operations, the cave front should
advance across the orebody in a straight line as each of the adjacent panels is undercut.
Figure 15.39 illustrates some of the desirable and undesirable features of undercut
shape and orientation in an idealised case.

15.5.4 Extraction level design
The operational efficiency and cost effectiveness of block and panel caving mines
depend, among other things, on the design and performance of the extraction or
production level excavations. Extraction level design and performance are influenced
by the degree of fragmentation achieved and by the undercutting strategy adopted. The
three-dimensional geometries of the excavations between the extraction and undercut
levels can be very complex. They must be designed to ensure that they remain stable
and conducive to efficient production operations throughout their design lives which
can be several years, or even decades, in some cases.

The early block caving mines used gravity loading systems via grizzlies and a
combination of finger and transfer raises to the haulage level. This system is best suited
to ore that fragments finely but is labour intensive requiring significant development.
In other cases, including some of the South African diamond mines, a slusher system
was used to transfer the ore from the drawpoints to the haulage. A good account
of gravity and slusher draw systems is given by Pillar (1981). Although grizzly and
slusher systems still find some use, they have been almost completely replaced by
mechanised methods of drawing and moving the ore on the extraction level using
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Figure 15.40 Typical offset herring-
bone extraction level layout (after
Brown, 2003).

Load-Haul-Dump (LHD) vehicles. Accordingly, only extraction level layouts for
mechanised methods of loading will be considered here.

Brown (2003) describes the five main extraction level layouts that have been used
in the last two decades. Perhaps the layout used most commonly in the newer oper-
ations is the offset herringbone layout illustrated in Figure 15.40. In this layout, the
drawpoints on opposite sides of a production drift are offset or staggered. This helps
improve stability and operational efficiency over a symmetrical herringbone layout.
From the point of view of stability, it is desirable that the drifts be as small as possible
consistent with operational requirements. Production and drawpoint drifts in modern
block and panel caving mines are generally 4 to 5 m wide to accommodate the LHD
equipment used.

Establishing the drawpoint spacing requires a careful analysis of the interactions
of several factors including the fragmentation and flow characteristics of the ore (in-
cluding the changes that occur during draw), the method and planned rate of draw,
geotechnical and design factors influencing the strengths of pillars, required produc-
tion levels and cost considerations. Obviously, as the drawpoint spacing increases,
the number of drawpoints that must be developed and the cost of development will
decrease. Increasing drawpoint spacing will also increase the sizes of the pillars be-
tween drawpoints and allow larger drifts and equipment to be used in an attempt to
increase the efficiency of production.

The gravity flow concepts discussed in the context of sublevel caving can be used as
a basis for selecting initial drawpoint spacings. Figure 15.41 illustrates the principles
involved in the case of a draw cone with a circular cross-section. In the case shown in
Figure 15.41a, the draw zones of adjacent drawpoints do not overlap, isolated draw
develops and pillars of un-drawn ore are left between the drawpoints. This results in
a potential loss of ore and in the application of dead weight loads to the pillars. In the
case shown in Figure 15.41b, there is significant overlap between the draw zones and
interactive draw results. The size and shape of the draw cone or draw zone in a given
case will depend on the nature of the ore and the degree of fragmentation produced.
In the coarsely fragmenting orebodies now being mined by block and panel caving
methods, drawpoint spacings of 15–20 m are being used (Brown, 2003).

Because of their importance in maintaining production and because of the high
and changing stresses imposed on them, the support and reinforcement of extraction
level openings is a major concern in block and panel caving mines. Many mines have
suffered major difficulties because of unsuitable or inadequate support and reinforce-
ment of production drifts, drawpoint drifts, drift intersections and drawpoint brows.
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Figure 15.41 Idealised vertical sec-
tion showing (a) excessive draw-
point spacing with non-overlapping
draw zones, and (b) closer spacing
with overlapping draw zones (after
Richardson, 1981).

In the past, heavy steel set and concrete supports have been used with limited suc-
cess (e.g. Van Sint Jan et al., 1987). It is now widely recognized that the best results
are obtained with flexible systems consisting of reinforced shotcrete, rock bolts and
cable bolts designed using the principles discussed in Chapter 11 (Brown, 2003, Van
Sint Jan et al., 1987). Concrete, steel sets and steel liner plates may be used to form
drawpoints and provide wear resistance.

15.5.5 Fragmentation
The overall success and profitability of a block caving operation will depend to a
significant extent on the fragmentation produced in the orebody during the caving
process. The prediction of rock fragmentation during caving requires understandings
of the natural fragmentation of the rock mass and of the fragmentation processes that
take place in the draw column. It is generally accepted that there are three levels of
fragmentation. In situ fragmentation is represented by the blocks that are naturally
present within the rock mass before mining takes place. They are defined by the pre-
existing discontinuities. As the undercut is mined and caving is initiated, the blocks
that separate from the cave back define the primary fragmentation. The fragmentation
that occurs subsequently as the blocks move down through the draw column to the
drawpoints in known as secondary fragmentation.

Once caving has been initiated, primary fragmentation will result from the loading
conditions imposed on the rock mass in the vicinity of the cave back. Most failures
at this stage can be expected to occur on pre-existing planes of weakness, but under
high stress or stress caving conditions, fracture of intact rock may also occur. The
extent of these failures will depend on the strengths of both the discontinuities and
the incipient rock blocks relative to the magnitudes and orientations of the imposed
stresses. The primary fragmentation size distribution produced in this case is likely
to be finer than in the case in which gravity rather than induced stresses causes the
detachment of blocks from the cave back. To a large extent, the network of pre-existing
discontinuities will govern the formation of blocks during primary fragmentation.

Secondary fragmentation will occur as the caved ore resides in, and passes through,
the draw column. The nature and degree of secondary fragmentation can be expected
to vary with the stress regime within the caved mass, the composition and mechanical
properties of the orebody, the rate of draw, the height through which the material
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is drawn and the residence time in the draw column. In general, the mechanisms of
secondary fragmentation can be expected to include:

� extension of pre-existing discontinuities;
� opening of filled of healed discontinuities;
� opening along bedding or schistosity planes;
� crushing under superimposed weight;
� compressive (shear) failure of blocks under the influence of arching stresses within

the cave;
� failure of individual blocks by induced tension produced by point or line loading

at inter-block contacts within the caved mass;
� bending failure of elongated blocks; and
� abrasion or “autogenous grinding” of block corners and edges to reduce block

sizes and produce fines.

It is desirable that fragmentation models be developed to provide reliable estimates
of fragmentation for use in mine planning. The basic requirement of any such model
is to provide a measure of the range and distribution of the sizes of the rock blocks
expected to be produced at the various stages of fragmentation and, in particular, those
finally reporting to the drawpoints. Since the production equipment and the drawpoint
layouts must accommodate the resulting blocks, knowledge of their shapes as well
as their sizes will be of value. It is generally accepted that because of the limited
understanding of the mechanisms involved and, for practical reasons, the lack of
availability of sufficient data, the development of a complete, mechanistically based
fragmentation model is not currently plausible. The most widely used method of
predicting fragmentation is the expert system program, Block Cave Fragmentation or
BCF which depends on a large number of assumptions and empirical rules (Brown,
2003).

One of the major difficulties encountered in developing and validating caving
fragmentation models is the difficulty (or impossibility in some cases) of sampling
the caved mass and measuring the fragmentation distributions at the different stages of
fragmentation. These difficulties can extend to measuring the complete fragmentation
distributions of the ore finally reporting to the drawpoints. Digital image processing
systems are now being developed and used for this purpose (Brown, 2003). The finer
fragment sizes produced following secondary fragmentation are particularly difficult
to measure by methods other than sieving. A particular problem is caused by large
block sizes which can cause hang-ups in drawpoints and may require secondary
breakage.

15.5.6 Draw control
Although draw control lies outside the normal scope of the discipline of rock me-
chanics, it is so important to the successful operation of block and panel caving mines
that it merits some consideration here. Draw control has been defined as the practice
of controlling the tonnages drawn from individual drawpoints with the object of:

� minimizing overall dilution and maintaining the planned ore grade;
� ensuring maximum ore recovery;
� avoiding damaging load concentrations on the extraction level; and
� avoiding the creation of conditions that could lead to air blasts or mud rushes.
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Figure 15.42 Vertical slice through
a draw column in the early stages of
draw showing (a) caved ore to the cave
back, (b) the formation of a small air
gap following draw, and (c) the filling
of the void following the next episode
of caving (after Brown, 2003).

It is essential to recognise that there is a relation between the natural rate of caving
and the permissible rate of draw of the caved material. Consider a vertical slice of
width, w, in a cave developing in an area under draw as shown in Figure 15.42a. If the
slice is drawn down by a vertical distance, d, as in Figure 15.42b, caving can occur
above the slice until the space created by drawing is filled again as shown in Figure
15.42c. During the process of caving, the ore will increase in volume, or bulk, with
an in situ volume, V , becoming a caved volume of V (1 + B) where B is the bulking
factor, likely to be in the order of 0.2 or 20% for initial caving. If the in situ unit
weight of the ore is � , the overall unit weight of the caved ore will be �/(1 + B).

It will be noted that, in order for the cave to propagate, it is necessary that an air
gap be created above the ore pile by drawing caved ore. However, in order to ensure
that the cave is filled with each successive episode of caving and that an excessive air
gap does not develop, the rate of draw must be related to the rate of caving and to the
bulking factor, B. The volume of the air gap BCEF in Figure 15.42b and the volume
of in situ ore BCC′B′ in Figure 15.42c must together equal the bulked volume of the
newly caved ore EFC′B′ in Figure 15.42c. Thus

(c + d)w = c(1 + B)w

or d = cB (15.16)

This means that for caving to proceed as illustrated in Figure 15.42 so that a
permanent air gap is not created, the volume drawn from the slice after each episode
of caving should be only the difference between the in situ and bulked volumes of the
newly caved ore, sometimes referred to as the swell. In other words, the time rate of
volume draw, d, should be B times the time rate of caving by volume, c. If the time
rate form of equation 15.16 is written in terms of tonnages using the relation volume
= tonnes / unit weight, we obtain the result

dt = ct B/(1 + B) (15.17)

where ct and dt are the time rates of caving and draw in terms of tonnages.
There is sometimes a temptation to draw excessively from drawpoints that come

into early production in a new operation or block in order to begin generating cash
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flow and return on the high initial investment. This may have at least three undesirable
consequences:

� it could lead to the development of an uneven profile in the cave back and
the possible arrest of caving as a result of the new, uneven distribution of
stresses;

� in weak materials, if draw is continued or if a path for the gravity flow of fines is
established, it could lead to chimneying through the orebody (see Chapter 16) and
early dilution; and

� if a group of drawpoints is drawn excessively with respect to the rate of caving, or
if cave propagation is arrested and draw is continued, an air gap may be created
providing the potential for a damaging air blast to be generated should a major
collapse of the cave back occur.

A fuller discussion of the factors influencing draw control and draw control prac-
tices is given by Brown (2003). The manual and empirical methods formerly used
for modelling draw and developing draw control procedures are now being replaced
by computer based modelling and optimisation procedures (e.g. Diering, 2000, Guest
et al., 2000).

Problems

1 Figure (a) below shows the rectangular cross section of a deep underground exca-
vation. The height of the excavation is small compared with its width, and its length,
perpendicular to the section, is large. The principal in situ stresses are pxx and pzz .
For these conditions, the elastic stresses in the rock surrounding the excavation are
well represented by the expressions:

�xx = d − e sin 
 + pxx − pzz

�zz = d + e sin 


�xz = −e cos 


where

d = r pzz√
r1r2

cos
[
	 − 1

2 (	1 + 	2)
]

e = a2r pzz sin 	

(r1r2)3/2


 = 3

2
(	1 + 	2)

Figure (b) shows the dimensions and relative positions of two such excavations
produced by the longwall mining of two parallel tabular orebodies.

(a) If pzz = 32 MPa and pxx = 40 MPa, show that each of the excavations is outside
the other’s 5% zone of influence.

(b) Calculate the state of stress at F which is midway between B and C.
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(c) Using equation 10.84, calculate the mining-induced elastic displacements of the
upper and lower surfaces at the midpoint of each of the excavations if G =
16 GPa and � = 0.20.

2 A 1.0 m thick, flat-lying, metalliferous orebody of large areal extent is to be ex-
tracted by a longwall method. The in situ vertical stress at the mining depth is 85 MPa,
and Young’s modulus and Poisson’s ratio of the rock are 48 GPa and 0.20, respectively.

(a) Calculate the critical span of a longwall face under these conditions. What total
amount of energy is released per unit length of stope and per unit volume of
extraction, for this critical span? What values do these quantities approach as
the span increases above the critical?

(b) Partial extraction is to be used to control the energy release rates in this case.
Using equations 10.88 and 15.1, write down an expression for the total energy
released per unit volume of extraction when the orebody is mined in a number of
parallel panels of span, l, spaced on centres of S as in Figure 15.5a. Determine
values of l and S that will restrict this energy release rate to 15 MJ m−3 and
maintain an extraction ratio of at least 0.80. In order to ensure the long-term
stability of the pillars it is necessary that they have width to height ratios of at
least 20.

3 A 2.5 m thick horizontal coal seam at a depth of 230 m is to be extracted by a
series of parallel longwall panels with a single row of pillars between them as shown
in Figure 15.7. The roadways are to be 4.5 m wide and the weighted unit weight of
the overburden materials is � = 25 kN m−3. The distribution of vertical stress with
distance, x , from the pillar rib side is of the type illustrated in Figure 15.9 with the
width of the yield zone xb = 10 m and the peak stress �yy = 12 MPa. The vertical
stress, �zz , decays with distance into the solid coal away from the yield zone according
to the equation

(�zz − �v) = (�yy − �v) exp {(xb − x)/12}

where �v is the in situ vertical stress.
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Determine the width of pillar, wp, required if the roadway next to one panel is to
be outside the 10% zone of influence of the adjacent panel with respect to vertical
stresses.

4 An estimate of the dimensions of the flow and limit ellipsoids is required for use
in preparing a preliminary sublevel caving layout. The trial height of gravity flow
is to be hN = 16 m. Using Janelid and Kvapil’s approach with an eccentricity of
ε = 0.973, and assuming the loosening factor for the material in the limit ellipsoid
to be 
 = 1.080, calculate predicted values of the major and minor semi-axes and
volumes of the flow and limit ellipsoids.

What values of ring burden and slice width do these results indicate are required
to minimise dilution and ore loss in sublevel caving operations?

5 A 60 m high block of caved ore under a capping of waste is to be drawn using
drawpoints spaced on 10 m centres. Field trials show that one drawpoint will pass the
material originally contained within the ellipsoid

6x2 + 0.5(y − 1.4 V 1/3)2 = V 2/3

where x and y are measured horizontally and vertically from an origin on the centre-
line at the top of the drawpoint, and V is the volume drawn. The caved ore has a unit
weight of 25 kN m−3 and the loosening factor is 
 = 1.066.

(a) Will the waste-ore contact be displaced by drawing 1000 tonnes of ore from one
drawpoint?

(b) How much ore can be drawn from one drawpoint before waste appears?
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16 Mining-induced surface
subsidence

16.1 Types and effects of mining-induced subsidence

In the present context, subsidence is the lowering of the ground surface following
underground extraction of an orebody. Subsidence is produced, to a greater or a lesser
degree, by almost all types of underground mining. Surface displacement may result
from the redistribution of stresses associated with excavation or from mining-related
activities such as de-watering.

Figure 16.1 Trough subsidence
over a longwall extraction.

Subsidence can be regarded as being of two types – continuous and discontinuous.
Continuous or trough subsidence involves the formation of a smooth surface sub-
sidence profile that is free of step changes (Figure 16.1). The resulting displacements
of surface points may be of only elastic orders of magnitude when compared with
the dimensions of the subsiding area or the mining depth. This type of subsidence
is usually associated with the extraction of thin, horizontal or flat-dipping orebodies
overlain by weak, non-brittle sedimentary strata. It results from the longwall mining
of coal, but has also been associated with the extraction of a wide variety of other
minerals such as sulphur and the evaporites deposited in sedimentary environments.
Methods of predicting subsidence profiles in these cases are discussed in section 16.5.

Discontinuous subsidence is characterised by large surface displacements over
limited surface areas and the formation of steps or discontinuities in the surface
profile. It may be associated with a number of mining methods, may involve a range
of mechanisms, may develop suddenly or progressively, and may occur on a range of
scales. Figure 16.2 illustrates some of the forms of discontinuous subsidence.

Crown holes (Figure 16.2a) arise from the collapse of the roofs of generally aban-
doned, shallow open workings. Much of the surface damage in the anthracite mining
region of northern Pennsylvania, USA, is due to this cause. Crown holes are also
associated with old coal, ironstone and flint workings in England (Piggott and Eynon,
1978). Crown holes may be regarded as a special case of chimney caving which is
discussed in detail in section 16.2.

Pillar collapse in old, shallow workings may lead to similar surface expressions of
discontinuous subsidence as does crown hole formation. Such collapses may occur as
a result of a deterioration in pillar strength with time or the imposition of additional
load on the pillar by surface construction. Large-scale pillar collapse in a working
mine can produce discontinuous subsidence over a larger area with more serious
effects. A most catastrophic failure of this type occurred at the Coalbrook North
Colliery, South Africa, on 21 January 1960, when a room-and-pillar mining area
covering approximately 3 km2 suddenly collapsed with the loss of 437 lives (Bryan
et al., 1964).

Chimney caving, piping or funnelling (Figure 16.2b) involves the progressive
migration of an unsupported mining cavity through the overlying material to the sur-
face. The surface subsidence area may be of a similar plan shape and area to the
original excavation. Chimney caves may form in weak overburden materials as on the
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Figure 16.2 Types of discontinuous
subsidence: (a) crown hole; (b) chim-
ney caving; (c) plug subsidence; (d)
solution cavities; (e) block caving; (f)
progressive hangingwall caving.

Zambian copper belt, in previously caved material or in regularly jointed rock which
progressively unravels. Chimney caves have been known to propagate upwards to
surface through several hundreds of metres.

If chimney formation is sudden rather than progressive, the phenomenon is some-
times known as plug subsidence (Figure 16.2c). Generally, plug subsidence is con-
trolled by some structural feature such as a dyke or a fault which provides a plane of
weakness whose shear strength is overcome at some critical stage of mining. Under-
ground air blasts are generally produced by this form of subsidence. As discussed in
section 15.5.1, sudden subsidence of a weak, leached rock mass above a block cave
at the Northparkes E26 mine, New South Wales, Australia, produced a massive air
blast in which four men were killed.

Chimney caving was the cause of the Mufulira Mine disaster in which 89 men were
killed when 450 000 m3 of mud (tailings) flooded part of the mine on 25 September
1970. A chimney cave propagated upwards by about 500 m to connect the sublevel
caving mining area with the overlying tailings pond. The most disastrous consequence
of this was the loss of so many lives, but a further important consequence was the
sterilisation of a major part of the mine which was subsequently isolated between
concrete bulkheads. The Final Report of the Commission of Inquiry (1971) makes
salutory reading for aspiring mining engineers.

Chimney caves are sometimes known as sinkholes. Szwedzicki (1999), for exam-
ple, defines a sinkhole as a cylindrical or conical depression caused by discontin-
uous subsidence of a rock mass over a mined out excavation, and provides nine
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case histories of such occurrences in Western Australia and the Northern Terri-
tory, Australia. However, this term is also used to describe the subsidence features
associated with pre-existing solution cavities in dolomites and limestones (Figure
16.2d). The characteristics of these features and the mechanisms of their formation
are discussed in section 16.3. Perhaps the best known examples of dolomite sinkholes
associated with mining operations are those that have occurred in the Far West Rand
gold mining district of South Africa. Jennings et al. (1965) describe the sudden col-
lapse into a sinkhole of a three-storey crusher chamber at the West Driefontein Mine
in December 1962; 29 lives were lost.

Discontinuous subsidence also occurs as a result of caving methods of mining.
Figure 16.2e illustrates the large-scale mass subsidence associated with block caving
operations, and Figure 16.2f shows the surface configuration that can be produced
by progressive hangingwall failure in a sublevel caving operation. An analysis of the
latter case is presented in section 16.4.2.

Some of the instances of mining-induced subsidence outlined above have had dis-
astrous consequences. They have led to loss of life on a large scale, loss of parts
of producing mines and loss of major surface installations. Such catastrophic con-
sequences are usually associated with sudden discontinuous subsidence. An obvious
objective of mine planning must be to limit discontinuous subsidence to areas over
which the mine operator holds the surface rights. Having done this, it is also necessary
to ensure that subsidence does not affect surface installations, transportation routes
or underground access. As the Mufulira example shows, it is especially important to
avoid discontinuous subsidence beneath surface accumulations of water or tailings.

The effects of continuous subsidence are generally not as dramatic as those of dis-
continuous subsidence. Because of the large surface areas affected, longwall coal min-
ing often influences built-up areas and services. Differential vertical movements, hor-
izontal compressive and tensile strains, and curvature of the ground surface, can cause
distress to engineered structures, domestic buildings, roads, railways and pipelines.
A wide variety of examples of the structural damage that may be caused by mining
subsidence are given by the National Coal Board (1975), Whittaker and Reddish
(1989), Peng (1992) and Holla and Barclay (2000). These and other publications also
describe the design features that have been used to limit mining subsidence damage
to structures, pipelines, roads, railways and electrical transmission lines.

It is clear from this introductory discussion of mining-induced subsidence and its
effects, that the prediction of the subsidence profile in the case of continuous subsi-
dence, and of the likely occurrence and areal extent of discontinuous subsidence, are
vitally important to the planning of underground mining operations. Before rational
predictions of these types can be made, it is necessary that the mechanisms involved
be understood. Accordingly, the remainder of this chapter is devoted to considerations
of the mechanisms involved in the major types of subsidence and to the methods of
analysis that are available for use as predictive tools.

16.2 Chimney caving

16.2.1 Chimney caving mechanisms
Three distinct chimney caving mechanisms may be identified, each associated with
different geological environments.
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Figure 16.3 Progressive vertical
chimney cave development in ho-
mogeneous material (after Bétourney
et al., 1994).

The first mechanism occurs in weathered or weak rock, or in previously caved rock.
It is a progressive mechanism that starts with failure of the stope roof or hanging
wall on inclined surfaces. If a stable, self-supporting arch cannot be formed, the
failure may progressively propagate towards the surface as shown in Figure 16.3. As
material falls from the roof or from the propagating cave, it will bulk and will tend
to fill the stope void. Unless the stope is initially large and open, or unless sufficient
material is progressively drawn from it, the stope will eventually become filled with
caved material which will provide support for the upper surface and so arrest the
development of the cave. It is for this reason that the development of chimney caving
is so closely associated with draw control.

This progressive failure mechanism has been well established in model studies of
the failure of shallow tunnels in sand and clay (Atkinson et al., 1975) and in model
studies of the mining of steeply dipping, tabular orebodies. It is most likely to occur
when the mechanical properties of the hangingwall material are similar to those of
a soil. Once initiated, propagation of the failure to surface can be very rapid. This
can give the impression that the cave reaches the surface instantaneously and that the
mechanism is that of sudden plug subsidence rather than a progressive one.

This mechanism was first postulated by Crane (1931) who studied chimney caving
development, particularly in the northern Michigan iron ore mining district. Much of
the chimney caving that has occurred on the Zambian copper belt is of this type. Some
of these caves appeared some time after the areas beneath them had been mined out. A
possible explanation of this is the progressive deterioration with time of the narrow rib
pillars that were left between the open stopes. Eventually the pillars collapse, leaving
an unsupported span that is wider than the critical width at which progressive caving
initiates. More typically, the chimney caves, or sinkholes as they are called locally,
form almost simultaneously with the blasting of rib and crown pillars of two or three
adjacent stopes. Here again, the maximum stable span may be suddenly exceeded.

The second mechanism is also progressive, but occurs as a result of the unravelling
of a discontinuous rock mass. The rock material itself may be quite strong and may
not fail except in flexure. The mechanism is controlled by the regular discontinuities
in the rock mass. As in the previous case, a sufficient void must be maintained beneath
the cave if it is to continue to propagate. Mechanisms of this type have been observed
in physical model studies using the base friction apparatus, for example. They have
also been studied using distinct element numerical models.

Rice (1934) describes an example of this type of chimney cave development over an
opening having a roof area of 4.3 × 8.6 m2 in a graphitic slate dipping at approximately
60◦. The excavation was created to provide backfill material, and as the broken slate
was progressively drawn, the cave propagated vertically through some 300 m of slates
to surface in approximately one year, maintaining the cross-sectional area of the initial
opening.

The third mechanism, that of plug subsidence, differs from the other two in that
it is controlled by one or more major structural features which provide low shear
strength surfaces on which the plug of undercut rock may slide under the influence of
gravity. In this case, the mass of rock will undergo essentially rigid-body displacement
without breaking up or dilating. Thus, a vertical displacement at the stope boundary
will result in a vertical displacement of similar magnitude at the surface. Although
an initial void must exist for this mechanism to occur, the development of this type of
chimney cave is not as closely associated with draw control as are the other two types.
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Figure 16.4 North–south section,
Athens Mine, showing plug subsi-
dence controlled by dykes. Coordi-
nates and scale are shown in metres
(after Boyum, 1961).

Allen (1934) describes an example of chimney caving that was controlled by geo-
logical planes of weakness, but which developed progressively as in the first mecha-
nism. After three years of mining by a caving method at the Athens Mine in northern
Michigan, a cave developed and rapidly progressed to surface through 600 m of
cover. As shown in Figure 16.4, the subsidence zone was bounded on either side by
subvertical dykes.

16.2.2 Limiting equilibrium analysis of chimney caving
Atkinson et al. (1975) found that limiting equilibrium analyses of the final vertically
sided collapse configurations gave good approximations to the ultimate collapse con-
ditions observed in their tests on model tunnels in sand. By analogy, limiting equi-
librium calculations may be expected to be helpful in estimating ultimate collapse
conditions when chimney caving develops by the first of the mechanisms described.
They should also be useful in the case of plug subsidence, although in this case an
assumption of zero dilation on the slip surface should be made. The approach cannot
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Figure 16.5 General block geome-
try for limiting equilibrium analysis
of chimney caving.

be expected to produce reliable results when the second chimney caving mechanism
develops in strong discontinuous rock.

Consider the general case illustrated in Figure 16.5. The base and top of a vertically
sided block coincide with the hangingwall of a stope and with the ground surface,
respectively. It is assumed that rigid-body motion of the block occurs by sliding ver-
tically downwards under the influence of gravity when the shear resistance that can
be developed on the vertical block boundary is exceeded. This shear resistance will
depend on the effective normal stress on the block boundary. This requires that as-
sumptions be made about the distributions of normal stress and groundwater pressure
with depth. It will be assumed that the vertical in situ stress is given by �zz = � z
where z is the depth below surface and � is the unit weight of the overburden, and
that there is an equal all round horizontal normal stress of �xx = �yy = k� z where k
is a constant.

If � is the limiting vertical shear stress that can be developed on a boundary element
�p × �z to which an effective normal stress of �′

n is applied, then the available shear
resistance for the entire surface will be

Q =
∫ p

0

∫ z

0
� dz dp (16.1)

where z and p are such that all surface elements are summed.
If W is the total weight of the block, then the factor of safety against shear failure

on the vertical block boundaries is simply

F = Q

W
(16.2)

The complexity of the manipulations involved in obtaining solutions for particular
cases will vary with the geometry of the block, the groundwater pressure distribution
and the shear strength criterion used. If u(z, p) is the groundwater pressure at an
element and an effective stress Coulomb shear strength law (equation 4.11) is assumed,
equation 16.1 becomes

Q =
∫ p

0

∫ z

0
{c′ + [� z − u(z, p)] tan �′}dz dp (16.3)

If an effective stress form of the Hoek–Brown non-linear strength criterion (equation
4.37) with a = 0.5 is used, equation 16.1 becomes

Q =
∫ p

0

∫ z

0
{A�1−B

c (�n − u(z, p) − �tm)B}dz dp (16.4)

where the shear strength of the rock mass is represented by

�N = A(�N − �tN)B

in which �N = �/�c, �N = �n/�c, A and B are constants for a given rock mass de-
pending on the value of mb, and

�tN = mb/2 − (
m2

b + 4s
)0.5
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Figure 16.6 (a) Rectangular block
geometry, and (b) assumed distribu-
tion of water pressure with depth, for
limiting equilibrium analysis of chim-
ney caving.

An example of wide applicability is that shown in Figure 16.6a. A block of width
a and base length b has one pair of sides oriented in the direction of the strike of the
orebody and the other pair in the dip direction. The dip is �, the maximum height
of the block is h, and the water table is a distance d below the horizontal ground
surface. The groundwater pressure is assumed to be zero at the water table, to have an
initially hydrostatic rate of increase with depth, to be zero at the stope hanging wall
and to have an infinite rate of decrease with increasing depth at this point. The skewed
parabolic water pressure distribution shown in Figure 16.6b satisfies these boundary
conditions. For this distribution, the maximum water pressure is z′�w/2, and the total
water pressure force generated over a depth z′ = z − d, is z′2 �w/3.

In this case, it is necessary to evaluate the shear resistance developed on each of
the four vertical faces (Figure 16.7). The total shear resistance is then given by

Q = 2QBCGF + QDCGH + QABFE (16.5)

Consider the side face BCGF when 0 ≤ d ≤ h − b sin �, i.e. groundwater level inter-
sects the up-dip face DCGH. If Coulomb’s shear strength criterion is used, equation
16.3 applies. This gives

QBCGF =
∫ b cos �

0

[∫ z

0
(c′ + k � z tan �′) dz − (z − d)2

3
�w tan �′

]
dx

From Figure 16.7, z = h − x tan �. Substitution for z and integrating gives

QBCGF = Q1 − �w tan �′

3
b cos �

{
h2 − hb sin � + b2

3
sin2 �

−d[2h − b sin � − d]

}

where

Q1 = b cos �

2

[
c(2h − b sin �) + k� tan �′

(
h2 − bh sin � + b2 sin2 �

3

)]
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Figure 16.7 Geometry of vertical
shear surfaces in rectangular block.

For h − b sin � ≤ d ≤ h, i.e. groundwater level intersects the stope hanging wall,
a similar calculation gives

QBCGF = Q1 − �w tan �′(h − d)3

9 tan �

When d ≥ h, no water pressures act on the block surface and

QBCGF = Q1

Similar calculations for the up-dip face DCGH lead to the result

QDCGH = a

[
c′(h − b sin �) + k�

2
tan �′(h − b sin �)2

− �w

3
tan �′(h − b sin � − d)2

]

for 0 ≤ d ≤ h − b sin �, and

QDCGH = a

[
c′(h − b sin �) + k�

2
tan �′(h − b sin �)2

]

for d ≥ h − b sin �.
The results for the down-dip face ABFE are

QABFE = a

[
c′h + k�h2

2
tan �′ − (h − d)2

3
�w tan �′

]
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for 0 ≤ d ≤ h, and

QABFE = a

[
c′h + k�h2

2
tan �′

]

for d ≥ h.
The total weight of the block is

W = �ab cos �

(
h − b sin �

2

)

Substitution into equation 16.2 of this value and of the value of Q given by equation
16.5, leads to the following results for the three cases of groundwater level considered.

(a) d ≥ h

F1 = 2c′(a + b cos �)

�ab cos �
+ k tan �′

(2h − b sin �)

{
h2 + (h − b sin �)2

b cos �
(16.6)

+ 2

a

[
h(h − b sin �) + b2 sin2 �

3

] }

(b) h ≥ d ≥ h − b sin �

F = F1 − 2�w(h − d)2 tan �′

3�b(2h − b sin �)

[
sec � + 2(h − d)

3a sin �

]
(16.7)

(c) 0 ≤ d ≤ h − b sin �

F = F1 − 2�w tan �′

3� (2h − b sin �)

{
h2 + (h − b sin �)2 − 2d(2h − b sin � − d)

b cos �

+ 2

3a
[3h(h − b sin �) + b2 sin2 � − 3d(2h − b sin � − d)]

}
(16.8)

Example. The applicability of the results given by the limiting equilibrium analysis
can be illustrated by an example of chimney cave formation on the Zambian copper
belt. Caving was largely through weathered rock for which shear strength properties
were measured as c′ = 50 kPa and �′ = 31◦. The unit-weight of the material was
� = 23.5 kN m−3, and because the material was largely a residual soil, a low value
of k of 0.33 was assumed. The water level was below mining depth and stopes
were separated by 2–5 m wide rib pillars. Typical values of the other variables were
h = 140 m, a = 12–20 m, b = 80–95 m (taken as 90 m), and � = 45◦.

Substitution of the values of all variables other than a into equation 16.6 and
putting F = 1.0, gives the critical span as a = 46.7 m. This is close to the combined
spans of two of the widest or three of the narrowest stopes after rib pillar blasting. It
was under such conditions that chimney caves were often found to develop. For the
water table 50 m below the ground surface, equation 16.8 gives the critical span as
30.8 m.

The previous analysis used a linear Coulomb shear strength equation. If the non-
linear Hoek-Brown equation is used, the evaluation of the integrals in equation 16.4
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can be cumbersome. However, the simple example of a rectangular stope in a hor-
izontal orebody with no groundwater pressures gives a ready solution that may be
used for purposes of illustration.

From two equations of the form of equation 16.4 giving the vertical shear resistance
developed on the faces of the block, the total shear resistance is found as

Q = 2(a + b)A�1−B
c

∫ h

0
(k� z − �tm)Bdz

or

Q = 2(a + b)A�1−B
c

�k(1 + B)
[(k�h − �tm)1+B − |�tm|1+B]

The weight of the block is W = �abh, and so, at limiting equilibrium, the factor of
safety against vertical sliding is

F = 2(a + b)A�1−B
c

� 2abhk(1 + B)
[(k�h − �tm)1+B − |�tm|1+B] (16.9)

For poor quality rock masses of the type commonly involved in chimney caving,
�tm ≈ 0. In this case, equation 16.9 reduces to

F = 2(a + b)k BhB A�1−B
c

� 1−Bab(1 + B)
(16.10)

This result shows that the factor of safety decreases as the stope dimensions in-
crease, the mining depth decreases, k decreases, the rock mass quality decreases, the
uniaxial compressive strength of the intact rock decreases and as the unit weight of
the overburden increases.

As an example of the application of equation 16.10, consider the hypothetical case
of a shallow abandoned room-and-pillar coal mine. The overburden is a very poor
quality argillaceous rock mass with � = 0.023 MN m−3, A = 0.050, B = 0.539 and
�c = 15 MPa. The room span is a = b = 10 m, and the depth of the roof below surface
is h = 30 m. For k = 1.0, equation 16.10 gives F = 1.61. The factor of safety reduces
to unity when h is reduced to 12.4 m.

Hoek (1989) carried out an analysis of the stability of a rectangular crown pillar
which is similar to the analysis presented here. He allowed for the presence of a
water table within the crown pillar and for the ratios of the horizontal and vertical
in situ stresses to be different for the two pairs of vertical faces of the rectangular
block. Hoek (1989) used the Hoek-Brown non-linear strength criterion and allowed
the parameters involved in the solution, other than the dimensions of the pillar, to vary
according to a normal distribution. He then carried out a simulation to investigate the
influence on the calculated factor of safety of the pillar height, the Rock Mass Rating,
RMR, the material constant m i in the Hoek-Brown criterion, the intact rock strength,
�c, the water table depth and the two k factors.

Bétourney (1994) and Bétourney et al. (1994) presented a limiting equilibrium
analysis and some numerical modelling results for the progressive chimney caving
mechanism illustrated in Figure 16.3 which they refer to as chimneying disintegration
failure. They also analysed the case of up-dip chimneying in an inclined orebody. The
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Figure 16.8 Relation between stope
span, L , rock mass cohesion, cm, and
factor of safety, F , for chimneying
disintegration stability analysis (after
Bétourney, 1994).

approach used is to approximate successive internal failure surfaces by circular arcs
which represent lines of active earth pressure. In the vertical caving case shown in
Figure 16.3, each rupture line is composed of symmetric circular arcs intersecting at
an apex which is a point of passive earth pressure. The equilibrium of each successive
volume of rock is assessed using the method of slices developed for slope stability
analysis (see Hoek and Bray, 1981, Mitchell, 1983).

Bétourney (1994) and Bétourney et al. (1994) reported the results of their analyses
as a relation between stope span, L , rock mass cohesion, cm, and factor of safety,
F , for a particular value of rock mass unit weight, � , as shown in Figure 16.8. They
found that for the chimneying disintegration mechanism to occur, the block size and
the degree of interlocking, and hence the cohesion, of the rock mass needed to be
low. Bétourney (1994) applied this approach to the back analysis of the failures at
the Brier Hill Mine (Rice, 1934) and the Athens Mine as illustrated in Figure 16.4
(Allen, 1934, Boyum, 1961).

It must be emphasised that the limiting equilibrium analyses presented here provide
only approximate solutions for particular types of chimney caving. They are not
applicable to the case in which caving occurs by progressive unravelling of discrete
blocks of strong rock. They apply best to those cases in which geological planes of
weakness form the vertical boundaries of the caving block, and those in which the
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caving takes place through a very weak rock mass, a residual soil, or rock previously
disturbed by a caving method of mining. Even though a limiting equilibrium analysis
may indicate that chimney caving to surface is possible, the development of the cave
can be influenced by draw control in the stope. Goel and Page (1982) use draw density
and geometrical parameters in an empirical method for predicting the probability of
chimney cave occurrence over a mining area. Numerical methods using the finite
difference code, FLAC, or distinct element methods, for example, may also be used
to model chimney caving.

16.3 Sinkholes in carbonate rocks

A form of discontinuous subsidence that has a similar surface expression but a different
cause from the various types of chimney caving, can occur in carbonate rocks such
as dolomites and limestones. These rocks are susceptible to solution by slightly acid
waters percolating initially through discontinuities in the rock mass. With time, quite
large volumes of rock can be dissolved leading to what are known as karst features.
These carbonate rocks are also susceptible to deep and irregular surface weathering
which produces a highly variable depth to rock head (Figure 16.9). The mantle of
unconsolidated materials may include residual clay or residuum resulting from the
weathering of the rock.

Cavities develop in carbonate rocks, generally above the water table, where surface
water containing small amounts of dissolved gases which render it slightly acidic,
flows downwards towards the water table. Experience in mining and civil engineer-
ing has been that sinkholes develop from these cavities when the rock mass is de-
watered and the water table is lowered. Lowering the water table has several effects.
It permits existing caverns to enlarge and may cause new ones to be developed, it
removes buoyancy support forces, and it can increase the velocity of downward water
movements which can then become sufficient to wash out unconsolidated surface
materials.

Figure 16.9 Section showing gro-
und susceptible to solution-induced
subsidence (after Jennings et al.,
1965).

495



MINING-INDUCED SURFACE SUBSIDENCE

Major examples of sinkhole formation have occurred in the dolomites and dolomitic
limestones overlying the gold-bearing Witwatersrand system of rocks in the Far West
Rand, South Africa. As discussed in section 3.2 and illustrated in Figure 3.5, the
area is divided up into a number of essentially water-tight compartments by a series
of vertical, syenite and diabase dykes. In 1960, a major de-watering program of the
Oberholzer compartment was begun. A series of sinkholes developed co-incidentally
with the lowering of the water table. As noted previously, the most disastrous case
involved the loss of 29 lives when a crusher chamber suddenly collapsed in December
1962. It was found that sinkhole development was accentuated by the presence of
excess surface water from heavy rainfall or a burst pipe.

The exact mechanism of sinkhole formation under these conditions is difficult to
establish. A plausible set of conditions that must be necessarily and sequentially
satisfied if sinkholes are to form was postulated by Jennings et al. (1965). The basic
concept is that a sinkhole will form when the equilibrium of a stable arch of material
above the void is disturbed (Figure 16.9).

(a) There must be adjacent stiff material to form the abutments for the roof of the
void. These abutments may be provided by the dolomite pinnacles or the sides of
steep-sided, subsurface canyons. The span must be appropriate to the properties
of the bridging material. If the span is too large, the arch cannot form.

(b) Arching must develop in the residuum with part or all of the self-weight being
transferred to the abutments as arching thrusts.

(c) A void must exist or develop below the arched residuum. The void may be quite
small initially, but may be enlarged by percolating water following lowering of
the water table.

(d) A reservoir must exist below the arch to accept the material which is removed as
the void is enlarged. Some means of transporting this material, such as flowing
water, is also essential.

(e) When a void of substantial size has been established in the residuum, some
disturbing agency is required to cause the roof to collapse. Water can cause
collapse of the arched material and the formation of a sinkhole by reducing the
soil strength or by washing out critical keying or binding material.

In discussing the mechanism proposed by Jennings et al. (1965), De Bruyn et al.
(2000) re-emphasised the point that the development of sinkholes is accelerated by
artificially lowering the water table. The size of a sinkhole will depend not only on
the depth of the water table but on the depth of the residuum. A large sinkhole will
not develop where the water table is high or the residuum is thin.

16.4 Discontinuous subsidence associated with caving methods of mining

16.4.1 Block caving
The mechanics of the block caving method of mining and the factors influencing the
development and propagation of the cave were discussed in Chapter 15. Obviously,
block caving results in discontinuous subsidence which influences large areas at
the surface (Figures 16.10 and 16.11). If, as is often the case in block and panel
caving mines, the orebody is vertical with a well-defined cut-off between it and
the surrounding country, rock, the cave will propagate vertically to the surface with
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Figure 16.10 Schematic representa-
tion of the surface subsidence result-
ing from block caving, and associated
definitions.

inclined surface slopes forming only in weak or weathered surface layers. However, a
number of features of the orebody and the local geology and topography can influence
the extent of the surface expression of caving. These factors include (Brown, 2003):

� the dip of the orebody;
� the shape of the orebody in plan;
� the strength of the orebody;
� the strength of the surrounding country rock;
� the strength of the overburden or cap rock;
� the presence of major structural features such as faults and dykes intersecting the

orebody and cap rock;
� the depth of mining as defined by the undercut level and the associated in situ

stress field;

Figure 16.11 Plan view of the sub-
sidence crater at the El Teniente Mine,
Chile, in 1998 showing the Braden
Pipe and the locations of several
production sectors (after Karzulovic
et al., 1999).
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� the slope of the ground surface;
� any prior surface mining;
� the placement of fill in a pre-existing or newly produced crater; and
� nearby underground excavations.

The extent of surface disturbance is defined by the angle of break or angle of sub-
sidence which is the angle made with the horizontal at a section by a straight line
drawn from the undercut level to the extremity of surface cracking or disturbance as
shown in Figure 16.10. The complement of the angle of break is known as the angle
of draw. The caved or subsided zone defined by the angle of break is a zone in which
large-scale or macro-deformations occur. Outside this zone there is a zone within the
overall zone of influence of the cave in which small-scale or micro-deformations oc-
cur (Figure 16.10). Although small compared with the deformations occurring within
the caved or subsided zone, these deformations may be large enough to damage exca-
vations and mine infrastructure located within the zone of influence. The rock within
this zone could become highly or over-stressed by the redistribution of stresses that
accompanies the development and upwards progression of the cave, and then become
de-stressed (at least in the lateral direction towards the cave) as the cave develops fully.

The limits of the zone of influence of a block cave are best estimated using a com-
bination of monitoring, local experience and numerical modelling. Butcher (2002), as
reported by Brown (2003), has suggested that the following steps be used in making
these predictions:

1. Project the perimeters of the orebody-country rock contact on all mining levels
to the surface to establish the area that will be clearly destroyed by caving.

2. Make a preliminary estimate of the angle of break using an empirical or experi-
ential method such as that due to Laubscher (1994).

3. Calibrate this estimate against observed angles of break in this or similar mines.
4. Check the estimated angle of break using other methods of analysis appropriate

to the likely failure mechanisms such as that developed by Hoek (1974) and
extended by Brown and Ferguson (1979) and Lupo (1997).

5. Modify the current estimate of the angle of break to take account of local geo-
logical features such as faults, topography and the amount of broken material in
the crater.

6. Use numerical modelling (using the FLAC code, for example) to check the angle
of break and to estimate the stresses and displacements induced in the rock mass
around the caved zone (e.g. Karzulovic et al., 1999, Lupo, 1999).

An approach such as this is used in making subsidence predictions at CODELCO-
Chile’s block and panel caving copper mines (Karzulovic et al., 1999, Rojas et al.,
2001). Figure 16.11 shows an aerial view of the horse-shoe shaped crater produced at
the EL Teniente Mine. The geometrical parameters used by Karzulovic et al. (1999)
in their subsidence analyses for El Teniente are defined in Figure 16.12. Note that they
differ in some respects from the general definitions given in Figure 16.10. A chart
showing the variation of the angle of break, �, with height above the crater floor, H , for
the Ten 4 – Regimiento Sector is shown in Figure 16.13. The angle of break is higher
for the stronger Braden breccia than for the other rocks, and decreases markedly with
increasing height above the crater floor. Rojas et al. (2001) give a similar chart for
the El Teniente Sur and Esmeralda Sectors.
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H Crater depth (crater wall height) 
h Average height of the column of broken rock 
A b Area of the base of the crater 
A S Area of the crater at surface 

α Angle of break (differs from the definition used elsewhere) 
β Angle of influence (not a good definition of the zone of influence) 
t i Extent of the zone of influence at an elevation z above the base of the 

                                crater 

t c Extent of the cracked zone at surface 
Dc Distance to the main cracks 

Figure 16.12 Geometrical parame-
ters used in the analysis of subsi-
dence, El Teniente Mine, Chile (after
Karzulovic et al., 1999).

Figure 16.13 Curves developed to
estimate the angle of break, Ten 4 –
Regimiento Sector, El Teniente Mine,
Chile (after Karzulovic et al., 1999).
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Figure 16.14 Chart developed to es-
timate the lateral extent of the zone
of influence of the cave, highwall
side, Ten 4 – Regimiento Sector,
El Teniente Mine, Chile (after
Karzulovic et al., 1999).

Horizontal displacements predicted using a FLAC numerical model were calibrated
against observations made in drifts that had suffered subsidence-induced damage in
locations such as that illustrated schematically in Figure 16.12. In this way, it was
possible to determine the threshold horizontal displacements likely to be associated
with defined levels of damage. The chart developed in this way to estimate the extent
the zone of influence of the cave on the highwall side of three production sectors on
the El Teniente Ten 4 level is shown in Figure 16.14. It will be noted that for heights
above the crater floor of 500 m or more, the lateral extents of the zones of influence,
ti(z), for the three sectors referred to in Figure 16.14 are in the range 50–70 m.

Brown (2003) gives further examples of the development of surface subsidence
associated with block and panel caving at the Miami Mine, Arizona, USA (Fletcher,
1960), the San Manuel Mine, Arizona (Hatheway, 1968) and the Henderson Mine,
Colorado, USA (Stewart et al., 1984). Together these examples illustrate many of
the factors influencing caving subsidence. In all three cases, the surface expression of
subsidence was influenced by the presence of faulting. At the Miami Mine, toppling of
blocks isolated by successive cracks occurred in some areas. As at El Teniente, surface
topography had an influence on the primarily up- and down-slope growth of the crater
at the Henderson Mine. Interestingly, during a shut-down of approximately 16 months
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Figure 16.15 Development of sur-
face subsidence at the San Manuel
Mine, Arizona, USA: (a) initially; (b)
in the more advanced stages of mining
(after Hatheway, 1968).

at Henderson, the crater continued to expand in volume, presumably as a result of
the compaction of caved material under continued static loading. As illustrated in
Figure 16.15, chimneying, piping or funneling was a feature of cave development
at San Manuel, presumably as a result of initial uneven draw. In this case, caving
developed in the following sequence:

1. Chimneying or piping propagated vertically above the initial drawpoints to the
contact with overlying conglomerate at the San Manuel fault which halted and
then deflected chimneying as shown in Figure 16.15a.

2. Vertical tension cracks formed at the surface marking the initial boundary of the
discontinuous subsidence zone.

3. The chimneys enlarged and coalesced into a wider subsidence zone as draw
proceeded.

4. With continuing draw, the caved mass of rock inside the subsidence crater moved
downwards under gravity on steeply inclined shear surfaces as illustrated in Figure
16.15b.

5. As mining proceeded, new tension cracks and shear surfaces formed expanding
the subsidence zone.

16.4.2 Progressive hangingwall caving
When the orebody is not massive and is relatively steeply dipping, caving of only the
hangingwall need be considered. In such cases, progressive caving of the hangingwall
may result as mining progresses down-dip using sublevel caving methods of mining,
for example. A classic example of this form of discontinuous subsidence is that
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Figure 16.16 Progressive hanging-
wall caving at Grängesberg (after
Hoek, 1974).

at the Grängesberg iron ore mine in Sweden. Figure 16.16 shows the progressive
development of the subsidence zone at Grängesberg with increased mining depth
over a 40-year period.

This form of subsidence is often associated with mines in which the near-surface
portions of the orebody have been extracted previously using open-pit methods.
Alternatively, underground mining operations may commence in previously unmined
ground at shallow depths below the surface. Figure 16.17 shows the sequence of pro-
gressive hangingwall failure postulated by Hoek (1974) for the cases of mining from
an outcrop (a–e) and from an open pit (f–i). It is assumed that at each new stage of
mining, a tension crack and a shear failure surface form in the hangingwall rock mass
at a critical location determined by the strength of the rock mass and the imposed
stresses. In some cases, mechanisms other than this may occur. As noted above for
the case of block caving, major discontinuities such as faults may provide preferential
shear planes. Alternatively, if a major set of persistent discontinuities dips steeply in
a similar direction to the orebody, toppling of the hangingwall rock mass may occur
(Figure 16.18).

Hoek (1974) developed a limiting equilibrium analysis for predicting the progress,
from a known initial position, of hangingwall failure with increasing mining depth.
This analysis assumed a flat ground surface and full drainage throughout the caving
mass. Brown and Ferguson (1979) extended Hoek’s analysis to take account of a
sloping ground surface and groundwater pressures in the tension crack and on the
shear plane. The idealised model used for the extended analysis is shown in Figure
16.19. The variables involved in the analysis are:

A = base area of wedge of sliding rock mass
c′ = effective cohesion of rock mass

H1 = mining depth at which initial failure occurs
H2 = mining depth at which subsequent failure occurs
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Figure 16.17 Progressive failure se-
quence with increase in depth of min-
ing: (a) mining from outcrop; (b) fail-
ure of overhanging wedge; (c) forma-
tion of steep face; (d) development of
tension crack and failure surface; (e)
development of second tension crack
and failure surface; (f) initial open
pit; (g) development of tension crack
and failure surface; (h) development
of second tension crack and failure
surface; (i) progressive failure with in-
crease in mining depth (after Hoek,
1974.)

Figure 16.18 Toppling of steeply
dipping hangingwall strata.

Hc = depth of caved material
S = width of orebody
T = thrust on failure plane due to caved material
Tc = thrust on foot wall due to caved material
U = water-pressure force on failure surface
V = water-pressure force in tension crack
W = weight of wedge of sliding rock
Wc = weight of caved material
Z1 = depth of initial tension crack
Z2 = depth of subsequent tension crack
Zw = depth of water in tension crack

� = dip of upper ground surface (shown positive in Figure 16.19 but may
be negative )

� = unit weight of undisturbed rock mass
�c = unit weight of caved material
�w = unit weight of water

� = inclination of T to normal to failure surface
�′

n = effective normal stress on failure plane
� = shear stress on failure plane

�′ = effective angle of friction of rock mass
�w = friction angle between caved and undisturbed rock
	o = dip of orebody
	b = angle of break

	p1 = dip of initial failure plane
	p2 = dip of subsequent failure plane.
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Figure 16.19 Idealised model used
in limiting equilibrium analysis of
progressive hangingwall caving (after
Brown and Ferguson, 1979).

The analysis is based on the following assumptions:

(a) Mining and caving occur for a large distance along strike compared with the
cross-sectional dimensions shown in Figure 16.19. As a consequence, the prob-
lem may be reduced to one of two dimensions. Calculations are carried out for
unit thickness perpendicular to the plane of the cross section.

(b) The initial position of the hangingwall face is defined by known values of the
geometrical parameters H1, Hc, Z1, 	p1.

(c) The extent of caving at the new mining depth, H2, is defined by a tension crack
which forms to a critical depth and strikes parallel to the orebody.

(d) Failure of the hangingwall rock mass occurs along a critical, planar, shear surface
whose location is determined by the strength properties of the rock mass and the
imposed effective stresses.

(e) The hangingwall rock mass has homogeneous and isotropic mechanical proper-
ties. Its shear strength can be defined by an effective stress form of Coulomb’s
criterion.

(f) Water may enter the tension crack and seep along the potential failure surface
into the underground excavations, producing a triangular distribution of excess
water pressure along the shear surface.

(g) In carrying out the limiting equilibrium calculations, simplified distributions of
stress within the caved and caving masses are used. In particular, the effective
normal stresses and shear stresses acting on the failure plane are averaged using
the methods of statics. Lupo (1997) subsequently modified this approach to
include estimates of the tractions applied to the shear surface by the movement
of broken ore during draw.

The development of the equations used in the solution is given in Appendix D
which also sets out the stepwise sequence of calculations required to obtain numerical
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Figure 16.20 Idealisation of pro-
gressive hangingwall caving, Gath’s
Mine, Zimbabwe (after Brown and
Ferguson, 1979).

solutions. A simple iterative procedure is required to determine values of 	p2 and 	b

for a given stage of mining.
Example. Brown and Ferguson (1979) used the limiting equilibrium analysis to

predict the progress of hangingwall caving at Gath’s Mine, Zimbabwe. At several
sections, the progress of caving had been monitored as mining had progressed down-
dip from the 99 level to the 158 level (Figure 16.20). Using the dimensions and problem
idealisation shown on Figure 16.20 with � = 28 kN m−3, �c = 25 kN m−3, � = 0,
U = V = 0, �w = 35◦, and c′ = 200 kPa and �′ = 40◦ determined from Bieniawski’s
geomechanics classification scheme (Table 3.5), values of Z1 = 31.3 m, 	p2 = 61.4◦

and 	b = 66◦ were calculated for mining in increments from the 99 level to the
158 level. These values agreed remarkably well with field data, and provided some
confidence in the applicability of the method in this case.

Using the 158 level as the starting point, successive calculations were then made
of the locations of the tension crack and shear surface as mining advanced down-dip
at this section. The results obtained are shown in Figure 16.20. The results were
found to be sensitive to the value of Hc at the beginning of each mining lift. The
results shown in Figure 16.20 were obtained using values of Hc that were determined
from calculations of the volumes of caved materials and estimates of the volumes of
material drawn historically and likely to be drawn in the future.

In practice, the geometry of the problem is rarely as simple as that used in the
model. Care has to be taken in assigning values of geometrical parameters such as
orebody dip and width and depth of caved material, and of rock mass properties. In
the case of Gath’s Mine, the real problem also involved the use of backfill in the cave
(which served to steepen the angle of break), a three-dimensional effect at the end of
the mined section of orebody, the influence of a hill, the presence of a pillar designed
to protect the mill area, and the influence of a major set of geological discontinuities
which controlled cave development at one location. The effects of some of these
factors could be assessed by sensitivity studies using the analysis, but assessing the
influence of others had to remain a matter of judgement and experience.

The emphasis in this section has been on the use of a limiting equilibrium approach
to predict the progression of hangingwall caving during the mining of an inclined
orebody. Numerical methods can also be used for this purpose. Two-dimensional
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Figure 16.21 Longitudinal section,
looking north, through the centre of a
3DEC model of a hangingwall wedge,
Kidd Mine, Ontario, Canada (after
Board et al., 2000).

plane stain, non-linear (tension cut-off, ubiquitous joint) FLAC analyses have been
used by Singh et al. (1993), Lupo (1999) and Henry and Dahnér-Lindqvist (2000). At
the Kiirunavaara Mine, Sweden, deep-seated footwall fracturing and displacement
have been recorded and studied using FLAC modelling. Board et al. (2000) and
Ran et al. (2002) used FLAC and distinct element (3DEC) modelling to study a
large hangingwall wedge failure and the remobilisation of this failure with associated
displacements on footwall structures at the Kidd Mine, Ontario, Canada. The initial
failure was estimated to involve some 30 million tonnes of rock. As illustrated by
the longitudinal section through the 3DEC model shown in Figure 16.21, the wedge
extended from surface to a depth of about 610 m. Its boundaries were defined by a
fault and a shear zone having continuous lengths in excess of 1070 m, by deep tension
cracks on the eastern face, by shearing through the host rock mass at its base, and by
mined and filled stopes on its western extremity.

16.5 Continuous subsidence due to the mining of tabular orebodies

16.5.1 Concepts and definitions
A continuous subsidence trough is produced at the surface when thin, flat-dipping,
tabular orebodies are mined by longwall methods which give 100% extraction over
relatively large panels. In order for the subsidence to be continuous rather than dis-
continuous, the relation of the depth of mining and the caving-induced stresses to the
strength properties of the rock overlying the orebody must be such that fracture and
discontinuous movement of the rock are restricted to the immediate vicinity of the
orebody. This occurs in most longwall coal mining operations and in metalliferous
longwall mining at depth as, for example, in the South African goldfields. It may
also result from the mining of other minerals such as evaporites overlain by relatively
weak sedimentary rocks.

Figure 16.22 shows a vertical section through the workings in a typical case. Su-
perimposed on the diagram are the subsidence and surface slope profiles for three
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Figure 16.22 Typical section thro-
ugh workings, illustrating standard
symbols for subsidence and slope (af-
ter National Coal Board, 1975).

classes of panel width. The vertical displacement, s, of any point of the surface, is
called the subsidence. The maximum subsidence in a given profile is denoted by S.
For a given area and corresponding width of extraction known as the critical area and
critical width, S will take the maximum value possible for the particular seam, Smax.
Areas or widths for which S < Smax are described as subcritical. For supercritical
areas or widths, a subsidence of Smax is achieved over a finite width rather than at a
single point as in the critical case.

The angle of draw, 
 , is defined as the angle made with the vertical by a line drawn
from the base of the seam to the point of zero surface subsidence. Its values vary with
the mechanical properties of the rocks, being lower for stronger rocks and higher for
weaker rocks and soils. The value of 
 will also vary with the resolution of the instru-
ments used to measure subsidence and with the cutoff value taken as being equivalent
to ‘zero’ subsidence. Assuming a cut-off subsidence of 20 mm, Holla and Barclay
(2000) found that the average of 74 measured values of angle of draw in the Southern
Coalfield, New South Wales, Australia, was 29◦. Seventy per cent of the values were
below 35◦, the value used for the UK coalfields (National Coal Board, 1975).

For a horizontal seam at depth h, the mining of a critical area having a critical
width, Wc, as its diameter, will produce complete subsidence at a single point on the
surface vertically above the centre of the area. In this case

Wc = 2h tan 


In addition to this vertical movement, each point in the subsidence trough will also
undergo horizontal movement known as displacement. It is clear from the shapes of
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the subsidence profiles shown in Figure 16.22 that the slope of the ground surface
and the induced strains must vary from point to point across the width of the panel.
Since differential vertical movement, horizontal compressive or tensile strain, tilt and
curvature can all adversely affect surface structures and utilities, in many cases more
severely than the subsidence itself, it is essential that means be developed of predicting
the values of these variables produced by trough subsidence.

The primary parameters of interest in this regard are:

� the maximum subsidence, Smax;
� the maximum ground tilt, Gmax;
� the maximum tensile and compressive ground strains, +Emax and −Emax; and
� the minimum radius of ground curvature, Rmin.

16.5.2 Empirical prediction methods
For many years, the most comprehensive and widely used method of subsidence
prediction was the empirical method developed by the then National Coal Board
(NCB) in the United Kingdom and described in the Subsidence Engineers’ Handbook
(National Coal Board, 1975). The NCB approach used a series of graphs relating the
major variables defined in Figure 16.22 and section 16.5.1. It was found that strain
and tilt were proportional to the maximum subsidence and inversely proportional to
the cover depth resulting in the following expressions:

+Emax = 1000 × K1 × Smax/h

−Emax = 1000 × K2 × Smax/h

Gmax = 1000 × K3 × Smax/h

where K1, K2 and K3 are constants of proportionality.
The curvature, 1/R, is directly proportional to strain and indirectly proportional to

the depth of mining so that

1/Rmin = K4 × Emax/h

where K4 is another constant of proportionality.
The NCB method was widely used in the UK where the maximum subsidence was

said to have been predicted to within 10% in the great majority of cases. The fact that
the method gave such satisfactory predictions of subsidence profiles in collieries over
a wide geographical area was probably due to the fact that the nature and properties
of the Carboniferous strata involved were similar over the entire mining area. The
method did not account for the influence of major geological features such as faults
intersecting the panel or the deforming strata. Because of differences in geology and
rock mass properties, and the generally site-specific nature of empirical correlations,
attempts to apply the NCB correlations to longwall coal panels in other parts of the
world met with variable success (e.g. Hood et al., 1983, Galvin, 1988, Alejano et al.,
1999). However, many of the concepts developed by the NCB have been found to
be applicable elsewhere and have been used in other locally developed empirical
methods (e.g. Holla and Barclay, 2000).

508



CONTINUOUS SUBSIDENCE DUE TO THE MINING OF TABULAR OREBODIES

Profile functions may be used to describe the shape of the subsidence profile. They
take the general form

s = Smax f (B, x, c)

where Smax is the subsidence at the centre of a panel of critical width, B = h tan 

is the critical radius of extraction, x is the horizontal distance of the point from the
origin of co-ordinates, and c is some function or constant.

Exponential, trigonometric, hyperbolic and error functions have been used as profile
functions. The function that appears to have given the best results is the hyperbolic
tangent function

s(x) = 1

2
Smax

[
1 − tanh

(
bx

h

)]
(16.11)

where x is the horizontal distance measured from the point of inflection (where
s = Smax/2) in the direction of decreasing subsidence, h is the depth of the seam,
and b is a constant controlling the slope at the inflection point. For UK conditions, a
value of b = 5 is used (King et al., 1975, for example). Hood et al. (1983) found that
a value of b = 11.5 applied for a number of transverse subsidence profiles at the Old
Ben Number 24 Mine in Illinois, USA.

By differentiation of equation 16.11, the surface slope, or tilt, is given as

g = ds

dx
= bSmax

2h
sech2 bx

h
(16.12)

For b = 5, this gives the maximum slope at the point of inflection (x = 0) as

Figure 16.23 Extraction of an ele-
ment dA (after Berry, 1978).

G = 2.5Smax

h

a similar result to that given by the NCB (1975).
The surface curvature is given by differentiation of the expression for g given in

equation 16.12 with respect to x . Methods using profile functions have been developed
for estimating subsidence profiles for subcritical widths and for making allowance
for the effects of seam inclination (Brauner, 1973).

Influence functions are used to describe the surface subsidence caused by the
extraction of an element, dA. The principle of superposition is assumed to apply, so
that the subsidence profile for the complete extraction can be found by integrating the
influence function over the complete extraction area. The use of numerical integration
permits subsidence predictions to be made for extraction areas of any shape.

The influence function p(r ) gives the contribution to subsidence at a point P on
the surface due to an element of extraction dA at P ′ as a function of r , the horizontal
projection of P P ′ (Figure 16.23). If P has co-ordinates x, y referred to a set of axes in
the plane of the surface, and P′ has co-ordinates �, � referred to similar axes vertically
below in the seam, the influence function takes the form

p(r ) = w(�, �) f (r ) (16.13)
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where w(�, �) is a weighting factor introduced to take account of variations in thick-
ness of extraction or the effect of convergence control measures, and

r = [(x − �)2 + (y − �)2]1/2

By writing dA = d� d�, the subsidence due to an area of extraction, A, can be
found by integrating equation 16.13 to give

s(x, y) =
∫ ∫

A
w(�, �) f {[(x − �)2 + (y − �)2]1/2} d� d�

Brauner (1973) discusses a range of influence functions used mainly in Germany
and eastern Europe. They are generally trigonometric or exponential functions of the
form

p(r ) = k1S f (B, r, k2)

where S is the subsidence at the panel centre, B = h tan 
 is the critical radius of
extraction, and k1, k2 are constants. One of the most widely used functions is

p(r ) = nSmax

B2
exp

[
− n

( r

B

)2
]

where n is a parameter which characterises the strata properties.
It is apparent that by integration over a large area A, a profile function can be derived

from an influence function. Thus the two types of function are not mathematically
distinct. Profile functions appear to have the advantage of greater simplicity, but
influence functions are more adaptable and can be more useful for irregularly shaped
mining panels.

Peng(1992) provides a detailed account of the use of influence functions of the
exponential type for subsidence analysis in the USA. Lin et al. (1992) used asym-
metrical influence functions involving both trigonometric and exponential terms with
variable functional parameters to derive solutions giving good fits to NCB data for
seams having inclinations of up to 30◦. Sheorey et al. (2000) modified the conventional
influence function method to take account of asymmetrical subsidence, multi-seam
mining involving extraction below existing goafs, the effect of hydraulic stowing,
and to allow more accurately for the effects of the edges of the extraction zones.
They applied their approach to a number of cases in India, including cases involving
inclined seams, complex extraction shapes and multi-seam mining.

16.5.3 Trough subsidence analysed as elastic deformation
If in mining deep tabular deposits, fracture or plastic deformation of the rock mass
is restricted to a relatively small zone surrounding the excavation, it may be assumed
that most of the superincumbent strata deforms elastically, at least to a reasonable
approximation. As a further idealisation, the problem of excavating a thin seam may
be represented as one of a crack in an elastic medium. The problem is then one of
determining the stresses and, through the stress–strain equations of elasticity, the
strains and hence the displacements, induced by the creation of the crack or slit in a
previously stressed semi-infinite elastic body.
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Figure 16.24 Problem definition for
elastic analysis of trough subsidence.

If it is assumed that the thickness of the extracted seam is small compared with the
other dimensions of the excavation and with the depth, a point on the lower boundary
of the seam can be given the same co-ordinate as the nearest point on the upper bound-
ary. The excavation is then located by a single plane, and the convergence of opposing
points in the roof and floor can be treated as a discontinuity in displacement at a single
point. Unless the excavated width is small, the roof and floor will meet over some cen-
tral area where the displacement discontinuity has its greatest magnitude, m, the thick-
ness of the extraction (Figure 16.24). Where the roof and floor do not meet, the bound-
aries of the excavation are traction free. A further boundary condition is given by the
fact that the upper plane surface remains traction free before, during and after mining.

Berry (1960) solved the simple two-dimensional case involving hydrostatic in situ
stress and isotropic ground, exactly for complete closure, and approximately for
less than complete closure. The calculated maximum settlements were found to be
independent of the elastic constants and were less than the values recorded in UK
coalfields. In order to give a better representation of the mechanical response of the
sedimentary strata, Berry and Sales (1961) carried out a similar analysis using the
stress–strain relations of a transversely isotropic medium with the planes of symmetry
parallel to the ground surface (Figure 2.10).

As noted in section 2.10, a transversely isotropic material has five independent
elastic constants. The stress–strain relations may be written in terms of the five elastic
stiffnesses c11, c12, c13, c33 and c44 as

�xx = c11 εxx + c12 εyy + c13 εzz

�yy = c12 εxx + c11 εyy + c13 εzz

�zz = c13 εxx + c13 εyy + c33 εzz

�yz = 2c44 �yz

�xz = 2c44 �xz

�xy = (c11 − c12)�xy
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For the two-dimensional plane strain case, the number of equations reduces to three
and the number of elastic stiffnesses to four. The solution of such problems involves
two parameters �1, �2 which are those roots of the characteristic equation

c11 c44 �4 + [c13(2c44 + c13) − c11 c33] �2 + c33 c44 = 0

having positive real parts. Sometimes it is more convenient to use two parameters
k1, k2, which are always real and are defined by

k1 = �1�2 = (
1 − �2

1

)1/2 (
E1/E2 − �2

2

)−1/2

k2 = 1
2

(
�2

1 + �2
2

) = {
1
2 E1/[G2 − �2(1 + �1)]

} (
E1/E2 − �2

2

)−1

where the elastic constants are as defined in section 2.10.
Berry (1963) found that for plane strain and complete closure of an excavation

parallel to the surface, the subsidence and horizontal strain at the surface for real �1,
�2 are given by

s(x) = m

(�1 − �2)

[
�1 tan−1 2 ah1

x2 − a2 + h2
1

− �2 tan−1 2 ah2

x2 − a2 + h2
2

]

ε(x) = 2 a�1 �2m

(�1 − �2)

[
x2 − a2 − h2

2(
x2 − a2 − h2

2

)2 + 4h2
2x2

− x2 − a2 − h2
1(

x2 − a2 − h2
1

)2 + 4h2
1x2

]

where h1,2 = h/�1,2.
Berry found that reasonable fits to some subsidence and strain data from UK

coalfields were obtained using �1 = 4.45, �2 = 0.45, or k1 = 2, k2 = 10. However,
these values are probably unreasonable for the coal measures rocks concerned. This
suggests that the results may be influenced by some of the assumptions made in
the analysis, or alternatively, that the observed subsidence phenomena may not be
regarded as being principally due to elastic deformation.

Salamon (1974) showed that the values �1 = 9.0, �2 = 0.5 give values of maximum
tilt and maximum compressive and tensile strain that are in closer agreement with
those given by the NCB observations. Avasthi and Harloff (1982) modified Berry and
Sales’ theory for the three-dimensional case, and introduced an empirical adjustment
to account for incomplete closure for those cases in which W/h < 0.6. They found
that the best fit to the NCB data base was given by �1 = 2.74, �2 = 0.65 which are
much closer to values commonly measured for UK coal measures rocks (Berry, 1978)
than the other sets of values postulated.

In a further contribution to the analysis of subsidence as elastic deformation, Sala-
mon (1991) used a linear laminated elastic model of the strata overlying the coal
seam. The strata were modelled as a series of homogeneous isotropic beds with the
interfaces between them being horizontal and free of shear stresses and cohesion. The
continuity of stresses and normal displacements across the interfaces was assured.
The lamination thickness and the elastic moduli of the laminations could vary, but
they were constant in the simplest version of the model. Salamon (1991) derived
analytical solutions for his model but used numerical methods to evaluate some of the
integrals involved. In common with some of the numerical models to be discussed
in the next section, Salamon modelled the caved material in the goaf as an isotropic
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material having a non-linear elastic modulus which increases with increasing stress.
Salamon (1991) presented a set of numerical results which reproduce many of the
elements of the subsidence behaviour associated with longwall coal mining.

16.5.4 Numerical methods
The results presented in the previous section suggest that the theory of elasticity for
transversely isotropic materials may be used to give reasonably good estimates of
subsidence profiles in some circumstances. The use of numerical methods could be
expected to eliminate the influence of some of the simplifying assumptions made in
Berry’s original analysis. It might also be expected that numerical methods could be
used to model non-linear and post-yield material properties, specific geological fea-
tures and the broken material in the goaf, and to allow more completely for the effects
of the in situ stresses and incomplete closure. Accordingly, over the last 25 years, a
wide range of approaches have been developed for the numerical modelling the sur-
face subsidence caused by longwall mining in both coal and hard rock applications.

These approaches have used, variously, the electrical resistance analogue method,
the boundary element method particularly the form known as the displacement dis-
continuity method (Crouch and Starfield, 1983, Gürtunca and Bhattacharyya, 1988),
the distinct element method, linear and non-linear forms of the finite element method
(Holla and Sagar, 1996, Yao et al., 1993) and the finite difference method (Alejano
et al., 1999). Most of these numerical modelling approaches have treated the super-
incumbent rock masses as transversely isotropic materials and have allowed for the
dips of the seam and the superincumbent strata. Some have included non-linearities
such as tensile cut-off and Hoek-Brown strength criteria and many have treated the
goaf as a non-linearly compressible material. Most numerical modelling approaches
have been validated by reference to subsidence monitoring data, often that from the
extensive UK data base.

The illustrative example of the use of numerical modelling to be presented here
is that due of Alejano et al. (1999). They used the two-dimensional finite difference
code FLAC2D to model initially the subsidence associated with a horizontal seam
under conditions typically experienced in the Midlands coalfields of the UK with the
results being validated against National Coal Board data. In this case, a hydrostatic
in situ stress field was applied. The approach was then used for inclined seams and
further validated against model tests and field data for seams with inclinations of up to
30◦. Finally, the method was applied to steeply inclined and sub-vertical seams having
dips in the range 45◦–90◦. Rock mass behaviour was modelled using the following
assumptions:

� transversely isotropic elastic pre-failure behaviour;
� non-linear (Hoek-Brown) anisotropic yield in which yield may occur along joints

or the stratification or through the material; and
� isotropic non-linear elastic post-failure behaviour using models developed for the

compressibility of rock fill.

Figures 16.25 and 16.26 show some of the results obtained by Alejano et al. (1999)
compared with National Coal Board (1975) data for typical flat seam conditions in
the UK Midlands. Figure 16.25 shows the subsidence profiles for a range of width to
depth (w/h) ratios for a constant mining depth of h = 300 m. Figure 16.26 shows
the subsidence with respect to the rib side for longwalls of varying depth but with a
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Figure 16.25 Subsidence troughs
predicted by the NCB (1975) empir-
ical method and FLAC2D modelling
for typical conditions in the UK Mid-
lands coalfields with a constant min-
ing depth of 300 m (after Alejano
et al., 1999).

Figure 16.26 Subsidence with re-
spect to the rib side predicted by the
NCB (1975) empirical method and
FLAC2D modelling for longwalls of
varying depth but with a constant
mining width/depth ratio of w/h = 2
(after Alejano et al., 1999).

constant w/h ratio of 2. It should be noted that both the numerical modelling and
National Coal Board results presented in these figures use “typical” input data and
observed values and are not site specific. Site specific input data should be used
in order to obtain the best possible results from numerical analyses of any given
case.

16.5.5 Relation of subsidence to face position and time
The subsidence profiles discussed so far in section 16.5 are the final profiles attained
on the completion of extraction. However, as well as the transverse profile which can
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Figure 16.27 Typical subsidence
development curve (after National
Coal Board, 1975).

be expected to be stationary over the mined out area except near the face in a longwall
coal mining operation, the longitudinal trough or profile will be dynamic and move
with the advancing face.

It is important to know at what stage subsidence begins and ends in relation to the
time of the extraction and the position of the face. This is particularly important in
the longwall mining of coal where the surface rights are held by others and sensitive
issues of damage to surface structures and services may arise.

Any point on the surface will continue to subside for as long as extraction is
taking place within a critical area below that point. In addition to this subsidence,
often called active subsidence, there may be some time-dependent subsidence due
to phenomena such as consolidation or visco-elastic behaviour of the strata, which
continues to develop after the point is no longer in the zone of influence of the face.
This additional subsidence is called residual subsidence. In coal mining, it is known
to occur during stoppages in extraction.

Figure 16.27 shows the development of subsidence at a surface point P as a face
passes below and beyond it. This curve represents the ‘average’ of a number of such
curves plotted from data obtained from UK coalfields. Measurable subsidence starts
when the face is within about 0.75h of P and reaches 15% of the eventual maximum
value, S, when the face is below P. When the face is 0.4h in advance of P, about 75%
of S has occurred, and when it is 0.7h in advance of P, the subsidence is 0.975S.

The longitudinal subsidence profile associated with the advancing face produces
a travelling horizontal strain wave in which an initial tensile phase is followed by
a compressional phase. Transverse tensile or compressional horizontal strains will
also result, depending on the location of the point with respect to the centre of the
panel. Damage to buildings is likely to be most marked when they are subjected to
the maximum tensile strain, which is produced when the surface point is vertically
above the face for longitudinal strain or above the rib side for transverse strain.

16.5.6 Design measures to limit subsidence effects
Partial extraction in which substantial rib pillars are left between panels, has been
successfully used to limit maximum subsidence and to produce a net subsidence
profile that is free from horizontal strain and tilt over most of its width. As shown
in Figure 16.28, the estimated net subsidence profile is obtained by superposition
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Figure 16.28 Predicted and mea-
sured subsidence profiles for a case of
partial extraction (after Orchard and
Allen, 1970).

of the profiles produced by the individual panels. In the UK coalfields, this method
has been used to give up to 70% extraction with 30–100 m wide pillars left between
panels extracted with w/h < 1/3. Depending on the layout and the extraction ratio,
reductions in maximum subsidence in the order of 80% may be achieved.

As indicated in section 15.3.1, in modern practice, longwall panels are mined side
by side with coal pillars which are generally referred to as chain pillars, separating
adjacent panels (Figure 16.29). The pillars protect the roadways which provide access
to the coal faces on either side of the panel. Holla and Barclay (2000) note that in the
Southern Coalfield, New South Wales, Australia, panel widths reach 220 m and chain
pillars are about 40 m wide. At mining depths of 300–500 m, the individual panels
are sub-critical. The shape of the subsidence profile depends upon the sizes of the
pillars and panels in relation to the mining depth. Holla and Barclay (2000) provide
the following illustration of the effects of these relations.

If the panels are narrow (say, w/h < 0.33) and the pillars are large (pillar width to
mining depth ratio > 0.2), then subsidence over both the pillars and the panel centres
will be small and the final subsidence profile will be flat and shallow (Figure 16.29b).
In this case, the main strata would bridge across the pillars and surface disturbance
would be minimal. The same sub-critical panels but with smaller pillars (pillar width
to mining depth ratio = 0.06) will develop deep, smooth subsidence profiles in which
there is no visible effect of the pillars (Figure 16.29c). Wider panels (w/h > 0.6) with
larger pillars (pillar width to mining depth ratio > 0.1) will produce wavy profiles as
the differential subsidence between panel centres and pillars becomes larger (Figure
16.29d). In general, where possible, panels should be laid out in such a way that
critical surface structures are located above the chain pillars between panels.

Goaf treatment by strip packing or hydraulic or pneumatic solid stowing can
reduce the subsidence in a single panel by more than 50% depending on the nature
and timing of the treatment. The largest reductions are obtained for solid stowing
carried out immediately after mining. Stowing has been used successfully in Europe,
India, the UK and the USA, for example, to control subsidence, particularly for thick
seam and multi-seam extraction (Hughson et al., 1987). However, it adds to mining
costs and has an impact on rates of production in highly mechanised operations.
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Figure 16.29 Profiles developed
over a series of longwall panels (after
Holla and Barclay, 2000).

Harmonic extraction involves the phased removal of the mineral from a critical
area such that the ground surface is lowered smoothly and horizontal strains are min-
imised. The technique may be used to protect structures that are especially important
or susceptible to subsidence-induced damage. Harmonic extraction requires that the
panel be advanced in at least two faces maintained at a carefully calculated distance
apart. The orientation of the structure with respect to the direction of face advance
determines whether protection against the transverse or the longitudinal surface wave
is the more important. Peng (1992) provides illustrations of harmonic extraction in
single and multi-seam mining, but indicates that the method is only applicable when
a single entry system between panels is used.
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17 Blasting mechanics

17.1 Blasting processes in underground mining

Reliable procedures for rock blasting are well established in mining engineering
practice. Explosive charges are emplaced in blast holes suitably located relative to a
free surface of an opening, and detonated. Rock surrounding the charges is fragmented
and displaced by the impulsive loading in the medium, generated by the sudden
release of the explosive’s potential energy. Control and routine application of such an
intrinsically violent process represent significant feats in both chemical and mining
technology.

Underground mining in hard-rock settings is highly dependent on the successful
execution of blasting procedures. Although shaft borers and raise borers are occasion-
ally used in developing vertical access to and within an orebody, the great majority
of mine development is still undertaken with well-established and efficient methods
of drilling and blasting. Orebody rock is liberated from its natural surroundings, and
subjected simultaneously to an episode of massive comminution, by primary blasting
in the stopes. Other minor blasts, in stope drawpoints and ore passes, for example,
may be required to maintain the free flow of ore in the ore-handling system. The
significance of rock blasting in mine development and production indicates the value
of a brief exposition of the fundamentals of blasting mechanics.

Preceding discussions of mine excavation design and excavation support design
have been based, in the main, on consideration of static forces and stresses gener-
ated in the medium, and their effect on the in situ rock. Most mine openings are
created incrementally, by segments excavated in a near-instantaneous process. The
consequences of the rapidity of excavation have been discussed in Chapter 10, but
the nature and effects of the excavation process per se have not been considered. A
particular concern with blasting is its effect on the rock in the immediate vicinity of an
excavation. Intense local fracturing, and disruption of the integrity of the interlocked,
jointed assembly, can be produced in the near-field rock by poor blast design. More
extensive adverse effects can be induced by the transmission to the far field of energy
input to the rock by explosive action. In high-stress settings such as occur at depth, or
in pillars supporting panels mined to a high extraction ratio, perturbations associated
with blasting may trigger extensive instability in mine structures.

17.2 Explosives

An explosive is any material or device which can produce a sudden outburst of gas,
applying a high impulsive loading to the surrounding medium. Chemical explosives
are the most widely used in mining practice. Their composition and properties have
been described in detail by Cook (1958). Industrial chemical explosives are of two
main types: deflagrating explosives, such as black powder, which burn relatively
slowly, and produce relatively low blasthole pressure; detonating (high) explosives,
which are characterised by superacoustic reaction rate and high blasthole pressure.
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The detonating explosives are themselves considered in three categories, reflecting
their respective sensitivities to ease of initiation of detonation. Primary explosives,
such as lead azide, lead styphnate, or mercury fulminate, are initiated by spark or
impact. They are highly unstable compounds, and used industrially only in initiating
devices such as blasting caps, as the top charge. Secondary explosives require the
use of a blasting cap for practical initiation, and in some cases may require an ancil-
lary booster charge. Explosives in this category are formulated from chemicals such
as nitroglycerin (NG), ethyleneglycoldinitrate (EGDN), or pentaerythrotetranitrate
(PETN), mixed with other explosive materials and stabilizing agents. Tertiary explo-
sives are insensitive to initiation by a standard (No. 6) strength blasting cap. Most
explosives in this category are the dry blasting agents (DBAs) or slurry explosives
and blasting agents.

Historically, most high explosives were manufactured from the organic nitrates,
mixed with organic and inorganic chemicals to produce mechanically and chemically
stable materials known as gelignites and dynamites. Now, the proportion of organic
nitrates in these types of explosives has been reduced, by their partial replacement
with such chemicals as ammonium nitrate (AN). Also, industrial consumption of
these explosives has declined, due to the formulation of more convenient explosive
mixtures.

A blasting agent such as ANFO (94% AN–6% fuel oil) is an oxygen-balanced mix-
ture of an oxidiser and a fuel. This means that by achieving close admixture of these
components, the material can be detonated, to yield H2O, NO2, and CO2. Slurry
and emulsion blasting agents and explosives are also formulated as an oxygen-
balanced mixture, but instead of a simple physical admixture, the oxidiser and fuel
constituents of the explosive are suspended in a stable water–gel matrix. They are
typically more stable chemically than dry blasting agents, and may be water resistant.

Detonation in an explosive column (contained, for example, in a blast hole) in-
volves the passage through the column of a chemical reaction front. The front is
driven through the column, by the products of the reaction, at superacoustic velocity,
called the detonation velocity. Passage of the front causes a step rise in pressure in the
explosive, achieving a detonation pressure which may exceed many GPa. The blast-
hole wall is subjected to a pressure approaching that in the detonation front. Pressure
decay in the blast hole is relatively slow, due to the persistent action of the detonation
product gases.

The response of rock to explosive attack is determined by both the explosive prop-
erties and the rock properties. The main explosive property is its strength, which
is a standardised measure of the explosive’s capacity to do useful work on its sur-
roundings. It may be measured in standard tests, such as an underwater test, in which
pressure pulses transmitted in the water after detonation of a charge are used to esti-
mate the energy release from the charge. These tests indicate that the release of the
explosive’s chemical potential energy does not occur in a single episode. The initial
energy release associated with detonation (the shock energy) is followed by oscil-
lation of the product gas bubble. Successive phases of energy output are identified
with the bubble energy of the explosive, which represents energy possessed by the
detonation product gas due to its high pressure.

Another current method of assessing the strength of an explosive is by estimating its
free-energy output, from the thermodynamics of its detonation reaction. The Absolute
Strength Value (ASV) of an explosive is expressed in terms of the free-energy output
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(in joules) per 0.1 kg of explosive. The Relative Strength Value of an explosive is the
ratio of its calculated useful work output, relative to that of ANFO, taken as a basis of
100 units. Details of explosive strength specification are discussed by Harries (1977).

The partitioning of explosive energy between shock energy and bubble energy
suggests that the ASV of an explosive is an incomplete measure of its potential per-
formance in rock. The term ‘brisance’ is used to indicate the potential ‘shattering
action’ of an explosive. It is related directly to the detonation pressure of the ex-
plosive, which is itself related to detonation velocity. High-brisance explosives may
be characterised by detonation velocities greater than about 5000 m s−1. Explosives
with detonation velocities less than 2500 m s−1 would be classed as low-brisance
compounds.

Several rock properties determine the performance of a particular explosive in the
medium. The capacity of the rock mass to transmit energy is related in part to
the Young’s modulus of the rock medium. The ease of generating new fractures
in the medium is a function of the strength properties of the rock material, which may
be represented for convenience by the uniaxial compressive strength C0. The unit
weight of the rock mass affects both the energy required to displace the fragmented
rock, and the energy transmissive properties of the intact medium.

Efficient and successful performance of an explosive in a rock mass requires that its
properties be compatible with those of the subject rock mass. An empirical correlation
of the preferred explosive type, for a range of rock material and rock mass properties,
is proposed in Figure 17.1. For very low average fracture spacing, or very low material
compressive strength, the rock mass may be ripped or dug mechanically, rather than
blasted. A significant observation from Figure 17.1 is that ANFO is a suitable explo-
sive for use in a wide range of rock mass conditions. The application of high-brisance
explosives is justified only in the strongest, more massive rock formations.

Figure 17.1 An empirical matching
of explosive and rock mass properties.
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Other explosive properties in addition to strength and brisance need to be con-
sidered in explosive selection for a particular blasting operation. In underground
applications, the fume properties of the explosive, i.e. the chemicals present in the
detonation product gases, determine the air quality in the working area after blasting.
The chemical properties of the explosive itself, and of the lithology in which it is to
be used, can present safety problems. For example, some sulphide ores are subject
to rapid, exothermic oxidation on contact with ammonium nitrate. The nature of the
flame or flash produced by the explosive on detonation determines its potential for ini-
tiating detonation in the mine atmosphere. Such unfavourable atmospheric conditions
can arise in gassy coal seams, or in highly pyritic metalliferous orebodies. Finally,
explosive properties such as the air gap sensitivity and impact sensitivity have direct
operational consequences related to their use in fractured ground and in development
blasting.

17.3 Elastic models of explosive–rock interaction

Detonation of an explosive charge in rock results in dynamic loading of the walls
of the borehole and generation of a stress wave which transmits energy through the
surrounding medium. The generation of fractures can be assumed to be related in
some way to the magnitudes of the transient stresses associated with the passage
of the wave. The solutions discussed in Chapter 10 for elastic wave generation by
spherical and cylindrical sources are the basis for considering explosive interaction
with a rock mass.

The most important solution for the stress distribution around an explosive source
is that due to Sharpe (1942) for a spherical charge. The charge is detonated in a
spherical cavity of radius a, generating a spherically divergent P wave. The transient
cavity pressure is taken to be represented by the expression

p = p0 e−�T

where p0 is the peak wall pressure, and � is a decay constant. Sharpe showed that, in
the general solution of the spherical wave equation, the function f in equation 10.36
is given by

f = p0a
/{

�
[
�2

0 + (�0 − �)2
]} [

e−�0T

(
cos �0T + �0 − �

�0
sin �0T

)
− e−�T

]

(17.1)

where

�0 = (Cp/a)[(1 − 2�)/(1 − �)]

�0 = Cpa[(1 − 2�)1/2/(1 − �)]

T = t − (r − a)/Cp

An elaboration of the Sharpe solution by Duvall (1953) was based on the assumption
that the cavity pressure could be represented by the expression

p = p0(e−�t − e−�t)
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Figure 17.2 A finite difference
model of detonation and wave gener-
ation by a long, cylindrical charge.

Since this is merely the superposition of two separate temporal pressure variations,
the form of the complete function f can be established simply by replacing � by �
in equation 17.1, and subtracting the resulting expression from that given in equation
17.1.

When the form of the function f describing transient displacement is known,
the procedures discussed in Chapter 2 can be used to establish expressions for the
transient strain components. Application of the appropriate stress–strain relations
produces expressions for the transient stress components.

Most explosive charges used in practice are cylindrical. Difficulties with obtaining
a general solution for a cylindrical source have already been noted. Since explosive
charges are neither infinitely long nor subject to instantaneous detonation, the several
attempts to obtain a solution to this type of problem are of little practical interest. A
useful solution for a cylindrical charge has been formulated by Starfield and Pugliese
(1968). In their procedure, a cylindrical charge is discretised into a set of charge
segments, each of which is represented by an equivalent spherical charge. With the
unit solution given by equation 17.1, and a known detonation velocity for the charge,
the temporal variation of displacements, strains and stresses at any point in the medium
can be determined numerically. It is to be noted also that this numerical model correctly
describes the divergence of the wave generated by the charge over a conical front,
as illustrated in Figure 17.2. The results obtained by Starfield and Pugliese in field
experiments with cylindrical charges were in general agreement with predictions from
the simple finite difference model.

17.4 Phenomenology of rock breakage by explosives

Explosive attack on rock is an extremely violent process, and experimental attempts to
define the mechanics of rock breakage by explosives have not been highly successful.
The following qualitative account of explosive interaction with rock is based mainly
on the accounts by Duvall and Atchison (1957), and Kutter and Fairhurst (1971).

In the period during and following the passage of a detonation wave along an
explosive charge, the rock around the blast hole is subjected to the following phases
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Figure 17.3 Successive stages of
destruction of rock by an explosive
charge under dynamic load (a,b,c) and
quasi-static load (d) (after Kutter and
Fairhurst, 1971).

of loading:

(a) dynamic loading, during detonation of the explosive charge, and generation and
propagation of the body wave in the medium;

(b) quasi-static loading, under the residual blasthole pressure applied by the deto-
nation product gases;

(c) release of loading, during the period of rock displacement and relaxation of the
transient stress field.

The evolution of fracture patterns associated with these intervals of loading is
illustrated in Figure 17.3.

17.4.1 Dynamic loading
Three zones of material response to the impulsive loading and high-intensity stress
wave are recognised in the medium.

In the immediate vicinity of the blast hole, the high stress intensity results in the
generation of a shock wave in the rock. In this so-called shock zone, the rock behaves
mechanically as a viscous solid. Passage of the stress wave causes the rock to be
crushed or extensively cracked, and the intensity of the wave is reduced by viscous
losses. The attenuation process also results in reduction of the wave propagation
velocity to the acoustic velocity. For a blast hole of radius rh, the radius rs of the
shock zone may be about 2rh. In some cases, superficial observation may not, in fact,
reveal a crushed zone around a blast hole.
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The domain immediately outside the shock zone is called the transition zone. In
this region, the rock behaves as a non-linear elastic solid, subject to large strain (i.e.
the small strain elastic theory developed in this text is inadequate to describe rock
behaviour in this zone). New fractures are initiated and propagated in the radially
compressive stress field, by wave interaction with the crack population. Crack de-
velopment is in the radial direction, resulting in a severely cracked annulus, called
the rose of cracks. Generation of the radial cracks extracts energy from the radial
P wave, resulting in reduction in the stress intensity. The radius, rt, of the transition
zone is about 4–6rh.

In the transition zone, the intensity of the state of stress associated with the ra-
dial wave is reduced to a level at which the rock behaves linearly elastically. The
behaviour of the rock in this domain, called the seismic zone, can be explained
adequately by elastic fracture mechanics theory. Although new cracks may be initi-
ated in this region, crack propagation occurs exclusively by extension of the longest
cracks of the transition zone, in accordance with the notions outlined in Chapter 4.
Thus, a short distance outside the transition zone, a few cracks continue to prop-
agate, at a velocity of about 0.20–0.25Cp. The P wave therefore rapidly outruns
the crack tips, and propagation ceases. It appears that at a radius of about 9rh,
macroscopic crack generation by the primary radial wave ceases. However, during
transmission of the wave towards the free face, fractures may be initiated at the
Griffith cracks. The process may be considered as one of conditioning the rock mass
for subsequent macroscopic rupture, or of an accumulation of damage in the rock
fabric.

When the radial compressive wave is reflected at a free face, a tensile wave, whose
apparent source is the mirror image of the blast hole reflected in the free face, is
generated. The relevant geometry is shown in Figure 17.4. It is possible that, in
massive rock, slabbing or spalling may occur at the free face, although there is no
convincing evidence for this. In the interior of the medium, crack extension may be
promoted by the more favourable mechanical environment of the tensile stress field,
resulting in further accumulation of damage. In a jointed rock mass, the rôle of the
reflected tensile pulse is limited, due to joint separation, trapping the wave near the
free face.

Figure 17.4 Reflection of a cylindri-
cal wave front at a free face.
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Figure 17.5 Conditions of quasi-
static loading around a blast hole.

17.4.2 Quasi-static loading
The dynamic phase of loading is complete when the radial wave propagates to the free
face, is reflected, and propagates back past the plane of the blast hole. For an average
rock mass (Cp = 4000 m s−1), this process is complete within 0.5 ms/m of burden.
(The burden is the perpendicular distance from the blasthole axis to the free face.)
Because mass motion of the burden does not occur for an elapsed time much greater
than the dynamic load time, it appears that pressure exerted in the blast hole by the det-
onation product gases may exercise a significant role in rock fragmentation. Sustained
gas pressure in the blast hole increases the borehole diameter, and generates a quasi-
static stress field around the blast hole. Gas may also stream into the fractures formed
by dynamic loading, to cause fracture extension by pneumatic wedging. An idea of
the action of the gases may be obtained by considering the stress distribution around a
pressurized hole, by applying the Kirsch equations (equations 6.18). In the following
discussion, the effect of field stresses on the quasi-static stress distribution is neglected.

The simplest case of quasi-static loading involves a pressurized hole, of expanded
radius a, subject to internal pressure p0, as shown in Figure 17.5a. If the region
around the hole boundary is uncracked, the state of stress at any interior point, of
radius co-ordinate r , is given by

�rr = p0 a2/r2, ��� = −p0 a2/r2, �r� = 0 (17.2)

and the hole boundary stresses are given by

�rr = p0, ��� = −p0 (17.3)

Thus, if the state of stress represented by equation 17.3 is incapable of generating
fractures at the hole boundary, that represented by equation 17.2 cannot generate
fractures in the body of the medium. This suggests that the pattern of cracks produced
during the dynamic phase may be important in providing centres from which crack
propagation may continue under gas pressure.

Quasi-static loading may occur in the presence of radial cracks, as illustrated in
Figure 17.5b, with no gas penetration of the cracks. The presence of radial cracks
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means that no circumferential tensile stresses can be sustained in the cracked zone.
At any point within the cracked zone of radius rc, the state of stress at any point r is
defined by

�rr = p0 a/r, ��� = 0

and at the perimeter of the cracked zone by

�rr = p0 a/rc, ��� = −p0 a/rc (17.4)

The implication of equations 17.4 is that existing radial cracks around a hole may
extend so long as the state of stress at the boundary of the cracked zone satisfies the
macroscopic failure criterion for the medium.

A third possible case of quasi-static loading involves radial cracks, but with full
gas penetration. If the volume of the cracks is negligible, the state of stress at the
boundary of the cracked zone is given by

�rr = p0, ��� = −p0 (17.5)

In practice, the degree of diffusion of gas into the fractures is likely to lie somewhere
between the second and third cases, described by equations 17.4 and 17.5. In any
event, the existence of circumferential tensile stresses about the blast hole provides a
satisfactory environment for radial fracture propagation.

Analysis of high-speed photographs of surface blasts suggests that radial fractures
propagate to the free face, and that the elapsed time for generation of these fractures
may be about 3 ms/m of burden (Harries, 1977).

17.4.3 Release of loading
Field observations of blasts suggest that the elapsed time between charge detonation
and the beginning of mass motion of the burden may exceed ten times the dynamic
phase of loading. At that stage, the burden is rapidly accelerated to a throw velocity
of about 10–20 m s−1. In the process of displacement, disintegration of the rock mass
occurs. It has been suggested by Cook, M.A. et al. (1966) that impulsive release of
the applied load may lead to over-relaxation of the displacing rock, generating tensile
stresses in the medium. Some evidence to support this postulated mechanism of final
disintegration is provided by Winzer and Ritter (1980). Their observations, made on
linearly scaled test blasts, indicated that new fractures are generated in the burden
during its airborne displacement. There is no similar evidence from full-scale blasts to
support the mechanism, and attempts to generate fractures by impulsive unloading in
laboratory tests have been unsuccessful. However, there is one aspect of blasting which
can be explained most satisfactorily by the over-relaxation mechanism. Overbreak,
illustrated in Figure 17.6, is readily comprehensible in terms of the rebound of the
solid following rapid release of the blasthole pressure.

The preceding discussion was concerned with blasting in a medium at low states
of stress. In underground mines, the state of stress at a blast site may be high. In such
a situation, illustrated in Figure 17.7, where the local maximum principal stress is
parallel to the free face, crack generation and propagation occur preferentially parallel
to the free face. Crack propagation perpendicular to the free face is impeded.
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Figure 17.6 Overbreak in a surface
bench blast, possibly due to an over-
relaxation mechanism.

Figure 17.7 Local stress field near a
stope face, and the imposed preferred
direction of fracture propagation.

17.5 Computational models of blasting

The qualitative description of explosive action in rock does not present a basis for ei-
ther design of blasts or for control of the effect of blasting in the surrounding medium.
The most promising approaches for the long-term resolution of these needs may lie
in the further development of various computational models of the blasting process.
Some early and well-conceived schemes were described by Dienes and Margolin
(1980), Grady and Kipp (1980) and Margolin (1981). Each is based on a finite differ-
ence representation of the explosive–rock interaction, within a continuum mechanics
framework. The model described by Margolin is based on:

(a) a statistical description of Griffith crack distribution in the medium;
(b) a criterion for crack growth;
(c) a specification of modulus reduction with crack development;
(d) a statistical description of the crack distribution as it evolves in time, taking

account of crack growth termination by intersection with other cracks.

While these models are not now suitable for routine blast design, they have been
used in special cases, such as the design of comminution blasts required for in-situ
oil-shale retorting. A particular source of interest in these models is that they seek
to predict the macroscopic behaviour of a rock mass from the microscopic theory of
fracture and the global equations of continuum mechanics.

17.6 Perimeter blasting

The discussion in Chapters 7–9 was concerned with the design of excavations in
various types of rock masses. The general assumption in the development of the design
methods was that the final mechanical state of the excavation peripheral rock was not
affected by the method of creating the opening. Since blasting is an intrinsically
violent process, the potential exists in practice for significant local degradation of the
mechanical properties of the rock. A well-conceived design philosophy not supported
subsequently by appropriate excavation procedures is impossible to reconcile with
sound engineering practice.
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Perimeter blasting is the process in which closely controlled blasting practices
are applied to produce a geometrically precise and relatively undisturbed ultimate
surface. The objectives are to restrict the number and extent of new fractures in the
rock, to prevent undue disturbance of the jointed mass, and therefore to preserve the
inherent strength of the in situ rock. The consequences of effective perimeter blasting
are expressed in the operational performance of the opening. In permanent openings,
lower support costs are achieved. In temporary openings, reduced maintenance costs
are obtained by reduced scaling. In both cases, excavation development rates may
be improved by reduced overbreak, leading to reduced effort in scaling the freshly
generated surface, and reduced loading and haulage of development mullock. Finally,
smooth walls result in reduced frictional resistance to airflow and improved mine
ventilation capacity.

There are two techniques of perimeter blasting – pre-splitting and smooth blasting.
Both methods are industrially important, and each complements the other in scope
for practical application. They are based on the use of decoupled charges, in which
the objective is to restrict the development of a rose of cracks around a hole. This is
sought by isolating the explosive charge from the blasthole surface, using a charge
diameter appreciably less than the blasthole diameter, and using spacers to locate
the charge axis along the hole axis. Special explosives, based on NG, are formulated
and packaged, to ensure stable detonation of the explosive at relatively low charge
diameter.

17.6.1 Pre-split blasting
With this method, a continuous fracture which will form the final surface of an
excavation is generated in the absence of a local free face. As an example, Figure 17.8a
represents a cross section of a development heading. Parallel, close-spaced holes,
which will define the excavation perimeter, are drilled in the direction of face advance.

Figure 17.8 Layout of blast holes in
a pre-split blast, and transient stress
conditions around a blast hole for very
short and short delay between initia-
tion of adjacent blast holes.
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Prior to excavation of any material within the prospective final surface of the heading,
charges in the perimeter holes are detonated nearly simultaneously. If hole spacings are
sufficiently small, the explosive charges adequate, and the geomechanical conditions
satisfactory, a fracture surface is developed over the smooth surface containing the
axes of the blast holes.

An understanding of the mechanics of pre-split blasting is necessary to assure
its successful implementation. A useful insight into pre-split mechanics is provided
by Kutter and Fairhurst (1968). Fracture development along the centreline between
adjacent blast holes is the result of interaction of detonation in one blast hole with
the local stress field produced by explosive action in an adjacent hole. Kutter and
Fairhurst demonstrate that fracture development does not occur when either there is
very long delay between the initiation of adjacent holes (i.e. the charges detonate
independently), or when adjacent blast holes initiate simultaneously. For the sake of
clarity, in the following discussion, two blast holes, A and B, are considered, with
hole A initiated prior to hole B. The rock medium is stress free.

Consider the case where hole B initiates as the stress wave emitted from hole A
passes over it, as illustrated in Figure 17.8b. The transient local stress field around
hole B is effectively uniaxial, of magnitude pd, and oriented parallel to the centreline
of the holes. Since the wavelength of the pulse is relatively long with respect to hole
diameter, the transient stress concentrations around hole B can be estimated from the
Kirsch equations. At points I and II on the hole boundary, the boundary stress is

��� = −pd

and at positions III and IV, it is given by

��� = 3pd

Emission of the stress wave by detonation of hole B, and superposition on the transient
boundary stresses, result in tensile stresses which are greatest at points I and II, and
least at points III and IV. Radial cracks therefore initiate preferentially at points I and
II (i.e. in the centreline direction). The effect of gas pressure in B is to promote the
development of the initially longest cracks, i.e. those in the centreline direction.

A second feasible method for pre-splitting involves the initiation of hole B while
quasi-static pressure operates in hole A. Suppose gas pressure in hole A produces
a local biaxial stress field for hole B defined by components p1 and p2, oriented
as shown in Figure 17.8c. A pressurised hole produces a local biaxial stress field
approximated by

p2 = −p1

At points I and II on the hole boundary, the circumferential stress component is
estimated from the Kirsch equations to be

��� = −4p1

and at points III and IV, to be

��� = 4p1
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Figure 17.9 Influence of field static
stresses and rock stratification on the
development of pre-split fractures.

Thus, emission of the stress wave on detonation of hole B and superposition of these
transient boundary stresses imposed by hole A, generates highest tensile stresses at
points I, II. Radial cracks initiate preferentially at points I and II. Again, gas pressure
in hole B promotes the development of the initially longest cracks, which are oriented
in the centreline direction.

These two pre-split mechanisms, involving short delay and very short delay be-
tween the initiation of adjacent blastholes, have been confirmed experimentally. They
suggest that, for the complete set of blast holes which will form the ultimate surface
of an excavation, effective pre-splitting requires that all pairs of adjacent holes are
initiated with a short delay with respect to one another.

The preceding discussion was concerned with pre-split blasting in isotropic rock
with low field stresses. Real blasting settings underground may involve high in situ
stress and stratified or jointed rock.

In Figure 17.9a two adjacent blast holes, members of a set of pre-split holes, are
oriented so that their centreline is perpendicular to the major principal field stress.
The static boundary stresses are a maximum at points c,d,e,f, and a minimum at points
g,h,i,j. When either hole initiates, the longest initial cracks will form in the direction
parallel to the major principal field stress, and they will propagate preferentially in that
direction under gas pressure. For the case of holes oriented such that the centreline
direction is parallel to the direction of the major principal field stress, as shown in
Figure 17.9b, cracks will initiate preferentially at points g,h,i,j, and gas pressure will
promote preferential crack development in the centreline direction. However, the
effect of the minor principal stress is to impede crack development. If the absolute
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propagation will be prevented. It is concluded that pre-split blasting will show variable
results in a stressed medium, depending on the orientation of adjacent pairs of holes
relative to the field stresses, and that the process becomes less effective as the field
stresses increase. The practical consequence is that pre-splitting may be successful
in near surface development work, but at even moderate depth, it may be completely
ineffective.

In stratified rock, the rock fabric is populated by micro-cracks, oriented parallel to
the visible texture. Considering the single blast hole shown in Figure 17.9c, drilled
in the plane of stratification, the preferred direction of crack development is parallel to
the stratification, exploiting the natural micro-structure as guide cracks. The general
consequence is that pre-split fractures may develop in any anisotropic rock parallel to
a dominant fabric element. Fracture development perpendicular to the fabric element
may be difficult or practically impossible.

17.6.2 Smooth blasting
Smooth blasting practice involves the development of the ultimate surface of the
excavation by controlled blasting in the vicinity of a penultimate free face. Holes are
initiated with short delay between adjacent holes, and the burden on holes exceeds
the spacing.

The mechanics of smooth blasting may be understood by examining the local
state of stress around the penultimate boundary of the excavation. The situation is
illustrated in Figure 17.10a. It has been noted, in Chapters 7–9, that the design of
an opening should achieve a compressive state of stress in the excavation bound-
ary and adjacent rock. Considering a typical perimeter blast hole near the free face,
shown in Figure 17.10b, the local stress field is virtually uniaxial and directed par-
allel to the penultimate surface. This generates tensile boundary stresses around the
blast hole at points a,b, and compressive stresses at points c,d. Thus, the stress wave
emitted by detonation of the charge in the hole initiates radial fractures at points
a,b, and these propagate preferentially parallel to the local major field stress. Both
these factors favour generation of fractures parallel to the penultimate surface of the
excavation.

Figure 17.10 Penultimate stage in
the execution of a smoothing blast,
and the mechanism of control of frac-
ture development by the local bound-
ary stress.

531



BLASTING MECHANICS

It is to be noted that a high in situ state of stress, or a high local state of stress
around an excavation, promotes more effective smooth blasting. It is concluded that
smooth blasting is the preferred method of perimeter blasting at underground sites,
where high states of stress are common. In the design of a smoothing blast, however,
particular stress environments and excavation geometries may require that the evolv-
ing boundary stress around an excavation be taken into account to assure success of
the blast around the complete excavation periphery.

17.7 Transient ground motion

Blasts in an underground mine are conducted for two purposes: fragmentation and
comminution of the rock mass and excavation of access and service openings. Blast-
ing for fragmentation purposes is conducted on a large scale. For example, a major
stope blast, or a large pillar-wrecking blast, may involve the sequential detonation
of several hundred tonnes of explosive distributed through several hundred thousand
cubic metres of rock. In such cases, two objectives are to control transient general
motion in the far field, at the ground surface, and to prevent damage to mine access
and service openings.

Figure 17.11a is a schematic illustration of a blast site at an underground mine.
When the blast is executed, P waves are generated at the various blast sources. S
waves are generated in the rock medium by internal reflections and refractions. Thus
the blast site acts as an apparent source for both P and S body waves, which propagate
in all directions. Some of the waves travel to the ground surface, where they are partly
reflected as PP waves, PS waves etc. In addition, the waves are partly refracted in
the ground surface, and a surface wave is generated in the upper layers of the rock
medium. The point O directly above the blast site, on the ground surface, acts as the
apparent source of the surface waves. The characteristic of these waves, of which
there are two types, is that they are generated and sustained only near the ground
surface.

Figure 17.11 Generation of surface
waves above a blast site, and the na-
ture of particle motion associated with
Rayleigh and Love waves.
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The most generally occurring surface wave is the Rayleigh wave. Particle motion
induced by passage of the wave is backward elliptical, in a vertical plane parallel to the
direction of wave propagation. The motion is equivalent to coupled P and vertically
polarised shear (SV) waves. The nature of the ground motion is illustrated in Figure
17.11b. The intensity of the motion dies out rapidly with depth. The propagation
velocity of the R wave is given by the positive real root of the equation
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For � = 0.25

CR = 0.926 Cs = 0.53 Cp

A Love wave is generated at the ground surface when a layer of low modulus material
overlies a higher modulus material. This is a relatively common condition, which can
arise when a weathered layer overlies fresh rock, or when backfill has been placed to
produce a level surface. In their refraction at the ground surface, waves are effectively
trapped in the upper soft layer. A Love wave consists of coupled P and horizontally
polarised shear (SH) waves, as illustrated in Figure 17.11c. A particle undergoes flat
elliptical motion, so that the surface displacement corresponds to horizontal shaking.
The propagation speed of the wave is a function of the wavelength of the motion, and
is given by the solution of the equation

G1�1

G2�2

(
C2

s1 − C2
L

C2
L − C2

s2

)
= tan

[
2�H

	

(
C2

L

C2
s2

− 1

)]
(17.7)

where subscripts 1 and 2 refer to the hard and soft media respectively, and H is the
depth of the soft layer.

Equation 17.7 indicates that the CL must lie in the range

Cs2 < CL < Cs1

Also, for the case 	 � H, CL tends to Cs1, indicating that wave propagation is oc-
curring mainly in the hard layer. For 	 � H, CL tends to Cs2, indicating wave trans-
mission is occurring mainly in the soft layer.

The generation of surface waves above a blast site is important in that it affects
the range of potential ground disturbance due to transient motion. Body waves are
spherically divergent, so that the amplitude ur (and particle velocity) at some range,
r , is related to r by equation 10.43, i.e.

ur ∝ 1/r

Surface waves are cylindrically divergent in the near-surface rock, so that, from equa-
tion 10.46, ur, (and u̇r) are related to r by

ur ∝ 1/r1/2

Thus, body waves are subject to attenuation due to geometric spreading at a greater
rate than surface waves. At points remote from an underground blast site, the induced
surface waves are therefore the main source of transient motion.
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The components of ground motion induced by the various types of wave must
be taken into account in construction of the system for its measurement. Consider the
reference axes shown in Figure 17.11a, and a blast conducted at some point on the
z axis. For waves propagating in any radial plane (e.g. the xz plane), a point on
the ground surface will experience the following motion:

(a) radial motion measurable as x and z components, due to the P wave;
(b) transverse motion, measurable as x , y and z components, due to the S waves;
(c) longitudinal and lateral motion, measurable as x and y components, due to the

Love wave;
(d) longitudinal and vertical motion, due to the Raleigh waves.

Thus, a satisfactory ground vibration measurement system must be based on a triaxial
array of measurement transducers. Distinction between the various wave components
of ground motion can be made, in the measurement process, on their relative arrival
times and the associated motion in other co-ordinate directions.

The performance of surface and underground excavations subject to nearby dy-
namic events such as blasts, and also rockbursts and earthquakes, is related to the
intensity of the associated ground motion. Most of the study of ground motion from
these sources has been concerned with the effects of earthquakes and nuclear explo-
sions. With the qualifications noted below, mine blasts and conventional explosions
induce ground motion, outside the very near field, comparable with that from the
other seismic sources. Ground motion due to these various seismic events is quanti-
fied in several ways, including time histories of displacement, velocity or acceleration,
the response spectrum, and seismic motion magnitude parameters. These descriptive
methods have developed with different purposes in mind, and provide different de-
grees of information about the nature and damage potential of the dynamic loading
imposed on an excavation or rock structure.

The most comprehensive description of ground motion is provided by time history
records of the various motion parameters. The acceleration record is measured most
conveniently, and from it the velocity and displacement can be obtained by successive
integration. Three mutually orthogonal components of ground motion must be mea-
sured so that the magnitudes of the motion vectors can be defined as a time record.
An example of a ground motion record is given in Figure 17.12a. As a general rule,
similar patterns of ground motion are obtained from explosions, rockbursts and earth-
quakes when observed at similar distances from the source. However, most ground
motion from mine blasts is observed close to the source, where the record appears
more pulse-like.

A second method of characterising ground motion expresses the frequency content
of the motion, by computation of the shock (or response) spectrum (Clough and
Penzien, 1975). This is useful because the response of a structure to dynamic loading
reflects the natural frequency of the structure and the dominant frequency in the
ground wave. The frequency contents of the ground waves shown in Figure 17.12a
are illustrated in Figure 17.12b. Consistent with the preceding description of time
history records, ground motion near a blast site tends to have a higher frequency
content than that experienced at a remote site. However, no information on duration
of motion can be obtained from the response spectrum.

Several seismic magnitude parameters have been proposed to describe concisely
the types of motions induced by dynamic events. The magnitude parameters defined
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Figure 17.12 (a) Time histories of
ground motion from a coal-mine blast;
(b) frequency spectra for the compo-
nents of the ground waves (after Stagg
and Engler, 1980).

in Table 17.1, due to Housner and Jennings (1982), illustrate the profusion of de-
scriptions. The most commonly used parameters are local magnitude (M1), surface
wave magnitude (Ms), body wave magnitude (Mb), and moment magnitude (Mw).
Moment magnitude is applicable only to earthquakes and mine seismic events, where
the source mechanism involves fault slip. It is observed that the local, surface wave
and body wave magnitude parameters are derived from measurements of maximum

Table 17.1 Magnitude parameters for seismic events (after Housner and Jennings, 1982).

Magnitude Definition Application

Local, ML Logarithm of peak amplitude (in Used to represent size of moderate
microns) measured on a Wood– earthquake or rockburst. More closely
Anderson seismograph at a distance related to damaging ground motion
of 100 km from source, and on firm than other magnitude scales.
ground. In practice, corrections made
to account for different instrument
types, distances, site conditions.

Surface wave, Ms Logarithm of maximum amplitude of Used to represent size of large
surface waves with 20 s period. earthquakes.

Body wave, Mb Logarithm of maximum amplitude of Useful for assessing size of large,
P waves with 1 s period. deep-focus earthquakes which do not

generate strong surface waves.

Moment, Mw Based on total elastic strain-energy Avoids difficulty associated with
released by fault rupture, which is inability of surface wave magnitudes
related to seismic moment Mo (Mo = to distinguish between two very large
G · A · D, where G = modulus of events of different fault lengths
rigidity of rock, A = area of fault (saturation).
rupture surface and D = average fault
displacement).
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amplitudes of the relevant ground motions, and therefore convey no descriptions of
the duration of motion.

17.8 Dynamic performance and design of underground excavations

The performance of underground excavations subject to ground motion from explo-
sions, rockbursts and earthquakes is of interest in mine blast design, for the protec-
tion of access and service openings, and also in the design of other underground
facilities for which impulsive loading may be important in their operating roles.
The issues of concern are the modes of response and the types of damage of ex-
cavations under seismic loading, and design criteria for prevention or mitigation of
damage.

The response of an excavation to an episode of seismic loading depends on the
static condition of the excavation, as well as the transient effects associated with
seismic loading. In assessments of seismic loading of excavations, Stevens (1977)
and Owen and Scholl (1981) identified three modes of damage: fault slip, rock mass
failure, and shaking. Excavation damage due to shaking appears to be most prevalent,
and is expressed as slip on joints and fractures with displacement of joint-defined
blocks, and local cracking and spalling of the rock surface. For lined excavations,
cracking, spalling, and rupture of the liner may occur.

Although explosive loading of a rock mass results in transient loading of excava-
tions, the resulting state of stress may be either dynamic or pseudo-static. As noted by
Labreche (1983), the type of loading to be considered depends on the ratio (	/D) of
the wavelength (	) of the stress or velocity waveform to the excavation diameter (D).
When the duration of loading is short, corresponding to a small 	/D ratio, excavation
response is dynamic. A large 	/D ratio corresponds to a relatively prolonged loading,
and the response is effectively static.

Natural and induced rock structure and the duration of strong ground motion are
critical determinants of rock response to dynamic loading. Field experience that dam-
age by shaking is predominantly due to joint motion is consistent with the experi-
mental observation that joints decrease in shear strength under cyclic shear loading
(Brown and Hudson, 1974). Model studies of excavations in jointed rock under cyclic
loading by Barton and Hansteen (1979) confirmed that excavation failure occurred
by accumulation of shear displacements at joints. This is the basis of the conclusion
by St John and Zahrah (1987) that it is the number of excursions of joint motion into
the plastic range that determines dynamic damage to an excavation.

In spite of recognition of the importance of duration of ground motion on excavation
dynamic response, current engineering practice correlates damage during an episode
of dynamic loading to peak ground motion. For purposes of classifying excavation
response due to earthquakes, Dowding and Rozen (1978) defined three levels of
damage due to ground motion: no damage; minor damage, involving new cracks and
minor rockfalls; substantial damage, involving severe cracking, major rockfalls and
closure of the excavation. As proposed by McGarr et al. (1981), peak velocity is the
most appropriate motion parameter with which to correlate damage, since it can be
related directly to peak transient stress in the ground wave, and the second power of
velocity is related to dynamic strain energy. Observations of excavation performance
are correlated with peak velocity in Figure 17.13, and related to the threshold velocities
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Figure 17.13 Calculated peak sur-
face velocities and associated under-
ground excavation damage for earth-
quakes (after Owen and Scholl, 1981).

for minor damage and substantial damage of 200 mm s−1 and 400 mm s−1 originally
proposed by Dowding and Rozen (1978).

According to St John and Zahrah (1987), the damage thresholds proposed above
are well below those observed in a major underground explosion test program, in-
volving the detonation of large charges adjacent to excavations with the purpose of
establishing dynamic design criteria. Damage associated with intermittent spalling
was observed at 900 mm s−1, and continuous damage at 1800 mm s−1. Because these
observations were made for single explosions, they are probably of limited relevance
to the performance of permanent mine excavations, which may be subject to many
episodes of explosive loading during their duty lives.

It is clear that a criterion for dynamic design of permanent underground excavations
based on the single parameter of peak tolerable velocity in the ground wave would
be subject to a substantial margin of uncertainty. Nevertheless, the threshold value of
200 mm s−1 may be suitably conservative to allow routine application. Site specific
empirical relations between peak velocity and explosive charge weight per delay, of
the type described by Siskind et al. (1980), but determined for transmission of body
waves, may be used to estimate probable peak velocity due to a particular blast.

Ultimately, more appropriate design for dynamic loading of an underground exca-
vation must be based on an analysis of rock displacements induced by a synthesised
history of likely ground motion, and take account of site conditions such as rock
structure. Dynamic analysis of jointed and fractured rock also requires description of
the dynamic properties of rough, dilatant joints under cyclic loading, which is a topic
about which there is comparatively little information.
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17.9 Evaluation of explosive and blast performance

17.9.1 General procedures
The current state-of-the-art of explosive engineering practice does not permit predic-
tion of the performance of a given explosive or blast design in a particular application.
The performances of different explosives in a given geomechanical setting are eval-
uated best in experimental blasts which may involve one or two blast holes for each
explosive type. As noted in section 17.2, an underwater test is commonly used to
estimate the energy released from a charge. In test blasts in rock, each trial explo-
sive should be sampled as it is being loaded into the blast hole and its physical and
chemical properties determined for comparison against specifications.

Measurement techniques used in the field to evaluate the performance of explosives
and of experimental blasts include (McKenzie, 1987, 1988)

(a) velocity of detonation timing
(b) near-field vibration monitoring
(c) muckpile surveying
(d) fragmentation measurement
(e) high-speed photography
(f ) gas penetration measurement.

Damage caused to the surrounding rock by a blast may be assessed by a variety of
techniques including the direct measurement of fractures in blastholes and on rock
surfaces and indirect methods including crosshole or tomographic seismic scans,
in-hole acoustic or seismic profiling, ground probing radar, micro-seismic emission
monitoring, blast vibration measurements, and in situ permeability testing (McKenzie,
1988). Because blast damage might be expected to reduce the static and dynamic
Young’s moduli of the rock surrounding the blast site, some methods rely on direct
and indirect measurements of these properties (e.g. Holmberg et al., 1983). Ground
motions experienced in the far field, including those at the ground surface, may be
measured using systems of the general type discussed in section 18.2.7 for monitoring
micro-seismic activity.

Details of the methods used in making the many types of measurements involved
in assessing explosive and blast performance are given in the papers and reports
referenced in this section and in texts such as those by Johansson and Persson (1970)
and Dowding (1985). Further consideration here will be restricted to near field ground
motion monitoring, the application of which has produced widespread industrial
benefit.

17.9.2 Near-field ground motion monitoring
The characteristics of the ground motions produced in the near field (say within
100 m) of a production blast will generally be represented by peak particle velocity =
10–1000 mm s−1, peak dynamic displacement = 0.01–0.5 mm, frequency range =
10–1000 Hz and dominant frequency = 50–500 Hz. The instrumentation system
required to measure these motions consists of a transducer array cemented into or
onto the rock, a cable system to transmit the signals from the transducer array to the
monitoring equipment, a signal recorder, and a waveform analyser or computer-based
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processor which will display the waveform and from which vibration levels and
frequency spectra can be determined.

Obviously, the transducers selected must have responses in the ranges given above
for blast-induced ground motions. Cost, reliability and signal-to-noise ratio are also
important considerations in making the choice. Transducers may measure either par-
ticle velocity (geophones) or particle acceleration (accelerometers). Piezo-electric
accelerometers easily meet the data specifications but are expensive, often require
ancillary equipment such as power supplies and pre-amplifiers, and can introduce
electrical noise problems.

Accelerometers are preferred where the transducers are to be surface mounted
and are recoverable. Where transducers must be regarded as consumable items, as
is usually the case in monitoring the near-field motions arising from underground
blasts, velocity sensitive geophones are used. Geophones are unable to respond to
higher frequencies but give acceptable responses in the frequency range 10–500 Hz.

Single transducers may be used if the information required is limited, say, to de-
termining whether or not detonations have occurred at each delay. The numbers of
transducers required increase with the complexity of the blast design and with the
amount of information sought. Complete analysis of waveforms and the determination
of the vector sum of the motions at a point require the use of triaxial arrays consisting
of three mutually orthogonal geophones. As illustrated in Figure 17.14, the direc-
tion of movement of the geophone coil in response to the passage of each vibration
determines whether the first peak of the record is positive or negative. This allows
the direction of travel of the wave to be deduced and the location of the detonation
relative to the detector to be determined.

The waveforms recorded near a production blast arise from a charge or group of
charges. The first step in analysing a waveform is to determine which charge each

Figure 17.14 Analysis of ground
motion waveforms using a triax-
ial geophone array (after McKenzie,
1988).
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Figure 17.15 (a) Schematic cross
section of a blast and geophone mon-
itoring design, (b) the ground mo-
tion recorded by the upper radial geo-
phone, and (c) the result expected
from the blast (after McKenzie, 1988).

vibration packet represents and hence the actual initiation sequence. This provides
invaluable insight into the blast performance. The vibration amplitude provides a
measure of the explosive energy transferred to the rock mass so that, for a given charge
type and monitoring geometry, the relative amplitude can be used as a measure of
charge efficiency.

Each charge is identified on a ground motion record by considering one or more of
the nominal initiation sequence, the transducer polarity (the direction of the first break)
and the relative vibration amplitude. Figure 17.15b shows the radial component of
ground motion (the record obtained from the transducer whose axis is horizontal and
parallel to the direction of incidence of the wave) recorded for the blast design shown
in cross section in Figure 17.15a. The transducers were located about 10 m behind the
plane of the blast holes. As shown in Figure 17.15c, the vibration waveform should
have contained four packets appearing at 175, 200, 300 and 400 ms. Furthermore,
because two charges were designed to initiate at 300 ms, this packet could be expected
to be of greater magnitude than the others.

The actual record contains five vibration packets (Figure 17.15b). This is reasonable
given the low probability that two nominally identical delay elements will actually
detonate at the same time. In this case, departures from nominal initiation times are
in the range 2–10%. In order to distinguish between the two charges on delay 10, it
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Figure 17.16 (a) Ground motion
recorded during sympathetic detona-
tion of charges; (b) reduction of vibra-
tion amplitude as a result of overbreak
(after McKenzie, 1988).

is necessary to consider transducer polarity and the records of both the upper and the
lower transducer arrays. It transpires that packet 3 is associated with delay 10 in hole
A and packet 4 with that in hole B.

One of the most significant outcomes of near-field vibration monitoring and anal-
ysis of the type outlined has been the identification of a high frequency of occurrence
of charge malfunctions in production blasts (McKenzie, 1987, 1988). Traditionally,
a misfire is defined as an explosive charge which does not detonate, typically due to
an initiation system fault. Recent experience has shown that such misfires are rela-
tively uncommon. More common causes of charge malfunction are delay inaccuracy,
instantaneous detonation, sympathetic detonation (Figure 17.16a), explosive desen-
sitisation or overbreak (Figure 17.16b). In the underground production blast recorded

Figure 17.17 Malfunctions in an
underground blast (after McKenzie,
1987).
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in Figure 17.17, only nine out of 20 charges initiated as designed. Detailed analy-
sis showed that four charges (delays 13, 17, 18, 19) failed to detonate, while seven
charges initiated sympathetically with delays 5 and 8 producing a tight bunching of
ground motion pulses. Once identified, these malfunctions can be eliminated, usually
by decreasing charge concentrations with resulting improvement in fragmentation
and major savings in explosives costs (McKenzie, 1987, 1988).
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18 Monitoring rock mass
performance

18.1 The purposes and nature of monitoring rock mass performance

Monitoring is the surveillance of engineering structures, either visually or with the
help of instruments. In a general geomechanics context, monitoring may be carried
out for four main reasons:

(a) to record the natural values of, and variations in, geotechnical parameters such
as water table level, ground levels and seismic events before the initiation of an
engineering project;

(b) to ensure safety during construction and operation by giving warning of the
development of excess ground deformations, groundwater pressures and loads
in support and reinforcement elements, for example;

(c) to check the validity of the assumptions, conceptual models and values of soil
or rock mass properties used in design calculations;

(d) to control the implementation of ground treatment and remedial works such as
ground freezing during shaft sinking or tunnelling through water-bearing ground,
grouting, drainage or the provision of support and reinforcement.

In mining rock mechanics, most monitoring is carried out for the second and third of
these reasons. Monitoring the safety of the mine structure is a clear responsibility of the
mining engineer. Monitoring to check the rock mass response and, as a consequence,
adjust the overall mine design or take remedial measures, is equally important. It
will be appreciated from the discussions presented throughout this book, that rock
masses are extremely complex media whose engineering properties are difficult, if not
impossible, to predetermine accurately ahead of excavation. It will also be clear that
the models used to predict the various aspects of rock mass response to different types
of mining procedure, are based on idealisations, assumptions and simplifications. It
is vitally necessary, therefore, to obtain checks on the accuracy of the predictions
made in design calculations. As illustrated in the design flow diagram of Figure 1.7,
monitoring the behaviour of the rock mass surrounding the mining excavation is
an integral part of a mine rock mechanics programme, and provides the feedback
necessary to close the design loop. In some cases, the design may be based largely
on the results obtained by monitoring trial excavations or the initial behaviour of
the prototype excavation, with little or no reliance being placed on pre-excavation
design calculations. This use of field observations of the performance of structures
is central to the general practice of geotechnical engineering in which it is known as
the observational method (Peck, 1969).

Monitoring systems used in conjunction with modern large-scale underground
mining operations can be very sophisticated and expensive. However, it should be
remembered that valuable conclusions about rock mass response can often be reached
from visual observations and from observations made using very simple monitoring
devices. Items that may be monitored in an underground mining operation include
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(a) fracture or slip of the rock on the excavation boundary (observed visually);
(b) movement along or across a single joint or fracture (either monitored by a simple

mechanical ‘tell-tale’ or measured more accurately);
(c) the relative displacement or convergence of two points on the boundary of an

excavation;
(d) displacements occurring within the rock mass away from the excavation pe-

riphery;
(e) surface displacements or subsidence;
(f ) changes in the inclination of a borehole along its length;
(g) groundwater levels, pressures and flows;
(h) changes in the normal stress at a point in the rock mass;
(i) changes in loads in support elements such as steel sets, props, rock bolts, cables

and concrete;
( j) normal stresses and water pressures generated in fill;
(k) settlements in fill;
(l) seismic and microseismic emissions; and

(m) wave propagation velocities.

Although it may appear from this list that a wide range of variables may be moni-
tored, only two basic physical responses, displacement and pressure, can be measured
relatively directly using current technology. Measurements can be made of the abso-
lute displacements of a series of points on the boundaries of an excavation or, with
more difficulty, within the rock mass. The relative displacement, or convergence, of
two points on the boundary of an excavation is easier to measure than absolute dis-
placement. Because the relative displacement of two points can usually be measured,
a measurement of normal strain can be obtained by assuming that the strain is uni-
form over the base length of the measurement. Pressures in groundwater and normal
stresses at rock-support contact or in fill can be measured by the pressures induced in
fluid-filled pressure cells, often using a null method. An average pressure normal to
the surface of the pressure cell sensor is obtained. Time is always recorded as a fun-
damental variable. Temperature may be an important variable in some applications
and for some measurement methods.

It is important to recognise that the ‘measurement’ of most other variables of inter-
est, notably forces and stresses, requires the use of a mathematical model and material
properties (e.g. elastic constants) to calculate the required values from measured dis-
placements, strains or pressures. As a general rule, it is preferable to use directly mea-
surable parameters for purposes of comparison and decision making rather than pa-
rameters calculated from a mathematical model using measured parameters as input.

18.2 Monitoring systems

18.2.1 General features of monitoring systems
The instrumentation system used to monitor a given variable will generally have three
different components. A sensor or detector responds to changes in the variable being
monitored. A transmitting system which may use rods, electrical cables, hydraulic
lines or radiotelemetry devices, transmits the sensor output to the read-out location. A
read-out and/or recording unit such as a dial gauge, pressure gauge, digital display,
magnetic tape recorder or computer, converts the data into a usable form and presents
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them to the engineer. Although the nature of the underground mining environment
may mean that relatively simple and direct methods of collecting data are used in the
first instance, the computer-based storage, processing, management and reporting of
data is now a common feature of most mine-site monitoring systems.

In order that the monitoring system should fulfil its intended function economically
and reliably, it should satisfy a number of requirements:

(a) easy installation, if necessary under adverse conditions;
(b) adequate sensitivity, accuracy and reproducibility of measurements;
(c) robustness and suitable protection to ensure durability for the required period of

operation;
(d) ease of reading and immediate availability of the data to the engineer;
(e) negligible mutual interference with mining operations.

The terms accuracy, error, precision and sensitivity as applied to measuring devices,
require careful definition.

The stated accuracy of an instrument indicates the deviation of the output, or
reading, from a known input. Accuracy is usually expressed as a percentage of the
full-scale reading. For example, a 10 MPa pressure gauge having an accuracy of 1%
would be accurate to within ± 100 kPa over the entire range of the gauge.

The error is the difference between an observed or calculated value and the true
value; errors may be either systematic or random.

The precision is a measure of the ability of the instrument to reproduce a certain
reading. It may be defined as the closeness of approach of each of a number of similar
measurements to the arithmetic mean. Precision and accuracy are different concepts.
Accuracy requires precision and an absence of bias, whereas precision implies a close
grouping of results whether they are accurate or not.

The sensitivity of an instrument is variously defined as the ratio of the movement on
the read-out unit to the change in the measured variable causing the output, the input to
output ratio (the inverse of the previous ratio), or the smallest unit of the measurement
detectable by the instrument. Sensitivity as defined in the third way may depend on the
readability of the read-out unit (the closeness with which the scale may be read), and
the least count (the smallest difference between two indications that can be detected
on the read-out scale).

18.2.2 Modes of operation
The modes of operation of the sensing, transmission and read-out systems used in
monitoring devices may be mechanical, optical, hydraulic or electrical.

Mechanical systems often provide the simplest, cheapest and most reliable meth-
ods of detection, transmission and read-out. Mechanical movement detectors use a
steel rod or tape, fixed to the rock at one end, and in contact with a dial gauge or elec-
trical measuring system at the other. The main disadvantage of mechanical systems
is that they do not lend themselves to remote reading or to continuous recording. Me-
chanical convergence and displacement measuring systems are described in sections
18.2.3 and 18.2.4.

Optical systems including electro-optical (EDM) and laser-based systems, are used
in conventional, precise and photogrammetric surveying methods of establishing ex-
cavation profiles, measuring movements of excavation boundaries, and recording nat-
ural and mining-induced fractures. These methods are also widely used in monitoring
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surface subsidence associated with underground extraction. Satellite-based Global Po-
sitioning Systems (GPS) may also be used for the latter purpose (e.g. Collier, 1993,
Windsor, 1993). In the past, considerable use was made of photoelastic plugs and discs
to monitor stress changes in the rock surrounding excavations and in support elements.
Details of several of these photoelastic instruments are given by Roberts (1977).

Hydraulic and pneumatic diaphragm transducers are used for measuring water
pressures, support loads, cable anchor loads, normal components of stress and set-
tlements. In all cases the method of operation is the same. The quantity measured
is a fluid pressure which acts on one side of a flexible diaphragm made of a metal,
rubber or plastic. Twin tubes connect the read-out instrument to the other side of the
diaphragm. To take readings, air, nitrogen or hydraulic oil pressure is supplied from
the read-out unit through one of the tubes to the diaphragm. When the supply pressure
is sufficient to balance the pressure to be measured, the diaphragm acts as a valve and
allows flow along the return line to a detector in the read-out unit. The balance pressure
is recorded, usually on a standard Bourdon pressure gauge or a digital display.

Electrical devices probably provide the most common basis of the instruments
presently used to monitor the performance of rock masses surrounding mining struc-
tures, although mechanical systems still find widespread use in displacement moni-
toring. Electrical systems generally operate on one of three basic principles.

Electric resistance strain gauges operate on a principle discovered by Lord Kelvin,
namely that the resistance of a wire changes proportionately with strain. In strain gauge
systems, strain gauges made from thin wire or foil, are bonded to a rock, concrete or
steel surface. Changes in the strains in the host material are accompanied by changes
in the strains, and resistances, of the strain gauges which are read using a Wheatstone
bridge circuit.

The use of electrical resistance strain gauges in the measurement of in situ stresses
was discussed in section 5.3. Most load cells, many pressure transducers and some
types of inclinometer also use electrical resistance strain gauges. The major disadvan-
tages associated with the use of electrical resistance strain gauges for rock mechanics
applications are

(a) it is difficult to obtain and maintain a good bond between the strain gauge and
the rock,

(b) the strains are measured over relatively short gauge lengths, and
(c) temperature effects cannot always be eliminated.

Vibrating wire sensors are based on the fact that the natural frequency of vibration,
f , of a tensioned wire of length lw and density � is related to the tensile stress in the
wire, �w, by the equation

f =
(

1

2lw

) (
�w

�

)1/2

If this frequency is measured by electromagnetic plucking, the tension �w can be
determined. This value may be used to determine the pressure acting on a diaphragm
to which one end of the wire is attached, or the axial load on a load cell in which
the vibrating wire is mounted. Thus vibrating wire systems are used in piezometers,
soil pressure cells, stressmeters and load cells. A vibrating wire instrument used for
monitoring stress changes in rock is described in section 18.2.6.
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The outputs of vibrating wire sensors are frequencies rather than voltages or cur-
rents. This is an advantage in that frequency is easier to transmit over long distances
without distortion than are analogue signals. Frequency counts can usually be trans-
mitted and detected reliably even in the presence of heavy background noise. Vibrating
wire sensors also have excellent long-term stability.

Self-inductance instruments are based on the mutual inductance of a pair of coaxial
solenoids forming a circuit of resonant frequency

f = (LC)−1/2

2�

where L is the self-inductance and C the capacitance of the solenoids. A relative
displacement, d, of the inner and outer solenoids produces a change in the measured
resonant frequency, f , such that

d = K

(
1 − f 2

0

f 2

)1/2

where f0 is the calibrated frequency for the null position and K is a constant. Londe
(1982) describes a series of borehole extensometers and inclinometers that are based
on this principle. These instruments may be read remotely using radio-telemetry. The
self-inductance multiple-point extensometer is described in section 18.2.4.

Linear variable differential transformers (LVDTs) are sometimes used as sen-
sors in displacement monitoring instruments. The LVDT also operates on a mutual
inductance principle. However, it produces as the output signal not a frequency, but
a voltage which is directly proportional to the linear displacement of an iron core
along the axis of the instrument. LVDTs operate using an alternating current. Direct
current differential transformers (DCDTs) operating using direct current have some
advantages for geotechnical applications. Linear potentiometers which operate on
the electrical resistance principle provide an alternative to LVDTs and DCDTs for the
remote measurement of linear displacement (Dunnicliff, 1988).

In the following sections, some examples are given of instruments used to monitor
displacements of various kinds, pressure, stress change and seismic emissions. The
selection of instruments described is far from exhaustive, but examples of the major
instrument types used in practice are included. Dunnicliff (1998) provides a fuller
account of the wide range of instruments used for geotechnical monitoring. Table
18.1 provides a listing and broad assessment of the methods used to measure the most
commonly monitored variable, displacement.

18.2.3 Convergence measurement
Convergence, or the relative displacement of two points on the boundary of an excava-
tion, is probably the most frequently made underground measurement. The measure-
ment is made variously with a telescopic rod, invar bar or tape under constant tension,
placed between two measuring points firmly fixed to the rock surface (Figure 18.1).
A dial gauge, micrometer, or an electrical device such as an LVDT, potentiometer or
vibrating wire gauge is used to obtain the measurement of relative displacement.

Figure 18.2 shows a high precision convergence measuring system developed by
Kovari et al. (1974) and used by Rachmad and Widijanto (2002) in convergence
measurements in Freeport Indonesia’s Deep Ore Zone block caving mine, Indonesia
(see section 18.3.2 below). The instrument is used to provide a constant tension of
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Table 18.1 Displacement monitoring methods (after Windsor, 1993).

Deformation Measurement Measurement Measurement Measurement Sensitivity
Technique Access Method

OBSERVATIONAL TECHNIQUES
GPS E M M
Terrestrial Surveying E M M
EDM & Automatic Surveillance E A M

INSTRUMENT TECHNIQUES
Movement Indicators

Axial B/F O L
Shear B/F O L

Convergence Indicators
Wire/Tape F M M
Rod F M/A M

Strain Meter
Resistance Strain Gauges B A H
Vibrating Wire Strain Gauges B A H

Joint Meters
Glass Plates F M M
Pin Arrays F M/A M
Strain Gauges B A H
Proximity Transducer F A H
Fibre Optic B A H
Potentiometers B/F A H

Extensometers
Fixed Extensometer

Wire/Rod B M/A H
Reference Point Sensing B M/A H
Strain Sensing B M H

Portable Extensometer
Magnetic Anchor B M H
Magneto-strictive B M H
Sliding Micrometer B M H

Inclinometers
Fixed Inclinometer B A H
Portable Inclinometer B M H

Deflectometers B A H

Extensometer-Inclinometer B M H

Extensometer-Deflectometer B M H

F = Rock Face, B = Borehole, E = Exposure, M = Manual, A = Automatic, O = Observations, L = Low,
M = Medium, H = High

78.5 kN to a 1.0 mm diameter invar wire stretched between an anchoring point and the
instrument which is itself attached to the second anchoring point at the rock surface.
The tensioning device moves the end of the wire towards the displacement gauge with
a precision thread. The applied tension is read on the dynamometer. The displacement
gauge has a readability of 0.01 mm and a range of 100 mm. The overall accuracy of the
convergence measurements is ± 0.02 mm. Normally, these levels of readability and
accuracy are not required for routine convergence monitoring in underground mining.

When interpreting convergence measurement results, it is important to consider
the time rates of convergence and any changes in those rates, as well as the total
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Figure 18.1 (a) Single point conver-
gence measurement with a tape exten-
someter, Telfer Gold Mine, Australia
(after Thompson et al., 1993); (b)
three-point convergence measurement
with a tape extensometer, PT Indone-
sia’s Deep Ore Zone Mine, Indonesia
(after Rachmad and Widijanto, 2002).

convergence values. An example of the use of convergence rates is given in the
case history discussed in section 18.3.2 below. Mechanical convergence monitoring
stations are robust, simple and inexpensive to install, and the results obtained are
usually reliable. However, because of potential obstruction to accesses and working
places, they are generally not suitable for remote or continuous reading. Regular
manual reading of large numbers of stations can be time-consuming.

18.2.4 Multiple-point borehole extensometers
Among the most useful measurements of rock mass performance are those made
using multiple-point borehole extensometers (MPBXs) (Figure 18.3). A single-point
borehole extensometer gives the relative displacement between an anchor point inside
the rock mass and a measuring point, generally located at the excavation boundary. A
multiple-point extensometer can also give the relative displacements between several
points at different depths in the borehole. In this way, the distribution of displacements
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Figure 18.2 The Distometer
ISETH, a high-precision mechanical
convergence measuring system.

in relatively large volumes of rock can be recorded. MPBX measurements are partic-
ularly useful in recording bed sag and separation in bedded strata above coal mining
roadways (e.g. Hebblewhite and Lu, 2004). These data are generally more useful than
the results of convergence measurements which only give relative surface displace-
ments and may be influenced by surface conditions. Sometimes convergence measure-
ments are made between the heads of MPBX installations as illustrated in Figure 18.3.

Suggested methods for monitoring rock movements using borehole extensometers
are given by the International Society for Rock Mechanics Commission on Stan-
dardization of Laboratory and Field Tests (1978b). Instruments using both electrical
and mechanical sensors are described, and guidelines for determining the precisions,
sensitivities and measuring ranges required for a number of applications are given. It
is suggested that for large underground excavations, the minimum measuring range
should be 50 mm (300 mm with reset), the precision should be in the range 0.25–
2.5 mm, and the instrument sensitivity should be typically 0.25–1.00 mm.

MPBX installations may use a variety of techniques and materials. The extensome-
ter may use stainless steel wires or rods made of aluminium, carbon fibre compos-
ites, fibreglass, invar, mild steel or stainless steel. The rods may be anchored with

Figure 18.3 Multiple-point bore-
hole extensometer (MPBX) installa-
tions with convergence measurement
between MPBX heads.
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Figure 18.4 Multiple-point bore-
hole extensometer: (a) near-surface
measuring head with dial gauge mea-
surements; (b) measurements read
with a permanently fitted inductance
transducer (after Amstad and Koppel,
1977).

mechanical (e.g. expansion shell), grouted, hydraulic or snap ring anchors. Displace-
ments between the anchor and reference head may be measured mechanically by a
micrometer or dial gauge, electronically using potentiometer, LVDT, DCDT, self-
inductance coil, strain gauged cantilever or vibrating wire displacement transducers,
or by a magnetostrictive (sonic probe) transducer. Further details and examples of
instrumentation types are given by Dunnicliff (1988) and Windsor (1993). An un-
derground coal mining application of a sonic probe extensometer is described by
Hebblewhite and Lu (2004) and illustrated in Figure 15.19.

Figure 18.4 shows a mechanical multiple-point borehole extensometer. Up to six
measuring points may be used in a 86 mm diameter borehole. Read-out may be by a
dial gauge or by a permanently fitted inductance transducer. With the measuring head
near the rock surface (the usual case), the dial gauge system gives a measuring range
of 150 mm and a sensitivity of 0.01 mm. The electrical transducer has a measuring
range of 40 mm and a sensitivity of 0.01 mm. A special feature of this extensometer is
that the measuring head may be placed up to 70 m from the collar of the borehole, with
readings being transmitted to the read-out point by electrical cable. Several measuring
heads may be located in the same borehole.

Figure 18.5 shows a multiple-point extensometer that operates on the self-
inductance principle. The extensometer consists of a central rod fixed at one end of the
borehole, and carrying a set of inductance displacement sensors passing through coax-
ial rings fixed by springs to the rock at selected points. Relative movement between
the sensor and the ring at any point along the axis modifies the resonant frequency
of the circuit. The read-out unit is calibrated to give a direct reading of displacement.
The sensitivity is 0.01 mm, the precision is ± 0.02 mm and the travel range of each
sensor is 125 mm. Londe (1982) reports that this instrument has been used to make
measurements in boreholes up to 80 m deep. Sensor spacings can be as close as 1 m
and the borehole may be at any inclination. The fundamental advantage of this in-
strument over conventional rod and wire extensometers is that it is not necessary to
provide a permanent mechanical connection between the sensors and the rock.
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Figure 18.5 Self-inductance
multiple-point borehole extensometer
(after Londe, 1982).

18.2.5 Hydraulic pressure cells
Hydraulic pressure cells are used to measure changes in total normal stress in materials
such as fill, shotcrete or concrete, or at interfaces between materials such as rock
and shotcrete or rock and concrete. The original form of hydraulic pressure cell
described by Brady and Brown (1985) consisted of a flatjack connected to a hydraulic
or pneumatic diaphragm transducer which was in turn connected by flexible tubing to
a read-out unit. Normal stress transferred from the surrounding soil, rock, shotcrete
or concrete was measured by balancing the fluid pressure applied to the reverse side
of the diaphragm. Procedures for monitoring normal stresses with hydraulic pressure
cells of this type are given by Franklin (1977) and the International Society for Rock
Mechanics Commission on Standardization of Laboratory and Field Tests (1980).

Figure 18.6 shows more modern hydraulic pressure cells used to monitor normal
and radial stresses in shotcrete or concrete linings. These pressure cells may be rect-
angular or ovaloid (as in the example shown in Figure 18.6). Similar cells used to

Figure 18.6 Tangential (left) and ra-
dial (right) total pressure cells. (Pho-
tograph by Slope Indicator Company.)
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Figure 18.7 Pressure cell installa-
tion in a shotcrete lining with a tape
extensometer horizontal convergence
stations. (Diagram by Geokon, Inc.)

monitor total pressures in soils or fill are now usually circular in shape. The cells are
made from two steel plates that are welded together around the periphery to form
a sealed cavity which is later filled with a de-aired fluid, usually hydraulic oil. In-
creasing stress normal to the cell surface causes a corresponding rise in the cell fluid
pressure. The fluid in the cell is connected by a short tube to an electrical resistance
or vibrating wire pressure transducer that converts the pressure to an electrical signal.
The signal is transmitted (as a frequency in the case of a vibrating wire transducer)
to the read-out or recording location. Readings may be made manually or with a data
logger or computer. A thermistor inside the transducer housing allows the tempera-
ture at the cell to be measured and any required correction to be made. The use of an
electrical pressure transducer obviates the need for the long hydraulic lines required
in the earlier type of hydraulic pressure cell.

As illustrated in Figure 18.7, radial cells are placed between the excavated rock
surface and the shotcrete or concrete. Tangential cells are attached to reinforcing
bars or some other form of support so that they will be embedded in the shotcrete or
concrete. Cells may also be cast into concrete liners. As the shotcrete or concrete cures,
it will tend to shrink away from the cell. In the case shown in Figure 18.6, the tangential
cells, but in other cases radial cells as well, are supplied with pressurisation tubes
which are crimped to force additional oil from the tube into the cell. This forces the
sensitive side of the cell back into contact with the shotcrete or concrete, ensuring an
immediate and accurate response to increases in normal stresses. It is important that the
stiffness of the cell matches that of the surrounding material if accurate normal stress
measurements are to be obtained. A cell that is too stiff for its surroundings will register
an excessive pressure while one that is insufficiently stiff will register a pressure that
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is too low. Cells used with concrete or rock were once filled with mercury, but now
the required stiffness may be achieved through the design and construction of the cell.

18.2.6 Stress change measurements
Historically, a wide range of instruments has been developed for monitoring the stress
changes induced in rock by mining activity. These have included photoelastic plugs
and discs described by Roberts (1977), instruments based on the hydraulic pressure
cell described by Sauer and Sharma (1977), the vibrating wire stress meter (Hawkes
and Hooker, 1974, Sellers, 1977), and rigid inclusion instruments which use electric
resistance strain gauges to measure the strains induced in the plug (Wilson, 1961,
Worotnicki et al., 1980). These are usually borehole instruments and suffer from the
disadvantage that they monitor the stress change in one direction only. Three mea-
surements are sometimes taken in mutually perpendicular directions, but even these
measurements cannot give the complete change in the stress tensor unless the three
directions chosen are the principal stress directions. The difficulties caused by stiffness
incompatibility, discussed for the hydraulic pressure cell, also arise with these instru-
ments. In order to obtain the desired quantity, a stress change, a mathematical model
and material properties or, alternatively, an experimentally determined calibration
curve, must be used. Accordingly, the accuracy of the measurements is often con-
siderably less than that obtainable for displacement measurements. Windsor (1993)
has discussed the conceptual, practical and environmental difficulties encountered in
attempting to monitor accurately the stress changes caused by mining.

A newer generation of instruments permit changes in the components of stress in
more than one direction to be monitored in one borehole. Walton and Worotnicki
(1986) describe three such instruments – the yoke gauge which is a purpose designed,
non-reusable three component borehole deformation gauge, and the conventional and
thin-walled versions of the CSIRO hollow inclusion triaxial strain cell discussed in
section 5.3.2. The conventional hollow inclusion cell has been provided with three
additional strain gauges to a total of twelve to render the cell more suitable for
making measurements in anisotropic rock or to provide additional strain measurement
redundancy. Walton and Worotnicki (1986) present results of laboratory tests and
field trials carried out to investigate the effects of moisture absorption, temperature
variation, polymer shrinkage and time on instrument stability and sensitivity. Walton
(1993) provides further details and examples of the use of the yoke gauge and the
hollow inclusion cell for monitoring mining-induced stress changes.

The vibrating wire stress meter is used widely for stress monitoring, especially in the
USA. This instrument was developed originally as a low-cost device for monitoring
stress changes in coal, but it has since found use in a variety of hard- and soft-rock
applications. It will be discussed in some detail here because it illustrates a number of
the principles and difficulties associated with the monitoring of stress changes in rock.

The main components of the vibrating wire stressmeter are shown in Figure 18.8.
The instrument consists of a hollow, hardened steel body which, in use, is pre-loaded
diametrically between the walls of a borehole by means of a sliding wedge and platen
assembly. The gauge is set using a setting tool which drives a wedge so that it pre-
loads the platen and gauge against the borehole walls. Nominal borehole diameters
of 38, 60 and 78 mm may be used, and boreholes may normally be up to 30 m deep.

Stress changes in the rock in the pre-load direction cause small changes in the diam-
eter of the gauge cylinder. These changes are measured in terms of the change in the
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Figure 18.8 Uniaxial vibrating
wire stressmeter; (a) photograph, (b)
schematic. (Photograph and diagram
by Geokon, Inc.)

frequency of vibration of a high tensile steel wire stretched across the cylinder normal
to the pre-load direction as illustrated in Figure 18.8b. To make the measurements,
the wire is ‘plucked’ by an electromagnetic coil which also acts as an electronic pick
up to record the resonant frequency of the wire. The stress change in the rock may be
calculated from the recorded frequency using pre-determined calibration data.

The gauge illustrated in Figure 18.8 represents an improvement on earlier versions.
By re-aligning the vibrating wire away from the direction of the pre-load as it was
originally (e.g. Hawkes and Hooker, 1974), it has been possible to obtain both high
initial sensitivity and a large stress range. Given that the gauge acts as a rigid inclusion,
the calibration factor will vary with rock modulus. If temperature measurements are
required, a thermistor can be incorporated into the stressmeter. Even with all of these
factors taken into account, the main limitation of the instrument remains. It is a uniaxial
gauge. To measure the change in the complete stress tensor, measurements made in
six independent directions will be required. Such measurements can be facilitated by
using the biaxial stressmeter illustrated in Figure 18.9.

In mining application, this instrument is typically grouted into a 60 mm borehole.
Following installation, radial deformation of the thick-walled steel cylinder is mea-
sured by two sets of three vibrating wire strain gauges oriented at 60◦ to each other
and closely spaced along the centre of the instrument’s longitudinal axis. From these
measurements, the principal stress changes in the plane normal to the instrument axis
and their orientations may be determined. The biaxial stressmeter is also equipped
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Figure 18.9 Biaxial vibrating wire
stressmeter (after Seymour et al.,
1999).

with two longitudinal vibrating wire gauges to account for stress changes in the ax-
ial direction and two vibrating wire temperature sensors to correct for temperature
fluctuations. Seymour et al. (1999) provide further details of the use of the biaxial
stressmeter and examples of the results obtained in mining applications.

18.2.7 Monitoring microseismic activity
Rock noise is often heard by miners working underground and taken as a warning
of imminent danger from rock failure. Laboratory and field studies have shown that
these audible noises are preceded by subaudible energy emissions from the failing
rock. The monitoring of such microseismic or acoustic emissions induced by mining
activity forms an essential part of the monitoring programmes in a number of mines,
particularly those susceptible to rockburst activity.

Audible or acoustic wave frequencies are in the range 20 Hz to 20 kHz; seismic
waves are of lower frequency. The frequencies of waves radiated by events associated
with mining activity range from less than 1 Hz to more than 10 kHz. That part of
this frequency range in which most of the energy is concentrated depends on the
size of the event. The frequency decreases with increasing magnitude of the energy
release. The higher frequencies, which are those recorded in laboratory tests, tend
to be attenuated rapidly with increase in distance from the focus of the event. This
wide frequency range has led to some confusion in the terminology used to describe
these events. Some authors refer to the phenomenon as acoustic emission, while
others describe it as seismic or microseismic activity. Because the latter terminology
is the more common, and because the events of lower frequency are probably the
more significant in underground mining, the phenomenon will be termed seismic or
microseismic activity in the present discussion.
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Figure 18.10 Schematic layout of
the seismic system, Northparkes E26
Mine, Australia (after Duplancic and
Brady, 1999).

Research which was initiated at the United States Bureau of Mines in the early
1940s, has shown that rocks under stress emit detectable seismic energy at a rate
which increases with increasing stress level. An increase in emission rate generally
precedes major fracturing of the rock. The energy source for a given event can be
located using a triangulation method based on differences in wave travel times to
several receiving stations.

Disparate examples of microseismic monitoring systems based on these principles
are given by Pattrick (1984), Labuc et al. (1987), Young et al. (1992), Adams et al.
(1992), Duplancic and Brady (1999) and Kelly et al. (2002). In these systems, the
waves propagating from the source of a microseismic or seismic event are detected by
a geophone (a velocity gauge suitable for detecting frequencies in the range 1–100 Hz)
or an accelerometer which converts the mechanical vibration into an electrical sig-
nal. Uniaxial or triaxial geophones and accelerometers may be used. Geophones and
accelerometers were originally mounted on the faces of underground excavations but
they are now commonly installed in boreholes drilled from surface or from under-
ground locations. The signal is conditioned and, in modern systems, digitised before
being transmitted to the monitoring station. Modern systems use optical fibre for sig-
nal transmission from the sensor array to the central receiver. Figure 18.10 shows a
schematic of the system installed initially at the Northparkes E26 Mine, Australia, to
study the propagation of the Lift 1 block cave. This system consisted of triaxial ac-
celerometers (chosen because of their wide acceleration magnitude range to measure
low magnitude events at close range), processing seismometers, a multiplexer and a
central computer.

Depending on the purpose of the monitoring exercise, the computer may determine
if the signal is strong enough to trigger the timing and control component of the system.
If so, the arrival times of the seismic wave at each of the sensors are determined. These
data are used to locate the source of the event using geometric and seismic velocity
relations. A three dimensional array of sensors is required for this purpose. In some
systems, event location and display are carried out in real time. The wave form,
amplitude and duration of the signal may be used to determine the nature and relative
magnitude of the event.

Seismic and microseismic monitoring may be carried out in underground mines at
a range of scales and for a variety of purposes. These purposes may include recording
regional seismicity before and during mining, rockburst hazard assessment and predic-
tion, monitoring caving development and propagation, obtaining data for support and
reinforcement design, monitoring the development of rock fracture and failure includ-
ing slip on discontinuities, gaining an indication of the state of stress in the rock mass
and of any stress changes, and monitoring the effects of rock mass pre-conditioning
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measures. The design of the monitoring system and instrument selection will vary
with the intended purpose.

18.2.8 Time domain reflectometry
Time domain reflectometry (TDR) is an electrical pulse testing technique originally
developed to locate faults in coaxial power cables. Subsequently, it was adapted
with considerable success for monitoring the deformation of cables grouted into rock
masses. Movements in the rock mass deform the grouted cable changing the cable
capacitance locally and thereby the reflected wave form of the voltage pulse. By
monitoring changes in these reflection signatures, it is possible to monitor both local
extension and local shearing (Dowding et al., 1988). When a propagating cave or
a mining excavation intersects the cable, it will usually break and the pulse will be
reflected back up the cable recording the location of the break. By monitoring the TDR
cable on a daily or hourly basis it is possible to record the history of cable deformation
up to this point (e.g. Dowding and Huang, 1994).

TDR methods have been used with great success in recent years to monitor the
initiation and propagation of caving in longwall coal mining (e.g. Dowding and Huang,
1994; Kelly et al., 2002), block and panel caving (e.g. Chen, 2000, Rachmad and
Sulaeman, 2002, Rojas et al., 2000) and sublevel caving (e.g. Trifu et al., 2002). For
some applications, TDR cables are grouted into vertical holes drilled from the surface
(e.g. Dowding and Huang, 1994). However, holes may also be inclined or be drilled
from underground locations. TDR measurements made in a series of holes can be
used to estimate the shape of the cave back over a caving region in block and panel
caving (Chen, 2000).

18.3 Examples of monitoring rock mass performance

18.3.1 Behaviour of crown pillars between cut and fill stopes, the Mount Isa
Mine, Australia
At the Mount Isa Mine, Australia, silver–lead–zinc mineralisation occurs as distinct
concordant beds within the Urquhart Shale – a sequence of well-bedded dolomitic
and pyritic shales and siltstones. The bedding strikes north–south and dips at 65◦ to
the west. The most important geological structures in the Urquhart Shale are bedding-
plane breaks, fractures striking north–south and dipping at about 60◦ to the east, two
sets of orthogonal extension fractures orientated normal to the bedding, and conjugate
shear fractures. Bedding-plane breaks are frequently planar, smooth, graphite-coated
and slickensided, and can have continuities of up to several hundred metres. The major
principal in situ stress is perpendicular to the bedding. The other two principal in situ
stresses have similar magnitudes and act in the plane of the bedding. The measured
vertical component of in situ stress is equal to the weight of the overlying rock.

The silver–lead–zinc orebodies are disposed in an en echelon pattern down dip
and along strike. The Racecourse orebodies to the east or footwall side are narrow
and, at the time of concern here, were mined mainly by a mechanised cut-and-fill
method known locally as MICAF. The widths of the MICAF stopes varied between
3 and 11 m. The minimum separation between stopes was 3–4 m. Mining advance
was up-dip by a breast stoping or ‘flat-backing’ method. Both the hangingwall and
crowns (or backs) of stopes were rock bolted routinely, and pre-placed, untensioned
cable dowels were installed as required (Lee and Bridges, 1981).
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Figure 18.11 Cross section through
Racecourse orebodies at 6570N,
Mount Isa mine, Australia, show-
ing mining sequence in 13–11 level
lift leading to formation of 11 level
crown pillar (after Lawrence and
Bock, 1982).

The stability of the crown pillars is of major concern in this type of mining. A
justifiable mining objective is to recover as much ore as possible from the pillars.
However, men and machines work in the advancing stopes and their safety must be
ensured. Potential hazards in the stopes are rock falls from the crown and buckling
failures in the hanging- and footwalls. For the 11–9 level and 13–11 level lifts the
stopes were advanced up-dip in a sequence that ensured that all stope backs were kept
in a line perpendicular to bedding (Figure 18.11). This method was adopted to ensure
that the major principal stress would always act normal to the bedding and so eliminate
the possibility of crown instability being induced by slip on the bedding planes.

At stage 3 of the 13–11 level lift (Figure 18.11) very high stresses developed in
the stope crowns. This produced spalling of intact rock, rock falls, audible rock noise
and rockbursts in the 11 level crown pillar above 7 and 8 orebodies. A series of stress
measurements made at various locations on 11 level showed that the induced stresses
were very high. At 6650N (Figure 18.12) a major principal stress of 95 MPa was
measured perpendicular to the bedding.

Because of the bad ground conditions in the crowns of the leading hangingwall
stopes, mining in these stopes ceased, and further mining was undertaken in the foot-
wall orebodies, which were ‘lagging’ behind under the mining strategy that was being
used. It was noted that, where this was done, shear displacement occurred on a few
bedding planes in the crown pillars of the hangingwall orebodies and ground condi-
tions improved. Figure 18.12 shows the shear displacements measured in such a case
at 6650 N between December 1975, when the high stresses previously referred to were
measured on 11 level, and December 1977, when much lower stresses were measured.

The mechanical explanation of this destressing phenomenon is that, by advancing
the footwall stopes, the principal stress directions in the crown pillar became inclined
to the bedding planes. Because of the very low shear strengths of the bedding planes

559



MONITORING ROCK MASS PERFORMANCE

Figure 18.12 Cross section at
6650N, looking north, showing
results of two stress measurements
and shear displacements on bedding
planes (after Lee and Bridges, 1981).

slip could occur readily, the relative displacement being footwall side down. The angle
of friction on the bedding planes was 10◦ and their dilation angles were less than 2◦.
As the stopes were progressively mined to and through 11 level, non-dilatant shear
displacement on bedding planes continued, but tensile cracking sub-perpendicular to
the bedding began to occur. Slip on the bedding planes decreased the stiffness of the
whole crown pillar. This produced a regional redistribution of stress away from the
crown pillar to the north and south abutments of the stopes where high stresses could
still be sustained.

Although these mechanisms were satisfactorily modelled by a finite-element anal-
ysis that incorporated suitable yield mechanisms (Lawrence and Bock, 1982), such
sophisticated analyses are not required to develop an appreciation of the fundamental
mechanics of the problem. The keys to an understanding of why slip occurred on the
bedding planes and ground conditions improved with a modified extraction schedule
are

(a) a general appreciation of the directions that would be taken by the principal
stress trajectories in the crown pillar at the different stages of mining and the
implications for slip on bedding planes;
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(b) a recognition of the low frictional resistance likely to be generated on smooth,
continuous, graphite-coated and slickensided bedding planes; and

(c) an understanding of the rôle played by rock mass stiffness in governing induced
stress magnitudes.

18.3.2 Convergence monitoring, production level, PT Freeport Indonesia’s
Deep Ore Zone Mine, Ertsberg, Indonesia
Undercutting at Freeport Indonesia’s Deep Ore Zone (DOZ) block caving mine com-
menced in 2000. The production or extraction level at a depth of about 1200 m below
surface uses an offset herringbone layout as discussed in section 15.5.4. The produc-
tion level will be eventually 900 m long and, on average, 200 m wide with widths of
up to 350 m. Production drifts are on 30 m centres with drawpoints at 18 m centers
along the drifts. A transition has been made from a post-undercutting to an advanced
undercutting strategy. The undercut level is 30 m above the production level. These
and other details of the layout and operation are given by Barber et al. (2000).

The performance of the production level excavations is monitored using conver-
gence stations, multiple point borehole extensometers, stressmeters and concrete
crack observations (Rachmad and Widijanto, 2002). Cave propagation is monitored
using time domain reflectometry (TDR) and surface subsidence in the mountainous
terrain is monitored using aerial photography and TDR methods. The areas near crit-
ical surface installations are monitored in more detail using surveying techniques
and extensometers (Rachmad and Sulaeman, 2002). The present account will con-
centrate on the use of convergence monitoring on the production level. Rachmad and
Widijanto (2002) found that the results of the convergence measurements were con-
sistent with results obtained from the other types of measurement and so they became
the main form of monitoring used. Subsequently, stress cells and MPBX installations
were used only for special purposes.

The convergence stations installed on the DOZ mine production level are as il-
lustrated in Figure 18.1b. Convergence measurements are made manually, usually at
weekly intervals, using a tape extensometer of the type shown in Figure 18.2. The
convergence data are converted to vertical and horizontal components and, for pur-
poses of analysis and visualisation, are plotted as displacement rates (mm/day) on
production level plans using mine planning software as shown in Figure 18.13. As
the examples to be given below illustrate, the convergence and convergence rate data
are used to ensure safety during development and production, and to verify the design
assumptions made about the response of the rock mass to caving, including the nature
of the stress abutment associated with undercutting.

High stresses associated with undercutting. Points 1 and 2 in Figure 18.13a are
peaks of high vertical convergence rate located close to the undercut boundary. Such
observations provide confirmation of the assumption that a concentration of vertical
stress and an abutment stress zone will develop at the undercut boundary. More
importantly, convergence rate data and observations of damage led to the conclusion
that a displacement rate of 0.5 mm/day is a trigger value for action to limit further
convergence. In the case of points 1 and 2 in Figure 18.13a, the peak convergence
rates are greater that 0.5 mm/day and steps were taken to move the undercut front
immediately (Rachmad and Widijanto, 2002).
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Figure 18.13 Examples of con-
vergence rate contours, production
level, PT Freeport Indonesia’s DOZ
Mine, Indonesia (after Rachmad and
Widijanto, 2002).

Unanticipated or anomalous stresses elsewhere. Point 3 in Figures 18.13 a and b
shows a high displacement rate away from the undercut boundary in an area in which
high stresses would not be expected to occur. It was found that this area was in the
location of an old exploration drift which had been backfilled. The monitoring data
showed that the backfilled drift did not have the same load carrying capacity as the rock
left in situ around the production level excavations. Point 4 in Figure 18.13b shows an
atypical convergence rate contour for a point well inside the undercut area. Such an
occurrence provides warning of a potential problem that must be investigated. If it is
not associated with a weak rock mass, as in the case of the backfilled drift, something
else must be causing an anomalous stress to be transmitted to the production level in
what should be a caved area. The main possibilities are packing or compaction of ore
that has not been drawn continuously, and a pillar or stump of incompletely blasted
ore being left in the undercut. In the case indentified by point 4 in Figure 18.13b,
it was found from visual inspection of the undercut area and probe drilling that the
problem was caused by a stump of unbroken ore. The stump was then drilled and
blasted from the extraction level (Rachmad and Widijanto, 2002).

Abutment stress width. Knowledge of the width of the stress abutment associated
with the advancing undercut front is important for planning and scheduling purposes.
In planning the DOZ mine, it was assumed on the basis of experience in the earlier
block cave and at other mines, that the width of the abutment zone would be 20 to 30 m.
Data such as that shown for one convergence monitoring station in Figure 18.14 may
be used to validate and refine this assumption. The figure shows that no convergence
was recorded at the station for some time before the undercut approached the station
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Figure 18.14 Development of
cumulative vertical and horizontal
convergence with time, monitoring
stations P15C02, production level,
PT Indonesia’s DOZ Mine, Indonesia
(after Rachmad and Widijanto, 2002).

and until undercut blasting took place 27 m from the station in early 2001. At this point
both vertical and horizontal convergences increased rapidly until the caving front had
passed the station. Subsequently, approximately constant convergences continued to
be recorded for some time. From the results obtained at this and other convergence
monitoring stations, it was concluded that the abutment stress zone reached some
27 m ahead of the undercut face. On this basis, it was concluded that support and
reinforcement on the production level should be in place 27 m ahead of the undercut
face (Rachmad and Widijanto, 2002).

18.3.3 Monitoring cable bolt reinforcement performance under rock burst
conditions, Williams Mine, Ontario, Canada
The Williams Mine is in the Hemlo gold mining district of northwestern Ontario,
Canada. The orebody lies along the contact between the overlying metasedimentary
rocks and the underlying felsic metamorphics. The series dips to the north at 60◦–70◦

and the ore thickness ranges form 3 to 50 m. The uniformity of the orebody and
its steep dip make it well suited to longhole open stoping with delayed backfilling
(Bawden and Jones, 2002).

On 29 March, 1999, a rockburst of Nuttli magnitude Mn = 3.0 occurred in the
sill pillar between blocks 3 and 4 at a depth of approximately 1000 m. The resulting
damage was significant, affecting five of the footwall haulage levels in the sill pillar
to varying degrees over a strike length of about 140 m (see Figure 18.15). The 9415
level was abandoned but the other levels were rehabilitated. Until this event, all
falls of ground and known seismic activity had taken place within the orebody. This
event appeared to be located in the footwall and to involve slip on a feature, later
found to be a foliation shear, located approximately 40 m south of the footwall
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Figure 18.15 Longitudinal section
looking north at the epicentre of the
3.0 Mn rockburst and associated dam-
age on the footwall haulage levels,
Williams Mine, Ontario, Canada (af-
ter Bawden and Tod, 2003).

haulage drives (Bawden and Jones, 2002). Following the 29 March 1999 event, a
portable 8 channel microeismic system was installed around the sill pillar to monitor its
response during rehabilitation. Subsequently, a 64 channel mine-wide microseismic
monitoring system was installed. This system has its highest resolution in the sill pillar
area.

Rehabilitation after the 29 March 1999 event was based on a re-design of the sup-
port and reinforcement to accommodate a future dynamic event of similar magnitude.
The requirements for this system included initial stiffness, load capacity, displace-
ment capacity and energy absorption capacity. The system chosen used weldmesh
reinforced shotcrete and 7 m long plan twin strand cable bolts, anchored over a 2 m
length and de-bonded over the remaining 5 m to provide displacement capacity before
cable yield. In the areas having the highest seismic risk, rings of connectible high ca-
pacity Swellex bolts were interspersed between the rings of de-bonded cables. It was
recognised that the high stress concentrations in the sill pillar would be exacerbated
over time through stress transfer from the surrounding active mining areas, progres-
sively consuming the capacity of the support and reinforcing system. Accordingly, a
comprehensive monitoring program was established in order to evaluate when and if
additional support and reinforcement would be required to maintain safety and the
operational availability of this high risk area (Bawden and Jones, 2002).

In addition to the microseismic monitoring system and regular visual checks, the
major elements of the monitoring system were instrumented cable bolts (SMART
cables). Occasional MPBXs were installed on each level to depths exceeding the cable
lengths to check for possible deformation of the rock mass beyond the cable reinforced
zone. The SMART (Stretch Measurement to Assess Reinforcement Tension) cable
bolt is used to measure the displacements and calculate the loads to which long
cable bolts are subjected over time. The SMART cable uses a six wire miniature
extensometer incorporated within the cable, thus avoiding interference with the cable –
grout bond. The six wires are attached at user-specified locations along the length of
the cable. The other end of each wire is attached to a spring-loaded wiper that passes
across a potentiometer at the read-out head. As the cable stretches, the displacements
at the anchor points are measured through the movement of the wiper across the
potentiometer. The cable strains and loads may be calculated from the displacement
data (Bawden and Tod, 2003).
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Figure 18.16 Microseismic event
locations in the period 28–30 June
2001 at (a) stope 20, and (b) stope
26, Williams Mine, Ontario, Canada
(after Bawden and Jones, 2002).

On 17 December 1999, a 2.6 Mn rockburst occurred in the same general area at the
location shown in Figure 18.15. SMART cables installed on the 9450 level above the
previously heavily damaged 9415 level, showed instantaneous load increases of up to
70% of yield. Even though the load increases in some locations were substantial, the
reinforced shotcrete was virtually undamaged. This event was followed by a series
of events having magnitudes of 1.6 to more than 3.0 Mn as detailed by Bawden and
Jones (2002). Figure 18.16 shows the locations of events recorded in the period 28–30
June 2001 on vertical sections through stopes 20 and 26. A 3.1 Mn event occurred
on 28 June 2001. It will be noted that at stope 20 towards the eastern side of the sill
pillar, microseismic activity was restricted to the footwall while at stope 26 further to
the west, microseismic events were recorded in both the ore and the footwall.

Figure 18.17 shows the displacements recorded over an almost two year period in
a SMART cable installed in the stope 24 cross-cut on the 9390 level. Displacements
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Figure 18.16 (Cont.)

increased progressively until the event of 28 June 2001 when there was a sudden
increase in displacement indicating cable rupture. Monitoring showed that cable dis-
placements and loads decreased to the east and west of this location. The SMART
cables responded to a majority of the events recorded in the area over this period.
For events of magnitude 1.6 to 1.7 Mn, the cables showed no load increase. For
events of up to 2.2 Mn, minimal load increases were measured but no immediate
rehabilitation was required. For events of greater than 3.0 Mn, direct load increases
of up to 20 tonnes per twin strand cable were measured. In these cases, the cables
were replaced in the affected areas. The combined seismic and SMART monitoring
program permitted immediate assessments to be made of the degree and extent of
damage resulting from the more recent seismic events. It allowed the exact location
and the amount of reinforcement capacity consumed to be defined for each seismic
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Figure 18.17 SMART cable
displacement-time data, stope 24
cross-cut, 9390 level, Williams Mine,
Ontario, Canada (after Bawden and
Jones, 2002).

event. This in turn allowed rehabilitation to be carried out with no interruptions to
production, at minimum cost and with safety maintained throughout the affected area
(Bawden and Jones, 2002).

18.3.4 Concluding remarks
The results of the monitoring programmes undertaken in the three case histories
discussed were used to

(a) aid the development of an understanding of the re-distribution of stresses in and
around the mine structure as mining proceeded (Mount Isa, Freeport);

(b) validate design assumptions (Freeport);
(c) provide warning of the development of excessive stresses and displacements and

so help maintain safety and production (Mount Isa, Freeport, Williams);
(d) guide the design of support and reinforcement and re-habilitation measures

(Freeport, Williams); and
(e) verify the effectiveness of support and reinforcing systems (Williams).

In these and many other comparable cases, monitoring was an essential component
of a rock mechanics programme used successfully to develop, verify or improve
mine design procedures. Such rock mechanics programmes are central to modern
underground mining practice. They provide the tools and understanding needed to
develop safe and economic mining methods for new mining areas, and to improve the
efficiency and competitiveness of existing operations by modifying mining practice,
often by the introduction of large-scale mechanisation.
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Appendix A Basic constructions using the
hemispherical projection

A.1 Projection of a line

The construction described here is used to represent the orientations in space of lines
such as the normals to planes or force vectors. The orientation of a line in space is
represented by its trend and plunge.

The plunge of the line, �(−90◦ ≤ � ≤ 90◦), is the acute angle, measured in a
vertical plane, between the line and the horizontal. A line directed in a downward
sense has a positive plunge; a line directed upwards has a negative plunge.

The trend of the line, �(0◦ ≤ � ≤ 360◦), is the azimuth, measured by clockwise
rotation from north, of the vertical plane containing the line. The trend is measured in
the direction of the plunge. Thus the downwards directed and upwards directed ends
of a line have trends that differ by 180◦.

The trend and plunge of a line are analogous to the dip direction and dip of a plane.
They are also represented by a three-digit number (trend) and a two-digit number
(plunge) separated by a slash, e.g. 045/73.

The following steps are used to plot the equatorial or meridional projection of a
line:

(1) Locate a piece of tracing paper over the meridional net (Figure 3.24) by means
of a centre pin. Mark the north point and the centre and circumference of the net
on the tracing paper. When a large number of stereographic analyses are to be
carried out, it is useful to prepare several sheets of tracing paper on which the
north point and the centre and circumference of the circle have been marked.

(2) Using the gradations around the perimeter of the net, mark the azimuth corre-
sponding to the trend of the line. (This procedure is illustrated in Figure A.1a
for the comparable case of the dip direction of a plane.)

(3) Rotate the tracing paper about the centre pin until this mark lies on the east–west
diameter of the net.

(4) Count from the perimeter of the net, along the diameter, the required plunge
angle. Mark and label the point using some convenient notation.

(5) Rotate the tracing paper so that the north point is returned to its home position.

A.2 Projection of the great circle and pole to a plane

The construction used to plot the equatorial or meridional projections of the great
circle and pole of the plane 130/50 is illustrated in Figure A.1. The following steps
are used:

(1) Locate a piece of tracing paper over the meridional net (Figure 3.24) by means
of a centre pin. Mark the north point and the centre and circumference of the net.
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Figure A.1 Plotting the great circle
and pole to a plane on the meridional
projection.

(2) Measure off the dip direction (130◦) clockwise from the north point around the
perimeter of the net and mark this direction on the tracing paper (Figure A.1a).
Alternatively, measure 130◦ − 90◦ = 40◦ from the north point and mark in the
strike line, shown dashed in Figure A.1a.

(3) Rotate the tracing about the centre pin until the dip direction lies on the east–west
diameter of the net.

(4) Count from the perimeter of the net, along the east–west diameter, the dip (50◦)
and trace in the great circle passing through this point (Figure A.1b).

(5) Plot the pole to the plane by counting a further 90◦ along the east–west diameter
with the dip direction still aligned with the east–west axis (Figure A.1b). Alter-
natively, the pole may be plotted as the projection of the line 310/40 using the
construction described in section A.1.

(6) Rotate the tracing paper so that the north point is returned to its home position.
The final appearance of the stereographic projection of the great circle and pole
to the plane 130/50 is shown in Figure A.1c.

A.3 Determination of the line of intersection of two planes

Figure A.2 illustrates the construction used to determine the trend and plunge of the
line of intersection of the two planes 130/50 and 250/30.

Figure A.2 Determining the trend
and plunge of the line of intersection
of two planes.

569



APPENDIX A USE OF HEMISPHERICAL PROJECTION

(1) Plot the great circle and pole of the plane 130/50 on tracing paper, using the
procedure described in section A.2.

(2) With the north point on the tracing paper in its home position, mark the dip
direction of the second plane (250◦).

(3) Rotate the tracing paper about the centre pin until the dip direction lies on the
east–west diameter. This is most conveniently done in this case by aligning the
dip direction (250◦) with the west (270◦) point.

(4) Plot the great circle and pole to the plane 250/30 using the procedure described
in section A.2, this time counting the dip (30◦) along the west–east diameter
from its western end. Figure A.2a shows the appearance of the plot with the
north point returned to its home position.

(5) Rotate the tracing about the centre pin until the intersection of the two great
circles which defines the line of intersection of the two planes, lies on the west–
east diameter of the net (Figure A.2b).

(6) The plunge of the line of intersection is measured as 21◦ by counting along the
west–east axis from the 270◦ point to the great circle intersection (Figure A.2b).
In other problems, it may be more convenient to align the intersection point with
the east–west diameter on the eastern side of the net and count the plunge from
the east or 90◦ point.

(7) With the tracing in this position, the poles of the two planes lie on the same great
circle (Figure A.2b). This provides an alternative means of locating the line of
intersection as the pole to the great circle passing through the poles to the two
planes.

(8) Rotate the tracing to return the north point to its home position.
(9) Draw a straight line through the centre of the net and the point of intersection of

the two great circles, to the perimeter of the net. This line defines the trend of the
line of intersection, measured as 201◦ clockwise from the north point (Figure
A.2c).

A.4 Determination of the angle between two lines in a plane

Figure A.3 illustrates the construction used to determine the angle between lines with
orientations 240/54 and 140/40 in the plane containing the two lines. If these lines are

Figure A.3 Determining the angle
between two lines.
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the normals to two planes, then the construction may be used to determine the angle
between the two planes.

(1) Plot the projections of the two lines using the procedure described in section
A.1. These points are marked A and B in Figure A.3a.

(2) Rotate the tracing about the centre point until points A and B lie on the same
great circle of the stereonet (Figure A.3b). The dip and dip direction of the plane
which contains the two lines are measured from the stereonet as 60◦ and 200◦,
respectively.

(3) The angle between the lines is found to be 64◦ by counting the small circle
divisions between A and B along the great circle (Figure A.3b).

A.5 Determination of dip direction and true dip

A common problem encountered in mapping geological features underground is the
determination of the orientation of a feature from the orientations of the traces made
by the intersection of the feature with the boundaries of an excavation. Figure A.4
illustrates the steps involved in the determination of the true dip and dip direction
of a discontinuity plane in a simple case. A square tunnel has vertical side walls
which trend in the direction 140◦ to 320◦. The apparent dip of a discontinuity where
it intersects the side wall is 40◦ SE. The same discontinuity intersects the horizontal

Figure A.4 Determining the dip di-
rection and true dip of a plane.
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roof of the tunnel in a line trending 020–200. The construction uses the following
steps:

(1) On a piece of tracing paper located over the meridional net, mark the trends of
the tunnel side wall (140–320) and the intersection of the discontinuity with the
horizontal roof (020–200) (Figure A.4a). By definition, the latter line represents
the strike of the discontinuity.

(2) Rotate the tracing so that the 140–320 line lies on the east–west diameter of the
net.

(3) Count off the apparent dip (40◦) from the perimeter of the net along the east–west
diameter, and mark the point T (Figure A.4b).

(4) Rotate the tracing so that the 020–200 line, defining the strike of the discontinuity,
lies on the north–south diameter of the net.

(5) With the tracing in this position, draw in the great circle on which the line of
apparent dip, T, lies (Figure A.4c).

(6) The true dip of the discontinuity which, by definition, is at right angles to the
strike of the plane, is measured as 44◦ from the periphery of the net along the
east–west diameter (Figure A.4c). Mark in the line of true dip.

(7) Rotate the tracing so that the north point is in the home position.
(8) Read the dip direction, clockwise from the north point, as 110◦ (Figure A.4d).

The problem solved in Figure A.4 was simplified by the fact that an observation
could be made of the intersection of the discontinuity with a horizontal plane. In the
more general case, the dip direction and true dip of a plane can be found if the trend
and plunge of its line of intersection with two planes are known. The projections of
these two lines are plotted on the meridional net as described in section A.1. Since
both of these lines lie in the plane of the discontinuity, the plane must be given by the
great circle that passes through the two points.

A.6 Rotation about an inclined axis

In many problems encountered in structural geology and in geological data collection
for rock mechanics purposes, it becomes necessary to rotate poles and lines about an
axis that is inclined to the plane of the projection. Such problems arise particularly in
the interpretation of data obtained from non-vertical and non-parallel boreholes. It is
usual to measure the apparent dips and dip directions of discontinuities intersecting
the core with respect to a reference line marked on the core and assumed to be vertical
and, say, aligned with the north point. If the borehole is inclined and the true orientation
of the reference line is known, it is necessary, in the general case, to carry out rotations
about both vertical and horizontal axes to orient correctly the reference line and the
poles to the discontinuities intersected by the drill core.

Rotations of points may be conveniently carried out on the stereographic projection
using the small circles centred on the north and south poles of the net. However, if the
small circles are to be used to achieve rotation about an inclined axes, it is necessary
to first apply an auxiliary rotation to bring the axis of rotation into a horizontal
position. After the required rotation has been effected, the auxiliary rotation must be
reversed to bring the axis back to its original orientation. Full details of the concepts
and procedures used are given by Priest (1985).
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Figure A.5 Rotation about an in-
clined axis (after Priest, 1985).

Figure A.5 shows the construction used to determine the orientation of a line of
initial orientation 339/51, after rotation about an axis of orientation 236/37, by 124◦

in an anticlockwise direction looking down the axis. The grid markings on the net
have been omitted from Figure A.5 in the interest of clarity. The following steps are
used in this construction:

(1) Locate a piece of tracing paper over the meridional net by means of a centre pin
and mark the north point and the centre and circumference of the net.

(2) Plot the projections of the axis of rotation, A, and the line to be rotated, L, drawing
a small arrow around A indicating the direction of the required rotation.

(3) Rotate the tracing on the centre pin so that A lies on the west–east diameter of
the net.

(4) Rotate the axis to the horizontal by moving A through 37◦ to A′ on the perimeter
of the net. At the same time, L must be rotated through 37◦ along a small circle
to L′.

(5) Rotate the tracing on the centre pin to bring A′ to the north point of the net.
(6) Rotate L′ through the prescribed angle (124◦) by moving it along a small circle

in the direction indicated by the small direction arrow near A′. After a rotation
of 49◦, the point leaves the perimeter of the net and re-enters at a position
diametrically opposite, to complete the remaining 75◦ of rotation to point L′

r.
(7) Rotate the tracing on the centre pin to bring A′ back to the west point.
(8) Reverse the auxiliary rotation by moving L′

r along a small circle by 37◦ in the
opposite direction to the initial auxiliary rotation, to the point Lr .

(9) Measure the trend and plunge of the rotated point, Lr, as 072◦ and 30◦, respec-
tively.
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If the axis of rotation, A, has a high plunge, it is more convenient to rotate this axis
to the centre of the projection in the auxiliary rotation, rather than to the perimeter. As
before, during this auxiliary rotation, all other points are rotated along small circles by
the same amount and in the same direction as A. When the auxiliary rotation has been
completed, the specified rotation is achieved by moving the point through a circular
arc centred on the centre of the projection. The auxiliary rotation is then reversed and
the orientation of the rotated line read off.

Appendix B Stresses and displacements induced by
point and infinite line loads in an
infinite, isotropic, elastic continuum

B.1 A point load (the Kelvin equations)

For a point load, P, applied at the x, y, z co-ordinate origin, in the positive x direction,
and tensile normal stresses reckoned positive, etc:
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where R2 = x2 + y2 + z2.
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B.2 An infinite line load

For a line load, of intensity px per unit length, applied at the xy co-ordinate origin,
in the x direction, and tensile normal stresses reckoned positive, etc.
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where r2 = x2 + y2.

Appendix C Calculation sequences for
rock–support interaction analysis

C.1 Scope

The stepwise calculation sequences presented in this appendix permit rock–support
interaction analyses to be carried out for the axisymmetric problem defined in Figure
A.6. Further details of these analyses are given by Daemen (1975), Hoek and Brown
(1980), and Brown et al. (1983).

C.2 Required support line calculations

Solution using the elastic-brittle rock mass behaviour model of Figure 11.5

Input data

�c = uniaxial compressive strength of intact rock pieces;
m, s = material constants for the original rock mass;
E, � = Young’s modulus and Poisson’s ratio of the original rock mass;

mr, sr = material constants for the broken rock mass;
f = gradient of −εp

3 vs. εp
1 line (Figure 11.5);

p = hydrostatic field stress;
ri = internal tunnel radius.
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Figure A.6 Axisymmetric tunnel
problem showing the development of
a plastic zone around the tunnel.

Calculation sequence

(1) M = 1

2

[(m

4

)2
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− m

8

(2) G = E
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(3) For pi � p − M�c, deformation around the tunnel is elastic,
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(4) For pi < p − M�c, plastic deformation occurs around the tunnel
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Figure A.7 Shotcrete or concrete
lining.

C.3 Available support line calculations

C.3.1 Support stiffness and maximum support pressure for a concrete or
shotcrete lining

Input data

Ec = Young’s modulus of concrete or shotcrete;
�c = Poisson’s ratio of concrete or shotcrete;
tc = lining thickness (Figure A.7);
ri = internal tunnel radius;

�cc = uniaxial compressive strength of concrete or shotcrete.

Support stiffness

kc = Ec
[
r2

i − (ri − tc)2
]

(1 + �c)[(1 − 2�c) r2
i + (ri − tc)2]

Maximum support pressure

psc max = �cc

2

[
1 − (ri − tc)2

r2
i

]

C.3.2 Support stiffness and maximum support pressure for blocked steel sets

Input data (Figure A.8)

Figure A.8 Blocked steel set.

W = flange width of steel set and side length of square block;
X = depth of section of steel set;
As = cross-sectional area of steel set;
Is = second moment of area of steel set;

Es = Young’s modulus of steel;
�ys = yield strength of steel;

ri = internal tunnel radius;
S = steel set spacing along tunnel axis;
� = half angle between blocking points (radians);

tB = thickness of block;
EB = Young’s modulus of block material.

Support stiffness

1

ks
= Sri

Es As
+ Sr3

i

Es Is

[
�(� + sin � cos �)

2 sin2 �
− 1

]
+ 2S �tB

EBW 2

Maximum support pressure

pss max = 3As Is�ys

2Sri� {3Is + X As[ri − (tB + 0.5X )] (1 − cos �)}
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C.3.3 Support stiffness and maximum support pressure for ungrouted
mechanically or chemically anchored rockbolts or cables

Input data

Important items of data required in this case are obtained from the results of pull-out
tests. A typical load-extension curve is shown in Figure A.9. The variables used to
determine the constant, Q, are defined on this figure.

l = free bolt or cable length;
db = bolt diameter or equivalent cable diameter;
Eb = Young’s modulus of bolt or cable;
Tbf = ultimate failure load in pull-out test;
ri = internal tunnel radius;
sc = circumferential bolt spacing;
s� = longitudinal bolt spacing;
Q = load-deformation constant for anchor and head, given

(from Figure A.9) by

Q = (u2 − ueb2) − (u1 − ueb1)

T2 − T1

where u1, T1 and u2, T2 are two points on the linear portion of the load-extension plot.

Figure A.9 Bolt load–extension
curve obtained in a pull-out test
on a 25 mm diameter, 1.83 m long
rock-bolt anchored by a four-leaf
expansion shell (after Franklin and
Woodfield, 1971).
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Support stiffness

1

kb
= scs�

ri

(
4l

�d2
b Eb

+ Q

)

Maximum support pressure

psb max = Tbf

scs�

C.3.4 Available support line for a single support system
If k is the stiffness of the support system, ps max is the maximum support pressure that
the system can provide, and �i0 is the radial tunnel deformation before installation of
the support, then for pi < ps max, the available support line is given by

�i

ri
= �i0

ri
+ pi

k

C.3.5 Available support line for combined support systems

Input data

k1 = support stiffness of system 1;
ps max 1 = maximum support pressure for system 1;

k2 = support stiffness of system 2;
ps max 2 = maximum support pressure for system 2;

�i0 = initial tunnel deformation before installation of support.
(The two systems are assumed to be installed simultaneously.)

Available support line

(1) �max 1 = ri ps max 1

k1

(2) �max 2 = ri ps max 2

k2

(3) �12 = ri pi

(k1 + k2)

(4) For �12 < �max 1 < �max 2

�i

ri
= �i0

ri
+ pi

(k1 + k2)

(5) For �12 > �max 1 > �max 2

p max 12 = �max 1(k1 + k2)

ri
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(6) For �12 > �max 2 < �max 1

p max 12 = �max 2(k1 + k2)

ri

Appendix D Limiting equilibrium analysis of
progressive hangingwall caving

D.1 Derivation of equations

The assumptions made, and the variables involved in the limiting equilibrium analysis
of the problem illustrated in Figure 16.19, are set out in section 16.4.2.

Weight of wedge.

W = �

2

[
H 2

2 sin(� + �0) sin(�p2 + �0)

sin2 �0 sin(�p2 − �)
− H 2

1 sin(� + �0) sin(�p1 + �0)

sin2 �0 sin(�p1 − �)

+ Z2
1

cos � cos �p1

sin(�p1 − �)
− Z2

2

cos � cos �p2

sin(�p2 − �)

]
(D.1)

Base area of wedge. The area of unit thickness of the surface LM (Figure 16.19)
on which failure takes place is

A = H2(sin � cot �0 + cos �) − Z2 cos �

sin(�p2 − �)
(D.2)

Thrust due to caved material. The thrust acting on the wedge BCDNML due to
the caved material left in the crater is one of the most difficult parameters to estimate
with confidence in this analysis. A simplified system of forces used to calculate T is
shown in Figure 16.19. Resolving the forces Wc, Tc and T in the horizontal and vertical
directions and applying the equations of equilibrium of forces gives the solution

T = 1
2 �c H 2

c K (D.3)

where

K =

{
(cot �p1 + cot �0) + 2

S

Hc

}

cos(�p1 − 	w) + sin(�p1 − 	w) cot(�0 − 	w)
(D.4)
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The weight of caved material below the level of point B has been ignored in this
calculation.

Inclination of thrust to failure surface. It is assumed that the thrust T is transmitted
through the wedge BCDNML to the failure surface without loss or deviation. Hence,
the inclination of T to the normal to the failure surface LM is

� = �p2 + 	w − �p1 (D.5)

As shown in Figure 16.19, the angle may be either positive or negative. If � is
negative, the thrust T has a shear component that acts up the failure plane, and tends
to stabilise rather than activate slip of the wedge.

Water-pressure forces. The water-pressure force due to water in the tension crack
is

V = 1
2 �w Z2

w (D.6)

The water-pressure force U that acts normal to the failure surface is

U = 1
2 �w Zw A

= 1

2
�w Zw

[
H2(sin � cot �0 + cos �) − Z2 cos �

sin(�p2 − �)

]
(D.7)

Conditions of limiting equilibrium. It is assumed that the shear strength of the
rock mass in the direction of failure is given by the linear Coulomb criterion


 = c′ + �′
n tan 	′ (D.8)

The effective normal and shear stresses acting on the failure surface are

�′
n = W cos �p2 + T cos � − U − V sin �p2

A
(D.9)

and


 = W sin �p2 + T sin � − V cos �p2

A
(D.10)

The conditions for limiting equilibrium are found by substituting for �′
n and 
 into

equation D.8, which, on rearrangement, gives

W cos (�p2 − 	′) + T sin(� − 	′) + V cos(�p2 − 	′) + U sin 	′

−c′ A cos 	′ = 0 (D.11)
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Mining depth for new failure. Substitution for W, A, T, V and U from equations
D.1, 2, 3, 6 and 7 into equation D.9 and rearrangement gives a quadratic equation for
H2, the new mining depth at which failure will occur

(
� H2

c′

)2 sin(� + �0) sin(�p2 + �0) sin(�p2 − 	′)
sin2 �0

−2

(
� H2

c′

)2 [
sin(� + �0) cos 	′

sin �0
− �w Zw sin(� + �0) sin 	

2c′ sin �0

]

−
(

� H1

c′

)2 sin(� + �0) sin(�p1 + �0) sin(�p2 − 	′) sin(�p2 − �)

sin2 �0 sin(�p1 − �)

+
(

� Z1

c′

)2 cos � cos �p1 sin(�p2 − 	) sin(�p2 − �)

sin(�p1 − �)

−
(

� Z2

c′

)2

cos � cos �p2 sin(�p2 − 	′)

+ �c

�

(
� Hc

c′

)2

K sin(� − 	′) sin(�p2 − �)

+ 2� Z2 cos �

c′

(
cos 	′ − �w Zw

2c′ sin 	′
)

+ �w

�

(
� Zw

c′

)2

cos(�p2 − 	′) sin(�p2 − �) = 0 (D.12)

Equation D.12 gives a solution for the dimensionless group � H2/c′ in the form

� H 2

c′ = a + (a2 + b)1/2 (D.13)

where

a =
sin �0

(
cos 	′ − �w Zw sin 	′

2c′

)

sin(�p2 + �0) sin(�p2 − 	′)
(D.14)

and

b =
(

� H1

c′

)2 sin(�p1 + �0) sin(�p2 − �)

sin(�p1 − �) sin(�p2 + �0)

−
(

� Z1

c′

)2 cos � cos �p1 sin(�p2 − �) sin2 �0

sin(� + �0) sin(�p2 − �0)

+
(

� Z2

c′

)2 cos � cos �p2 sin2 �0

sin(� + �0) sin(�p2 − �0)

−�c

�

(
� Hc

c′

)2 K sin(� − 	′) sin(�p2 − �) sin2 �0

sin(� + �0) sin(�p2 + �0) sin(�p2 − 	′)
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− 2

(
� Z2

c′

) cos �(cos 	′ − �w Zw

2c′ sin 	′) sin2 �0

sin(� + �0) sin(�p2 + �0) sin(�p2 − 	′)

− �w

�

(
� Zw

c′

)2 cos(�p2 − 	′) sin(�p2 − �) sin2 �0

sin(� + �0) sin(�p2 + �0) sin(�p2 − 	′)
(D.15)

Critical tension crack depth. The left-hand side of equation D.12 can be differen-
tiated with respect to Z2 holding �p2 constant; the result is equated to zero to obtain
the critical value of Z2 as

� Z2

c′ = cos 	′

cos �p2 sin(�p2 − 	′)
(D.16)

Critical failure plane inclination. By holding Z2 constant, differentiating equation
D.12 with respect to �p2, putting ∂ H2/∂�p2 = 0 and rearranging, an expression for
the critical failure plane angle may be obtained as

�p2 = 1

2

(
	′ + cos−1 X

(X2 + Y 2)1/2

)
(D.17)

where

X =
(

� H1

c′

)2 sin(� + �0) sin(�p1 + �0) cos �

sin2 �0 sin(�p1 − �)

−
(

� H2

c′

)2 sin(� + �0) cos �0

sin2 �0

−
(

� Z1

c′

)2 cos �p1 cos2 �

sin(�p1 − �)
− �c

�

(
� Hc

c′

)2

K cos(�p1 + � − 	w)

+ �w

�

(
� Zw

c′

)2

cos � (D.18)

and

Y =
(

� H2

c′

)2 sin(� + �0)

sin �0
+

(
� H1

c′

)2 sin(� + �0) sin(�p1 + �0) sin �

sin2 �0 sin(�p1 − �)

−
(

� Z1

c′

)2 cos � sin � cos �p1

sin(�p1 − �)
−

(
� Z2

c′

)2

cos �

− �c

�

(
� Hc

c′

)2

K sin(�p1 + � − 	w) + �w

�

(
� Zw

c′

)2

sin � (D.19)

Angle of break. By simple trigonometric manipulation it is found that

tan �b = tan �p2 + Z2 sin(�p2 − �)

cos �p2

[
H2 sin(� + �0)

sin �0
− Z2 cos �

] (D.20)
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D.2 Calculation sequence

The following sequence of calculations allows angles of failure and angles of break
to be estimated using the equations derived above. For dry conditions, U = V = 0.
If the upper surface is horizontal, � = 0. Positive values of � are as shown in Figure
16.19. The equations listed also apply for negative values of �. The sequence of
calculations is:

(1) Calculate K from equation D.4.

(2) Let �p2e = 1
2 (�p1 + 	′)

(3) Calculate
� Z2

c′ from equation D.16

(4) Calculate a from equation D.14.

(5) Calculate b from equation D.15.

(6) Calculate
� H2

c′ from equation D.13.

(7) Calculate X from equation D.18.

(8) Calculate Y from equation D.19.

(9) Calculate the estimated value of �p2 from equation D.17.

(10) Compare �p2 from step 9 with �p2e from step 2. If �p2 �= �p2e, substitute �p2

for �p2e in steps 3, 4 and 5 and repeat the calculation cycle until the difference
between successive values of �p2 is < 0.1%.

(11) Calculate �b from equation D.20.
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Answers to problems

Chapter 2

1 (a) 200 kN, with clockwise moment.
(b) �xx = −15 MPa, �yy = 16 MPa, �xy = 10 MPa.
(c) �ll = 1.41 MPa, �mm = −0.41 MPa, �lm = 18.42 MPa.
(d) �1 = 8.95 MPa, �2 = −17.95 MPa, � = 73.6◦.
(e) � = 0◦; tx = 15 MN m−2, ty = −10 MN m−2.

� = 60◦; tx = −1.16 MN m−2, ty = −18.86 MN m−2, R = 18.90 MPa
� = 90◦; tx = −10 MN m−2, ty = −16 MN m−2

2 (a) �xx = 7.825, �yy = 6.308, �zz = 7.866;
�xy = 1.422, �yz = 0.012, �zx = −1.857.

(b) �mm = 9.824; �nl = 0.079.

(c) I1 = 22.0, I2 = 155.0, I3 = 350.0;.
�1 = 10.0 (�1 = 43.4◦, �1 = 73.9◦, �1 = 129.05◦);
�2 = 7.0 (�2 = 108.5◦, �2 = 131.8◦, �2 = 132.4◦);
�3 = 5.0 (�3 = 51.8◦, �3 = 132.4◦, �3 = 66.2◦).

4 (a) εxx = 1

2G

(
− y

r2
+ 2x2 y

r4

)
.

εyy = 1

2G

[
(1 − 4�)

y

r2
+ 2y3

r4

]
,

�xy = 1

2G

[
2(1 − 2�)

x

r2
+ 4xy2

r4

]
.

(b) �xx = −(1 − 2�)
y

r2
+ 2x2 y

r4
.

�yy = (1 − 2�)
y

r2
+ 2y3

r4
,

�xy = (1 − 2�)
x

r2
+ 2xy2

r4
.

5 (a) �1 = 25.0, �2 = 7.1, �1 = 58◦, �2 = 148◦.
�n = 21.0, 
 = 7.2.

(b) �ll = 20.9, �lm = 7.46.
(c) �1 = 24.94, �2 = 7.10, �1 = 58.3◦, �2 = 148.3◦.

Chapter 3

1 (a) x̄0A = 0.369 m; x̄0B = 0.274 m.
(b) x̄ = 0.288 m.
(c) RQD = 95.2.
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2 (a) 0.087 – 0.100 m; 0.083 – 0.104 m.
(b) 26 m.

3 48◦.
4 038/20.
5 71◦ measured in the plane normal to the line of intersection.
6 275/50.
7 312/17.
8 RMR = 69.

Chapter 4

1 Et = 14.3 GPa, � = 0.23.
2 �1 = 133.3 MPa; �1 = 85 MPa.

3 (a) �1 = 133 + 3.0�3 MPa.

4
�1

100
= 1.0 + 4.75

( �3

100

)0.75
is one of several possible solutions.

5 s = 15.0 + �n tan 27.5◦ MPa.

7 (a) 	b = 30◦, i = 15◦.
(b) Peak strength envelope bilinear with c = 0, 	 = 45◦ for 0 < �n < 1 MPa,

and c = 0.5 MPa, 	 = 26.5◦ for 1 < �n < 5 MPa. Residual strength
envelope bilinear with cr = 0, 	r = 30◦ for 0 < �n < 1 MPa,
and cr = 0.1 MPa, 	r = 26◦ for 1 < �n < 5 MPa.

8 u = 1.247 MPa; u = 0.642 MPa.
9 �′

1 = 0.346 + 3.0�′
3 MPa.

Chapter 5

1 (b) �i
xx = 1.35 MPa, �i

zz = 1.35 MPa, �i
zx = 0.86 MPa.

(c) �xx = 3.51 MPa, �zz = 4.59 MPa, �zx = 0.86 MPa.
�1 = 5.07 MPa, �2 = 3.03 Mpa, �1 = 61.1◦

2 pzz = 20.80 MPa, fissure water pressure u = 6.86 MPa.
13.69 < pxx < 43.29 MPa.

3 (a) Plane principal stresses are vertical and horizontal.
(b) �1 = 20.0 MPa (vertical), �2 = 15.0 MPa (horizontal),

�3 = 12.0 MPa (parallel to tunnel axis).

4 All stresses are in MPa.
(b) pll = 10.22, pmm = 17.09, pnn = 10.68, plm = −1.30, pmn = −4.86,

pnl = 1.12.

(c) pxx = 15.59, pyy = 11.06, pzz = 11.35, pxy = 3.05, pyz = 3.12,

pzx = 3.99.
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(d) p1 = 20.0 MPa, oriented 030◦/30◦ (dip direction/dip);
p2 = 10.0 MPa, oriented 135◦/24◦;
p3 = 8.0 MPa, oriented 257◦/50◦.

5 	mob = 31.3◦ (cf. 	act = 20◦).

Chapter 7

1 (a) Compressive failure in side wall, tensile failure in crown.
(b) Increase W/H ratio of excavation.

2 (a) Maximum boundary stress of 55 MPa located 30◦ below x axis in
right-hand wall, and 30◦ above horizontal in left-hand wall. Minimum
boundary stress of 11 MPa, located across diameter perpendicular to that
defining maximum stresses.

(b) Angular range of boundary failure is ±35.5◦ about the location of the
maximum stress.

3 Boundary stresses are approximately those for isolated openings.
At A, �1 = 21.31 MPa, �2 = 20 MPa, �3 = 18.69 MPa, and �1 = −54.1◦

in problem plane.
4 D1.2 = 10 m.
5 Maximum and minimum boundary stresses are 112.9 MPa and −2.4 MPa,

both located near the ends of the ellipse.
6 On fault, 
max = 1.41 MPa.

Chapter 13

1 Initial F of S = 1.1. For F of S = 1.6, wp = 9.2 m.
2 For existing layout, F of S = 1.98. If roof coal is stripped, F of S = 1.69.
3 F of S = 5.47.
4 Pillar is stable.

Chapter 15

1 (b) �xx = 32.224 MPa, �zz = 40.224 MPa, 
zx = 2.409 MPa.
(c) uz = ± 0.080 m.

2 (a) L0 = 294.1 m.
For L = L0, Wr = 9817.5 MJ per unit length and 33.38 MJ m−3.
For L � L0, Wr = 85L MJ per unit length and 85 MJ m−3.

(b) Wrp = −(1 − �)p2S

�G
ln

(
cos

�l

2S

)

l = 100 m, S = 125 m.
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3 wp = 38.6 m, say 40 m.

4 aN = 8.0 m, bN = 1.85 m, EN = 114.2 m3.
aG = 19.05 m, bG = 4.40 m, EG = 1542.1 m3;
A ≤ 8.68 m, V ≥ 1.85 m

5 (a) No. Assuming the same eccentricity for the flow and limit ellipsoids,
the height of the limit ellipsoid above the top of the drawpoint is
calculated as 52.4 m.
(b) 24 288 tonne.
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Haas, C, J. (1981) Analysis of rock bolting to prevent shear movement in fractured ground. Min. Engng,
June: 698–704.

Hadjigeorgiou, J. and Charette, F. (2001) Rock bolting for underground excavations. Underground Mining
Methods: Engineering Fundamentals and International Case Studies (eds W. A. Hustrulid and R. L.
Bullock), 547–54. Society for Mining, Metallurgy and Exploration: Littleton, Colorado.

Hagan, T. O. (1988) Mine design strategies to combat rockbursting at a deep South African gold mine.
Key Questions in Rock Mechanics, Proc. 29th U. S. Rock Mech. Symp., Minneapolis (eds P. A. Cundall,
R. L. Sterling and A. M. Starfield), 249–60. A. A. Balkema: Rotterdam.

Haile, A. T. and Le Bron, K. (2001) Simulated rockburst experiment – evaluation of rock bolt reinforcement
performance. J. S. Afr. Inst. Min. Metall., 101(5): 247–51.

Haimson, B. C. (1978) The hydrofracturing stress measuring method and recent field trials. Int. J. Rock
Mech. Min. Sci. & Geomech. Abstr., 15(4): 167–78.

Haimson, B. C. and Cornet, F. H. (2003) ISRM suggested methods for rock stress estimation – Part 3:
Hydraulic fracturing (HF) and/or hydraulic testing of pre-existing fractures (HTPF). Int. J. Rock Mech.
Min. Sci., 40(7–8): 1011–20.

Hajiabdolmajid, V., Kaiser, P. K. and Martin, C. D. (2002) Modelling brittle rock failure. Int. J. Rock Mech.
Min. Sci., 39(6): 731–41.

Hamrin, H. O. (1982) Choosing an underground mining method. Underground Mining Methods Handbook
(ed. W. A. Hustrulid), 88–112. AIME: New York.

Hamrin, H. (2001). Underground mining methods and applications. Underground Mining Methods: Engi-
neering Fundamentals and International Case Studies (eds W. A. Hustrulid and R. L. Bullock), 3–14.
Society for Mining, Metallurgy and Exploration: Littleton, Colorado.

Hanks, T. C. and Kanamori, H. (1979) A moment amplitude scale. J. Geophys. Res., 84: 2348–50.
Hanks, T. C. and Wyss, M. (1972) The use of body-wave spectra in the determination of seismic source

parameters. Bull. Seism. Soc. Am., 62: 561–89.
Hardy, M. P. (1973) Fracture Mechanics Applied to Rock. PhD thesis, University of Minnesota, Minneapo-

lis.
Hardy, M. P. and Agapito, J. F. T. (1977) Pillar design in underground oil shale mines. Design Methods in

Rock Mechanics, Proc. 16th U. S. Symp. Rock Mech., Minneapolis (eds C. Fairhurst and S. L. Crouch),
257–66. ASCE: New York.

Harries. G. (1977) Theory of blasting. Drilling and Blasting Technology. Aust. Min. Foundn: Adelaide.
Harries, N. J. (2001) Rock Mass Characterisation for Cave Mine Engineering. PhD thesis, University of

Queensland, Brisbane.
Hasegawa, H. S., Wetmiller, R. J. and Gendzwill, D. J. (1989) Induced seismicity in mines in Canada – an

overeview. Pure Appl. Geophys., 129(3–4): 423–53.
Hatherly, P. and Medhurst, T. (2000) Quantitative geotechnical data by full waveform sonic logging. Proc.

Bowen Basin Symp. 2000 – The New Millennium – Geology, Rockhampton (ed. J. W. Beeston), 91–96.
Geol. Soc. Aust. Inc.: Sydney.

Hatheway, A. W. (1968) Subsidence at San Manuel Copper Mine, Pinal Country, Arizona. Engineering
Geology Case Histories, Geol. Soc. Am., No 6: 65–81.

Hawkes, I. and Hooker, V. E. (1974) The vibrating wire stressmeter. Advances in Rock Mechanics, Proc.
3rd Congr., Int. Soc. Rock Mech., Denver, 2A: 439–44. Nat. Acad. Sci.: Washington, DC.

Hawkes, I. and M. Mellor (1970) Uniaxial testing in rock mechanics laboratories. Engng Geol., 4(3):
177–285.

Hayes. P. (2000) Moonee Colliery: renewing the economic viability of a mine using microseismic and
hydraulic fracturing techniques in massive roof conditions. Proc. 19th Conf. Ground Control in Mining,
Morgantown (eds S. S. Peng and C. Mark), 38–44.

Hebblewhite, B. K. (2001) Personal communication.

mining industry. Ground Control in Mining: Technology and Practice, Proc. 1st Australas. Ground
Control in Mining Conf., Sydney (ed. B. K. Hebblewhite), 3–10. Univ. New South Wales: Sydney.

Hebblewhite, B. K. and Lu, T. (2004) Geomechanical behaviour of laminated, weak coal mine roof
strata and the implications for a ground reinforcement strategy. Int. J. Rock Mech. Min. Sci., 41(1):
147–57.

598

Gustafsson, P. (1998) Waste Rock Content Variations during Gravity Flow in Sublevel Caving. Analysis of

Hebblewhite, B. K. (2003) Northparkes findings – the implications for geotechnical professionals in the



REFERENCES

Hedley, D. G. F. and Grant, F. (1972) Stope and pillar design for the Elliot Lake uranium mines. Can. Inst.
Min. Metall. Bull., 65(723): 37–44.

Hedley, D. G. F., Roxburgh, J. W. and Muppalaneni, S. N. (1984) A case history of rockbursts at Elliot
Lake. Stability in Underground Mining II, Univ. Kentucky, 210–34. AIME: New York.

Henry, E. and Dahnér-Lindqvist, C. (2000) Footwall stability at the LKAB’s Kiruna sublevel caving
operation, Sweden. Proc. MassMin 2000, Brisbane (ed. G. Chitombo), 527–33. Aust. Inst. Min. Metall.:
Melbourne.

Hepworth, N. and Caupers, D. J. D. (2001) Geotechnical aspects of paste fill introduction at Neves Corvo
mine. Proc. MineFill 2001 (ed. D. Stone), 223–36. Society for Mining, Metallurgy and Exploration:
Littleton, Colorado.

Heslop, T. G. and Laubscher, D. H. (1981) Draw control in caving operations on southern African chrysotile
asbestos mines. Design and Operation of Caving and Sublevel Stoping Mines (ed. D. R. Stewart), 755–74.
Soc. Min. Engrs, AIME: New York.

Heunis, R. (1980) The development of rockburst control strategies for South African gold mines. J. S. Afr.
Inst. Min. Metall., 80: 139–50.

Hill, R. (1950) The Mathematical Theory of Plasticity. Oxford University Press: Oxford.
Hills, E. S. (1972) Elements of Structural Geology, 2nd edn. Chapman & Hall: London.
Hino, K. (1956) Fragmentation of rock through blasting. Q. Colo. School Mines, 51: 89–209.
Hobbs, B. E., Means, W. D. and Williams, P. F. (1976) An Outline of Structural Geology. Wiley: New York.
Hodgson, K. and Joughin, N. C. (1967) The relationship between energy release rate, damage and seismicity

in mines. Failure and Breakage of Rock, Proc. 8th U. S. Symp. Rock Mech., Minneapolis (ed. C. Fairhurst),
194–203. AIME: New York.

Hoek, E. (1974) Progressive caving induced by mining an inclined orebody. Trans. Instn Min. Metall., 83:
A133–9.

Hoek, E. (1982) Geotechnical considerations in tunnel design and contract preparation. Trans. Instn Min.
Metall., 91: A101–9.

Hoek, E. (1989) A limit equilibrium analysis of surface crown pillar stability. Proc. Int. Conf. Surface
Crown Pillar Evaluation for Active and Abandoned Metal Mines, Timmins, 3–13.

Hoek, E. (1994) Strength of rock and rock masses. ISRM News J., 2(2): 4–16.
Hoek, E. (2003) Personal communication.
Hoek, E. and Bray, J. W. (1981) Rock Slope Engineering, 3rd edn. Instn Min. Metall.: London.
Hoek, E. and Brown, E. T. (1980) Underground Excavations in Rock. Instn Min. Metall.: London.
Hoek, E. and Brown, E. T. (1988) The Hoek-Brown criterion – a 1988 update. Proc. 15th Can. Rock Mech.

Symp., Toronto, 31–38. Univ. Toronto Press: Toronto.
Hoek, E. and Brown, E. T. (1997) Practical estimates of rock mass strength. Int. J. Rock Mech. Min. Sci.,

34(8): 1165–86.
Hoek, E., Carranza-Torres, C. and Corkum, B. (2002) Hoek-Brown failure criterion – 2002 edition. Mining

and Tunnelling Innovation and Opportunity, Proc. 5th North Am. Rock Mech. Symp. & 17th Tunn. Assn
Can. Conf., Toronto (eds R. Hammah, W. Bawden, J. Curran and M. Telesnicki), 1: 267–73. Univ.
Toronto Press: Toronto.

Hoek, E. and Franklin, J. A. (1968) A simple triaxial cell for field and laboratory testing of rock. Trans.
Instn Min. Metall., 77: A22–6.

Hoek, E., Kaiser, P. K. and Bawden, W. F. (1995) Support of Underground Excavations in Hard Rock.
A. A. Balkema: Rotterdam.

Holla, L. and Barclay, E. (2000) Mine Subsidence in the Southern Coalfield, NSW, Australia. Dept. Mineral
Resources: Sydney.

Holla, L. and Sagar, V. (1996) The application of numerical methods for assessing impacts of mining
induced movements. Geomechanics in a Changing World, Proc. 7th Aust. – N.Z. Conf. Geomech.,
Adelaide (eds M. B. Jaksa, W. S. Kaggwa and D. A. Cameron), 509–14. Instn Engrs, Aust.: Canberra.

Holland, C. J. and Gaddy, F. L. (1957) Some aspects of permanent support of overburden on coal beds.
Proc. West Virginia Coal Min. Inst., 43–66.

Holmberg, R., Maki, K., Hustrulid, W. and Sellden, H. (1983) Blast damage and stress measurement at
LKAB – Malmberget Fabian orebody. Proc. 5th Congr., Int. Soc. Rock Mech., Melbourne, 2: E231–38.
A. A. Balkema: Rotterdam.

Holmgren, B. J. (2001) Shotcrete linings in hard rock. Underground Mining Methods: Engineering Fun-
damentals and International Case Studies (eds W. A. Hustrulid and R. L. Bullock), 569–77. Society for
Mining, Metallurgy and Exploration: Littleton, Colorado.

599



REFERENCES

Hood, M. and Brown, E. T. (1999) Mining rock mechanics: yesterday, today and tomorrow. Proc. 9th Congr.,
Int. Soc. Rock Mech., Paris (eds G. Vouille and P. Berest), 3: 1551–76. A. A. Balkema: Rotterdam.

Hood, M., Ewy, R. T. and Riddle, L. R. (1983) Empirical methods of subsidence prediction – a case study
from Illinois. Int. J. Rock Mech. Min. Sci. & Geomech. Abstr., 20(4): 153–70.

Hooker, V. E., Bickel, D. L. and Aggson, J. R. (1972) In-situ Determination of Stresses in Mountainous
Topography. U. S. Bur. Mines Rep. Invest. 7654.

Hopkins, H. G. (1960) Dynamic expansion of spherical cavities in metals. Prog. Solid Mech., 1: 84–164.
Hoskins, E. R. (1969) The failure of thick-walled cylinders of isotropic rock. Int. J. Rock Mech. Min. Sci.,

6(1): 99–125.
Housner, G. W. and Jennings, P. C. (1982) Earthquake Design Criteria. EERI Monograph Series: Berkeley,

California.
Hudson, J. A., Brown, E. T. and Fairhurst, C. (1972a) Shape of the complete stress-strain curve for rock.

Stability of Rock Slopes, Proc. 13th U. S. Symp. Rock Mech., Urbana (ed. E. J. Cording), 773–95. ASCE:
New York.

Hudson, J. A., Brown, E. T., Fairhurst, C. and Hoek, E. (eds) (1993) Comprehensive Rock Engineering, 5
vols. Pergamon: Oxford.

Hudson, J. A., Cornet, F. H. and Christiansson, R. (2003) ISRM suggested methods for rock stress estimation
– Part 1: Strategy for rock stress estimation. Int. J. Rock Mech. Min. Sci., 40(7–8): 991–8.

Hudson, J. A., Crouch, S. L. and Fairhurst, C. (1972b) Soft, stiff, and servo-controlled testing machines:
a review with reference to rock failure. Engng Geol., 6(3): 155–89.

Hudson, J. A. and Priest, S. D. (1983) Discontinuity frequency in rock masses. Int. J. Rock Mech. Min.
Sci. & Geomech. Abstr., 25(1), 3–13.

Hughson, R., Tyminski, A. and Holla, L. (1987) A review of stowing and packing practice in coal mining.
Proc. Aust. Inst. Min. Metall., 292(9): 71–86.

Hult, J. and Lindholm, H. W. (1967) Stress change during undercutting for block caving at the Grangesberg
mine. Proc. 4th Can. Rock Mech. Symp., 155–67. Mines Branch, Dept Energy, Mines and Resources:
Ottawa.

Hunt, R. E. B. and Askew, J. E. (1977) Installation and design guidelines for cable dowel ground support
at ZC/NBHC. Proc. Underground Operators Conf., Broken Hill, 113–22. Aust. Inst. Min. Metall.:
Melbourne.

Hustrulid, W. (2000). Method selection for large-scale underground mining. Proc. MassMin 2000, Brisbane
(ed. G. Chitombo), 29–56. Aust. Inst. Min. Metall.: Melbourne.

Hustrulid, W. A. and Bullock, R. L. (eds) (2001) Underground Mining Methods: Engineering Fundamentals
and International Case Studies. Society for Mining, Metallurgy and Exploration: Littleton, Colorado.

Hustrulid, W. and Moreno, O. (1981) Support capabilities of fill – a non-linear analysis. Application of Rock
Mechanics in Cut and Fill Mining (eds O. Stephansson and M. J. Jones), 107–18. Instn Min. Metall.:
London.

Hutchins, W. R., Bywater, S., Thompson, A. G. and Windsor, C. R. (1990) A versatile grouted cable dowel
reinforcing system for rock. Proc. Aust. Inst. Min. Metall., 295(1): 25–29.

Hutchinson, D. J. and Diederichs, M. S. (1996) Cablebolting in Underground Mines. BiTech Publishers:
Vancouver.

International Society for Rock Mechanics Commission on Standardization of Laboratory and Field Tests
(1974) Suggested methods for determining shear strength. Doc. No. 1. Reprinted in Rock Characteriza-
tion, Testing and Monitoring – ISRM Suggested Methods, 1981 (ed. E. T. Brown), 129–40. Pergamon:
Oxford.

International Society for Rock Mechanics Commission on Standardization of Laboratory and Field
Tests (1978a) Suggested methods for the quantitative description of discontinuities in rock masses.
Int. J. Rock Mech. Min. Sci. & Geomech. Abstr., 15(6): 319–68. Reprinted in Rock Characteriza-
tion, Testing and Monitoring – ISRM Suggested Methods, 1981 (ed. E. T. Brown), 3–52. Pergamon:
Oxford.

International Society for Rock Mechanics Commission on Standardization of Laboratory and Field Tests
(1978b) Suggested methods for monitoring rock movements using borehole extensometers. Int. J. Rock
Mech. Min. Sci. & Geomech. Abstr., 15(6): 305–17. Reprinted in Rock Characterization, Testing and
Monitoring – ISRM Suggested Methods, 1981 (ed. E. T. Brown), 171–83. Pergamon: Oxford.

International Society for Rock Mechanics Commission on Standardization of Laboratory and Field Tests
(1979) Suggested methods for determining the uniaxial compressive strength and deformability of
rock materials. Int. J. Rock Mech. Min. Sci. & Geomech. Abstr., 16(2): 135–40. Reprinted in Rock

600



REFERENCES

Characterization, Testing and Monitoring – ISRM Suggested Methods, 1981 (ed. E. T. Brown), 111–16.
Pergamon: Oxford.

International Society for Rock Mechanics Commission on Standardization of Laboratory and Field Tests
(1980) Suggested methods for pressure monitoring using hydraulic cells. Int. J. Rock Mech. Min. Sci. &
Geomech. Abstr., 17(2): 117–27. Reprinted in Rock Characterization, Testing and Monitoring – ISRM
Suggested Methods, 1981 (ed. E. T. Brown), 201–11. Pergamon: Oxford.

International Society for Rock Mechanics Commission on Standardization of Laboratory and Field Tests
(1981) Suggested methods for geophysical logging of boreholes. Int. J. Rock Mech. Min. Sci. & Geomech.
Abstr., 18(1): 67–83. Reprinted in Rock Characterization, Testing and Monitoring – ISRM Suggested
Methods, 1981 (ed. E. T. Brown), 53–70. Pergamon: Oxford.

ISRM Commission on Testing Methods (1985) Suggested method for determining point load strength. Int.
J. Rock Mech. Min. Sci. & Geomech. Abstr., 22(2): 51–60.

ISRM Testing Commission (co-ordinator: F. Ouchterlony) (1988) Suggested methods for determining
fracture toughness of rock. Int. J. Rock Mech. Min. Sci. & Geomech. Abstr., 25(2): 71–96.

ISRM Testing Commission (co-ordinator: R. J. Fowell) (1995) Suggested method for determining mode I
fracture toughness using cracked chevron Brazilian (CCNBD) specimens. Int. J. Rock Mech. Min. Sci.
& Geomech. Abstr., 32(1): 57–64.

ISS Pacific (International Seismic Services) (1996) Technical and General Description of the ISS Seismic
System. ISS Corporate Document.

Itasca (1998) PFC3D (Particle Flow Code in 3 Dimensions), Version 2.0. Itasca Consulting Group, Inc.:
Minneapolis.

Itasca (2003) FLAC: Fast Lagrangian Analysis of Continua. Itasca Consulting Group, Inc.: Minneapolis.
Jaeger, J. C. (1960) Shear fracture of anisotropic rocks. Geol. Mag., 97: 65–72.
Jaeger, J. C. (1971) Friction of rocks and stability of rock slopes. Géotechnique, 21(2): 97–134.
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Richardson, M. P. (1981) Area of draw influence and drawpoint spacing for block caving mines. Design
and Operation of Caving and Sublevel Stoping Mines (ed. D. R. Stewart), 149–56. Soc. Min. Engrs:
AIME, New York.

Richter, C. F. (1935) An instrumental earthquake magnitude scale. Bull. Seism. Soc. Am., 25: 1–32.
Roberts, A. (1977) Geotechnology. Pergamon: Oxford.
Roberts, D. P., Lane, W. L. and Yanske, T. R. (1998) Pillar extraction at the Doe Run Company. Minefill

’98, Proc. 6th Int. Symp. Mining with Backfill, Brisbane (ed. M. Bloss), 227–33. Aus. Inst. Min. Metall.:
Melbourne.

Roberts, M. K. C. and Brummer, R. K. (1988) Support requirements in rockburst conditions. J. S. Afr. Inst.
Min. Metall., 88(3): 97–104.

Robinson, L. H. (1959) The effect of pore and confining pressure on the failure process in sedimentary
rock. Q. Colo. School Mines, 54(3): 177–99.

Rocscience (1999) DIPS – Data Interpretation Package Using Stereographic Projection Software. Roc-
science Inc.: Toronto.

Roegiers, J-C. (1989) Elements of rock mechanics. Reservoir Stimulation (M. J. Economides and K. G.
Nolte), 2.1–2.21. Prentice-Hall: Englewood Cliffs, New Jersey.

Rojas, E., Cavieres, P., Dunlop, R. and Gaete, S. (2000) Control of induced seismicity at El Teniente Mine,
Codelco-Chile. Proc. MassMin 2000, Brisbane (ed. G. Chitombo), 755–84. Aust. Inst. Min. Metall.:
Melbourne.

Rojas, E., Molina, R., Bonani, A. and Constanzo, H. (2000) The pre-undercut caving method at the El
Teniente Mine, Codelco Chile. Proc. MassMin 2000, Brisbane (ed. G. Chitombo), 261–66. Aust. Inst.
Min. Metall.: Melbourne.

607



REFERENCES

Rojas, E., Molina, R. and Cavieres, P. (2001) Preundercut caving in El Teniente, Chile. Underground
Mining Methods: Engineering Fundamentals and International Case Studies (eds W. A. Hustrulid and
R. L. Bullock), 417–23. Society for Mining, Metallurgy and Exploration: Littleton, Colorado.

Rorke, A. J. and Roering, C. (1984) Source mechanism studies of mining-induced seismic events in a
deep-level gold mine. Rockbursts and Seismicity in Mines (eds N. C. Gay and E. H. Wainwright), 51–6.
S. Afr. Inst. Min. Metall.: Johannesburg.

Rosengren, K. J. (1968) Rock Mechanics of the Black Star Open Cut, Mount Isa. PhD thesis, Australian
National University, Canberra.

Rosengren, K. J. (1970) Diamond drilling for structural purposes at Mount Isa. Ind. Diamond Rev., 30(359):
388–95.

Roux, A. J. A., Leeman, E. R. and Denkhaus, H. G. (1957) De-stressing: a means of ameliorating rock-burst
conditions. Part I – the conception of de-stressing and the results obtained from its application. J. S. Afr.
Inst. Min. Metall., 58: 101–19.

Rudnicki, J. W. and Rice, J.R. (1975) Conditions for the localization of deformation in pressure-sensitive
dilatant materials. J. Mech. Phys. Solids, 23(6): 371–94.

Ruina, A. (1983) Slip instability and state variable friction laws. J. Geophys. Res., 88(B12): 10359–70.
Rustan, A. (2000) Gravity flow of broken rock – what is known and unknown. Proc. MassMin 2000,

Brisbane (ed. G. Chitombo), 557–67. Aust. Inst. Min. Metall.: Melbourne.
Ryder, J. A. (1987) Excess shear stress (ESS): an engineering criterion for assessing unstable slip and

associated rockburst hazards. Proc. 6th Congr., Int. Soc. Rock Mech., Montreal (eds G. Herget and S.
Vongpaisal), 2: 1211–15, A.A. Balkema: Rotterdam.

Ryder, J. A. and Jager, A. J. (eds) (2002) A Textbook on Rock Mechanics for Tabular Hard Rock Mines.
SIMRAC: Johannesburg.

St John, C. M. and Van Dillen, D. E. (1983) Rockbolts: a new numerical representation and its application
in tunnel design. Rock Mechanics – Theory – Experiment – Practice, Proc. 24th U. S. Symp. Rock Mech.,
College Station, 13–26. AEG: New York.

St John, C. M. and Zahrah, T. F. (1987) Aseismic design of underground structures. Tunnelling and
Underground Space Technology, 2(2): 165– 97.

Salamon, M. D. G. (1964) Elastic analysis of displacements and stresses induced by mining of seam or
reef deposits. Part II. J. S . Afr. Inst. Min. Metall., 64: 197–218.

Salamon, M. D. G. (1967) A method of designing bord and pillar workings. J. S. Afr. Inst. Min. Metall.,
68: 68–78.

Salamon, M. D. G. (1970) Stability, instability and the design of pillar workings. Int. J. Rock Mech. Min.
Sci., 7(6): 613–31.

Salamon, M. D. G. (1974) Rock mechanics of underground excavations. Advances in Rock Mechanics,
Proc. 3rd Congr., Int. Soc. Rock Mech., Denver, 1B: 951–1099. Nat. Acad. Sci.: Washington, DC.

Salamon, M. D. G. (1983) Rockburst hazard and the fight for its alleviation in South African gold mines.
Rockbursts: Prediction and Control, 11–36. Instn Min. Metall.: London.

Salamon, M. D. G. (1991) Displacements and stresses induced by longwall coal mining. Proc. 7th Congr.,
Int. Soc. Rock Mech., Aachen (ed. W. Wittke), 2: 1199–1202. A. A. Balkema: Rotterdam.

Salamon, M. D. G. and Munro, A. H. (1967) A study of the strength of coal pillars. J. S. Afr. Inst. Min.
Metall., 68(2): 55–67.

Salamon, M. D. G. and Wagner, H. (1979) Role of stabilising pillars in alleviating rockburst hazard in deep
mines. Proc. 4th Congr., Int. Soc. Rock Mech., Montreux, 2:561–6.

Salamon, M. D. G. and Wiebols, G. A. (1974) Digital location of seismic events by an underground network
of seismometers using arrival times of compressional waves. Rock Mech., 6(3): 141–66.

Salehy, M. R., Money, M. S. and Dearman, W. R. (1977) The occurrence and engineering properties of
intra-formational shears in Carboniferous rocks. Proc. Conf. Rock Engng, Newcastle (ed. P. B. Attewell),
311–28. Univ. Newcastle upon Tyne: Newcastle upon Tyne.

Sarin, D. K. (1981) A review of sub-level caving practices in Canada. Design and Operation of Caving
and Sublevel Stoping Mines (ed. D. R. Stewart), 373–85. Soc. Min. Engrs, AIME: New York.

Sauer, G. and B. Sharma (1977) A system for stress measurement in construction in rock. Field Mea-
surements in Rock Mechanics, Proc. Int. Symp., Zurich (ed. K. Kovari), 1: 317–29. A. A. Balkema:
Rotterdam.

Savin, G. N. (1961) Stress Concentrations Around Holes. Pergamon: London.
Schepers, R., Rafat, G., Gelbke, C. and Lehmann, B. (2001) Application of borehole logging, core imaging

and tomography to geotechnical exploration. Int. J. Rock Mech. Min. Sci., 38(6): 867–76.

608



REFERENCES

Schmuck, C. H. (1979) Cable bolting at the Homestake gold mine. Min. Engng, 31(12): 1677–81.
Schofield, A. N. and Wroth, C. P. (1968) Critical State Soil Mechanics. McGraw-Hill: London.
Schunnesson, H. (1998) Rock characterisation using percussive drilling. Int. J. Rock Mech. Min. Sci., 35(6):

711–25.
Schunnesson, H. and Holme, K. (1997) Drill monitoring for geological mine planning in the Viscaria

copper mine, Sweden. CIM Bull., 90(1013): 83–89
Scott, J. J. (1977) Friction rock stabilizers – a new rock reinforcement method. Monograph on Rock

Mechanics Applications in Mining, Papers presented at 17th U. S. Symp. Rock Mech., Snowbird (eds
W. S. Brown, S. J. Green and W. A. Hustrulid), 242–9. AIME: New York.

Sellers, J. B. (1977) The measurement of stress changes in rock using the vibrating wire stressmeter. Field
Measurements in Rock Mechanics, Proc. Int. Symp., Zurich (ed. K. Kovari), 1: 275–88. A. A. Balkema:
Rotterdam.

Serafim, J. L. and Periera, J. P. (1983) Considerations of the geomechanical classification of Bieniawski.
Proc. Int. Symp. on Engineering Geology and Underground Construction, Lisbon, 1: II.33–42.

Seymour, J. B., Tesarik, D. R., McKibbin, R. W. and Jones, F. M. (1999) Monitoring mining-induced stress
changes with the biaxial stressmeter. Field Measurements in Geomechanics, Proc. 5th Int. Symp. Field
Measurements in Geomechanics, Singapore (eds C. F. Leung, S. A. Tan and K. K. Phoon), 55–60. A.
A. Balkema: Rotterdam.

Sharpe, J. A. (1942). The production of elastic waves by explosion pressures. Geophys., 7:144–54.
Sheorey, P. R., Loui, J. P., Singh, K. B. and Singh, S. K. (2000) Ground subsidence observations and a

modified influence function method for complete subsidence prediction. Int. J. Rock Mech. Min. Sci.,
37(5): 801–18.

Simser, B., Andrieux, P. and Gaudreau, D. (2002) Rockburst support at Noranda’s Brunswick Mine,
Bathurst, New Brunswick. Mining and Tunnelling Innovation and Opportunity, Proc. 5th North Am.
Rock Mech. Symp. & 17th Tunn. Assn Can. Conf., Toronto (eds R. Hammah, W. Bawden, J. Curran and
M. Telesnicki), 1: 805–13. Univ. Toronto Press: Toronto.

Singh, U. K., Stephansson, O. J. and Herdocia, A. (1993) Simulation of progressive failure in hanging-wall
and footwall for mining with sub-level caving. Trans Instn Min. Metall., 102: A188–94.

Siskind, D. E., Staff, M. S., Kopp, J. W. and Dowding, C. H. (1980) Structure Response and Damage
Produced by Ground Vibration from Surface Mine Blasting. U. S. Bur. Mines Rep. Invest. 8507.
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cycle 357, 419
example 265, 361, 409, 421, 422
geomechanics 419, 423
performance 264, 358, 409, 423, 424
stress distribution 419

Cyclic loading 133, 138, 536–7
Cylindrical polar co-ordinates 37, 38, 169, 171
Damage

accumulation 88–9, 115, 373, 398
mechanics 399

Damping, frictional 275
Deere, D.U. 49, 52
Deflection, roof bed 225–7, 228, 229–33,

234–9, 240, 241, 273, 274
Deformability, determining 85, 88, 136–8
Deformation

ductile 86
elastic, analysis for subsidence 510–4, 514

joint 257, 258, 303
modulus 138, 151, 241, 416
and buckling 229, 231, 233, 235, 238–40,

317, 375, 439, 451, 559
roof span 227, 229, 240, 356
permanent 86, 87, 97, 105
plastic 86, 115, 116, 136, 510, 576
post-peak 86, 88, 93, 97, 296, 299, 317, 416
roof bed 227, 241
strain-softening model 86, 92, 94, 127, 193,

195, 294
viscoplastic 143, 146, 160

Deformation rate analysis 155, 156
DEMEC gauge 152
Denison Mine, Canada 391, 392
De-stressing 5, 205, 242, 264, 423, 433–4

for rockburst control 433–4
Detonation

cavity pressure 521
cylindrical charge, 522
and gases 425, 519, 521, 523, 525
monitoring 538–42, 541
stress wave 425, 521, 523, 529–31
velocity 519, 520, 522
wave 522
see also Blasting; Explosives

Deviatoric component 25
Deviatior strain matrix 33
De-watering 410, 484, 496
Diabase 391, 496
Differential equations 25, 26, 38, 40, 41, 168,

282, 284
Differential strain curve analysis 155–6
Digging depth, optimum 459, 461, 462
Digital image processing systems 479
Dilatancy 105, 117, 125–7, 221, 317

shear displacement curves 126
shear strength, interrelation 125

Dilation
angle 132, 337, 560
specimen 102–3, 125–6

Dilution 354, 357, 359, 361, 366, 367, 417,
419, 423, 424, 426, 459, 461, 481

minimising 419, 426, 436, 454, 458, 459,
479, 483

rates 459
Dip 51, 51, 59, 60, 67, 69, 71–5, 261, 568–72

see also Hemispherical projection
Direct current differential transformer

(DCDT) 547, 551
Direct shear test 120, 123, 124, 125, 132, 141
Discontinuities

aperture 54–6, 57, 59, 78, 126, 132
boundary intersection 199
and cavability 46, 50, 51, 53, 77, 465
in core 54,68
deformability 5, 81, 85, 129, 136, 138,

190–1, 328
deformation, models 130
dilatancy 125–7
and equilibrium stress 146–7
filled 56, 57, 129
frequency 51, 53, 62, 70, 76

geomechanical properties 51, 465
orientation data 51, 70–5, 76

and computers 60
plotting 72–4, 76

peak strength 120–9, 124–6, 129
persistence 53, 54, 64, 69, 78, 255
and Rock Mass Rating 77, 78, 80, 138
and rock mass strength 5, 80–2, 82, 85, 86,

133–6, 137, 197, 199, 464
roughness 54, 55, 127
sampling bias 60
separation on 200
shear behaviour of 120, 129
shear strength 54, 120, 121

models 13–3
shear stress-displacement curves 445
slip on 431, 467, 557
spacing 51–4, 52, 54, 62–4, 81, 83, 85, 137,

333
stiffness 190
testing 120, 121
trace length 61
unevenness 54
waviness 54, 55
see also Fractures; Joints

Discontinuous subsidence 133, 484–6, 495,
496–506, 580–4

block caving 485–6, 496–501, 497
progressive hangingwall caving 485,

501–6, 502, 505, 580–4
sinkholes (solution) 485–7, 495, 496

Discretisation methods 179, 181
Displacement

absolute 29, 337, 544
analysis 29–32
axial 94, 96, 97, 121, 331
components 30, 31, 32, 38–40, 110, 175,

183, 261
distribution 167, 172, 173, 178, 181, 384,

429
excavation-induced 167, 183, 285, 286
field 306, 408
geomechanics convention 17, 39, 41, 42,

43, 282
measurements 15, 152, 545, 554
nodal 182–9, 196, 337
in peripheral rock, limiting 218, 226, 434,

527
plastic 132
pure shear 31, 32, 290
radial 286, 288, 313–23, 314–6, 338
relative see Convergence
spectrum 306, 307
and subsidence 484, 485
surface, and backfill 423, 424, 441, 484,

544
transient 276, 281, 293, 522
vertical 259, 351, 465, 487, 507
weakening model 303, 336
see also Faults; Fractures

Displacement discontinuity code NFOLD 395
Distinct element methods 85, 130, 189, 190,

192, 322, 495, 513
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UDEC 235, 236, 239, 240, 261, 438
3DEC 506

Distinct element nodes 195–6
Doe Run Company, Missouri, USA 395, 395,

396
Dolerite 49, 146
Dolomites 50, 67, 117, 486, 495–6

sinkholes 486
Dowels 313, 324, 338, 339, 340

cable, and pre-reinforcement 324,
558

grouted 329
reinforcing bar 313, 325, 326, 329, 330,

465, 553
Split-set system 339, 465
Swellex 339, 564

Downhole logging 69
Drained conditions 5, 410
Draw

cone 454, 458, 477
control 458, 465, 469, 479, 481, 487, 495
ellipsoids 460
height 455
interactive 458, 477
isolated 458, 477
rate 480
system 476

gravity draw 476
load-haul-dump (LHD) 477
slusher system 476

Drawpoint 325, 326, 361, 366–8, 458, 465,
473, 475–81, 518

reinforcement 325–6
spacing 477, 478

Drifts
spacing 462, 463
stability 464
transport 255, 314

Drill
and blast methods 313, 314
drifts 356
headings 6,197, 348

Drillability 333
Drilling

exploration 65, 67
geotechnical 64–8
machine 65, 67
rock behaviour and 5
techniques and contracts 67
see also Core logging

Drives 6, 12, 13, 197, 348
Ductile

behaviour 103, 413
deformation 86

Dykes 49, 50, 58, 69, 145, 302, 391, 430, 433,
436, 488, 496, 497

control of subsidence 488, 488
and rockbursts 302, 431, 433, 434

Dynamic design 537
Dynamites 519

Earthquakes 160, 302, 303, 308, 309, 431,
534, 535, 536, 537

East Rand Proprietary Mines, South Africa
49, 50, 433

Eccentricity, ellipsoid of motion 227, 231,
454–7, 459, 483

Effective stress law 5, 104, 409
El Teniente Mine, Chile 50, 350, 473, 474,

475, 497, 498–500, 499, 500
Elastic

behaviour 87, 139, 183, 208, 228, 515
compression 139
constants 36, 37, 87, 117, 136, 137, 141,

511, 512
modulus 36, 146, 513
-plastic performance 319, 353
properties, in situ dynamic 283
ratios 37
shortening, arch 232, 233
stiffnesses 35, 297, 511–2
stress 166–78, 203–13
symmetry 35, 36
wave propagation 277
plane waves 281–3
spherical and cylindrical 283, 521

Elasticity 34–7, 166–78, 203–13
anisotropic 35, 117
isotropic 35–6, 166–78, 203–13
matrix 35, 37, 116, 187
transverse isotropic 36–7

Elastoplastic analyses 115
Electrical resistance strain gauges 101, 546,

548, 554
Elliott Lake mines, Canada 391–5
Ellipsoid, flow 454, 455, 459
End effects 90–2, 92, 100, 104

compression testing 100, 104
End load distribution 231
Energy

absorption 277, 437, 439, 564
and fracture 96, 276
and mining method 355, 355
and rockbursts 299–304, 430–1, 437, 439
changes 271–7, 286–92, 300–4, 355, 435
controlling rates 434–6
determining 286
dissipation 8, 146
elastic strain 108, 192, 290, 351, 535
excess 275–7, 285–7, 289, 290, 292, 300
explosive, in excavating 520, 540
induced strain 276
instability concept 107, 110
kinetic 275, 303 438
mechanical relevance of 271
mining consequences of, rates 275
partitioning 274
release 93, 275, 276, 285–92, 299–304,

302, 306, 417, 432–6, 435, 437–9
shock 519, 520
source, location 557
static strain 275, 276, 486, 300
storage 96, 108, 300, 351, 430
strain 2, 93, 96, 108, 272–6, 286–92,

299–301, 351, 430–5, 535
transmission 277, 306, 520

Engineers 11–13, 57, 485, 508
Equal-angle projection 72, 74

see also Stereographic
Equal-area projection 72, 74
Equilibrium

angle of friction 158, 164, 207–8
equations 21, 38, 169, 175, 235, 282
limiting 207, 256, 257, 258–60, 326, 327,

329, 488, 489, 490, 492–5, 502, 504,
505, 580, 581

nodal condition 189
radial stress 220
static 25, 26, 28, 29, 34, 38, 41, 104, 158,

256–8, 274, 375, 377
unstable 293, 294, 431

Erosion 67, 144, 146, 424
Error defined 545
Evaporites 92, 502, 506
Examine 2D 383
Excavation

aspect ratio 210
boundaries 198, 200, 204–17, 224–6, 242,

243–63
controlled 275
crown, and jointed rock 264, 265
damage 536, 537
design 2, 9, 13–6, 197–9, 200, 200–20,

224–41, 242–70
blocky or jointed rock 17, 242–70
dynamic 537
functional interactions and 9
massive elastic rock 197, 225, 317
methodology 199, 437–9, 452
objective 271, 452
stratified rock 224, 225, 226, 229, 531

displacement field 8, 17, 349, 351, 354–5,
355

dynamic performance of 536
elliptical 176, 178, 203, 209, 212
haunches 226
narrow, energy propagation 290
operational constraints 9
orienting 212, 265
periphery 176, 190, 204, 213, 218, 259,

264–6, 317–9, 329, 332, 439, 544
displacement 434–6
fracturing 200
stability 263
stresses 204–16, 204–12, 217–21

prototype 543
rapid, and energy effects 275
rectangular 444, 449, 475, 481, 490, 493
response, to seismic loading 536
roof 259
sequence 9, 198, 208
shape 173, 178, 198, 201, 209, 212, 213,

225, 265, 420
sidewalls 46, 250–1
span 46, 226, 230, 252, 264
spherical cavity model 285, 287, 289, 290,

521
square 252, 253
sudden 275, 287
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Excavation (cont.)
support ratio 334
thin tabular 299–301, 430–41
tunnel 115
types 6
zone of influence 3, 201–4, 202, 203, 277,

348, 349, 481, 483, 498, 499, 500, 515
see also Mine; Openings

Excavation Pyramid (EP) 244–7, 248–50
Excess Shear Stress (ESS) 432
Explosive–rock interaction 521, 527

elastic models 521
Explosives 272, 518–20, 522, 528, 538, 542

Absolute Strength Value (ASV) 519, 520
brisance 520, 521
chemical 272, 518
performance 520, 528, 538, 540
properties 519, 521
Relative Strength Value 520
rock breakage 522
selection of 521
see also Blasting

Extended Mathews stability graph (or chart)
470

Extensometer, rod 551
Extraction

area 509
drifts 363, 457, 459, 461, 462, 473
harmonic 517
headings 6
level 356, 367, 369, 471–8, 477, 561, 561–3
partial 387, 434, 435, 482, 515, 516
rate 467
ratio 11, 271, 293, 377, 384, 386–9, 389,

392, 393, 394, 435, 474, 516
sequence 9, 165, 301, 396, 397, 400–03,

402, 405, 417, 426, 429
system design 13, 361, 368, 465
volume 387

Face element method 180, 301, 489
Face support 218, 272, 345, 436, 439, 441,

446, 447, 448
Factor of Safety (F of S) 233, 235, 240, 241,

257, 259, 261, 266, 328–38, 383–6,
386, 388, 389, 391–3, 394, 405, 406,
418, 422, 444, 447, 489, 493, 494

crushing 233, 240, 277, 289, 301, 392, 404
shear failure 235, 241, 422, 444, 489
vertical sliding 493

Failure
boundary 199, 200, 214, 215, 221, 222, 587
by buckling 229, 231, 233, 235, 238–40,

317, 375, 439, 451, 559
in compression testing 96
compressive 146, 197, 213, 214, 222, 235,

406
criterion 111, 157, 197, 198, 213, 214–6,

396, 398, 400, 526
and discontinuity spacing 333, 437
in dykes 391, 430, 433, 436, 485, 488, 496,

497
hangingwall 50, 439, 486, 502

interior 215–7
modes, jointed rock 198, 227, 229, 231,

243, 328, 373, 378
pillar see Pillars
processes 3, 115
rock mass vs structure 5, 200, 213
roof 227, 257, 261, 453
shear 105, 107, 125, 129, 229, 235, 241,

310, 373, 398, 444, 451, 469, 479,
489, 502

roof beam 229, 235, 241
sidewall 46, 211, 212
slip 133, 205–8, 225, 226
wedge size 264
zones 200, 215, 216, 337, 417

Far-field behaviour 195, 201, 202, 306
Far-field domain 349, 351
Far West Rand, South Africa 486
Fault breccia 48
Fault gouge 48, 57, 65
Faulting 48, 96, 146, 147, 308, 310, 352, 464,

500
and fracturing 52, 96, 147, 309, 351, 463
secondary structures 48
thrust 146, 308, 291

Faults 12, 46–8, 69, 70, 146–7, 147, 302–3
conjugate 146
defined 47
Excess Shear Stress (ESS) 432, 432
and friction 158, 303–4
and mining method 353, 363
static shear strength 303, 304, 432
stress drop on 304, 311, 432
and stress trajectories 208

Fault slip 301–4, 308, 404–5, 431, 432, 535,
536

Field stress 16, 142–61
and equilibrium 158
superposition of 167, 180, 183, 184
tensor 142
from borehole strain 148
measurements 147–61

Fill
back see Backfill
composite see rockfill
hydraulic 363, 410
paste see Paste fill
sand see Sandfill
stress measurements 552–3

Filling
defined 426
practice 426

Finite difference methods 189–95, 193, 332,
335–7, 428, 453, 495, 513, 522, 527

Finite element method 183–9, 184, 188, 442,
513

displacement variation 184, 186, 189
equivalent nodal forces 187, 189
stress analysis 442

Finland 428
Fisher

constant 75, 76
distribution 75

Fissure water 3, 243, 256, 586
see also Groundwater

Fast Lagrangian Analysis of Continua (FLAC)
192, 195, 337, 438, 495, 498, 506

FLAC2D 442, 513, 514
FLAC3D 192, 322, 323, 443, 453

Flatjack measurements 148, 151–3, 152
Flooding, mine 50
Floor

heave 224, 225, 453, 465
rocks, bearing capacity of 365, 372, 390–1,

406, 435
support pressure 319, 320, 320

Flow
ellipsoid 454, 455, 459
gravity see Gravity flow
patterns 354, 456, 457, 458
theory 454–8

Flow rules 116–7
associated 116–7
non-associated 322

Fluorspar veins 145
Folds 46–48, 58
Foliation 23, 50, 114, 117, 224, 375, 563
Force

body 17, 18, 25, 26, 38, 143, 168, 175, 187,
188, 257, 263

contact 190, 191, 194, 466
d’Alembert inertial 282
horizontal 257, 259, 260, 270
nodal 184, 187–9, 196
normal 18, 120, 123–5, 127, 190, 262–3
reinforcement 329
shear, roof prism 256–9
support 2, 2, 242, 256–61, 256, 286, 328–9,

409
surface 2, 17, 256, 257–9, 262–3, 271, 272,

286, 289
vertical 255–63, 329, 442, 469

Force-displacement curves 88, 92–4, 93,94,
96–7, 97, 137

Force-displacement laws 190
Fracture

brittle 86, 117, 321, 434, 467
in excavation periphery 318, 439, 544
extension 398, 558
generation 143
hydraulic 161
induced 155, 242, 409, 421–2, 451, 545
initiation 4, 96, 113, 373, 398
mechanics 110–1, 110, 524
mechanisms 3, 96
in point load test 97
shear 96, 107, 119, 373, 436, 444, 558
and state of stress 146–7, 153–5, 525–6
tensile 96, 108
toughness 111
uniaxial compression 88–9, 95–6
zones 108, 213, 219, 463

estimating extent of 213, 463
radius 322

Fractures
closure pressure 154
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compressive, in stope crowns 155, 421
and drilling parameters 67
due to blasting 221
gas in 525–6
hydraulic 161
radial 526, 531
sets, and in situ stress 146, 434
tension 206, 227, 398, 558
transverse 229
see also Discontinuities; Joints

Fragmentation 53, 77, 367, 454, 476–9, 525,
538

and blasting 53, 366, 367, 454, 524–6, 538,
542

and draw control 458, 465, 469, 479, 481,
487, 495

in situ 478
primary 367, 478
secondary 478–9

Frequency, corner 306, 307, 311
Fretting 373, 390, 392
Friction

angle 122–9, 132–3, 412
coefficient of 6, 122, 303, 328
and fractured rock 219–21
limiting 191, 219, 258
mobilising 221, 264
and peripheral rock performance 264

Frictional resistance 128, 191, 235, 241, 243,
412, 424, 528, 561

maximum 191
shear stress 241, 243

Fringe (isochromatic) pattern 166
Frozen-stress method 166
Funnelling 484

see also Chimney caving

Gabbro 114
Gases, mine 354
Gate roads 448, 452
Gath’s Mine, Zimbabwe 505, 505
Gauss Divergence Theorem 193, 194
Gaussian methods 151, 182
Gelignites 519
Geological data see Structural data
Geological Strength Index (GSI) 78, 81–2, 82,

135, 136, 138, 322, 323
Geomechanics

classification 78, 84, 134, 505
convention 17, 39–40, 41, 42, 282
defined 1
and mining programmes 13, 351
see also Beniawski; Laubscher

Geophones 304, 305, 539, 540, 557
Geophysical measurements 64, 69, 138, 354

see also Downhole logs
Geotechnical drilling 64–8,
Geotechnical engineering 1, 87, 543
Geotechnical environment 7
Germany 308, 510
Global Positioning Systems (GPS) 546, 548
Gneiss 160, 320, 321
Goaf treatment 516

Gold mines 49–50, 50, 345, 430–2, 434–6,
439, 454, 462, 549

South Africa 49–50, 50, 345, 430, 431,
434–7, 439

Gold reefs 299, 301, 302
Gordonstone Mine, Queensland, Australia

442, 443, 445, 446
Grade distribution 354, 356
Grade, ore 356, 359, 479
Grading 57, 401, 410–1, 411
Grain 3, 47, 49, 88, 92, 93, 96, 103, 113

packing 113
size 47, 88, 96, 113

Grain-sliding 103
Grängesberg Mine, Sweden 502, 502
Granite 80, 103, 105, 109, 112, 113, 114, 115,

117, 141, 160, 215
Graphite 48, 123, 125, 129, 558, 561
Gravity draw 476
Gravity flow 454–63, 477, 481, 483

broken or caved ore 454–63
ellipsoid of motion 454–7, 459
and extraction drift width 462
and flow ellipsoid 454, 455, 459
limit ellipsoid 454, 456, 457, 459, 483
loosening factor 483

Gravity loading 225, 226, 229, 476
Great circles 71–3, 83, 245, 247, 248, 568,

569, 570–2
Great Dyke of Rhodesia, The 49
Griffith

crack theory 107–9, 108, 299, 524, 527
locus 107, 109

Grinding, autogenous 367, 479
Ground characteristic line 315, 320, 448
Ground control 299, 301, 370, 401, 408–9,

419, 423–9
and backfill 357, 358, 408–9, 417, 423–8,

425
near-field 370
of reinforcement 427, 429

Ground motion 305, 309, 532–4, 535–8,
539–41, 542

damage 532, 534, 536, 537, 538
instrumentation for 538, 544
near-field, monitoring 538
peak 53
quantifying 534–6
shock spectrum 534
vibration packets 540
waveforms 539

Ground reaction curve 322, 323, 324
Groundwater 3–6, 12, 78, 79, 80, 81, 158,

164, 354, 489–93, 502, 543, 544
level 490–2, 544
and mine design 3, 14, 165, 543
pressure 3, 78, 79, 158, 164, 489, 490, 493,

502, 543
and chimney caving analysis 484–9, 490,

493–5
measurements 158, 164, 544, 545

Grout
load capacity 335, 336

-tendon bond 335–7, 422
Grouted dowels 329
Grouting 324, 339, 340, 342, 450, 543
Gunite 342

Hangingwall failure model 50, 439, 486, 502
Hardening parameter 117
Harmonic extraction 517
Haulage drives 197, 211, 348, 564
Haunches 226
Heave, floor rock 224, 225, 390, 453, 465
Heim’s Rule 160
Hemispherical projections 71, 72, 568

basic constructions 568
great circles 72
pole to a plane 568, 569
rotation about inclined axis 572, 573
true dip and dip direction 571, 572

Henderson Mine, Colorado, USA 500
Herringbone extraction level layout 477
Hoek-Brown strength criterion 81, 112,

113–5, 114, 134–6, 198, 215, 322,
323, 383, 492–3

Hoek’s hangingwall failure analysis 502
Homestake Mine 428
Homogeneous zones 60
Hooke’s Law 35, 36, 279, 281
Hydraulic

conductivity 57
feed machines 65
fracturing 148, 153–5, 154, 161, 446, 468
pressure cells 552–4
props 313, 434, 436–8
radius 267, 469, 470, 475
see also Permeability

Hydrology 4, 12, 367
see also Groundwater

Hydrostatic component 25, 117
Hydrothermal deposits 352

Igneous rocks 48, 49, 103, 114
Impedance, characteristic 279, 280, 283, 425
Inclusions, effect on in situ stress 145
Influence functions 509, 510
Instability

fault slip 301–4, 303, 308, 404–5, 404,
431–2, 432

pillar crushing 294, 392, 404
Instruments, monitoring 547
Integral methods, stress analysis 179
International Society for Rock Mechanics

(ISRM) see ISRM
Interpolation functions 181–6
Intraformational shears 49
Isoparametric formulation 183, 189
Isostasy 144
Isotropic hardening 116
Isotropy, transverse 36, 117
ISRM Commission 51–3, 54–6, 58, 69, 88,

90–2, 97, 98, 120
borehole extensometers 547, 549, 550–2,

561
on compression testing 90, 92

619



INDEX

Jaeger’s plane of weakness theory 118–9, 118,
133

Janelid and Kvapil concept 454, 455, 456,
458, 461, 462, 483

Jointed rock 5, 5, 77–82, 85, 86, 133–9,
242–70, 536

deformability 136–9
excavation design 5, 17, 197, 198, 228,

230, 242–70
failure modes 229, 243
rock bolting 332–4, 332
roof prism 255, 257, 264, 265, 328, 329

asymmetric triangular 270, 328
symmetric triangular 255, 328

sidewall failure 146, 211, 212
strength 133–6
tetrahedal wedges 261, 262, 328

Joint Pyramid (JP) 244–6, 248, 249, 250, 251
Joints

condition 78, 80
cross 226, 229, 241, 242, 265, 356
deformability 260
deformation 257, 258, 303
dilatant 537
disturbances on 264
elastic deformability and 191
frictional properties 259, 261, 263
horizontal 160
load-displacement curves 129, 132, 137
master 50
presentation of data for 69–71, 70
relaxation 257, 258, 329
roughness coefficient (JRC) 127, 128, 131,

132
sets 50, 75, 80, 242, 248, 249–52, 267, 368,

465
shaking and 533, 536
shear 191

strength of 191
slip 304
spacing 51–3, 80, 251

rating 251
stiffness 257
system 5, 50, 261
traction on 263
wall compressive strength (JCS) 127–9,

131, 132
see also Discontinuities; Fractures

Kaiser effect 155, 156
Kalgoorlie, Western Australia 403
Karst features 495
Kelvin equations 574
Key block 243, 251–3, 254, 255
Kidd Mine, Ontario, Canada 506
Kirsch equations 155, 202, 204, 207, 525, 529
Kiruna or Kiirunavaara Mine, Sweden 454,

462, 463, 506
Kronecker delta 87

Lambert projection 72
Lame’s equations and constant 36
Laminated rock, support in 327, 328
Lang and Bischoff analysis 328

Lang’s rules 333
Laplace equation 166, 169
Laubscher’s classification 78, 134, 267, 369,

469–70
Lenticular orebody 222, 356, 396
Level drives 6, 487
Limestones 6, 65, 94–6, 102, 103, 104, 105,

113, 114, 139, 227, 391, 486, 495–6
compressive strength 96, 101, 106, 113,

139, 140, 493
oolitic 94, 95, 102, 105
sinkholes 486, 496

Limiting equilibrium analysis 327, 488, 489,
490, 492–5, 502, 504, 505, 580

Linear potentiometer 547
Linear variable differential transformers

(LVDTs) 101, 547, 551
Linked computational schemes 195, 299
Liquefaction 409, 416, 425, 427, 428
Load

axial 88, 120, 121, 156, 546
changes in 544
distribution 18, 180, 181, 183, 227, 231,

379
dynamic 274, 277, 327, 425, 436, 439, 521,

523, 525, 534, 536–7
explosive 536, 537
gravitational 143, 213, 226, 227, 231, 243
impulsive 271, 351, 518, 523, 536
induced pillar 272–3
intensities, nodal 182
internal 188
quasi-static 523, 525, 526
and reinforcement 336–7
release 523, 526
shear 130, 133, 331, 335, 536
in testing machine 92, 93, 96, 105, 139,

227, 294, 373
transverse 227, 228, 229
vertical 217, 228–9, 259, 270, 452

Load-convergence characteristics 294
Load-deflection

behaviour 227–9
plots 228, 228–9

Load-displacement 372
characteristics 372
curves 372

Load-haul-dump draw 477
Loading-unloading cycle 96, 97, 138
Localisation 4, 96, 227, 299, 373, 398
Lodes 352
Longhole stoping 324, 325, 363, 370, 419, 563
Longitudinal waves 277, 278, 279, 283, 287,

289
Longwall caving mechanics 444–6, 445
Longwall mining 299–301, 302, 363–5, 364,

365, 430–53, 484, 506–17
coal 364–5, 365, 430, 440–53, 442–51,

486, 506–17, 558
geomechanics of 364–5, 440–1
monitoring systems 304, 557
roadway formation and support 448–51,

450

and subsidence, 506–17
face

support 441, 447–8
vertical stress distribution 441–4, 442,

443
geomechanical conditions 365
hard rock 299–301, 302, 343, 363–4, 364,

430–40
methods, classification 430

Longwall stopes 301, 364, 431, 434
Loosening factor 483
Love wave 532–4, 532
Lower-hemisphere projection 72
LVDT see Linear variable differential

Mapping 55, 58–61, 166, 172, 173, 215, 216,
266, 267, 571

see also Scanline surveys
Margolin’s model 527
Massive deposits 352, 358
Mathews stability chart 266–79, 269, 470, 470
Maxwell’s theorem 35
Measurement while drilling 66
Metamorphic rocks 48, 52, 103
Miami Mine, Arizona, USA 500
Microcracks 4, 156, 531
Microfissuring 87
Microseismic activity 198, 398, 556, 565
Mill tailings 354, 360, 411, 416
Mine

design see Excavation
districts 47, 371, 434, 441, 444, 486, 487,

563
excavation see Excavation
gases 354
haulage 46, 211
layout 11, 12, 165, 375, 384, 392, 398,

400–1
management 9, 11
openings see Openings
stability 271, 293, 294, 296, 299, 392

improving see Reinforcement
and thin tabular excavation 299

sterilisation 370, 485
structural design see Excavation

Mine planning systems 69
Mineralogical changes 145
Mining

engineering 1, 4, 9–11, 68, 143, 217, 265,
368, 518

functional interactions 9–11, 10, 11
programmes 13, 351

excavation types 6–9, 347–9
mechanical processes, summarised 2
sequence 11, 165, 213, 353, 363, 384, 393,

394, 400–3, 402, 427, 559
Mining methods 6–8, 347–69, 370, 408, 430

artificially supported 408–29
techniques 408–9
see also Backfill; Reinforcement;

Support
bench-and-fill 69, 362, 363, 426, 427
block caving see Block
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caving see Caving
coal 313, 364–5, 365, 379–81, 440–53,

440, 486, 506–17
and engineering environment 4, 354
excavation types 347–9
and geomechanics classification 78, 84,

134, 505
hard rock 343, 363, 364
longwall see Longwall
operational characteristics 368
and orebody properties 352, 355
pillar supported 7–8, 370–406, 423

components 370–2
longhole stoping 350
open stoping see Open stoping
room-and-pillar mining see

Room-and-pillar
room-and-pillar see Room-and-pillar
selection 368–9
shrink stoping 265, 360–2, 423
sublevel caving see Sublevel
supported 349, 370, 384, 390, 408, 423, 484

see also Reinforcement; Support
underground 6, 355–68

Mining Rock Mass Rating (MRMR) 469, 470
Modulus ratios 37
Mohr circle plots 41, 42, 106, 121, 382
Mohr–Coulomb

criterion 197, 201
plasticity 195

Moment magnitude 309, 535
Monitoring 14, 65–6, 65, 156, 304, 445–6,

451, 465, 467, 498, 538–42, 540,
543–67

Monitoring systems 304, 467, 543–5, 557,
558, 564

detectors 539, 544–6
electrical 546
mechanical 545, 546
optical 545
sensor 132, 304–6, 305, 544, 547, 550, 551,

556–7
stress change measurements 554

Montmorillonite 6, 49
Mount Charlotte Mine, Western Australia

403–5, 404
Mount Isa Mine, Australia 67, 68, 112, 134,

265, 266, 362, 363, 381, 415, 558–61,
559, 560, 567

Mufulira Mine, Zambia 485, 486
Mullock, development 211, 410, 528
Multiaxial compression 99, 109

isotropic rock behaviour 99–101, 103, 109
peak strength 100, 102–5
stress path 104, 105

Multiple point borehole extensometers 549,
550–2, 561

National Coal Board 486, 507, 508, 513–5
Near-field

displacements 408
domain 201, 293, 370, 408
ground control 370

Neves Corvo Mine, Portugal 69, 363, 426,
427

Newton–Raphson iteration 385
Newton’s Second Law of Motion 191
NGI index (Q ) 78, 80
Nitroglycerin (NG) 519, 528
Nodal displacement 182–9, 196
Nodal force 184, 187–9, 196
Norite 113
Normality principle 4
Northparkes E26 Mine, New South Wales,

Australia 467–9, 470, 485, 557
Nuttli (Mn) scale or magnitude 309, 563

Observational method 16, 197, 396, 451, 543,
548

Oil-shales 527
Old Ben Mine, Illinois, USA 509
Openings

access 203, 355, 360, 398
contiguous 202
creation of 227, 276, 290, 431, 475, 479
crown of 175, 178, 205, 206, 209, 210,
design of 12–3, 197, 224, 242, 326, 348
elliptical 176–8, 203, 209, 217, 218
height of 215
horizontal, stress analysis 167, 221
mapping 58, 266–7
near-field domain 201, 293
operating 6
ore source 7
ovaloid 209, 210, 216
permanent 12, 165, 265, 348, 352, 528

access 347, 348
for personnel entry 345
production 197, 203, 217, 463, 464
service 6, 9, 13, 165, 197, 203, 347, 348,

398, 454, 532, 536
square hole 210
stope development 69, 70, 347, 348, 360,

373, 398
transport 348, 366

Open stoping 324, 325, 356–7, 357–8, 369,
403–5, 423–6, 425–6, 563

and backfill 357–61, 403, 408–11, 419,
423–5, 426, 427, 562, 563

crown failure 423
orebody dimensions 349, 454
pillar recovery 352, 357, 362, 389, 400–3,

402, 409, 417, 423, 425, 427
sublevel 356, 357, 426
wall reinforcement 325, 357, 429
see also Sublevel open stoping

Operating practices 9, 11, 354
Ore

broken 356, 360–1, 366, 403, 424, 454–6,
459, 461–3, 473, 474, 504, 562

see also Backfill
comminution 308, 351, 353, 518, 527, 532
dilution 354, 357, 359, 361, 366, 367, 417,

419, 423–4, 426, 436, 454, 458, 459,
461, 479, 481

draw rate 478, 480

eccentricity 227, 231, 455–7, 459, 483
extraction 6, 7, 9, 11, 17, 66, 165, 197, 347,

349, 352, 356, 361, 408
flow 13, 454–8
fragmentation see Fragmentation,
grade 356, 359, 479
haulage 6, 197
hoisting shafts 348
mobilisation, block caving 348, 352
particle size 57, 353, 410, 411, 416, 454,

455, 456, 457, 459, 461, 462
passes 6, 66, 348, 360, 518
recovery 6, 13, 53, 65, 67, 357, 367, 459,

479
reef 299
reserves 9, 400, 435
resources 3, 13
see also Stopes

Orebodies
caving potential (cavability) 368, 369
and caving technique 8, 366
chemical properties 353, 361, 521, 538
conformation 146, 352
displacement field 8, 17, 34, 166, 276, 349,

351, 354
disposition 7, 301, 352, 353, 366
extraction ratio 271, 363, 376–7, 384,

386–9, 392, 393–5, 401, 435, 474,
485, 516

far-field domain 349, 351
geomechanical setting 353–4
geometry 352
irregular, and stope-and-pillar designs 359,

396, 397, 401, 405
massive 297, 362
and mining method 7, 8, 11, 347–63,

366–69, 408, 430
near-field 349, 351, 355

state of stress 349
porphyry copper 352
stratiform 224, 296, 297, 299, 356, 363,

371, 374, 384, 390, 391
mining method 224, 362, 363, 366–70,

374, 391
and pillars 371, 374
stress analysis 225, 384, 396, 398

tabular 50, 224, 299, 301, 358, 401, 431–4,
435, 481, 487, 506, 510

thin 299, 356, 484, 496, 506
value 354
yield of 366, 386–9, 388, 401, 408, 441

Orientation data 51, 70–6, 71–7
Orthotropy 37
Outcrops, mapping 58
Overbreak 398, 400, 526, 527, 528, 541
Overcoring method 148, 155, 163
Over-relaxation 526
Overstress 289, 316
Oxidation 6, 353, 361, 521

Packers 68, 153, 155
Packs 313, 364, 436, 441, 449

described 441
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Panel caving 470–2, 473, 474, 476, 477, 479,
496, 498, 500, 558

Panels 301, 371, 434, 440–1, 443–4, 452, 506,
508, 510, 515–7

Partial extraction 387, 434, 435, 482, 515, 516
Particle Flow Code (PFC3D) 471
Particle velocity 279–80, 283, 533, 538, 539
Paste fill 363, 410, 416, 426–8
Pattern rock bolting 321, 329
Peak shear strength 125, 127, 132, 141, 332
Pea Ridge Mine, USA 463, 464
Perimeter blasting 527, 528, 531, 532
Periodic weighing 446
Permeability 51, 53, 57, 68, 104, 359, 410–3,

538
Perseverance Mine, Western Australia,

Australia 464, 464
Persistence 3, 53, 54, 64, 69, 78, 224, 255
Photoelastic plugs 546, 554
Pillar

-backfill interaction 417, 417
barrelling (bulging) 374
barrier 371, 372, 406
blasting effect on 13, 221, 264
in block caving 465
burst 308, 393, 432
chain 371, 440, 441, 452, 516
coal 380, 384, 516
collapse 384, 394, 484
compression tests 417
confinement 382, 383
crown 371, 394, 403–5, 468, 487, 493, 558,

559, 560
crushing 294, 392, 404
deformation mechanics 417
dilution of ore 423–4
dip 430
dynamic loading 274–5
extraction 12, 165, 395, 400, 401, 423, 426
failure 297, 373, 378, 380, 384, 385, 390,

393, 394, 398, 406, 452
and Factor of Safety 383–6, 388, 389,

391–4, 405, 406
modes 373

induced axial load 272–3
kinetic energy 275, 303, 438
load-deflection diagram 273, 274
load-deformation characteristics 296, 353,

416
loading 275, 372, 373, 440, 452
open stoping 371
panel 371, 372, 391, 395, 406
performance 296, 372, 378, 382, 384, 385,

391–3, 395, 400, 453
in plastic mode 405
recovery 12, 352, 357, 362, 389, 401, 402,

409, 417, 423, 425, 427
rib 482
in room-and-pillar mining 7, 165, 225, 350,

355, 356, 365, 370, 372, 391, 393,
395, 452, 484, 493

shape factors 391
slip 396–7

spalling 373, 374, 383, 398, 404, 452, 559
stability 92, 296–8, 299, 452
stiffness 296, 297, 406, 407
strain energy changes 272
stratiform orebodies 224, 296, 297, 299,

356, 363, 371, 374, 384, 390, 391, 406
strength 375, 379, 381, 383, 385, 386, 392,

395, 417, 452
formula 384, 388–90, 395, 452
peak 373, 398, 417, 426
residual 417

stress 373, 375–8, 375, 377, 382–5, 382,
383, 391, 392, 394, 398

average axial 88, 375–7, 385, 391
distribution 367, 397, 398, 401, 419, 438,

444, 521, 525
evolution of 198, 373, 374, 391, 394,

398, 401, 410, 419, 523
tributary area analysis 377, 385, 438

strike 430
support 99
transverse fracturing 229, 463
and uniaxial loading 372, 375, 376
width 562
yielding 301

Piping 484, 501
see also Chimney caving

Placer deposits 352
Plane problems 26–8, 41, 173
Plane strain 44, 110, 166–9, 171, 186, 198,

230, 314, 315, 404, 405, 419, 512
Plane waves 281–3
Plane of weakness 117, 118, 119, 133, 141,

158, 204–8, 234, 263, 277, 302, 485
see also Discontinuities; Joints

Plastic deformation 86, 115, 116, 136, 510,
576

Plastic displacement 132
Plasticity theory 115
Plastic potential function 116
Plug subsidence 485, 487, 488

see also Chimney caving
Pneumatic wedging 525
Point load test and index 68, 78, 97, 98, 99,

113
Poisson’s ratio 36–7, 87, 89, 104, 139, 143,

151
Polar nets 74
Polyaxial compression 104
Polyaxial stress 99
Pore pressure 87, 101, 103, 104, 139, 154,

409, 410, 425, 445
Pore water 5, 87, 103, 105, 409

see also Groundwater
Porosity 87, 104, 105, 113, 416
Porphyry copper ore bodies 352

see also Copper
Portland cement 339, 341, 412–3, 415, 424
Post-undercut 472–4, 561
Pozzolans 412, 426
Premier Mine, South Africa 324
Pre-reinforcement 317, 322–6, 324–6
Pre-split blasting 528–31

Pressure
borehole record 153–5
cells 544, 546, 552, 553, 554
chamber test 138

Pre-undercut 472–4
Primary waves 283
Principal plane, defined 23, 42, 99, 374
Production rates 3, 12, 301, 367, 368, 400, 413

and mining method 367–70, 391, 408
Profile functions 509, 510
Progressive hangingwall caving 454, 485,

501–6, 502, 504, 505, 580–4
angle of break 498, 499, 503, 503, 583
failure plane inclination 583
limiting equilibrium analysis 502–6, 503–5

580–4
shear planes and 502
tension crack depth 583
thrust due to caving 503, 580, 581
water pressure forces 503, 581

Projections, hemispherical see Hemispherical
PT Freeport Indonesia’s Deep Ore Zone

(DOZ) Mine 561, 562, 563
P waves 139, 283, 284, 290, 304, 306–8, 521,

524, 535
source 383, 532

Pyhasalmi Mine, Finland 428–9
Pyrite 57

Quadratic isoparametric formulation 183, 189
Quartz 57, 88, 103, 105, 113, 122, 129, 145

veins,129, 145
Quartz diorite 105
Quartzite 88, 103, 113, 123, 140, 146, 391,

431
Quirke Mine, Canada 391–4, 392, 394

Raises 6, 13, 100, 112, 348, 356, 360, 361,
368, 410, 476

access 6, 356, 360
bored 100, 112
slot 348, 356

Rayleigh wave 533
Recementation 48, 361
Reciprocal theorem 35
Recrystallisation 143, 145
Reinforcement 200, 213, 217–8, 312–46, 341,

58, 408–9, 421–2, 421, 428, 429, 444,
449–51, 463–5, 471–4, 477, 543,
563–7

active length 330, 337
block caving 477–8
cable bolt 312, 337–41, 408, 428, 439, 449,

451, 465, 478, 563, 564
deformability 191, 317, 328, 335
design 11, 192, 326, 333, 338, 428, 474

empirical rules 332, 333
rock mass classification 333

finite difference model 335
load generated 448
long cable 409, 465, 564
massive rock 197, 213, 217, 221
materials and techniques 338–42
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pattern 428, 429, 450
pre-placed 317
principles 313
spatially extensive 335
terminology 312, 371, 425
see also Pre-reinforcement; Support

Reinforcing bars 313, 323, 326, 329, 465
grouted 313, 325, 326, 329, 465

Relaxation model/method 135, 138, 190, 233,
257, 261

roof prism 255, 257, 264
Required support line 315, 320, 575
Residual strength 86, 103, 105, 107, 122, 130
Resistance, frictional see Frictional
Rib pillars 375, 379, 384, 391, 392, 403, 404,

441, 452, 487, 492, 515
design 441, 452

Richter local magnitude 308–9
Ridgeway Gold Mine, New South Wales,

Australia 454, 462
Rigidity modulus 37
Ring gradient, 456, 462
Roadways 346, 364, 440–2, 444, 449, 450,

452, 482, 483, 516, 550
formation 448, 449
maingate 441
tailgate 441
location 441, 452
longwall mining 363, 364, 365, 430, 433,

434, 436, 439, 440, 452, 481, 484, 515
Rock anchors 345, 408
Rock beam 227, 228
Rock bolting 321, 329

available support line 320, 577, 579
pattern 321, 329

Rock bolts 127, 312–46, 339–40, 439,
449–51, 465, 478, 544, 558, 578

anchored 339, 343, 564, 578
design 327–32
grouted 313, 317, 320, 339, 465
length 332–4, 332, 334
for roof beam support 327–8
shank 330, 331, 338, 339
spacing 327, 328, 333, 578
system 321
tensioned 313, 329
for triangular block support 328–9

Rock breakage 522,
by explosives 522
loading release 526

Rockbursts 49, 81, 85, 92, 271, 272–5, 294,
302, 304, 327, 402, 404, 431–4,
436–8, 534, 535, 536, 556, 557, 559,
563–5

causes 273–5, 431–2
crushing mode 233, 294, 302, 433
and dykes 49, 50, 302, 430, 433, 436
energy output 519
and fault slip 301–3, 308, 404–5, 431–2,

535
frequency of 302
limiting 432–5
mine stability 271, 293, 294, 296, 299, 392

Rock comminution 308
Rock fabric 160, 198, 234, 524, 531
Rockfalls 536
Rockfill 413, 414, 415
Rock flour 48
Rock mass

classification 53, 77–82, 79, 82, 134–5,
139, 333–4

definition 219
discontinuous behaviour 351, 364
as discrete blocks 5, 85, 494
disturbed 135, 503
homogeneous zones 60
interlocking 81, 494
modulus reduction 527
performance, monitoring 3, 213, 225, 403,

405, 543, 549, 558
properties 5, 64, 233, 312, 353, 396, 406,

505, 508, 520, 543
response to mining 17, 165, 166, 224, 225,

272, 352, 353, 355, 390
strength 6, 16, 80, 81, 133–6, 136, 197,

199, 215, 218, 315, 322, 372–3, 383,
390, 469

criterion 16, 80, 81, 87, 136, 137, 322
stress-strain behaviour see Stress
undisturbed 503

Rock Mass Rating (RMR) 78, 80, 79, 80, 84,
138

determining 78–80
and discontinuity orientation 78, 80

Rock material 46, 78, 80, 85–119, 382
Rock mechanics

definition 1, 3–4
see also Excavation; Force; Mining
engineering 1, 3, 11–13

Rock noise 556, 559
Rock Quality Designation (RQD) 52, 53, 66,

68, 78, 79, 80, 83
Rock reinforcement see Reinforcement
Rock strength 65, 85, 86, 113, 197, 240, 241,

267, 293, 381, 382, 493
definition 85, 86
see also Strength

Rock support see Support
Rock-support interaction 326, 333, 448

analysis 448
support line calculations 326, 333

calculations 326, 333
Roof

beam 227, 228, 230, 231, 235, 236, 241,
327, 328, 447, 451

deformation 231
failure 241
span buckling 231, 234, 235, 238–40
support 329, 364, 365

bearing capacity 390, 391
bed

deformation mechanics 227, 241
voussoir beam model 227, 229–32, 234,

235, 238
canopy 447
decoupling 226

design 230, 235
plane strain 230

detachment 2, 225, 226
failure 227, 257, 261, 453

factor of safety 257, 261
moment equilibrium equation 235
prism 255–61, 264, 265, 328, 329

eliminating 265
failure 264
static equilibrium 256–61
triangular symmetric 255, 328, 329

slip 225–6, 225, 226
span 11, 226, 227, 229, 240, 356
stability 84, 241, 261
support pressure 329

Room-and-pillar mining 7, 165, 225, 350,
355–6, 365, 370, 391, 393, 395, 452,
484, 493

Elliott Lake 391
geomechanical setting 356
layout 165, 225, 353, 391, 392, 394, 453,

483
orebody properties and 352, 355

Rope lacing 345, 439
Rose of cracks 524, 528
Rose diagrams 70
Rotation Matrix 21, 22, 149
Rotations, rigid body 30, 31
Roughness 54, 55, 56, 57, 59, 60, 68, 78, 80,

122–9, 124, 131–3, 141, 331
coefficient 127, 131, 132
component 128
profile 125
scale 55
surface 78, 122, 124, 125, 128, 131–2

RQD see Rock Quality Designation

St. Venant’s principle 210
Sandfill 410–16, 414, 415, 418, 419, 426

cohesive 412, 414
heterogeneity of 413
permeability 410, 411, 413
-rockfill mix 415
size analysis 411
transportation 410, 412, 413, 416

Sandstones 5, 83, 88, 112, 113, 114, 117, 139,
445, 447, 448

compressive strength 84, 87–9, 111, 113,
139

peak strength envelopes 112, 113, 121, 139
San Manuel Mine, Arizona, USA 500–1, 501
Scale effects 4–5

see also Size effects
Scanline surveys 58, 59, 60–2, 64, 82
Schistosity 23, 375, 479
Schmidt projection 72

see also Equal area
Seam deposits 352
Secondary waves 283
Seismic

efficiency 307
energy 306–8, 557

emission 306, 307
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Seismic (cont.)
moment 306, 309, 535
moment tensor 310, 311
profiling 538
source mechanisms 309, 311
source location 304
waves 304–6, 556
zone 524

Seismic activity 198, 353, 398, 538, 556, 563,
565

Seismic events 215, 271, 294, 302–11, 305,
307, 345, 353, 402, 431–2, 445, 446,
534, 535, 543, 557, 565–6, 566

and mining method 197, 347–9, 351–5,
398, 400, 430, 432, 444, 446, 567

parameters 304–9
Nuttli magnitude 309, 581
Richter magnitude 308, 309,
see also Microseismic; Rockbursts

Seismicity 271, 294, 302, 304, 307, 308–10,
397, 401, 403, 435, 439, 467, 557,
555–6

Seismograph 309, 535
Seisviewer 68, 69
Self-inductance 547, 552
Sensors 132, 304, 305, 306, 544–7, 550, 551,

556–7
vibrating wire 546–8, 551, 553–5, 556

Separation, on discontinuities 200
Sequencing 11, 12, 401–3, 473

see also Mining sequence
Serpentine 129
Service

installations 13
openings 6, 9, 13, 165, 197, 203, 347, 348,

398, 454, 532, 536
shafts 348

Servocontrolled sensors 94, 227
Setting load density 447
Shaft borers 518
Shaking 533, 536
Shales 5, 36, 48, 60, 112, 118, 134, 365, 406,

527, 558
Sharpe’s solution 287, 521
Shear

abutment 231, 235, 241
behaviour, discontinuities 120, 129
box 120
and caving 469
-deformation 4, 130, 131, 191
dilation 103, 125–7, 132
displacement 47, 54, 55, 57, 121–3, 125–8,

130–3, 130, 191, 226, 261, 302, 336,
405, 432, 536, 559, 560

failure 48, 105, 107, 125, 129, 229, 235,
241, 308, 310, 373, 398, 422, 444,
451, 469, 476, 489, 502

on faults 304
force 43, 85, 120, 122, 123, 124, 191, 235,

256, 258, 262, 331, 336, 447
displacement curves 85, 122, 123

intraformational 49
and joint deformability 260

modulus 36, 306, 331
pure 31, 32, 290
resistance 5, 47, 122, 126, 127, 130, 231,

262, 263, 277, 304, 335, 409, 417,
422, 469, 489–93

chimney caving analysis 484–9, 490,
493–5

and wedge stability 261
strength 105–7, 118–9, 121–32, 124–6,

224, 225, 303–4, 422, 432, 467,
489–92, 504, 536, 559

components 128
criterion 105, 132, 140, 141, 221, 489,

490
and dilation 125–7, 132, 322, 488, 560
discontinuity 54, 120, 121
envelope 121, 122, 124, 125, 125
roughness effects 125
scale effects 45

stress
components 18, 23, 28, 38, 42, 45, 143,

158, 204, 205, 207
-normal stress ratio 207–8, 208

stress-displacement curves 122, 126–9,
128, 132, 302–3

testing 120, 121
zones 48, 49, 59, 69, 190, 265, 353, 373,

398, 464, 475, 506
Shear waves 283

frequency 283
see also S waves

Shock, zones 523, 524
Shotcrete 317, 320–1, 334, 341–4, 343, 439,

465, 478, 552–3, 564, 565, 577
dry-mix 344
fibre-reinforced 342, 344, 465
lining 320, 321, 344, 553, 577

measuring stress 577
mesh-reinforced 564
mix design 343
strength increase of 344
wet-mix 342–4

Shrink stoping see Stoping
Sidewall

crushing 211
failure 46, 211, 212
prism, eliminating 265
stress 175, 211, 212
support pressure 320

Silver mines 363, 558
Sinkholes (chimney caves) 484, 485, 487,

492, 495
Sinkholes (solution features) 486, 495–6, 495
Site characterisation 14–16, 396
Size effects 92
Slabbing 524

see also Spalling
Slate 88, 118, 125, 126, 133, 134, 140, 141,

487
Slice gradient 457
Slickensides 48, 55, 59, 60, 79, 80, 558, 561
Sliding 123, 303–4, 329

factor of safety 328–30, 489, 493, 494

frictional 304, 432, 434
Slip

at abutments 229
condition 124, 206, 263
criterion 159
deviatoric stress 138
discontinuities 271
domain 226
dynamic 304
and energy changes 301–2
interbed 225
joint 304
and mine seismicity 272, 294, 304, 309, 310
principal stress difference and 19
unstable 302, 303, 432
zones, prediction of 208

Slope stability 494
Slot and mass blast method 424
Slot raises 348, 356
SMART (Stretch Measurement to Access

Reinforcement Tension) cable bolt
564–7

Smooth blasting 528, 531, 532
mechanics 531

Snap-through mechanism 231, 238
Snowy Mountains, Australia 333
Soft inclusion cell 148
Soil mechanics 1, 3, 4, 16, 410, 413, 425, 427
Solenhofen limestone 96
Solid stowing 516
Solution cavities 485–6, 495–6, 495
Sonic probe extensometer 551
Source analytic functions 172, 173
South Africa 49, 50, 78, 299, 301, 304, 322,

324, 340, 345, 379, 380, 381, 384,
385, 401, 430, 431, 434–7, 439, 476,
484, 486, 496, 506

East Rand Proprietary Mines 49, 50, 433
Far West Rand 486
gold mines 49, 50, 345, 430, 431, 432,

434–6, 439, 454
gold reefs 299, 301, 302
longwall mining 300, 302, 313, 363, 430,

431, 434, 436, 439
Witwatersrand 146, 496

Southern Coalfield, New South Wales,
Australia 444, 507, 516

Spacing, discontinuity 51–3, 61–4, 70, 78, 79,
85

Spalling 200, 214, 215, 225, 228, 229, 373,
383, 398, 404, 452, 524, 536, 537, 559

backfill 424
pillar 373, 374

Span/bed thickness ratio 226
Spans

increase effects 264
unsupported 77, 401, 408, 487

Spherical cavity model 285, 287, 289, 290,
521

Spherical component 25
Spherical wave equation 521
Split set 339, 465
Stabilising pillars 401, 417, 435, 436
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Stability 5, 9, 13, 92, 107, 109, 110, 243, 271,
293–9

criterion 295, 296, 397
excavation boundary 265

jointed rock 5, 78, 81, 85, 229, 242,
263–5, 409, 421, 423

index 297, 298, 299
mine 271, 293, 294, 296, 299, 392
roof bed 84, 241, 261

Stage testing 121
Stand up times 77, 80
Starfield and Pugliese procedure 522
Static equilibrium 25, 26, 28, 29, 34, 38,, 41,

104, 158, 256–8, 274, 375, 377
criterion 158
equations 21, 38, 169, 175, 235, 282

Steel
arches 313, 346
cables 337
sets 313–5, 317, 320, 338, 346, 478, 544,

577
blocking 313, 320, 577

supports 346
Stereographic projections 71–6, 72, 73, 77,

83, 245, 246, 247, 250, 568–74
lower hemisphere 72, 157, 245, 246
see also Hemispherical projection

Stereonets 72–4, 156, 158, 571
Sterling’s tests 227–9
Sticks 434
Stiffness 35, 49, 137, 257, 294–7, 298, 302,

315–7, 320–1, 335–6, 406, 434,
553–4, 564, 577–9

axial 335
effective 295
elastic/post-peak ratio 37
global matrix 188, 189, 295, 296
machine 92, 93
matrix 188, 189, 196, 295, 296
mine local 296, 297
normal 120, 129–31, 133, 191, 328
pillar 296, 297, 406, 407
shear 133, 137, 141, 191, 257, 328, 330
tendon 335
unloading 335

Stope
access 197, 342, 347, 348, 398, 426
convergence 300–1, 402, 435–6, 447–8,

510–1
crown 265, 358, 361, 420, 421, 422, 559

fractures 420–2, 421
reinforcement 422
stress 175, 178, 420, 421

cut-and-fill see Cut-and-fill
defined 347
design 13, 16, 58, 266, 348, 429, 470
development 69, 70, 347, 348, 360, 373,

398
see also Service openings

drawpoints 13, 518
extraction sequence 9, 165, 301, 396, 397,

400–2, 403, 405, 417, 426, 429
filling 6, 417, 423

footwall 60, 203, 300, 363, 390, 391, 427,
436, 453, 506, 558–60, 563–5

hangingwall, failure 50
height/width ratio 420, 421
incremental extension 300
longwall 301, 364, 431, 434
ore recovery from 6, 13, 53, 65, 67, 357,

367, 459, 479
performance data 16
potential hazards 559
pre-production development 352, 356, 360,

361
reinforcement 427, 428, 436, 439, 440
shape 16, 265
sidewall, stress 175, 211, 420
span 267, 297, 300, 359, 384–6, 388, 392,

404, 406, 423, 436, 494
strain analysis 40, 404, 419
walls 266–70, 353, 354, 356–7, 361, 364,

401, 408, 420, 423–6, 428–9
Stope-and-pillar mining 13, 296, 371, 377,

384, 386, 394–7, 400–3, 405, 427
design/layout 296, 384, 386, 394–7, 400–3,

405, 427
irregular orebodies 396, 405
Mount Charlotte 403–5, 404
stress analysis 384, 396, 398, 432, 444

layouts 296, 384, 394, 396, 397, 401, 402
sequence 400–3, 402

Stoping
bench-and-fill see Bench-and-fill
breast 558
cut-and-fill see Cut-and-fill
and drillability 353
geometry 362, 386, 387, 389, 408
layout 297, 348, 462
one-pass 12
open see Open stoping
operations 348, 353, 361, 409, 416

backfill design 409, 416–8
transport facilities 353

overhand 419, 422
primary phase 424–5
rock mass response 17, 165, 166, 224–6,

349, 352, 355, 396, 399, 403, 405, 543
sequence 400–3, 402
shrink 365, 360–2, 423
and stress distribution 199–221, 267, 271,

277, 397–8, 401, 419–21, 420, 442–4
sublevel open 356, 357, 426
underhand 419, 421
vertical crater retreat (VCR) 361, 362

Strain
analysis 40, 404, 419
axial 34, 88, 89, 92, 94, 95, 102–4, 103, 237
borehole wall 150–1
burst 431
cells 148, 149, 151, 153, 163, 554
compatibility equation 34, 37, 39, 40, 45,

167, 168, 173, 238
components 28, 31, 33–5, 39, 40, 45, 94,

150, 168, 171, 175, 184, 186, 281,
288, 522

spherical opening 285–9
defined 31
deviator 33
dynamic 425, 536
energy

changes 272
and mining method 272
static 275, 276, 286, 300

gauges 101, 150, 151, 156, 227, 451, 546,
548, 551, 554, 555

geomechanics convention 17, 39, 41, 42,
43, 282

horizontal surface 249
increment 116, 194
localisation 96
matrix 32, 33, 38
normal 31, 33, 39, 40, 150, 156, 171, 281,

544
components 31, 33, 39, 150, 171
displacements components 30, 31, 32,

38–40, 110, 175, 183, 261
measurements 15, 554

plane 44, 110, 166–9, 171, 198, 230, 231,
233, 314, 315, 404, 405, 419, 512

plastic 115, 116
principal 33
radial 88, 95
shear 31, 33, 39, 45, 281, 373
tensile, horizontal 515
transformation 33
transient 281, 522
vector 34, 186
volumetric 33, 36, 39, 89, 96, 102, 103,

145, 284
Strain-displacement relation 40, 186, 281–2
Strain hardening 86, 115, 117
Strain-softening 86, 92, 94, 127, 193, 195, 294
Strata control 313, 440, 441
Stratiform deposits see Orebodies
Strength

anisotropic material 117–9, 118
compressive 78, 81, 87–92, 96, 97, 99–101,

106, 111, 113, 127, 129, 131, 135,
139, 140, 198, 214, 221, 234, 240,
267, 332, 383, 384, 395, 398, 408,
412, 413, 415, 421

measuring 157, 416
test procedure 3, 88, 92
uniaxial 214, 215, 336
criteria 81, 87, 105, 107, 111, 113, 117,

132, 134–7, 140, 141, 197, 198, 221,
322, 323, 381, 386, 463, 489, 490,
493, 513

peak 105, 107, 135, 136, 140
residual 105

index 68, 81, 82, 98, 322
peak 86, 87, 89, 91–4, 96, 97, 100, 102–5,

107, 109, 112, 113, 117, 118–22, 125,
129, 134, 135, 136, 139, 140, 317,
373, 398, 417, 426

envelope 100, 105, 107, 109, 112, 113,
121, 129, 135, 136, 139

pillar 373, 378–85, 392, 394–5
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Strength (cont.)
residual 86, 103, 105, 107, 122, 130
rock mass 80, 81, 87, 133–6, 137, 197–9,

212, 215–6, 322, 383, 489–95
shear 15, 47–9, 53, 54, 57, 81, 96, 105–7,

118–22, 124–32, 124–6, 134–6, 136,
303–4, 432, 489–90, 492, 581

and discontinuity persistence 54
envelope 121, 122, 124, 125, 135

tensile 5, 51, 107, 108, 130, 132, 135, 153,
198, 199, 204, 213, 214, 221, 222,
224, 242, 280, 339

triaxial 111, 215
see also Failure

Stress
analysis 40, 110, 165–7, 178, 179, 201,

204, 212, 225, 267, 283, 384, 396,
398, 432, 442, 444

boundary element method 179, 181, 183,
185, 195, 290, 295, 297, 301, 397,
431, 432, 513

differential method 179, 195
distinct element method 85, 130, 189–92,

322, 495, 513
finite element method 179, 183, 184,

187–9, 513
linked computational schemes 195, 299
photoelastic method 166
principles of classical 166
roof design 230, 235
tributary area method 15, 375–8, 381,

384, 385, 389, 390, 437–9, 452
axial 88–92, 94, 95, 96, 101–4, 139–41,

156, 274, 376–8, 386, 394
biaxial 26, 41, 99, 154, 170, 173, 174, 176,

180, 210, 214, 216, 276, 529, 555, 556
boundary 148–55, 175–8, 199–203,

209–15, 217, 289, 420, 525, 529–30
circular hole 148, 154, 163, 172, 173,

201, 207, 337
cut-and-fill stoping 265, 357–61, 409,

419, 421, 423
determining 45, 130, 143, 147–9, 151–3,

155, 157, 213
effect of curvature 178, 209–13, 420
excavation of irregular cross-section 212
sidewall 175, 211, 428
transmission 265

caving 467, 478
circumferential 148, 153, 209, 289, 290,

529
components 17–19, 21–9, 35–40, 42,

110–1, 142–6, 148–56, 158, 166–77,
181, 183, 204–8, 261, 282, 522, 529

equations 18, 19, 21, 22, 38
compressive 85, 108, 111, 126, 175, 225,

232, 240, 243, 267, 280, 321, 351,
397, 444, 524, 531

confining 4, 206, 221, 351, 382, 413, 423
definition 173
depth 143, 144, 155, 159, 162, 221,

391
deviator 25, 177, 215, 398

distribution, 25–6, 90, 100, 110, 160,
166–78, 176, 199–221, 202, 214,
218–9, 257, 262, 267, 271, 289, 290,
397–8, 401, 438, 443–4, 521, 525

circular excavation 173, 174, 175, 206–8,
214, 215, 260, 317, 337, 338

contiguous openings 202
in cut-and-fill stoping 357–61, 409, 419,

421, 423
elastic 152, 204, 205, 208, 214, 217, 218,

223, 255, 262, 419
elliptical excavation 176, 178, 203, 209,

212
and erosion 144–6
and mineralogical changes 145
in stress analysis 166–73, 209–13

drop 304, 311, 432
dynamic 276, 277, 279, 285, 287, 289
effective 5, 57, 104, 105, 121, 129, 135,

146, 158, 409, 489, 504
law 5, 104, 105, 129, 409, 489

elastic 113, 152, 204, 205, 207, 208, 214,
217, 218, 223, 225, 226, 257, 261,
262, 328, 329, 383, 398, 419, 463, 481

equilibrium, state of 293, 303
field 16, 111, 142, 146, 147–9, 150–60,

163, 167, 173, 175–8, 199, 201, 202,
204, 206, 207, 209, 211, 212, 218,
220, 221, 285, 288, 291, 367, 378,
384, 392, 420, 421, 423, 525, 530,
531, 575

heterogeneous 147
hydrostatic 175, 176, 201, 202, 207, 211,

218, 219, 285, 287, 289, 290, 314,
317, 319, 322, 323, 337

tensile 4, 524
in fractured rock 146, 160, 200, 213,

217–9, 221, 318, 320, 345, 420, 436,
439, 451, 537

frozen, method 166
geomechanics convention 17, 39, 41, 42,

43, 282
gradients 26, 92, 100, 146, 408
induced 2, 142, 153, 173, 184, 186, 267,

275, 276, 397, 450, 464, 465, 469,
475, 478, 506, 554, 559, 561

in situ 147, 148, 152, 156–9, 203, 313, 386,
430, 434, 441–4, 452, 454, 463–5,
474, 475, 481, 489, 493, 497, 511,
513, 530, 546, 558

determining 147–56
factors influencing 143–7
measurements 156, 158, 159
presentation of data 156–9, 157

invariant 23, 24, 28, 40, 44, 157, 166
limiting 106
longitudinal 233, 241, 279, 280
matrix 19, 20, 23–5, 44

deviator 25
spherical 25

measurements 15, 147, 148, 151, 153,
154–6, 158–60, 553, 559, 560

large opening 151–2

remote 547
multiaxial 99, 275
normal 17, 18, 23, 25, 39, 40, 42

measuring 553
overburden 146, 441–3
path 104, 105, 143, 198, 215, 398, 449,

452
peak 85, 90, 100, 109, 441, 482
polyaxial 99
post-excavation 147, 225
pre-mining 143, 201, 202, 209, 212, 221,

272, 376, 385, 401, 405, 440
principal 20, 23–5, 28–9

determining 23–5, 28, 142
deviator 25
difference 118, 119, 133, 166, 444
plots 157, 157, 166, 216, 216

radial 220, 286, 315, 318, 552
ratio 145, 160, 208, 211, 212, 267, 289,

383, 421
residual 145, 351
shear 17, 18, 23, 28, 38–42, 45

and discontinuity slip 271
in folding 48, 48
-shear displacement curves 122, 123,

126, 132
static 25, 175, 176, 201, 202, 207, 210, 211,

218, 219, 271, 273, 275, 277, 279,
285, 287, 289, 290, 299, 314, 319,
322, 323, 337, 525

and surface topography 143, 144, 161, 354,
500

tangential 154, 338, 465, 467, 468
tectonic 146
tensile 4, 5, 85, 90, 107, 108, 110, 153, 205,

213, 225, 242, 277, 280, 281, 397,
524, 526, 529, 546

and caving 85
in cut-and-fill stoping 420
and energy changes 271, 275, 286, 289,

290
and longitudinal waves 283
normal 17
pre-splitting 528–31

tensor 117, 142, 147, 148, 151, 156, 157,
159, 160, 554, 555

total, expression for 87, 105, 130, 174, 183,
184, 186, 187, 242, 285, 288

transformation 19, 20, 22, 27, 28, 45, 106,
149

equations 20, 22, 27, 28, 45, 106, 149
transient 271, 275, 521–3, 528, 529, 536
triaxial 99, 155, 163, 275
vector 18
vertical 143, 145, 159, 162, 217, 221, 328,

380, 383, 437, 441, 442, 443, 451,
464, 482, 483, 561

waves 276, 283, 286, 287, 289, 290, 425,
521, 523, 529–31

yield 87, 276
Stressmeters 546, 554–6, 555, 556, 561

vibrating wire 554–6, 555, 556
Stress–strain
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behaviour 85, 92, 97, 103–5, 136, 139, 141,
294, 315, 317

post-peak 85, 90, 109
curves 86, 89, 90, 91–5, 96, 102, 103, 109,

155, 156, 297, 413
triaxial tests 101, 109, 121, 413, 414

models 318
relations 34, 35, 45, 175, 238, 288, 511,

522
Stress–traction relations 40
Strike pillars 430
Strip packing 516
Structural data 57, 60, 67, 69, 72

collecting 57, 60
presentation 69, 72

Structural design, mine 2, 3, 166
Structure

geological 3, 7, 12, 16, 160, 310, 373, 440,
452, 558

and mining method 374, 440, 442, 462,
567

Sublevel caving 8, 342, 366, 367, 369, 430,
453, 454–8, 460–3, 464, 465, 477,
483, 485, 486, 501, 558

applications 339, 343, 440, 449, 558
geomechanics issues 13, 430, 454,

465
layout, design 453, 454, 456, 458, 460,

462–5, 483
longitudinal methods 281, 366, 371, 453,

458, 463, 464
and subsidence 501–6
transverse method 464
see also Progressive hangingwall caving

Sublevel open stoping 356, 357, 426
Subsidence 46, 133, 354, 469, 484–517, 484,

485, 495, 497, 499, 501, 507, 544,
546, 561

active 515
angle of draw 498, 507
continuous see Continuous
critical area & width 507, 515, 517
crown holes 454, 455
described 484, 506
discontinuous see Discontinuous
displacement 29, 574
monitoring 513
pillar collapse 484
plug see Plug subsidence
profiles 484, 486, 508, 509, 513–6

influence functions 509, 510
profile functions 509, 510

residual 515
surface 227, 360, 430, 440, 454, 465, 484,

486, 497, 500, 501, 507, 509, 513,
546, 561

slope 497, 506, 509
types of 484–6
trough 506, 507, 514

see Continuous; Discontinuous
Subsidence caving 469
Sulphates 6
Sulphides 121, 353, 354, 521

Sulphur 354, 484
Superposition, principle of 153, 157, 180,

183, 184, 217, 220, 277, 288, 509,
515, 522, 529, 530

Support
active 313, 328, 434, 447
artificial, purpose of 352, 408, 423, 425
concrete 478
curve 320, 321
design 205, 206, 421, 437, 518
face 218, 272, 345, 436, 439, 441, 446–8
geomechanics classification 78, 84, 134,

505
individual blocks 120, 243, 327, 479
line calculations 320, 575, 577
load 217, 256, 259, 272, 315, 365, 447–8,

447–8, 546
local 13, 301, 327, 332, 417, 435, 436
massive rock 217, 221, 373, 374
materials and techniques 338, 343–6
passive 313, 341
powered face 447–8, 447
pressure 217, 220, 313–23, 314, 321, 329,

408, 416, 419, 577–579
principles 317
radial 313, 314, 315, 319
reaction 315, 316, 320

determination 320
line 320

regional 430, 436
shield-type 447
steel 346
stiffness 315, 316, 577–9
surface 218, 272, 345, 439
terminology 312, 371, 425
thrust 447
timber 312, 313, 317, 436
time of installation 313, 315, 328
wire mesh 321, 338, 344

Supported mine structures see Mining
methods

Surface energy 92, 108
Surface mapping 58, 60, 61

see also Scanline
Surface slope 497, 506, 509
Surface subsidence see Subsidence
Surface topography 143, 144, 161, 354, 500
Surface waves 517, 532, 533, 535
S waves 283, 304–6, 307–9
Swell 361, 365–7, 480
Swelling clays 6, 130

Tape, extensometer 549, 561
Telfer Gold Mine, Australia 549
Tendons

grouted 408
reinforcement see Cables
stiffness 335

Tennessee Marble 97, 103, 297
Tensile cutoff 107, 513
Tensile strength 5, 51, 107, 108, 130,

132, 135, 153, 198–200, 224, 280,
339

Tension tests 104
Tensor transformation 27
Terzaghi correction 76, 87, 104
Terzaghi’s effective stress law 87, 104
Tetrahedal block, support design 261, 328
Thrust 65, 66, 146, 226–8, 229–32, 235–7,

241, 308, 310, 391, 447, 496, 503,
580–1

due to caving 503, 580
lateral 226–8, 229–31, 235–7, 241

Timber supports see Support, timber
Time domain reflectometry (TDR) 558, 561
Tomographic scans 538
Topography, surface 143, 144, 161, 354, 500
Torque 65, 66
Toussaint–Heintzmann arch 346
Traction 17, 18–21, 23, 27, 40, 142, 167, 172,

174, 175, 179–81, 196, 261, 264, 287,
288, 291, 511

components 18, 19, 21, 23, 27, 40
excavation-induced 167, 180, 183, 285,

286, 291, 292
nodal 196
surface 29, 145, 179, 183, 194, 243, 271,

275
Tramming drives 13, 348
Transducers 65, 94, 534, 538–41, 546, 548,

551–3
Transformers, linear variable differential

(LVDTs) 101, 547, 551
Transient cavity pressure 521
Transient energy, absorber 271
Transverse waves 283

see also S waves
Triaxial

cell 100–2, 101, 104, 105, 120, 121
compression 101, 102, 103, 104, 109, 117,

118, 139–41, 146
compressive strength 113
testing 101, 109, 121, 413, 414

Tributary area 375–6, 437
analysis 384–402
method 375–8, 384, 389–90
theory 15, 437

Trough subsidence 484, 508, 510, 511
Tunnelling quality index (Q) 78

UK see United Kingdom
Undercut 322, 351, 367, 369, 416, 465,

467–76, 478, 487, 498, 561–3
dimensions 469
initiation 471
orientation 330, 352, 361, 368, 474, 476,

478
shape 476
span 416

United Kingdom (UK) 51, 52, 440, 441, 447,
448, 452, 507–9, 511–14, 515, 516

coalfields 447, 448, 507, 511, 512, 515,
516

longwall mining 452
National Coal Board 486, 507, 508,

513–15
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United States (USA) 395, 396, 434, 452, 463,
468, 484, 500, 501, 509, 510, 516,
554, 557

Bureau of Mines 557
Michigan iron ore 487

Unloading 93, 96, 97, 131, 138, 228, 273,
277, 287, 303, 335, 526

in compression testing 92–4, 96–7, 97
impulsive 287, 526

Unravelling, rock 320, 321, 451, 487, 494
Upper-hemisphere, projection 72, 245, 246

see also Hemispherical
Urad Mine, Colorado, USA 468
USA see United States
USBM borehole deformation gauges 148

Valisaari Orebody, Finland 426
Vector analysis 21, 24
Vector transformation 27
Veins 50, 57, 59, 60, 129, 145, 352, 354, 358,

363, 420
Velocity seismogram 307
Ventilation 6, 11, 12, 199, 348, 353–5, 359,

401, 403, 424, 441, 449, 469, 528
circuits 354, 359, 424, 449
shafts 6, 12, 348, 403

Vertical crater retreat (VCR) stoping see
Stoping

Vibrating wire
sensors 546–7
stressmeter 554–6, 555, 556

Vihanti Mine, Finland 426, 426
Virtual work theorem 187
Viscoplastic flow 143, 160
Viscous damping 192, 194
Void diffusion mechanism 458

Voussoir beam 227, 229, 230, 231–4, 235, 238
model 230

Waste 160, 354, 365, 366, 410, 435, 447, 449,
454, 459–65, 483

caved 365, 366, 454, 462, 464
dilution 459
flow 459
volume 459

Water
pressure forces 581
table 490, 492, 493, 495, 496, 543
see also Groundwater

Waves
displacement spectrum 306, 307
propagation of 277, 282, 283, 287, 523,

533, 544
elastic 277
equations 282

seismic 304–6, 556
shock 523
tensile 524
transmission of 279, 280, 533

Wave velocity 139, 287, 289, 290, 305–7
Wawersik & Fairhurst fracture study 95–7,

103, 107, 297
Weathering 6, 12, 48, 49, 58, 68, 87, 317, 353,

495
definition 6
index 68

Wedge analysis 78
West Driefontein Mine, South Africa 50,

486
Westerly Granite 105
Western Australia 345, 403, 464, 486
Western Deep Levels Mine, South Africa 434

Williams Mine, Ontario, Canada 563–7, 564,
565, 567

Wilson’s method 442, 554
Wire mesh 321, 338, 344

reinforcement 321, 338, 344
Witwatersrand, South Africa 146, 496
Wombeyan marble 90, 91, 100
Work-hardening 115
Working height 384, 387, 388
Workshop, design 265
Wulff projection 72

see also Stereographic

Yield 85, 87, 130, 136, 235, 276, 299, 317,
327, 332, 334–5, 337, 374, 390, 406,
439, 441, 447–8, 452, 453, 463, 513,
560, 564–5

criterion 105, 115–7, 317
plasticity theory 115
see also Strength criterion

functions 116, 117
load 335, 337, 422, 447–8
locus 105
point 115
zone 317, 337, 408, 441, 482

Yielding arches 346
Yielding props 363, 434
Yoke gauge 554
Young’s modulus 36, 87, 89, 108, 138, 163,

233, 297, 331, 337, 424, 482, 520, 538

Zambian copper belt 485, 487, 492
Zinkgruvan Mine, Sweden 381
Zone of influence, mining 3, 271, 370, 396,

403
Zone of influence, cave 498–500
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