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Rock Damage and Fluid Transport, Part I

GEORG DRESEN,1 OVE STEPHANSSON,1 and ARNO ZANG
1

Introduction

Mechanical properties and fluid transport in rocks are intimately linked as

deformation of a solid rock matrix immediately affects the pore space and

permeability. This may result in transient or permanent changes of pore pressure

and effective pressure causing rock strength to vary in space and time. Fluid

circulation and deformation processes in crustal rocks are coupled, producing

significant complexity of mechanical and fluid transport behavior. In addition to the

effect of transient changes in pore pressure, fluids also promote chemical reactions

that in turn will affect the pore space, the permeability and the mechanical response

of rocks when subjected to loading. For example, the depletion of hydrocarbon and

water reservoirs leading to compaction may have adverse effects on well production.

Solution/precipitation processes modify porosity and affect permeability of aquifers

and reservoir rocks. Fracture damage from underground excavation will critically

influence the long-term stability and performance of waste storages. Reservoir and

geotechnical engineering projects involved in oil and gas production, CO2 seques-

tration, mining and underground waste disposal constantly present a wealth of

challenging and fundamental problems to research in geomechanics and rock

physics.

Since 1998 a series of thematic Euroconferences exist with focus on field and

laboratory research in rock physics and geomechanics from both industry and

academia. This topical volume results from the 5th Euroconference on Rock Physics

and Geomechanics, which was held in Potsdam, Germany from 19–23 September

2004. The conference addressed four main themes including rock fracture mechanics

and creep, fluid transport in rocks and in particular, upscaling models and the

integration of field and laboratory research. It included a workshop focussing on

brittle failure processes and rock fracture toughness testing methods. About 90 oral
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contributions and posters were presented at the conference and workshop from

which the articles arose that are being presented in the two parts of this volume.

Part I mainly contains contributions investigating the nucleation and evolution of

crack damage in rocks. Several studies apply advanced acoustic emission techniques

and monitoring of elastic wave velocities to characterize crack damage ensuing in

laboratory rock specimens and in the field (Nasseri et al., Schubnel et al., Stanchits

et al., Thompson et al., Kaselow et al.). Turcotte and Sherbakov study temporal

variations in acoustic emission activity and earthquake seismicity using continuum

damage mechanics. Recent advances in the development of new or modified

techniques to measure rock fracture toughness are presented (Fowell et al., Sato and

Hashida, Wang et al.), and the effect of the intermediate principal stress on rock

fracture is reviewed (Haimson). Modeling studies of brittle deformation on the field

and laboratory scale reveal recent advances and limitations of numerical techniques

(Alassi et al., Napier and Backers). Guéguen et al. discuss upscaling techniques such as

effective medium theory, numerical methods and fractal models that relate

mechanical and fluid transport in rocks at different spatial scales. Part II of

this volume will include studies investigating the coupling of rock deformation and

fluid flow.

Finally, we would like to express our sincere thanks to the reviewers that

contributed their time and efforts to the success of this volume: M. Albrecht, T.

Backers, J. Baumgärtner , P. Benson, Y. Bernabe, A. Bobet, M. Bohnhoff, E. Brueckl,

S. Chanchole, M. Di Marzio, D. Elsworth, B. Evans, S. Fomin, J. Fortin, R. Fowell, J.

Fredrich, P. Ganne, V. German, A. Gray, Y. Guéguen, B. Haimson, S. Hainzl, L. Jing,

A. Kaselow, C. Kenter, P. Knoll, H. Konietsky, H.-J. Kümpel, C. Lee, B. Legarth, X.

Lei, Y. Leroy, I. Main, A. Makurat, P. Meredith, H. Milsch, J. Napier, J. Renner, R.

Roberts, F. Roth, F. Rummel, E. Rybacki, E. Saenger, K. Sato, A. Schubnel, J. Shao,

S. Shapiro, S. Stanchits, B. Thompson, C.-F. Tsang, D. Turcotte, A. Vervoort,

G. Viggiani, Q.-Z. Wang, and R. Zimmerman.

916 G. Dresen et al. Pure appl. geophys.,



Fracture Toughness Measurements and Acoustic Emission Activity in

Brittle Rocks

M. H. B. NASSERI,1 B. MOHANTY,1 and R. P. YOUNG
1

Abstract—Fracture toughness measurements under static loading conditions have been carried out in

Barre and Lac du Bonnet granites. An advanced AE technique has been adopted to monitor real-time

crack initiation and propagation around the principal crack in these tests to understand the processes of

brittle failure under tension and related characteristics of the resulting fracture process zone. The

anisotropy of Mode I fracture toughness has been investigated along specific directions. Microcrack

density and orientation analysis from thin section studies have shown these characteristics to be the

primary cause of the observed variation in fracture toughness, which is seen to vary between

1.14 MPa.(m)1/2 and 1.89 MPa.(m)1/2 in Barre granite. The latter value represents the case in which the

crack is propagated at right angles to the main set of microcracks. The creation of a significant fracture

process zone surrounding the propagating main crack has been confirmed. Real-time imaging of the

fracture process and formation of fracture process zone by AE techniques yielded results in very good

agreement with those obtained by direct optical analysis.

Key words: Mode I fracture toughness anisotropy, acoustic emission, fracture process zone,

microcrack density, microcrack orientation.

1. Introduction

Fracture toughness (KIC) of rocks, which is one of the basic material parameters

in fracture mechanics, is defined as the resistance to crack propagation. It is

considered an intrinsic material property that is finding increasing application in a

number of fields such as stability analysis, hydraulic fracturing, rock fragmentation

by blasting, and earthquake seismology. The uniqueness of the fracture toughness

parameter applies to homogeneous and isotropic materials. For distinctly anisotropic

or inhomogeneous conditions, that are characteristic of most common rocks, there

may not be a unique value for this parameter. As a fracture property, it must depend

on the nature of pre-existing microstructure in the rock that contributes to the latter’s

inhomogeneity. Among these are the extent and severity of microcracks and their
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alignment, and grain-size distribution; the boundaries among which can also be

viewed as nascent microcracks.

To date, the role of microstructure on fracture toughness has been investigated

strictly in terms of its global effect on the measured value of the latter. Scant

attention has been paid to investigating the exact correlation between the two,

especially where demonstrated fracture toughness anisotropy is concerned. The same

applies to determining the interaction between microstructural properties and the

propagating crack in the fracture toughness measurements. In the latter, the crack

initiation point is predetermined as is the crack path. The interaction between these

preexisting microcracks in the vicinity of the main propagating crack, and the

possible formation of an extended fracture zone around the latter for example, are

important considerations. The latter would essentially constitute the fracture process

zone (FPZ) that may have significant bearing on foreshocks and aftershocks in

earthquakes. Quantitative investigation of these phenomena and real-time monitor-

ing of the fracture process by means of acoustic emission techniques constitute the

essential goals of this study.

In a related investigation aimed at characterizing the microstructures and fracture

toughness for a selection of granitic rocks, a very good correlation among microcrack

density, microcrack length and fracture toughness has been demonstrated (NASSERI

et al., 2002, 2005a). This study further revealed that the combination of high

microcrack density and microcrack length is responsible for lowering fracture

toughness values. The average microcrack length shows a better correlation with

fracture toughness than grain size in the rocks studied. It is evident from this study that

fracture toughness is greatly influenced by microstructural properties of the subject

rock.Mode I fracture toughness anisotropy as a function of layered microstructures in

metals, alloys and composite materials has been investigated in the past (LI and XIAO,

1995; ENOKI and KISHI, 1995; KEVIN and BRIEN, 1998). LI and XIAO concluded that

three main mechanisms, namely, weak interface cracking, fracture path deflection and

delamination toughening, contribute to the strong anisotropy of Mode I fracture

toughness for materials with layered microstructures. The effect of the anisotropic

nature of coal on fracture toughness has also been studied both experimentally and

analytically (KIRBY and MAZUR, 1985). The study concluded, as expected, that the

fracture toughness was higher when measured orthogonal to bedding plane and was

lowest for cracks propagating along the bedding plane.

The correlation between microcrack fabric in granitic rocks and anisotropy of

physical properties such as seismic velocity, modulus, compressibility, uniaxial

compressive and tensile strength, and fracture toughness has been studied by several

authors (SANO et al., 1992; TAKEMURA et al., 2003). It has been reported that the

orientation of physical anisotropy corresponded well with that of splitting planes in

granites, (CHEN et al., 1999). SCHEDL et al. (1986) upon studying Barre granite using

optical SEM and TEM techniques, concluded that the splitting planes and

anisotropy were mainly caused by microcracks.

918 M.H.B. Nasseri et al. Pure appl. geophys.,



In terms of real-time monitoring of the fracture process, the use of acoustic

emission techniques (AE) has proven to be an excellent diagnostic tool. Extensive

work has been done in laboratory and field locations using AE studies to understand

fracture processes (LABUZ et al., 1987; LOCKNER et al., 1991; MOORE and LOCKNER,

1995; YOUNG and MARTIN, 1993; ZIETLOW and LABUZ, 1998; ZANG et al. 1998, 2000;

LEI et al., 2000; YOUNG et al., 2004). The brittle fracture processes taking place at the

grain size scale have a profound influence on the mechanical properties of rocks. The

acoustic emission technique (AE) lends itself very well to studying this process in real

time. The development of fast acquisition systems has enabled AE experiments to

show fracture development under constant stress loading, thought to better

approximate the low strain conditions in the Earth.

2. Fracture Toughness

The material property associated with the ability to carry loads or resist

deformation in the presence of a crack is defined as the fracture toughness, (KIC).

This parameter can be used to predict the nature of fracture onset depending upon

the crack size and its sharpness (leading to the stress concentration effects), the stress

level applied and the material property. The International Society for Rock

Mechanics (ISRM) has recommended three methods, namely, Chevron Bend (CB),

Short Rod (SR) and Chevron Cracked Notch Brazilian Disc (CCNBD) methods,

(ISRM, 1988, 1995) for determining the fracture toughness of rock using core-based

specimens. However, comparison tests among the three methods have consistently

yielded 30 to 50% lower values with the CCNBD method than the other two

(DWIVEDI et al., 2000). This anomaly has been recently resolved, and suitable

corrective procedures drawn up to yield fracture toughness values with CCNBD that

are consistent with the other two methods (IQBAL and MOHANTY, 2005), provided

special care is taken in the selection of specimen sizes and handling of anisotropy

issues. The advantage of the CCNBD test method over the previous one is considered

to be due to its easy adaptation to measuring fracture toughness anisotropy within

one rock type. It requires much higher failure loads and exhibits reduced data scatter.

2.1 Chevron Cracked Notch Brazilian Disc (CCNBD) test

In this method (ISRM, 1995) the fracture toughness (KIC) is calculated by the

following formula:

KIC ¼ Pmax

B
ffiffiffi
R

p Y ?
min; ð1Þ

where

Y ?
min ¼ l:em:a1 ð2Þ
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Y ?
min ¼ critical dimensionless intensity value

Pmax ¼ maximum load at failure

B = thickness of the disc

l and m are constants determined by a0, aB.
The geometry of the CCNBD is illustrated in Figure 1. The experimental

parameters for Lac du Bonnet and Barre granites are given in Tables 1 and 2,

respectively. All the dimensions of the geometry should be converted into

dimensionless parameters with respect to specimen radius R and diameter D.

Table 1

CCNBD geometrical dimensions for Barre granite

Descriptions Values mm Dimensionless expression

Diameter D (mm) 75

Thickness B (mm) 30 a B =B/R = �0.79

Initial crack length a0 (mm) 8–9 a0=a0/R= 0.21–0.25

Final crack length a1 (mm) 23.5 a1=a1/R= �0.62

Saw diameter Ds (mm), 50.0 aS=Ds/D= 0.66

Y*min (dimensionless) �0.78

Figure 1

Geometry of the CCNBD and related parameters (after ISRM, 1995).

Table 2

CCNBD geometrical dimensions for Lac du Bonnet granite

Descriptions Values mm Dimensionless expression

Diameter D (mm) 194.8

Thickness B (mm) 51.10 aB = B/R = 0.52

Initial crack length a0 (mm) 16.67 a0= a0/R = 0.17

Final crack length a1 (mm) 56.08 a1= a1/R =0.575

Saw diameter Ds (mm), 147.4 aS= Ds/D = 0.75

Y*min (dimensionless) 0.76

920 M.H.B. Nasseri et al. Pure appl. geophys.,



3. Selection of Samples

In this study Barre and Lac du Bonnet granites were selected for studying the

effect of microcrack orientation on fracture toughness and fracture growth process

under Mode I fracture condition. These rocks are characterized by their preferred

microcrack orientations and widely different grain size distribution.

3.1 Microstructural Investigation

Microcrack observational techniques include 1) dye penetration prior to thin

section preparation, 2) radiography andX-ray, 3) SEM and 4) TEM, (Kranz, 1983). In

recent years the development of computer-aided image analysis programs has greatly

facilitated microstructural characterization through analysis of digital images

obtained from the thin sections (MOORE and LOCKNER, 1985; PRIKRYL, 2001; NASSERI

et al., 2005a). These new techniques are based on direct measurements of crack length

through line tracing, and grain boundary tracing from thin sections. These methods

provide easier handling of larger amount of data collected and therefore provide a

more representative assessment ofmicrostructural properties. The process in this study

consisted of the following stages: Image acquisition from thin sections, image

preprocessing, microcracks and grain boundary tracing, measurements with auto-

mated image analysis programs (LAUNEAU and ROBIN, 1996) and data analysis. A

number of scan lines at fixed angular intervals is drawn which intercepts microcracks.

The latter are converted to bitmap lineaments with a minimum width of four pixels

(Fig. 2a). The total number of intercepts is converted to microcrack density and

expressed as microcrack length per unite area with an appropriate scale (i.e., cm/pixel).

A rose diagram is used to represent the overall orientation of the lineaments with

respect to particular axes on the plane of interest (Fig. 2b).

3.1.1 Microstructural characterization of Barre granite

Microstructural investigation in this study involved examination of thin sections

along three orthogonal planes. Microstructural studies of this rock detailed the

variation in terms of mineral size distribution, preferred microcrack orientation,

microcrack density and microcrack length, measured along the three orthogonal

planes. In our analysis one screen pixel represents 0.94 lm. Thus the shortest

resolvable crack and grain size has a cut-off limit of approximately 1 lm. No attempt

has been made in this study to measure the width of the microcracks, as some of them

are finer than this cut-off limit. It has been shown that larger microcracks are the first

to interact mechanically and thus dominate both the fracture process and the

transport properties of rock (MADDEN, 1983; LOCKNER and MADDEN, 1991).

Therefore limiting the observable crack and grain sizes to 1 lm or larger should not

be considered a drawback in the present investigation. Correlation of the rock’s

microfabric elements with the mechanical properties such as that of fracture

Vol. 163, 2006 Fracture Toughness, Acoustic Emission and Brittle Rocks 921



toughness requires knowledge of the original orientation of the rock or reference of

orthogonal axis of the coordinate system (X, Y and Z axes) to the internal visible

fabric of the rock. In the absence of any information regarding the natural in situ

Figure 2

Illustration of scan lines intercepting a polygon or a lineament at different angular intervals (Fig. 2a), and

rose diagram used to represent preferred orientation of lineaments with respect to particular axes on a

plane of interest (Fig. 2b), (after LAUNEAU, P. and ROBIN, P-YF., 1996).

922 M.H.B. Nasseri et al. Pure appl. geophys.,



orientation of the granitic blocks and lack of visible internal rock fabric, thin sections

were prepared normal to the three axes along which P-wave velocities were

measured. Intermediate (3700 m/s) and slow (3300 m/s) and fast (4350 m/s)

directions were assigned X, Y, and Z axes, respectively.

Barre granite is obtained from the southwest region of Burlington in the state of

Vermont, USA. It is fine to medium grained rock with the mineral grain size ranging

from 0.25 to 3 mm, with an average quartz grain size of 0.9 mm, which makes up

25% of this rock. The average feldspar grain size, the dominant mineral (70%), for

this rock is 0.83 mm. The corresponding average biotite (6%) grain size in this rock is

0.43 mm. The microcracks are of intragranular type and are found in both the

quartz, feldspar grains and along cleavage planes of biotite grains. The preferably

oriented microcracks have an average length of 0.63 mm with maximum length of

�3.5 mm cutting through the larger quartz grains observed in the YZ plane. It is

evident from the 3-D block diagram of microcrack orientation in Figure 3, that the

larger microcracks (2–3 mm long) are seen to run parallel to the Y axis and the

shorter ones (�1 mm) run at higher angles to the Y axis and are parallel to the Z axis.

In the XY plane, intermediate size microcracks (�2 mm) are oriented parallel to the

Y axis and shorter ones are again parallel to the X axis in this plane. The longer

Figure 3

3-D block diagram showing location of CCNBD specimens prepared along each plane with respect to

microcrack orientations in Barre granite; rose diagrams show the alignment of microcracks for each plane.

Vol. 163, 2006 Fracture Toughness, Acoustic Emission and Brittle Rocks 923



microcracks in the XZ plane are aligned parallel or at small angles to the X axis,

whereas smaller microcracks are found to be parallel to the Z axis. The rose diagram

representing the microcrack orientation and length along a certain direction for each

plane is shown as well. Microcrack orientation analysis in Barre granite (Fig. 3)

suggests a dominant alignment of pre-existing microcrack parallel to the XY plane.

DOUGLASS and VOIGHT (1969) studied the microcracks orientation in Barre granite

and demonstrated that a strong concentration of microcracks lies within the rift

plane and the secondary concentration was found within the grain plane. XY plane is

considered to be parallel to the rift plane and XZ parallel to the secondary

concentration for Barre granite in this study.

3.2 Microstructural Characterization of Lac du Bonnet Granite

This rock is medium to coarse grained with the mineral grain size ranging from

0.5 to 8 mm. The average grain size for this rock is about 3.5 mm and is composed of

60% feldspar, 30% quartz and 8% biotite. The microcracks are of an intragranular

type and found in both quartz and feldspar grains. The average length of the

microcracks is 4 mm with a maximum length of �7 mm. The rock sample is from the

Underground Research Laboratory, Atomic Energy of Canada, where the concept of

deep radioactive waste disposal is being studied.

3.3 Fracture Toughness Anisotropy and Microstructure

The effect of microcrack orientation on fracture toughness of materials with

layered microstructures and composites has been increasingly recognized as an

important property. Similar investigations in rocks such as granite in which oriented

microcracks have been found to be responsible for the splitting planes and

anisotropy, help quantify the degree of anisotropy in otherwise isotropically and

homogeneously treated rock. In the present study we use the CCNBD test method to

evaluate this anisotropy in Barre granite. The Brazilian disk samples were prepared

from three orthogonal planes with the notch orientation parallel to the main axis in

each plane. The first index in CCNBD tests shown in Figure 3 represents the

direction normal to the fracture plane, and the second index indicates the direction of

crack propagation. The cracks were chosen to be parallel to one of the coordinate

axes in this investigation and therefore CCNBD samples were prepared along six

different directions with respect to microcrack orientation planes as shown in

Figure 3.

Figure 4 illustrates the variation of fracture toughness measured along six

different directions with the number of tests performed along each direction for Barre

granite. Table 3 shows load at failure and calculated fracture toughness along six

different directions including respective standard deviations, parallel to the axis of

interest in three orthogonal planes. The average fracture toughness for the three

fracture planes (i.e., YX, XY and YZ) reveal KIC value of 1.9, 1.73 and 1.7

924 M.H.B. Nasseri et al. Pure appl. geophys.,



(MPa.m0.5), respectively, whereas the other three fracture planes XZ, ZX and ZY

exhibit average KIC of 1.34, 1.42 and 1.14 (MPa.m0.5), respectively. It is noted that

the first index in describing the fracture planes refers to the direction normal to the

fracture plane and the second index refers to the direction of crack propagation or

notch’s tip direction.

It is ascertained that KIC measured along a direction normal to a pre-existing

preferred microcrack plane (i.e., YX direction) is almost twice that measured in a

parallel plane (i.e., ZY direction). Thin section studies and microcrack orientation

analysis have been used to evaluate and explain these variations. Further analysis

of morphology of the fracture forced to propagate along the direction that is

Figure 4

Variation of fracture toughness measured along six directions with the number of tests along each direction

in Barre granite.

Table 3

Showing major mineralogical composition, measured load at failure and calculated fracture toughness along

six different directions for Barre granite

Rock type Quartz Feldspar Biotite Load at

failure

kN

Std. Dev.

KIC

(MPa.m0.5)

Std. Dev.Av. grain %

size (mm)

Av. grain %

size (mm)

Av. grain %

size (mm)

XY Plane 0.93 25% 1.10 70% 0.46 4% 13 ± 0.46
Kxy = 1.73 � 0.06
Kyx = 1.89 � 0.03

�
14.3± 0.16

XZ Plane 0.95 23% 0.81 70% 0.43 6% 10.1 ± 0.54
Kxz = 1.34 � 0.07
Kzx = 1.42 � 0.1

n
10.3 ± 0.7

YZ Plane 0.94 26% 0.96 68% 0.40 4% 12.6 ± 0.42
Kyz = 1.7 � 0.05
Kzy = 1.14 � 0.05

�
8.5 ± 0.4
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perpendicular to the microcrack plane shows increased segmentation, roughness

and creation of wing cracks (Fig. 5). This is in sharp contrast to the fracture

morphology of a crack propagating parallel to microcracks in Barre granite

(Fig. 6), where it is seen to be relatively straight and free of any irregularities on

the crack surfaces.

4. Crack Propagation and Microstructure

4.1 Fracture Process Zone

The fracture process zone (FPZ) in rocks is defined as the region affected by

microcracking and frictional slip surrounding the visible crack tip propagating under

stress, (LABUZ et al., 1987; VERMILYE and SCHOLZ, 1999). The width of the FPZ is

Figure 5

Fracture propagation (right side of image) normal to pre-existing preferably oriented microcracks in Barre

granite. The close-up image shows the rough and segmented morphology of the fracture plane.

926 M.H.B. Nasseri et al. Pure appl. geophys.,



defined as the longest distance between visible cracks on either side of the main

fracture and/or fault and its length is defined as the length between the fault tip and

the crack with the greatest distance in front of the fault tip.

Dimensions of the fracture process zone (FPZ) based on the distribution of

microcracks and acoustic emissions were investigated in various experimentally

induced shear (LOCKNER, 1996; ZANG et al., 2000) and tensile fractures (ZIETLOW

and LABUZ, 1998). These studies suggest that in a FPZ microcrack, density and

number of AE show an exponential decrease as a function of distance from the main

failure plane. Similar observations are reported in the field based on meso and

microstructural examinations across the faults plane (SCHOLZ et al., 1993; WILSON

et al., 2003). It is observed that microcrack density increases by an order of

magnitude in the FPZ surrounding the fracture tip in comparison with the

Figure 6

Fracture propagation (right side of the image) parallel to pre-existing preferably oriented microcracks in

Barre granite. The close-up image shows the smooth morphology of the fracture plane. (The respective

crack openings shown in close-up images in Figures 5 and 6 are not scaled and therefore, not comparable).
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undamaged rock (NASSERI et al., 2005b). In the present study the microcrack density

profiles, as a function of distance on either side of the main fracture, have been taken

as the basis for investigating FPZ. These are then compared with background or far-

field microcrack density to delineate the width of the FPZ. Measurements of the

longer transgranular microcracks on either side of the main fracture were used as

additional guides. In this study an attempt is made to investigate the effect of

oriented microcrack on FPZ width of Barre granite showing extreme values of

fracture toughness. FPZ width analysis using a thin section technique for Lac du

Bonnet granite for one plane is shown as well.

4.1.1 Barre granite

Figure 7 shows the microcrack density (F) and microcrack orientation compar-

ison between the far-field and FPZ in Barre granite for a situation in which the

fracture is propagated from the notch’s tip along a direction normal to microcracks.

Figure 7 is the same as Figure 5 but with the grains removed from view. Microcrack

orientation in the process zone is found to be parallel to the fracture propagation

plane, and its density was observed to be almost twice that of the far-field microcrack

density. FPZ width varies between 2 to 3 mm and maximum deviation of the fracture

plane from the main propagation path is 1.26 mm, and this deviation increases

towards the end of the 3.12-cm long fracture. Fracture deviation is measured with

respect to the hypothetical fracture plane originating at the notch tip, had the

fracture remained perfectly planar.

Figure 7

Microcrack density (F) and orientation (rose diagram) in the fracture process zone and far-field area in

Barre granite (XY plane). Extended black box shows the width of FPZ.
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Figure 8 shows the microcrack density and microcrack orientation comparison

between the far-field and FPZ in Barre granite for a condition in which the fracture is

directed parallel to microcracks. Figure 8 is the same as Figure 6, but with the grains

removed from view. Microcrack density in the process zone is 12.6 cm/cm2 where

far-field microcrack densities on either side of FPZ are 6.7 and 4.5 cm/cm2. The rose

diagram showing the microcrack orientations in FPZ, unlike that of the far-field

ones, does not show slight maxima perpendicular to the main flat maxima running

parallel to the main fracture. FPZ width in this direction is 1.55 to 2 mm and the

maximum deviation of the fracture plane from the main propagation path is 0.7 mm.

This deviation is observed mainly at the mid section of the 2.85-cm long fracture.

4.1.2 Lac du Bonnet granite

In this experiment, only one side of the directed crack issuing from the notch

broke through the edge of the disc sample; the other end of the crack stopped just

short of the edge of the sample. These are designated as notch A and notch B,

respectively. Comparison of microcrack density and orientation between far-field

and FPZ along YX plane and from the notch A side is shown in Figure 9. FPZ width

for this rock is �10 mm. Microcrack density for far-field to FPZ varies from 4.4 cm/

cm2 to 10.7 cm/cm2 and the rose diagram for the far-field area reveals several

maxima parallel and normal to the fracture propagation direction. Whereas, the rose

diagram for FPZ shows a single maxima parallel to the fracture direction. Figure 10

shows the microcrack density and the respective orientations measured in front of the

arrested fracture (notch B) in Lac du Bonnet granite along the same plane.

Microcrack density in front of the arrested tip reveals an order of magnitude increase

in density (44 cm/cm2) compared to far-field microcrack density. Microcrack

orientations also reveal a sharp preferred direction in both FPZ and in front of

the crack tip. These microfractures are also seen to be nearly parallel to the direction

of crack propagation.

Figure 8

Microcrack density (F) and orientation (rose diagram) in the process zone and far-field area in Barre

granite (YZ plane). Extended black box shows the width of FPZ.
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Figure 9

Microcrack density (F) and orientation (rose diagram) in the fracture process zone and far-field area in Lac

du Bonnet granite (YX plane). Extended black box shows the width of the FPZ.

Figure 10

Microcrack density (F) and orientation (rose diagrams) in FPZ and far-field area in a seized fracture in

notch B of Lac du Bonnet granite (YX plane). Extended black box shows the width of FPZ with the inset

showing microcrack density ahead of arrested fracture.
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5. Acoustic Emission and Crack Propagation

Both analytical and experimental AE studies have been carried out to

demonstrate the usefulness of the former in core-based fracture toughness testing

of rocks (HASHIDA, 1993). It has also been shown in plots of AE activity against time,

that the steep rise of the former is representative of higher amplitude events than

those generated at lower load levels (HASHIDA, 1993). Examination in thin sections of

the test samples after the fracture toughness tests showed that the first region of the

lower slope is associated with distributed microcracking around the notch tip, and

that the steep slope corresponds to the localized macroscopic crack extension

accompanied by the linking of microcracks.

The fracture toughness tests in Barre granite were carried out in 75-mm diameter

samples. For reasons of assuring adequate precision in the location of acoustic

emission events, detailed in the next section, considerably larger diameter samples are

required. The AE portion of this study was therefore carried out in the Lac du

Bonnet samples. The analogous nature of the fracture process in the two rock types,

as demonstrated earlier, justified this selection. Except for scale, any conclusion

based on the larger diameter samples should hold equally well in the smaller diameter

sample with no loss of generality, especially for these two granitic rock types.

5.1 Experimental Procedure

5.1.1 Experimental setup

In this study, the sample was line-loaded in a MTS loading machine, at a

displacement rate of 0.0005 mm/s for testing of Lac du Bonnet granite. A

considerably slower rate than suggested in ISRM (1995) was selected to facilitate

microcrack development imaging using AE techniques. The displacement, force and

time base of the experiment were controlled and recorded with TestStar software.

The diagram of the CCNDD specimen and sensor locations are shown along two

different planes in Figure 11a. Figure 11b shows the conceptual diagram of

experimental setup used to record ultrasonic data.

AE events were captured using the Hyperion Giga RAM Recorder, which stores

continuous ultrasonic waveform data onto a 40 GB circular Random Access

Memory (RAM) buffer at 14-bit resolution. In this experiment, the sampling

frequency was 10 MHz, providing a 134 second segment of continuous waveform

data on 16 channels. The system functions as a continuous circular buffer that can be

transferred to disk following the recording of a significant event. Advances in

technology have lead to rapid AE waveform acquisition systems, allowing new

observations of rupture. However, we believe this to be the first system to record

continuous waveforms for significant time periods, thus removing the effect of ‘mask’

time, during which no AE are recorded while events are written to permanent storage

and removing the sampling bias imposed by trigger levels. In addition to continuous
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data, the Giga RAM Recorder concurrently collects ‘triggered’ AE data during the

entire experiment. Triggered data have identical recording parameters to continuous

data. Each event has duration of 409.6 ls, and a maximum of 16 events per second

Figure 11

Schematic sketch of CCNBD specimen (Lac du Bonnet granite) and sensor locations on two different

planes, (Fig. 11a) and experimental setup used for recording ultrasonic data (Fig. 11b).
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are captured. The number of all AE counts per second is also recorded. The recorded

ultrasonic signals passed through external 40 dB pre-amplifiers (PAC model 1220A).

Four transmitters, dedicated as active sources for velocity surveys, were driven by a

Panametrics 5072PR pulse generator module. The ultrasonic seismic velocity tests in

the rock sample prior to notching exhibited anisotropic wave velocity behavior

(Fig. 12), with the fast axis being 5290 m/s (AA’ on Fig. 12) and the slow axis (EE’

on Fig. 12) being 4550 m/s. The velocity anisotropy measurements were confined to

prestressed conditions only, as such measurements during the actual loading process

would have interfered with the accompanying acoustic emission events. The AE first

arrivals were manually picked and source locations obtained using a Downhill

Simplex algorithm (NELDER and MEAD, 1965), assuming a transversely anisotropy

structure to an estimated accuracy of 3 mm. This necessitated the use of large

diameter (195 mm) samples as mentioned earlier.

5.1.2 AE monitoring during crack initiation and propagation

Failure occurred 568 seconds after loading commenced, with the applied load

reaching the peak value of 32.72 kN; the stress intensity factor KI attains the highest

value of 1.55 (MPa.m0.5) representing the fracture toughness, KIC of Lac du Bonnet

granite. A total displacement of 0.28 mm was recorded in this experiment.

Approximately 1000 AE events were captured, for which the first arrivals were

picked automatically. It was found that the presence of the notch caused

complications, introducing location error. For the purpose of this paper, we present

355 manually processed AE events using an optimized array of 8 receivers for one of

Figure 12

Sensor locations and measured P -wave anisotropy in Lac du Bonnet granite.
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the notches of the sample (notch A). Such a technique improves location accuracy

greatly by removing the effects of the notch and increasing the accuracy of the first

arrival picks. This improved location accuracy is important in comparison with

microstructural observations.

The results from this test are shown in Figures 13a–d. Figure 13(a) shows AE

hits per second, along with force versus time of loading. A plot of the cumulative

number of AE events and stress intensity factor (KI) versus time is shown in

Figure 13(b). The load versus displacement graph is shown in Figure 13(c). AE

source locations are displayed from the final 17 seconds of the test, including post

failure activity in Figure 14. These locations, divided into Stages A–E, are shown in

Figure 13(d), which is an expansion of 13(a). AE locations are shown for each Stage

as 1) discrete events, and 2) as a contour density plot. Views are shown along and

perpendicular to the strike of the notch in Figure 14.

Figure 13

(a) Load and AE hits/second versus time (fracture toughness value for critical stress intensity factor is

shown at top);. (b) SIF (KI) and cumulative AE versus time; (c) Variation of load with displacement for

CCNBD at failure; and (d) close-up window of load and AE hits (sensed at various locations ) versus time

around fracture initiation and failure.
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Figure 14

AE Source locations of 350 events (dots) and their equivalent density maps showing the final 17 seconds

(Stages: A-D) in the experiment. Stage E shows the AE source location for post-failure region.
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5.1.3 AE hypocenter distribution and fracture growth

Stage A: This stage corresponds to the recorded activity during nine seconds between

553 to 562 seconds, during which 13 events locate in the triangle defined by the

notch region (this region is subsequently referred to as the notch triangle).

Stage B: In this two-second period, from 562 seconds to 563 seconds, there is a

marked increase in AE event rate. Forty events are located in a narrow zone

extending from the notch tip; the events mainly locating in the notch triangle.

Stage C: This period extended for four seconds, from 563 to 567 seconds, during

which 93 AE events were located. However, the distribution becomes more

planar, spreading through the notch-tip triangle to the edge of the sample. This

could be interpreted as the fracture front extending, which would suggest a

fracture propagation velocity of the order of cm/s. This applies to stable crack

propagation in the region of the notch tip. There is insufficient event coverage to

allow one to have a more specific figure on this velocity.

Stage D: This three-second period (567 to 570 seconds) contains 71 located events

which have a similar location distribution to the previous stage. During this

period, failure occurs starting between 568 and 569 seconds. The time interval

from the rapid increase in AE rate (Stage B) to failure is 6 seconds.

Stage E: A twenty-one second period of post failure activity is shown during which

135 events locate mainly at the sample boundary within the notch triangle area.

The AE locations exhibit a change in distribution, whereby a linear feature is

observed in Stage B, which progresses to a planar feature intersecting the sample

boundary in Stage C. This could be interpreted as the fracture propagating two or

three seconds before the sample fails. It is interesting to observe that locations are

concentrated in the triangle defined by the notch, and comparatively few events are

observed in the region where the fracture must propagate to cause failure. The reason

for this change in the spread of the AE events is unclear at the moment.

5.2 AE Focal Mechanism Analysis

AE source mechanisms are calculated using a first motion polarity method (ZANG

et al., 1998). The polarity value of an event is calculated by:

Pol ¼ 1

K
R
K

I¼1
signðAI

1Þ; ð3Þ

where A is the first pulse amplitude and K is the number of channels used for

hypocenter determination. For the transducers used in this test, compressional pulses

arising out of tensile fractures are characterized with positive polarity. Events in the

range 0.25 < Pol £ 1 are defined as being tensile, )0.25 £ Pol £ 0.25 are defined as

shear and )0.25 £ Pol £ )1 represent implosion or collapsed sources.

Analysis of 220 prefailure events revealed that 75% of the total events were of

tensile type, 15% were of shear type and 10% had an implosion or collapsed source
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type. For 134 post-failure events, 40% were shear type, 39% were tensile and 21%

were implosion type.

Figure 15 demonstrates AE hits/sec and the load curve during the evolution of

failure in Mode I. The percentage of AE events type versus time, between 562 to 569

seconds, i.e., six seconds before failure and last second (568th to 569th seconds)

during failure in notch A (Fig. 15a) is shown. AE activity during 562 to 568 seconds

increased from 3 to 45 events. These were predominantly tensile in nature. At the

567th second, of the 52 events recorded, 60% were tensile, 25% shear and 15%

implosion type. A total of 42 events were recorded one second (i.e., 568th second)

prior to failure or stress drop. During the failure between the times 568th to 569th

Figure 15

AE hits and the load curve during evolution of failure in Mode I. (a) Variation of event types (%) versus

time at different stages of loading (A-D ); (b) Variation of AE hits/sec versus time matched with the time in

figure (a) to exhibit the relation between the event types (i.e., tensile, shear and implosion).
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seconds, only ten events were recorded, in which 60% of the events were found to be

of tensile and 40% proved to be of shear types. Variation of AE hits/sec versus time

matched with time in Figure 15(a) is illustrated in Figure 15(b) to demonstrate the

evolution of failure with time at various stages of loading and event types (i.e.,

tensile, shear and implosion).

6. Correlation of AE Technique with Optical Method

6.1 Microstructural Data from Notch A

A photo-mosaic showing the mineral fabric of notch A is presented in

Figure 16; the notch being the black feature on the left side. The fracture plane

resulting from this test is traced, and the microcracks are also marked.

Superimposing AE source locations and optical images provides a unique

opportunity to compare AE with microstructural observations. The lightly shaded

region highlights the width of FPZ. For greater clarity, Figure 17 shows the same

region with the mineral grains removed, to display only the fracture plane,

Figure 16

Tiled photo image of microstructure from thin section, around notch A (left side of image) with fracture

trace and microcracks shown. 355 AE locations (dots) are superimposed.
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microcracks and AE events. In addition, Figure 17 shows the microcrack density

and orientation (see the rose diagrams). The density and orientation of the

microcracks were systematically calculated for consecutive 2.5 mm wide zones,

orientated parallel to the fracture trace. The length of the fracture is measured to

be 85 mm; the FPZ width is optically estimated to be 10–15 mm, which matches

well with the width determined using AE techniques.

6.2 Comparison of AE and Optical Observations of the FPZ

Figure 18 is a comparison of microcrack density obtained from microstructural

analysis, and AE source location density plotted against distance from the

macro-fracture trace for notch A. The AE density was calculated equivalent to the

microcrack density. For both the AE and microstructural densities, there is an

exponential increase in density towards the fracture. The FPZ widths inferred from

both AE and optical measurements are closely correlated. This is at variance with

earlier work (JANSSEN et al., 2001) in which the FPZ resolution defined by AE was

2–4 times greater than the optical measurements. This discrepancy between these

two studies could possibly be due to the fact that in the latter the width of FPZ

would statistically represent the entire population of cracks and therefore be less

dependent on some particular crack propagating under Mode I, as in the present

study.

Figure 17

Microcrack density and orientation (rose diagram) in fracture process zone and far-field area in notch A.

Inset delineates the width of FPZ as derived from the superimposed AE events.
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7. Discussions

The highest measured fracture toughness value i.e., KIC =1.92 (MPa.m0.5) in

Barre granite was observed to be along the X direction in ZX plane (Kyx, fracture

plane), which is normal to the direction of the main set of oriented microcracks (i.e.,

XY plane). The lowest value of 1.1 (MPa.m0.5) is found to be along the Y direction in

XY plane (Kzy, fracture plane) where the fracture is propagated parallel to the Y

direction in that plane along which delamination is easier. Two other planes with

relatively higher average values i.e., 1.7 (MPa.m0.5) were observed to be along

directions that are normal to two orthogonal sets of pre-existing microcrack planes.

The other remaining two directions (i.e., X and Z in YX and YZ planes) with average

KIC of 1.42 and 1.34 (MPa.m0.5), respectively indicate the intermediate fracture

toughness values for Barre granite. The crack propagation in the former direction is

normal to YZ plane but parallel to YX plane. In the latter direction (in Z) the

fracture is forced to propagate parallel to YZ and normal to XY planes. It is noted

that the first index in describing the fracture planes refers to the direction normal to

the fracture plane and the second index refers to the direction of crack propagation.

Further analysis of morphology of the fracture forced to propagate perpendicular

to the microcrack plane also shows increased segmentation, roughness and creation

of wing cracks (Fig. 5). This is in sharp contrast to the fracture morphology of a

crack propagating parallel to microcracks in Barre granite (Fig. 6). This probably

resulted in the different features associated with fracture process zone (FPZ), i.e.,

width and length of FPZ even within the same rock type. The width of the FPZ

Figure 18

Correlation of AE events distribution with that of microcrack density as a function of distance from the

fracture plane.
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measured on ZY (lowest KIC) plane (Kzy, fracture plane) is � 1.55 to 2 mm and the

maximum deviation of the fracture from the main path is 0.7 mm, whereas the width

of FPZ measured on XY (highest KIC) plane (Kyx, fracture plane) is 2.2 to 3 mm and

the maximum deviation of the fracture from the main path is 1.26 mm. Microcrack

orientation analysis of the far-field and FPZ in both the planes characterized with

extreme KIC values shows that within the width of the FPZ microcracks are parallel

to the main fracture irrespective of the orientation of the microcracks with respect to

propagation direction. However, it should be pointed out here that all reference axes

in the experiments with test samples were assigned on the basis of measured P-wave

velocities along three arbitrarily fixed orthogonal axes. Therefore, these directions

may not necessarily represent the maxima or minima of the characteristics studied in

the test rocks as whole.

Stress interaction between a fracture and a field of microcracks (or process zone)

generate irregular fracture propagation front, which is generally referred to as

rugosity front (the fracture does not propagate like a straight razor blade for

instance, but more or less like a rugous wavefront). Considering the stress intensity

factors in Modes II and III, the asymmetrical microcrack field generates stress

perturbations in modes II and III, although the main fracture is loaded in Mode I.

Consequently, stress perturbations in Modes II and III, when large enough (e.g., in

XY plane, Fig. 5) can promote out of plane fracture propagation (KACHANOV, 1994).

In terms of AE activity, it is seen that the AE rate rapidly accelerates a few

seconds before failure. Source locations suggest a migration of a fracture plane could

be occurring, mainly in the triangular area defined by the notch. The velocity of this

fracture growth would be of order cm/s. The lack of AE locations between this area

and the loading platen, through which region the fracture must propagate, could be

due to a bias in the sensor array geometry, preventing accurate locations in this area.

It is also observed that the initial linear alignment of AE events near the notch tip

spreads out to a more planar configuration, with major events aligned perpendicular

to the propagation direction of the notch tip. The reasons for these observations are

the subject of a continuing investigation. The majority of prefailure AE events are

interpreted as tensile, whereas postfailure, an equal number (40%) are interpreted as

due to shear and tensile fractures. This change in mechanism could be synonymous

with movement of a fault plane accompanied by shearing of asperities. Focal

mechanism analysis based on first motion results of shear failure experiments reveals

the preponderance of quadrant type (double couple) and complex type events over

tensile type events (reviewed by LOCKNER, 1993). Analysis of the first motion results

of the events in the present study demonstrate the early predominance of tensile type

events (85% to 97%) due to the nature of the test itself, changes to less dominantly

tensile events (60%) compared to shear-type events (40%), 2�3 seconds prior to

failure (Fig. 15). Generation of rugosity front can be equated with the creation of

stress intensity factor in Modes II and III, as a result of stress interaction between the

main fracture and the pre-existing field of microcracks.
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A delay on the order of three seconds between failure of the sample (pick load

drop) and peak AE activity has been noted. Similar observations have been made by

previous researchers (LEI et al., 2000). This could possibly be due to the decrease in

the number of AE events that are recognized as separate events; for example, because

of overlapping of AE events before failure. Analysis of cumulative AE energy during

that instant could be useful for such clarification, which is a part of continuing

research.

Microstructures analysis demonstrates that the width of the FPZ is between 10

and 15 mm while the fracture length is only 85 mm in Lac du Bonnet granite. In the

FPZ, microcrack density is around 11 cm/cm2, while the far-field background value

is approximately 4 cm/cm2. However, in front of an arrested fracture, the microcrack

density reaches 44 cm/cm2 which is consistent with theoretical investigations on the

fractal nature of newly created fracture surfaces in brittle materials (CHELIDZE et al.,

1994). Similarly, the microcrack orientation is found to have a dominant plane in the

FPZ, whereas in the far-field no dominant orientation is observed. Unlike previous

studies, we find that both AE activities and microcrack densities increase exponen-

tially towards the fracture plane. The two approaches also yield the same FPZ width,

which suggests that the AE approach can be used as a diagnostic tool to investigate

the formation of FPZ related to Mode 1 tests.

8. Conclusions

A systematic laboratory study involving tensile loading of homogeneous granitic

rocks (Mode I fracture) under standard test procedures (i.e., Cracked-

Chevron-Notch-Brazilian-Disc) and an advanced acoustic emission system (AE)

has been carried out with Barre and Lac du Bonnet granitic samples. It was shown

that the measured value of fracture toughness can vary by as much as 60% or more

in a relatively homogeneous rock like Barre granite. This variation has been

conclusively shown to be linked directly to the microstructural anisotropy present

in the rock, as represented by its microcrack density distribution and its orientation

with respect to fracture propagation direction in the fracture toughness test. A

fracture propagating at right angles to the major set of microcracks yielded the

highest fracture toughness value. Such fractures, in contrast to the fracture

propagating parallel to the dominant microcracks, were characterized by increasing

roughness, segmentation, and creation of wing cracks. All fractures issuing from

the notch tip in the fracture toughness tests gave rise to significant fracture process

zones (FPZ) surrounding the major crack. The microcrack density in FPZ was

found to increase by a factor of two or more, compared to that of the prefractured

state in both Barre and Lac du Bonnet granites. In both cases, the resulting

microcracks in this zone were closely aligned with the major fracture plane. Real-

time monitoring by AE evolution of the crack at the notch tip and that of FPZ
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with time showed that AE rate increased exponentially until a few seconds before

actual failure of the sample. Analysis showed that the dominant fracture

mechanism during the prefailure state was due to tensile mode, whereas, in the

post-failure state it was divided equally between tensile and shear modes. Out of

plane deviation of the main fracture may explain increased shear-type AE events

just prior to final rupture loaded under Mode I. The formation of FPZ and the

major fracture plane could be accurately tracked through the detected AE events,

and the results on FPZ width agreed very well with that of the direct microscopic

analysis of the failed samples.

The study reported here is part of a continuing investigation on fracture behavior

of rock under varying loads for a range of parameters. This includes understanding

the relationship between P-wave velocity anisotropy and crack density, AE focal

mechanism analysis using the moment tensor method, cumulative AE energy,

amplitude and duration of load as well as temperature. Establishment of a

relationship between fracture toughness and ultrasonic velocities, which could allow

the estimation of material toughness by performing P- and S-velocity measurements,

would be of very significant interest in future research. Measurement of fracture

toughness under varying strain rates under dynamic loading conditions, and the

effect of the latter on formation of the fracture process zone would further our

understanding of the fracture process in rock.
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Quantifying Damage, Saturation and Anisotropy in Cracked Rocks

by Inverting Elastic Wave Velocities
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Abstract—Crack damage results in a decrease of elastic wave velocities and in the development of

anisotropy. Using non-interactive crack effective medium theory as a fundamental tool, we calculate dry

and wet elastic properties of cracked rocks in terms of a crack density tensor, average crack aspect ratio

and mean crack fabric orientation from the solid grains and fluid elastic properties. Using this same tool,

we show that both the anisotropy and shear-wave splitting of elastic waves can be derived. Two simple

crack distributions are considered for which the predicted anisotropy depends strongly on the saturation,

reaching up to 60% in the dry case. Comparison with experimental data on two granites, a basalt and a

marble, shows that the range of validity of the non-interactive effective medium theory model extends to a

total crack density of approximately 0.5, considering symmetries up to orthorhombic. In the isotropic case,

KACHANOV’s (1994) non-interactive effective medium model was used in order to invert elastic wave

velocities and infer both crack density and aspect ratio evolutions. Inversions are stable and give coherent

results in terms of crack density and aperture evolution. Crack density variations can be interpreted in

terms of crack growth and/or changes of the crack surface contact areas as cracks are being closed or

opened respectively. More importantly, the recovered evolution of aspect ratio shows an exponentially

decreasing aspect ratio (and therefore aperture) with pressure, which has broader geophysical implications,

in particular on fluid flow. The recovered evolution of aspect ratio is also consistent with current

mechanical theories of crack closure. In the anisotropic cases—both transverse isotropic and orthorhombic

symmetries were considered—anisotropy and saturation patterns were well reproduced by the modelling,

and mean crack fabric orientations we recovered are consistent with in situ geophysical imaging.

Our results point out that: (1) It is possible to predict damage, anisotropy and saturation in terms of a

crack density tensor and mean crack aspect ratio and orientation; (2) using well constrained wave velocity

data, it is possible to extrapolate the contemporaneous evolution of crack density, anisotropy and

saturation using wave velocity inversion as a tool; 3) using such an inversion tool opens the door in linking

elastic properties, variations to permeability.
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1. Introduction

In upper-crustal conditions, fractures are ubiquitous (from major fault zones to

continental shields) and present at all scales in rocks (from macroscopic fractures

to microcracks). Despite the fact that these fractures generally represent only small

amounts of porosity, they can exert considerable influence upon the rock physical

properties (BRACE et al., 1968) or even the fracture toughness (NASSERI et al., this

issue). In particular, the existence of embedded microcrack fabrics in rocks

significantly influences the elastic properties (SIMMONS and BRACE, 1965; WALSH,

1965), contributes to the difference between static and dynamic elastic moduli

(SIMMONS et al., 1975; MAVKO and JIZBA, 1991) and aligned crack fabrics may

produce elastic anisotropy (KERN, 1978; KERN et al., 1997). When fluids are

present, cracks also play a key role in making the rock permeable on a macroscopic

scale. For such reasons, seismic data and velocity field analysis are used on a daily

basis in the oil industry to quantify the oil content and the identify fluid properties,

i.e., oil or gas. In seismotectonics, a key unanswered question is whether

earthquakes and volcanic eruptions can be predicted by quantifying time dependent

precursory damage accumulation using elastic wave velocity variations (CHUN et

al., 2004; VOLTI and CRAMPIN, 2003; GAO and CRAMPIN, 2004). Thus the

understanding and quantification of elastic wave velocity variations is critical to

extract information on the physical state of rocks from seismic and seismological

data. This has major implications when considering the possible hydro-mechanical

coupling taking place during the seismic cycle (MILLER, 2002), forecasting the life

time of oil reservoirs, or the integrity of underground storage of hazardous wastes.

In most cases, geophysicists have few means to retrieve information on the physical

state of field rock masses, other than to invert elastic wave velocities into damage

parameters.

For all those reasons, numerous models which predict properties of materials

as a function of damage have been developed in the framework of Effective

Medium Theories (EMT) in the last thirty years (ESHELBY, 1957; WALSH; 1965;

O’CONNELL and BUDIANSKY, 1974, 1977; ANDERSON et al., 1974; SOGA et al., 1978;

CHENG and TOKSÖZ, 1979; HUDSON, 1981, 1982, 1986; NISHIZAWA, 1982;

KACHANOV, 1994; SAYERS and KACHANOV, 1991, 1995; LE RAVALEC and

GUÉGUEN, 1996; SCHUBNEL and GUÉGUEN, 2003). Here, we report an approach

based on KACHANOV’s (1994) non-interactive EMT scheme which allows the

straightforward inversion of elastic wave-velocity measurements made on several

rock types in the laboratory into crack density, mean crack aspect ratio and mean

crack fabric (or alignment). As the extensive laboratory input data compiled in this

study were measured independently, our study provides an ideal opportunity to

test the model applicability and investigate directly the elastic wave inversion

results, in particular the evolution of crack density and mean crack aspect ratio

with pressure and shear stress.

948 A. Schubnel et al. Pure appl. geophys.,



2. Effective Elastic Medium Containing Cracks

Statistically, the effective elastic properties of an initially isotropic medium

depend on a few intrinsic parameters, including:

� the solid matrix elastic properties (Young’s modulus Eo and Poisson ratio mo).
� the fluid bulk modulus Kf and the level of fluid saturation.

� the crack density q defined as q ¼ 1
V

PN c3i where ci is the radius of the i-th crack, N
being the total number of cracks embedded in the Representative Elementary

Volume (REV) V .
� the crack geometry (in our case, we consider penny-shaped geometry (Figure 1a),

their average aspect ratio f ¼ hw=ci and their spatial distributions.

The concept of crack density and mean aspect ratio is a statistical generalization of the

concept of porosity for non-spherical inclusions since the crack porosity / is defined

as / ¼ pqf. In an isotropic matrix containing a uniform (isotropic) distribution of

crack centers, the effective elastic modulus of a rock M� is a linear function of the

crack density that can be written in the form (first perturbation order):

Mo

M� ¼ 1þ h:q; ð1Þ

whereMo is the solid matrix elastic modulus and h is a positive scaling parameter that

depends on the matrix and fluid properties, the geometry of the cracks and the

interactions between them. Despite the facts that i) real fractures are not generally

uniformly distributed spatially — a fractal-type description is often more realistic

a) penny-shaped crack geoetry 
    and normal coordinates

c) distribution of planar
    penny-shaped cracks

b) distribution of radial
    penny-shaped cracks

Figure 1 a)

Geometry, conventions and coordinates of a 3-D penny-shaped crack. The two crack distributions

considered here: b) the case of radial penny-shaped cracks. c) the case of coplanar penny-shaped cracks.
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(e.g., in some crystalline rocks, cracks can be very highly spatially concentrated, with

intact rock between these zones), ii) real fractures have intersections and iii) real

fractures also have shapes which are complex in detail, most EMT have been derived

for non-intersecting cracks, uniform distributions of crack centers and simple crack

geometries. Although those three important simplifications can be discussed from a

theoretical point of view, considerable insight has been gained from them and the

scalar h has been calculated by various authors for all kind of inclusion geometries

(spherical, elliptical, penny-shaped discs, rectangular plates or linear cracks — see

MAVKO et al., 1998 for a good compilation) and fluid properties. These simplifica-

tions (non-intersecting ‘penny-shaped’ cracks and uniform distributions of crack

centers) are used throughout this paper.

Recently, ORLOWSKY et al. (2003) and SAENGER et al. (2004) showed numerically

that the best EMT scheme was the Differential Self-Consistent (DSC) theory (CLEARY

et al., 1980; BERRYMAN, 1992; LE RAVALEC and GUÉGUEN, 1996). However the

accuracy of the DSC calculation has two main drawbacks: 1) it is limited to isotropic

formulations and 2) the way the effective elastic moduli are calculated makes its use

for elastic wave inversion complicated.

The most simple of all EMT is certainly the non-interactive theory because it

neglects the problem of stress interactions between cracks and is therefore

independent of crack centers distribution. It also allows easy computation of

anisotropic fluid-filled crack distributions. Non-interactive EMT was shown to be

valid when cracks are distributed randomly or when aligned (KACHANOV, 1994;

SAYERS and KACHANOV, 1995; SCHUBNEL and GUÉGUEN, 2003) although ORLOWSKY

et al. (2003) and SAENGER et al. (2004) have shown numerically that it would

systematically overestimate the crack density. However, it has several advantages

over other EMTs: i) it overcomes the divergence problems encountered in HUDSON’s

theory (HUDSON, 1981, 1982, 1986) or the non-physical drop of an elastic modulus to

zero after a critical crack density encountered in the Self Consistent (SC) theory

(O’CONNELL and BUDIANSKY, 1974, 1977, ANDERSON et al., 1974; SOGA et al., 1978);

ii) any crack distribution can be computed easily, keeping in mind that results are

best for aligned or randomly oriented cracks; iii) it depends both on the crack density

and the mean crack aspect ratio; iv) and, most importantly, its easy formulation

enables one to perform a direct inversion of elastic wave velocities into crack density

and aspect ratio, as we will see in the next sections.

2.1 Non-interactive Formulation for Isotropically Distributed Cracks

When neglecting stress interactions between cracks, the effective elastic modulii of

a cracked solid can be calculated exactly and rigorously in a unique manner that

depends solely upon the crack orientations and distribution. Such a hypothesis is

often wrongly confused with the low crack density approximation. Clearly, a low

crack density means that cracks are (on average) distant from each other and the
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non-interactive assumption is likely to be verified. At higher densities however, it is

clear that cracks will interact with each other, both in terms of direct stress transfer

and fluid flow between fractures (which will become more common with increasing

crack densities). Nonetheless one should keep in mind (and this has been forgotten

for example in both HUDSON’s and the Self Consistent theory) that the stress field is is

not only amplified at crack tips, but also shielded on the crack flanks. For such

reasons, we can assume that stress interactions are partially compensating geomet-

rically for certain distributions such as random (isotropic) or aligned crack

distribution. KACHANOV (1994) showed numerically that the stress interactions in

the case of intersecting cracks are small and that stress amplifications are shorter

range than shielding. Finally and because of the non-intersecting assumption, EMTs

are high-frequency (>KHz) theories for which squirt-flow mechanisms (MAVKO and

JIZBA, 1975) can be neglected. It has been shown that, using all those assumptions,

the non-interactive approximation gave reasonable and interpretable results at least

up to crack densities of 0.5 (KACHANOV, 1994; SAYERS and KACHANOV, 1995;

SCHUBNEL and GUÉGUEN, 2003; BENSON et al., 2006).

In the non-interactive approximation, each crack is considered to be isolated and

the elastic perturbation DSijkl compliance due to cracks is simply the sum of each

crack contribution. Since the average bulk elastic strain is the sum of the matrix

elastic strain and the superposition of elastic strain of each individual crack, effective

elastic modulii can simply be calculated using the elastic potential f (KACHANOV,

1994; SAYERS and KACHANOV, 1995). In the isotropic case, KACHANOV (1994)

showed that the effective Young E� and shear modulii l� of a rock could be written1

as:

Eo

E� ¼ 1þ 1þ 3

5
1� mo

2

� � d
1þ d

� 1

� �� �� �
hq ð2Þ

and:

lo
l�

¼ 1þ 1þ 2

5
1� mo

2

� � d
1þ d

� 1

� �� �� �
hq

ð1þ moÞ ; ð3Þ

where h is a geometrical factor linked to the penny-shaped geometry (see Appendix I)

and given by,

h ¼ 16ð1� m2oÞ
9ð1� mo=2Þ : ð4Þ

d is a non-dimensional number which characterizes the coupling between the stress

and the fluid pressure, and is equal to:

1 Note that equation (3) has been corrected from KACHANOV’s (1994) original manuscript by FORTIN

(2005) and BENSON et al. (2006).
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d ¼ ð1� mo=2ÞE0f
Kf

h: ð5Þ

d compares the fluid bulk modulus Kf to the crack bulk modulus fð1� mo=2ÞEofhg
assuming that all change in the crack volume is due to aperture variations (see

Appendix I). As a lower bound, i.e., for an incompressible fluid such as water, and

using E0 � 5:1010, d ! 0 and is negligible if f is small (<10�3). As an upper bound,

i.e., for a compressible fluid such as dry air, d considerably exceeds 1 and

d=1þ d ! 0.

Figures 2a and 2b present the normalized P- and S- wave velocity isocontours

respectively as a function of both crack density and the aspect ratio. The velocities

were calculated from equations (2)–(3) using solid matrix and fluid elastic parameters

typical of an undamaged water saturated granite and equal to: Eo ¼ 85 GPa,

mo ¼ 0:25 and Kf ¼ 2 GPa. Velocities were normalized to the crack-free velocities

(i.e., q ¼ 0) to remove bulk density effects. On Figure 2a, the P -wave velocity is

shown to decrease with crack density. However, at a given crack density, P -wave
velocity remains more or less constant with aspect ratio. On the contrary, whilst

S-wave velocity also decreases with crack density on Figure 2b, they are very sensitive

to the crack mean aspect ratio. Figure 2c shows that the evolution of the Vp/Vs ratio

is a function of both crack density and aspect ratio when cracks are saturated with

fluid. This way, KACHANOV’s (1994) non-interactive model permits the quantification

of both the crack density q and the aspect ratio f, through the saturation coefficient d
(equation 5). As a direct consequence, one can expect to be able to extract from Vp

and Vs measurements in saturated rocks containing cracks, not only the crack

density, but also the aspect ratio.

2.2 Non-interactive Formulation: General Case

In the most general case, when fractures seem to be aligned in one or several

directions and wavelengths are considerably larger than the fracture spacing, it is

convenient to formulate the equivalent anisotropic medium problem in terms of

compliances (KACHANOV, 1994; SAYERS and KACHANOV, 1995; SCHOENBERG and

SAYERS, 1995). For an isotropic matrix containing penny-shaped cracks, the

additional elastic compliance DSijkl due to those can be expressed as (SAYERS and

KACHANOV, 1995):

DSijkl ¼ 1

4hEo
ðdikajl þ dilajk þ djkail þ djlaikÞ þ bijkl ð6Þ

where aij is the crack density tensor:

aij ¼ q:hninji ð7Þ
and bijkl the saturation tensor:
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bijkl ¼ q: 1� m0
2

� � d
1þ d

� 1

� �
hninjnknli: ð8Þ

dij is the Kronecker symbol and we recall that the scalar (or total) crack density is

equal to q ¼ trðaÞ ¼ Nc3=V . In the case of an orthorhombic crack distribution, the

crack density tensor is diagonal, and it follows from equations (6)–(8) that the nine

independent effective elastic compliances can be expressed:

Figure 2

Isotropic case: Elastic wave velocities calculated from equations (2)–(3) using solid matrix and fluid elastic

parameters typical of a water saturated granite and equal to: Eo ¼ 85 GPa, mo ¼ 0:25 and Kf ¼ 2 GPa. a)

and b) normalized P - and S-wave velocity isocontours as a function of crack density and aspect ratio.

Velocities were normalized to the crack free velocities (i.e., q ¼ 0) to remove bulk density effects. c)

evolution of the Vp/Vs ratio as a function of both crack density and aspect ratio.
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Sijkl ¼

¼ Soijklþ q
Eoh

hn2i iþ ð1� m0
2 Þ d

1þd�1Þ
h i

hn4i i
� �

if fi¼ j¼ k¼ lg

¼ Soijklþ q
Eoh

hn2i iþhn2j i
4 þ ð1� m0

2 Þ d
1þd�1Þ

h i
hn2i n2j i

� �
if fi¼ k and j¼ lg

¼ Soijklþ q
Eoh

ð1� m0
2 Þ d

1þd�1Þ
h i

hn2i n2ki if fi¼ j and k¼ lg

8>>>>><
>>>>>:

ð9Þ

Recalling the relationship between dependent elastic compliances, the formulation

for transverse isotropy can also be obtained from equation (9). Assuming now a

continuous distribution function of crack orientations, the average i-th component of

the crack fabric can be defined as follows:

hnii ¼ 1

2p

Z 2p

0

d/
Z p=2

0

wðh;/Þni sin hdh ; ð10Þ

wðh;/Þ being the orientation distribution function (cf. fig. 1a). The tensors hninji and
hninjnknli, which represent respectively the second-order and the fourth-order

moments of the crack orientation distribution function respectively, can be

calculated easily in the same way.

2.3 Wet and Dry Elastic Waves Anisotropy: Numerical Results

For the sake of simplicity, we will consider Dirac distributions, so that hnii ¼ ni
and subsequently, in such a way that the average crack fabric orientation is described

as on Figure 1a for a single crack. In this section, we consider two different types of

crack distributions: i) radial cracks (n3 ¼ 0; n1 ¼ n2 ¼ 1=
ffiffiffi
2

p
) and ii) planar cracks

(n3 ¼ 1; n1 ¼ n2 ¼ 0). The first case corresponds to a distribution of symmetrically

distributed radial cracks (symmetry along the vertical axis, cracks normal in the

horizontal axis) and is representative of the TI symmetry (Fig. 1b). The second case

corresponds to horizontally aligned coplanar penny-shaped cracks and is represen-

tative of both TI and orthorhombic symmetry (Fig. 1c). Furthermore, only the lower

and upper bound of saturation, i.e., for an incompressible fluid such as water d ! 0

and for a compressible fluid such as dry air, d=1þ d ! 0, were investigated. In all

that follows, the solid matrix Young’s modulus and Poisson ratio were taken as equal

to the ones of an isotropic and crack-free granite material, i.e., Eo ¼ 85 GPa and

mo ¼ 0:25, respectively.

2.3.1 Radial cracks

The case of radial cracks is illustrated on Figure 3. Figures 3a and 3b show the

normalized P velocities versus the angle of propagation c of the elastic wave, in wet

and dry conditions respectively, and for crack densities equal to 0.1, 0.25, 0.5 and 1.

The angle c is defined as that between the vertical axis Ox3 and the wave vector. For

example, elastic waves propagating at 0 and 90 degrees correspond to propagation

along the vertical and horizontal axes, respectively. The normalized wave velocity is
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the ratio of Vc to the solid grain velocity. In the case of radial cracks, P waves

propagating vertically are unaffected and do not ‘‘see’’ the cracks. Anisotropy is

larger in the dry case (up to 50% in the dry case, up to � 40% in the wet case) but the

pattern is very comparable in both cases. Figures 3c and 3d show the results obtained

in terms of the shear-wave splitting
SV ðcÞ�SHðcÞ

SV ðcÞ � 100 or birefringence
� �

between

vertically (SV) and horizontally (SH) polarized S waves in the wet and dry cases,

respectively. In the dry case, SV waves always travel faster than SH. In the wet case,

maximum splitting is observed at a c angle of 60 degrees, whereas maximum dry

splitting is obtained for horizontally propagating S waves. However, and as one

could expect for a set of radial cracks, the effect of fluid is rather small.
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Figure 3

Case of radial cracks (Fig. 1b). Only the lower (d ! 0) and upper (d=1þ d ! 0) bound of saturation were

investigated using equation (9). The solid matrix Young’s modulus and Poisson ratio were taken as equal

to Eo ¼ 85 GPa and mo ¼ 0:25, respectively. Velocities were normalized to the crack-free velocities (i.e.,

q ¼ 0) to remove bulk density effects. Results are displayed for crack densities equal to 0.1 (open triangles),

0.25 (plain circles), 0.5 (open diamonds) and 1 (plain squares). a) and b) show the normalized P -wave
velocity as a function of the direction of propagation c in the wet and dry cases respectively. c) and d) show

the shear-wave splitting (SV ðcÞ�SHðcÞ
SV ðcÞ � 100 or birefringence) as a function of the direction of propagation c in

the wet and dry cases, respectively.
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2.3.2 Planar cracks

Figure 4 shows numerical results obtained in the case of planar cracks. Figures 4a

and 4b present the normalized P velocities as a function of propagation angle c and

crack density in the wet and the dry cases, respectively. As noted earlier, the effect of

cracks is considerably stronger in the dry case than in the wet case. This time, cracks

are ‘‘invisible’’ to waves propagating in the horizontal direction (c ¼ 90o); and in the

dry case (Fig. 4b), the P -wave velocity decrease is very large (up to 60%) for waves

propagating vertically, which is expected from geometrical considerations. However,

and because the fluid is assumed to be fully incompressible, cracks are also ‘‘invisible’’

in the direction c ¼ 0o in the wet case (Fig. 4a). This can be explained theoretically as

in KACHANOV’s model, the normal crack compliance is assumed to be equal to zero
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Figure 4

Case of coplanar cracks (Fig. 1c). Only the lower (d ! 0) and upper (d=1þ d ! 0) bound of saturation

were investigated using equation (9). The solid matrix Young’s modulus and Poisson ratio were taken as

equal to Eo ¼ 85 GPa and mo ¼ 0:25, respectively. Velocities were normalized to the crack free velocities

(i.e., q ¼ 0) to remove bulk density effects. Results are displayed for crack densities equal to 0.1 (open

triangles), 0.25 (plain circles), 0.5 (open diamonds) and 1 (plain squares). a) and b) show the normalized P -
wave velocity as a function of the direction of propagation c in the wet and dry cases, respectively. c) and d)

show the shear-wave splitting (SV ðcÞ � SHðcÞ=SV ðcÞ � 100 or birefringence) as a function of the direction

of propagation c in the wet and dry cases, respectively.
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(see Appendix I) when the fluid is fully incompressible (or when the crack is fully

constrained). Therefore, in the wet case, the maximum anisotropy (up to 20% for

q ¼ 1) is seen for waves propagating at 45 degrees from the vertical, for which the

associated shear strain is maximum. Figures 4c and 4d show the predicted results for

shear-wave splitting (SV ðcÞ � SHðcÞ=SV ðcÞ � 100). Again, the pattern is very different

in the wet and the dry cases. As expected, in the dry case SH waves always propagate

faster than SV waves. In the wet case however, and for propagation angles between 0

and 60 degrees, SV waves are faster than SH waves. Conversely, SH-wave velocity is

higher than SV-wave velocity for angles larger than 60 degrees. The shear-wave

splitting maximum observed is thus an effect of fluid incompressibility.

In each of the two distributions discussed above, the non-interactive model

manifests a clear difference between dry and fully saturated cracks, both for P waves

and S waves. Intermediate results for partial saturation could be obtained

considering the d parameter and average crack aspect ratio. It demonstrates that,

to a certain extent, the P -wave anisotropy and S-wave birefringence patterns can

correspond to a genuine crack distribution and saturation state. Therefore,

combining velocity data on P -wave anisotropy and S-wave birefringence should

allow one to investigate the ‘‘average’’ crack distribution in a rock, as well as the

saturation state. Unfortunately, such extensive wave-velocity data is very rare in the

literature. It exists at the field scale, however one would need to take into account

the dispersion effects due to frequency and ‘‘squirt flow’’ mechanisms (MAVKO and

NUR, 1975). This may be done using BIOT-GASSMANN or BROWN and KORRINGA’s

equations (1975), as shown by SCHUBNEL and GUÉGUEN (2003).

3. Inversion of Experimental Data

In the laboratory, experimental studies measuring the evolution of dynamic

elastic properties under conditions simulating upper crust burial depths can be

performed thanks to the use of piezoelectrics transducers (PZT), for which eigen-

frequencies are generally well into the dynamic range (>100 KHz). Despite the

experimental difficulties, such studies have been undertaken and can provide ‘well-

constrained’ experimental datasets which are perfectly suited to attempt predicting

the evolution of rock fabric parameters such as crack density, aspect ratio and

alignment.

When modelling the evolution of elastic velocities, we restricted ourselves to the

case of an initially isotropic solid rock matrix. The crack distribution function

obeyed either an isotropic, transverse isotropic or orthorhombic symmetry. In such

conditions, the effective elastic properties predicted by equations (2), (3) and (9) are

dependent only upon the matrix Young’s modulus Eo and Poisson ratio mo, and more

importantly, the scalar crack density q. Additionally, when cracks are non-randomly

oriented, elastic wave velocities also depend on the mean orientation (h;/ — Fig. 1a)
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of the crack fabric with respect to the axis of symmetry. Finally, when saturated,

elastic properties also depend on the saturation coefficient d and therefore the

average crack aspect ratio f and fluid bulk modulus Kf . In the following, we simply

performed least-square inversions of laboratory datasets:

RMSi ¼ 1

Ni

X
Ni

ðV data
c � V model

c ðq; f; h;/ÞÞ2 ð11Þ

in order to recover the crack density, average crack aspect ratio and orientation.

Inversions were performed using initial P - and S- wave velocities of the

‘‘uncracked’’ material as calculated from experimental and/or petrological consid-

erations, thus reflecting the average bulk solid matrix elastic properties. Model

elastic wave-velocity field was calculated from equations (2), (3) and (9) as a

function of q, f when the rock was saturated with water together with h and /
when the rock was anisotropic. Each modelled velocity field was then compared

using a simple RMS technique (equation 11) with experimental measurements. In

equation (11), Ni represents the number of P - and S- velocity measurements along

several c directions at each step i of a given experiment. The lowest RMS error

between modelled and data velocities was taken as being the best inversion result,

which output the quadruplet ðq; f; h;/Þ. The agreement between data and best fit

velocities is, in general, very good with the average error between model and data

points lower than 0:05 km=sec. This is a direct consequence of the well constrained

laboratory data itself.

3.1 Isotropic Inversions

Elastic wave velocities have been widely shown to increase with increasing

hydrostatic pressure, because of crack closure. Conversely and in the presence of

shear stress, elastic wave velocities can decrease due to nucleation and propagation of

new microcracks. In the following, we compile experimental results obtained on two

different rock types, representative of contrasting isotropic microcrack fabric, a

porphyritic alkali basalt from Mount Etna and Carrara marble.

3.1.1 Crack density and aspect ratio evolution as a function of hydrostatic pressure

In the case of the Etnean basalt, the simultaneous evolutions of P - and S- wave
elastic wave velocities were measured during hydrostatic compression of three

different rock samples (38.1 mm diameter by 40 mm length) cored in three

orthogonal directions (Fig. 5a). The measurements, performed in a high pressure

confining cell installed at University College London (BENSON, 2004; BENSON et al.,

2005), evidenced no marked elastic anisotropy in the rock. The experimental P -wave
velocities ranged from 5:35� 0:13 km=s at 5 MPa to 5:88� 0:12 km=s at 80 MPa;

while S-wave velocities ranged from 3:30� 0:04 km=s to 3:60� 0:04 km=s. P and S
elastic wavespeeds were inverted using equations (2) and (3). Crack-free elastic wave
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velocities were taken as equal to Vp ¼ 6400m=s and Vs ¼ 3750m=s (i.e., solid matrix

elastic parameter equal to E ¼ 100 GPa and m ¼ 0:22). The fluid bulk modulus was

taken as Kf ¼ 2 GPa.
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a) Modeled and data P and S velocities

b) Error contour map at 80 MPa
   between modeled and data velocities

Figure 5

a) Modelled (solid lines) P and S velocities in Etna basalt compared to the laboratory measurements (dots -

BENSON et al., 2005). The effective confining pressure was calculated as Pc � Pp where Pc is the confining

pressure and Pp the pore pressure. b) Error contour map between modelled and data (P and S) velocities in
the case of sample EBD01 at 80 MPa confining pressure. Error contours are displayed as a function of

crack density and aspect ratio, respectively. Darker areas represent lower errors.
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Figure 5a compares the model P and S elastic velocities (solid and dashed line) to

the experimental results (symbols). Because the degree of freedom of the inversion is

zero (i.e., P - and S-wave velocities were modelled using only two distinct parameters:

crack density and aspect ratio), the fit appears perfect, well below the experimental

error bar. Figure 5b presents the error contour maps between modelled and data

velocities as a function of crack density and aspect ratio for sample EBD01 at

80MPa; respectively. As illustrated, the inversion is stable as only one minima can be

distinguished and for a wave-velocity doublet (P,S) corresponds a unique solution

for the crack density and aspect ratio doublet (q; f). As an output, the model gives

back the evolution of parameters (q; f) with confining pressure which are displayed

on Figures 6a and 6b. Results from the inversion reveal a decrease in crack density

from � 0:5 to � 0:35 during pressurization, while the average crack aspect ratio

decreases by one order of magnitude approximately. The decrease in crack density

illustrates a decrease in the cracks apparent radii c as crack density evolves with � c3.
This is generally attributed to an increase of the crack surfaces contact areas as

cracks are being closed. More importantly, the recovered evolution of aspect ratio

shows an exponentially decreasing aspect ratio with confining pressure (and thus

aperture evolution as the radius is not expected to vary much). The drop of one order

of magnitude within the first MPa’s is consistent with that expected intuitively, i.e.,

fast elastic crack closure at low pressures. This is also consistent with current theories

on crack closure (KASELOW and SHAPIRO, 2004) where crack closure is generally

modelled using an exponentially decreasing law with pressure with varying power

exponents. One should note that the elastic wave inversion not only interprets the

increase in both P and S velocities in terms of crack density consistently, but also the

fact that the ratio P /S is changing in terms of aspect ratio reduction. This is probably

one of the key advantages in using KACHANOV’s (1994) scheme when modelling

elastic properties in isotropy.

3.1.2 Crack density and aspect ratio evolution as a function of shear stress

Carrara marble is a well investigated marble, with coarse grainsize (150 lm) and a

very low initial anisotropy (<1%). SCHUBNEL et al. (2005) measured both P - and
S- wave velocities during a full tri-axial cycle in wet conditions (Pc ¼ 260 MPa and

Pp ¼ 10 MPa). In this case, the non-interactive scheme becomes particularly relevant

as calcite behaves plastically and intragranular plasticity inhibits long-range stress

interactions between cracks. Initial P - wave velocity was equal to 5:9 km.s�1 � 1%

while final P -wave velocity was lower than 3 km.s�1 � 1%. Figure 7a presents the

evolution of both P - and S-wave velocities as a function of effective mean stress

P¼ ½ðr1 þ 2r3Þ=3� Pp�. In the first phase both velocities increased. When the onset of

crack propagation was reached, P - and S-wave velocities began to decrease rapidly

due to damage accumulation. During the subsequent relaxation period, wave

velocities increased again, before decreasing drastically due to stress relief

microcracking as hydrostatic stress was removed. On the figure, the fit between
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data and modelled velocity appears perfect for the same reasons as on Figure 5a. This

time, the model crack-free parameters were taken as that of a non-porous calcite

aggregate, i.e., E ¼ 100 GPa and m ¼ 0:32. Figure 7b shows the inversion results, i.e.,

the evolution of crack density (solid diamonds) and aspect ratio (open squares) as a

Figure 6

Evolution of crack density (a) and aspect ratio (b) as a function of confining pressure in Etna basalt. Both

crack density and aspect ratio were inverted from experimental data presented in Figure 5 and using

equations (2) and (3). Matrix elastic parameters were taken as E ¼ 100 GPa and m ¼ 0; 22 (i.e., crack-free

elastic wave velocities equal to Vp ¼ 6400 m=s and Vs ¼ 3750 m=s)
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function of effective mean stress. During the first phase, crack density drops from

0.35 to 0.2 while aspect ratio drops again exponentially from 0.01 to lower than 0.001

(more than one order of magnitude) which clearly illustrates crack closure, contact

increase in crack surfaces and aperture reduction. During the second phase, crack

density increases slightly to 0.5 while aspect ratio increases rapidly to 0.5, revealing

that high aspect ratio voids are being opened, which is consistent with microstruc-

tural analysis of cataclastic deformation in calcite performed by FREDRICH et al.

(1989) and SCHUBNEL et al. (2005). The aspect ratio last value is probably an artifact

of the inversion due to a bad Vp/Vs dataset at the onset of relaxation, because

deformation rates were rapid at that point and Vp and Vs measurements were

probably distant in time. During the relaxation phase, crack density remains more

or less constant while the aspect ratio decreases exponentially again, which is a

clear geophysical signature of visco-elastic crack closure and aperture reduction

during restrengthening (BEELER and TULLIS, 1997). The fourth phase corresponds

to a rapid increase in both crack density and aspect ratio due to stress relief

crack propagation and opening. It is interesting to note that the final crack density is

larger than 1, although no macroscopic rupture or strain localization band was

observed.

3.2 Anisotropic Inversions

Most rocks are characterized by anisotropic crack patterns, often produced by

deviatoric stress fields. For example, as a rock body is being deformed during triaxial

compression experiments, cracks grow and propagate along preferential orientations,

leading to an overall anisotropic elastic pattern (HADLEY, 1975; SCHUBNEL et al.,

2003; STANCHITS et al., this issue). However and in the following, because the upper-

limit of a non-interactive model is obviously that of instable crack propagation, we

do not pretend to deal with coalescence or rupture propagation, but with phenomena

prior to these.

3.2.1 Crack density as a function of depth and hydrostatic pressure

Granodiorite samples retrieved from the Nojima fault core were investigated

experimentally at room pressure by ZAMORA et al. (1999). Elastic wave velocities,

measured in the laboratory (500 KHz), are in good agreement with the sonic log

Figure 7

a) Modelled (lines) and data (dots) P - and S-wave velocities as a function of effective mean stress in

Carrara marble. Experiment was performed at Pc ¼ 260 MPa confining pressure and Pp ¼ 10 MPa. Model

crack-free parameters were taken as E ¼ 100 GPa and m ¼ 0:32. b) Evolution of crack density and aspect

ratio as a function of effective mean stress. Both crack density and aspect ratio were inverted from

experimental data presented on a) and using equations (2) and (3). Arrows indicate the reading and the

important phases of the experiment (onset of crack propagation and relaxation phases - cf. SCHUBNEL

et al., 2005).

b
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performed during drilling (10 KHz, ZAMORA et al., 1999). In both dry and wet

conditions, P -wave velocities were measured along the vertical axis and along 18

different azimuthal directions in the horizontal plane; S-wave velocities propagating

along the vertical axis were measured along 18 different azimuthal polarizations.

Figure 8 presents the experimental data (symbols) obtained on four different samples,

Figure 8

P - and S-wave velocity measurements in dry (empty symbols) and wet conditions (plain symbols) of

Nojima fault core granodiorite (ZAMORA et al., 1999). Experimental data obtained on four different

samples, retrieved at 220, 232, 362 and 429 meters, respectively is presented. P waves were measured along

the vertical axis and along 18 different directions in the horizontal plane; S waves propagating along the

vertical axis were measured along 18 different azimuthal polarizations. Modelled velocities for each of

these samples are represented by solid and dashed lines. Crack-free elastic parameters were taken as equal

to that of sample 232 (Eo ¼ 85GPa and mo ¼ 0:25). The inversion outputs both the crack density q and the

crack fabric orientation ðh;/Þ.
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retrieved at 220, 232, 362 and 429 meters, respectively. Wet velocities are marked by

plain symbols, while dry velocities are marked by empty symbols. For each of these

samples, a simultaneous inversion of the dry and wet elastic wave velocity field was

performed using equation (9). Crack-free elastic parameters were taken as equal to

that of sample 232 (Eo ¼ 85 GPa and mo ¼ 0:25), which presented the least amount of

damage in the column. The inversion was performed simultaneously in both dry

(assuming d=1þ d ! 0) and saturated (assuming d ! 0) conditions. Modelled

azimuthal velocities are represented on Figure 8 as solid and dashed lines. Figure 8

shows that our inversion is reasonable even when the degree of freedom is drastically

increased. Indeed, for a given crack density and crack fabric, our modelling

effectively mimics both the observed anisotropy pattern and the saturation effect. The

retrieved crack density for samples 220, 362 and 429 was 0.2, 0.125 and 0.4,

respectively. Fitting of dry data is generally more accurate than fitting of wet data,

which might be due to the fact that the incompressible fluid assumption (d ! 0) is

not valid at room pressure. The dip of the distribution is not well constrained due to

the paucity of vertical measurements (and the absence of diagonal measurements -

see Figures 3 and 4), but is nevertheless in overall agreement with the geological

setting (SCHUBNEL, 2002). However, the azimuth of the crack fabric is well

constrained and was found to be approximately constant in the column, which is

what is intuitively expected in a fault zone, where cracks and damage are aligned

parallel to the main fracture plane. This gives us additional confidence in our

modelling.

3.2.2 Crack density and aspect ratio evolution as a function of shear stress

Here, we present P -wave velocity measurements performed along several

directions on a sample of dry Westerly granite during a tri-axial compression

(Pc ¼ 50 MPa). The experiment was performed at the USGS at Menlo Park

(THOMPSON et al., this issue). The initial P -wave velocity field was more or less

isotropic and equal to 5:9 km.s�1 while final P -wave anisotropy exceeded 30%. The

non-interactive model can provide a useful tool to study and quantify the first phase of

crack propagation, which is stable in triaxial compression experiments. Figure 9a

presents a non-exhaustive compilation of the P -wave velocity data (symbols, see also

THOMPSON et al., this issue) as a function of raypath angle and shear stress steps. The

anisotropic pattern is very similar to that of the modelled velocity field for radial

cracks presented on Figure 3b, which is as you would expect during the primary

phases of a triaxial compression experiment. Modelled velocities are represented by

solid and dashed lines. Model crack-free parameters were taken as Eo ¼ 85 GPa and

mo ¼ 0:25. Data and model velocities fit well. The orientation of the crack fabric is first

vertical and then appears to continuously diminish: at 617MPa, the mean crack fabric

dip is only 78� with respect to horizontal, while the crack density increased to 0.44.

The inversion, although poorly constrained (only P -waves), is stable and coherent.

The P -wave anisotropy pattern is well reproduced. Figure 9b delineates the evolution
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of shear stress and crack density with time. The system was loaded using Acoustic

Emission (AE) feedback (see THOMPSON et al., this issue) and one can see that, at first,

crack density increased linearly with time. As the system was unloaded, crack density

started decreasing, indicating that vertical cracks were closing due to diminishing

shear stress. One can see the clear correlation between the two curves. The overall final

crack fabric orientation (78�) is in agreement with AE locations, which enabled

geophysical imaging of the fracture as it slowly propagated. Although it seems clear

that the assumption of homogeneous damage was no longer valid at the end of the

test, the inversion continuously output reasonable and physically interpretable results.

4. Discussion and Conclusions

We finally compare our model to that of a numerical simulation of damage

evolution using the Particle Flow Code in 3 Dimensions (Itasca Consulting Group).

First, a laboratory study was conducted in which a 50 mm cubic sample of

Crossland Hill sandstone was subjected to true triaxial loading with velocity

measurements taken parallel to each of the principal stress directions. The

experiment was performed at Imperial College London (KING, 2002) and then

simulated with a distinct element modelling approach using PFC3D. In the

numerical experiment, the sample of Crossland Hill sandstone was simulated by an

assemblage of 20,000 spherical particles closely packed and bonded together at

points of contact. Particle stiffnesses and bond strengths were set such that the

macro stiffness and strength of the model matched that of the actual rock. The

numerical model and the actual rock sample were both subjected to two episodes of

hydrostatic loading up to 100 MPa and then deviatoric loadings. Results of the

numerical and laboratory study can be found in HAZZARD and YOUNG (2004). The

model was fully dynamic so that changes in wave velocities can be measured with

changes in stress. The number of ’cracks’ in the model was then directly counted.

Figure 10 compares the crack densities calculated from measured velocities and

using equations (2)–(3), compared with the crack densities calculated by directly

counting the number of cracks (or broken bonds) in the numerical assemblage. To

arrive at the curve for ’direct counting’, all cracks were assumed to be closed at 100

MPa hydrostatic stress and the number of particle-particle contacts and bonds

Figure 9

a) Modelled (lines) and data (symbols) P -wave evolution as a function of shear stress and raypath angle in

Westerly granite (THOMPSON et al., 2006). Experiment was performed at Pc ¼ 50 MPa confining pressure

in dry conditions. Model crack-free parameters were taken as E ¼ 85 GPa and m ¼ 0:25. Modelled crack

density and average crack fabric dip are marked on the legend. b) Shear stress and crack density evolutions

as a function of time.

b
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broken relative to this stress state were counted as cracks. Cracks were assumed to

have a radius equal to that of the particles. It is clear that there is a fairly good

match between the directly counted and calculated crack densities, which validates

the modelling. However, the direct counting seems to systematically overestimate

the crack density and the deviation between theoretical and numerical modelling

increases with increasing crack density. This is probably due to the fact the crack

radii are overestimated when taken as equal to the particle’s radius. Real fractures

also have shapes which are complex in detail, and this may be an additional reason

for the differences shown in Figure 10. This may also reflect the fact that the

material is no longer isotropic and that a Transversely Isotropic formulation might

have produced better results.

The main question that remains is that of the significance of the fit between the

laboratory or numerical and theoretical data. In general, this fit (e.g., in Fig. 5) is

excellent and clearly, P - and S-wave velocities will in general be smoothly varying

functions of the various parameters involved, in Figure 5a the effective confining

pressure for example. If this is the case, then we can expect to describe any such

curve with few parameters (i.e., the true empirical curve contains relatively few

degrees of freedom). If the true number of degrees of freedom in the model is

comparable to the true number of degrees of freedom in the data, then an excellent

Figure 10

Comparison between PFC model directly observed crack density (crack radii were taken as equal to

particles) and Kachanov’s model inversion results for Crossland sandstone (KING, 2002; HAZZARD and

YOUNG, 2004).
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fit will always be found - but this is not necessarily significant. However, only a

relatively good model which relies on good parameters will systematically output,

using an inverse method, a physically understandable and expected evolution of the

fitting parameters. In our case, the systematic decrease in crack density with

confining pressure illustrates a decrease in the crack’s apparent radii c as crack

density evolves with � c3. An increase in crack density also helps in quantifying

crack growth. This can also be interpreted as a variation of the crack surfaces

contact areas as cracks are being closed or opened, respectively. Even more so, the

recovered evolution of aspect ratio shows an exponentially decreasing aspect ratio

(and therefore aperture) with confining pressure which is also consistent with

current mechanical theories of crack closure (KASELOW and SHAPIRO, 2004). The

crack fabric orientations we recovered, when the rock was anisotropic, are also

consistent with in situ geophysical imaging.

In conclusion, by using a non-interactive crack effective medium theory as a

fundamental tool, it is possible to calculate the cracked rock dry and wet elastic

properties in terms of a crack density tensor, average crack aspect ratio and mean

crack fabric orientation using the solid grains and fluid elastic properties solely.

Using the same method, both the anisotropy and shear-wave splitting of elastic

waves can be derived. Two simple crack distributions have been considered for which

the predicted anisotropy depends strongly on the saturation, reaching 60% in the dry

case.

In the isotropic case, KACHANOV’s (1994) model was used to invert elastic

wave velocities and infer both crack density and aspect ratio evolutions. Inversion

results were coherent in terms of crack density and aperture evolutions. A

systematic decrease in crack density with confining pressure illustrated a decrease

in the crack’s apparent radii c. An increase in crack density can facilitate the

precise quantification of crack growth (FORTIN et al., 2006). Using such an

inversion tool opens the door in linking elastic propertie’s variations to

permeability, as pointed out GUÉGUEN and SCHUBNEL (2003) or BENSON et al.

2006.

Inversion results agreed very well with the data and were consistent with the

microstructure of the different rocks investigated here. That the theoretical curves

in Figures 5a and 7a so closely follow the minor fluctuations in the empirical data

curves might also suggest that the data are being overfitted. Obviously, if the first

step in verifying a theoretical model is to compare it directly to data, a logical next

step would be to perform a variance, covariance analysis in order to more reliably

assess what the fit between data and model really means. It needs to be pointed out

that for crack densities larger than 0:5, the predictions of the model are less

accurate but would nevertheless remain within the same physical trend, which is a

major difference with the Self-Consistent method (O’CONNELL and BUDIANSKY,

1975). A natural extension of this work would be to incorporate inversion of

Vol. 163, 2006 Damage, Saturation and Anisotropy in Cracked Rocks 969



porosity into the model. Unfortunately, such extensive laboratory data is very rare

in the literature.
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Appendix I

Elastic Deformation of a Single Penny-shaped Crack

For a single penny-shaped crack under a uniform normal load p or shear stress s,
the elastic normal and shear displacements of the crack surfaces are not equal (and

thus there can be a non-collinearity between the stress and displacement vectors).

Such elastic displacements hbi can be written respectively as (KACHANOV, 1994):

hbi ¼
hbni ¼ 16ð1�m2Þc

3pE p

hbsi ¼ 16ð1�m2Þc
3pð1�m=2ÞE s

8><
>: ð12Þ

where c is the crack radius, E and m the matrix YOUNG’s modulus and Poisson ratio

respectively. In the case of a crack filled up with fluid, an applied stress on the crack

surface will generate a pore pressure variation Dpf . Considering the crack aspect

ratio f ¼ w=c, and assuming that w � c, the volume variation of the crack is mainly

related to a change in its aperture. Thus the total traction applied on the crack

surface is n:r:nþ Dpf . From equation (12), one obtains:

hDbni ¼ 16ð1� m2Þc
3pE

ðn 	 r 	 nþ Dpf Þ: ð13Þ

Considering that the fluid mass is constant, the variation in fluid density, volume and

aperture are linked:
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D.
.o

¼ �DV
Vo

¼ �hDwi
hwi ¼ � hDbni

hwi : ð14Þ

Remembering that Dpf ¼ �Kf
D.
.o
, the crack normal compliance BN is such that

(KACHANOV, 1994):

BN

BT
¼ 1� m0

2

� � d
1þ d

; ð15Þ

where d is given by equation (5) of the main text.
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SCHUBNEL A., FORTIN, J., BURLINI L., and GUÉGUEN, Y. (2005), Damage and recovery of calcite rocks

deformed in the cataclastic regime. In Geological Society of London special publications on High Strain

Zones (eds. by Bruhn, D. and Burlini, L.) 245, 203–221.

SIMMONS, G. and BRACE, W.F. (1965), Comparison of static and dynamic measurements of compressibility of

rocks, JGR 70, 5649–5656.

SIMMONS, G., TODD, T., and BALRIDGE, W.S. (1975), Toward a quantitative relationship between elastic

properties and cracks in low porosity rocks, AM. J. Sci. 275, 318–345.

972 A. Schubnel et al. Pure appl. geophys.,



SOGA, N., MIZUTANI, H., SPETZLER, H. and MARTIN, R. J. III. (1978),The effect of dilatancy on velocity

anisotropy in Westerly Granite, JGR 83, 4451–4458.

STANCHITS, S., VINCIGUERRA, S., and DRESEN, G. (2006), Ultrasonic velocities, acoustic emission

characteristics and crack damage of basalt and granite, Pure Appl. Geophys. this issue.

THOMPSON, B.D., YOUNG, R.P., and LOCKNER D.A. (2006), Observations of fracture in Westerly granite

under AE feedback and constant strain rate loading: Nucleation, quasi-static propagation, and the

transition to unstable fracture propagation, Pure Appl. Geophys. this issue.

VOLTI, T. and CRAMPIN, S. (2003), A four-year study of shear-wave splitting in Iceland: 2. Temporal

changes before earthquakes and volcanic eruptions. In Geological Society of London special

publications on New Insights into Structural Interpretation and Modelling (ed. Nieuwland, D.A.)

212, 135–149.

WALSH, J.B. (1965), The effect of cracks on the compressibility of rock, JGR 70, 381–389.

ZAMORA, M., PEZZARD, P.A., and ITO, H. (1999), Anisotropy of elastic properties of granites from the

Hirabayashi borehole, Japan, internal note, GSJ/USGS.

(Received May 4, 2005, revised October 28, 2005, accepted October 29, 2005)

To access this journal online:

http://www.birkhauser.ch

Vol. 163, 2006 Damage, Saturation and Anisotropy in Cracked Rocks 973



Ultrasonic Velocities, Acoustic Emission Characteristics and Crack

Damage of Basalt and Granite

SERGEI STANCHITS,1 SERGIO VINCIGUERRA,2 and GEORG DRESEN
1

Abstract—Acoustic emissions (AE), compressional (P), shear (S) wave velocities, and volumetric

strain of Etna basalt and Aue granite were measured simultaneously during triaxial compression tests.

Deformation-induced AE activity and velocity changes were monitored using twelve P-wave sensors and

eight orthogonally polarized S-wave piezoelectric sensors; volumetric strain was measured using two pairs

of orthogonal strain gages glued directly to the rock surface. P-wave velocity in basalt is about 3 km/s at

atmospheric pressure, but increases by > 50% when the hydrostatic pressure is increased to 120 MPa. In

granite samples initial P-wave velocity is 5 km/s and increases with pressure by < 20%. The pressure-

induced changes of elastic wave speed indicate dominantly compliant low-aspect ratio pores in both

materials, in addition Etna basalt also contains high-aspect ratio voids. In triaxial loading, stress-induced

anisotropy of P-wave velocities was significantly higher for basalt than for granite, with vertical velocity

components being faster than horizontal velocities. However, with increasing axial load, horizontal

velocities show a small increase for basalt but a significant decrease for granite. Using first motion polarity

we determined AE source types generated during triaxial loading of the samples. With increasing

differential stress AE activity in granite and basalt increased with a significant contribution of tensile

events. Close to failure the relative contribution of tensile events and horizontal wave velocities decreased

significantly. A concomitant increase of double-couple events indicating shear, suggests shear cracks

linking previously formed tensile cracks.

Key words: Acoustic emission, ultrasonic velocity, fracture, rock.

1. Introduction

The physical properties of rocks such as elastic constants and the speed of

elastic waves are affected significantly by the volume, distribution and shape of

the rock pore space (WALSH, 1965a; O’CONNELL and BUDIANSKY, 1974; PATERSON

and WONG, 2005). In particular, it is well known that elastic wave velocities P

and S may be reduced substantially in the presence of thin cracks (e.g., HADLEY,

1976). In a stressed rock volume, tensile cracks open preferentially normal to the
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maximum compressive stress direction (TAPPONNIER and BRACE, 1976; RECHES

and LOCKNER, 1994) resulting in an anisotropy of the elastic wave velocities. The

speed of waves propagating in the direction normal to the planes of preferred

crack orientation is more significantly decreased than the speed of waves

travelling parallel to the crack planes (NUR, 1971; BONNER, 1974; LOCKNER

et al., 1977; SCHUBNEL et al., 2003). Assuming transverse isotropy observed elastic

wave speeds may be used to estimate the respective anisotropic elastic constants

and crack damage (MAVKO et al., 1998; SOGA et al., 1978; AYLING et al., 1995;

SCHUBNEL et al., 2003). HADLEY (1976) observed a significant decrease of P -wave
and S-wave speeds and comparable changes in velocity ratios with increasing

dilatancy in both Westerly granite and San Marcos gabbro. Upon unloading,

plots of velocities versus volumetric strain showed a hysteresis with lower

velocities during unloading. In general, the experimental studies show that wave

velocities increase with increasing confining pressure and decrease with increasing

deviatoric stresses; both observations have been related to the pressure-induced

closure and stress-induced opening of narrow cracks (e.g., GUEGUEN and

PALCIAUSKAS, 1994; PATERSON and WONG, 2005).

Mount Etna with its diameter of 40 km and its height of � 3300 m is the largest

volcano in Europe, characterized by mostly effusive eruptions constituting a major

natural hazard for human settlements in the Etna region. Overpressured magma

stored in shallow reservoirs and time-dependent failure of the country rock, induce

bursts of seismic activity and episodes of ground deformations that occur from years

to months before a new major eruption. Recent pre-eruptive stages have been closely

monitored by using both ground deformation and seismic arrays (CASTELLANO et al.,

1993; FERRUCCI et al., 1993; BRIOLE et al., 1990; BONACCORSO et al., 1990). The

observations have been related to increasing damage and a changing stress field

within the volcanic edifice largely consisting of basalt. However, the mechanical

behavior of Etna basalt and the effect of deviatoric stresses on crack damage and

elastic wave velocities are not well understood. Previous laboratory measurements of

P-wave and S-wave velocities were solely performed at hydrostatic pressures up to

80 MPa and indicate that Etna basalt contains substantial crack damage (VINCIG-

UERRA et al., 2005). Crack densities inverted from velocity measurements at

increasing pressure (BENSON et al., 2006; SCHUBNEL et al., this issue), manifest a

progressive closure of the cracks.

Here we combine laboratory measurements of elastic wave velocities (P and S) at
varying confining pressures up to 120 MPa and under deviatoric stresses increased to

sample failure with an analysis of acoustic emissions (AE) recorded during the

experiments. We determined the location and AE source types in experiments

performed on Etna basalt and Aue granite at identical loading conditions. Aue

granite was used as a reference material containing low initial crack damage and low

porosity. Anisotropic elastic constants, crack damage and crack types are estimated

from the data.
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2. Experimental Techniques

2.1 Sample Material and Testing Procedure

Experiments were performed on cores drilled from typical Etna basalt and on

granite samples from Aue, Germany. Etna basalt (EB) is a porphyritic alkali basalt

from Mount Etna, Italy, containing mm-sized phenocrysts of pyroxene, olivine and

feldspar in a fine-grained groundmass. Initial density is 2:86� 0:01 g/cm3 and

porosity is 2:1� 0:1%. The granite has an initial density of 2.62 g/cm3 and an initial

porosity of 1.3%. Mineral composition of granite contains 30% quartz, 40%

plagioclase, 20% potassium feldspar and 10% mica (ZANG et al., 2000). The grain

size ranges from 0.9 mm to 1.8 mm with an average value of 1.3 mm (Fig. 1).

Microstructure analysis of undeformed Aue granite yielded crack densities in the

range of 0.3–0.6 mm)1 (JANSSEN et al., 2001). No data exist for the Etna basalt,

however, the block from which samples were cored contains abundant mm- to cm-

scale cracks that possibly result from rapid cooling (VINCIGUERRA et al., 2005).

Cylindrical samples of Etna basalt and Aue granite with a diameter of 50 mm and

100 mm in length were subjected to two types of loading: All samples were first

subjected to hydrostatic pressure ðr1 ¼ r2 ¼ r3Þ increasing from 5 MPa up to

120 MPa and subsequently decreasing to 60 MPa. Pressure changes were performed

at a rate of 1.5 MPa per minute. Subsequently, an axial stress was applied to the

specimens. The samples were subjected to three stress cycles at decreasing confining

pressures of 60, 40 and 20 MPa, respectively, in a servo-controlled 4600 kN MTS

loading frame (Fig. 2a). At the lower confining pressures, samples were loaded until

catastrophic failure occurred.

Volumetric strain was estimated using two pairs of strain gages glued directly

onto the sample surface. The strain gages were oriented parallel to the sample axis

(e1) and in a circumferential direction (e3) (Fig. 3). Volumetric strain D was

calculated using: D ¼ e1 þ 2e3. Axial strain e1 was calculated using the average values

of the two vertically oriented strain gages. Compaction is indicated by D > 0 and

dilatancy by D < 0.

Axial loading rate was servo-controlled using the AE rate recorded by a

piezoceramic sensor attached to the sample. For AE rates below a defined trigger

level, the displacement rate was set to 0.02 mm/min. When the AE rate exceeds the

trigger level the displacement rate is decreased significantly to about 10)10 mm/min.

The threshold level of the rate control sensor allowed variation of the speed of fault

propagation by three orders of magnitude, i.e., from mm/s in fixed displacement rate

tests to lm/s in AE rate-controlled tests.

2.2. Velocity and Acoustic Emission Monitoring

AE activity and velocity changes were monitored by twelve P -wave and eight

S-wave piezoelectric sensors either embedded in the pistons or glued to the sample
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surface and sealed in a Neoprene jacket using two-component epoxy (Fig. 2b).

P -wave velocities were measured parallel (PV ) and normal (PH ) to the loading

direction. To analyze stress-induced shear-wave splitting, we installed four S-wave

piezoelectric sensors polarized in the vertical direction (SHV ) and horizontal direction

Figure 2

Experimental setup. (a) MTS loading frame with 200 MPa pressure vessel. (b) Cylindrical specimen

encapsulated in rubber jacket with P and S sensors glued directly to the sample surface. For velocity

measurements parallel to sample axis, two P sensors were embedded in upper and lower endcaps.

Figure 1

Optical micrograph (crossed polars) of Etna basalt (a) and Aue granite (b). Note array of mm-scale cracks

in basalt.
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(SHH ), respectively. The first index on P and S indicates wave propagation direction

and the second index on S indicates the plane of polarization. The piezoelectric

sensors were manufactured at the GFZ and tested at confining pressures up to

200 MPa. P - and S-wave sensors were produced from PZT piezoceramic discs with

5 mm diameter and 1 mm thickness and square shape piezoceramic plates

5
 5
 1 mm, respectively. The thickness and diameter-related resonant frequencies

of the P -wave sensors are about 2 MHz and 500 KHz, respectively.

Transducer signals are amplified by 40 dB using Physical Acoustic Corporation

(PAC) preamplifiers equipped with 100 kHz high-pass filters. Full-waveform AE

data and the ultrasonic signals for P -wave velocity measurements are stored in a 12

channel transient recording system (PRÖKEL, Germany) with an amplitude

resolution of 16 bit at 10 MHz sampling rate. S-wave sensors were connected to a

separate transient recorder (KRENZ, Germany, 10 bit amplitude resolution,

10 MHz sampling rate) (Fig. 4). For periodic elastic wave speed measurements we

used six P -sensors and four S-sensors as senders applying 100 V pulses every 30–

40 seconds during loading. Ultrasonic transmissions and AE waveforms were

discriminated automatically after the experiments.

The AE recording system is equipped with a 6 Gb memory buffer for temporary

storage during the experiments that allows recording of digitized waveforms of 256

thousand AE signals with a length of about 100 ls. Continuous AE recording with

zero dead time between consecutive signals is possible. For AE hypocenter location,

P -wave onset time is picked automatically using different criteria including Akaike’s

Figure 3

Projected sample surface showing position of 20 ultrasonic sensors and 4 strain gages installation (Z is

sample axis). PH and PV are piezoelectric sensors measuring P-wave velocity in horizontal and vertical

directions. SHH are shear sensors polarized in horizontal direction, SHV are shear sensors polarized in

vertical direction.
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information criterion (LEONARD and KINNETT 1999). An automatic minimization

procedure of travel-time residuals was used to exclude noisy channels and decide for

the preferred onset time criterion. Hypocenter locations were estimated using a

downhill simplex algorithm (NELDER and MEAD, 1965) considering time-dependent

changes of the anisotropic velocity field. We estimate the AE location accuracy to be

2.5 mm. First motion amplitudes were picked automatically and first motion

polarities were used to discriminate AE source types in tensile, shear and collapse

events (ZANG et al., 1998).

3. Experimental Results

3.1. Hydrostatic Loading

Compaction of the basalt samples at 120 MPa pressure is � 0.8% and about

twice that of the granite samples ðD � 0:4%Þ. With increasing pressure the elastic

wave speeds P and S increased (Figs. 5a-f). The maximum difference in wave speeds

in different directions was <2% and close to experimental error. Therefore we

Figure 4

Block diagram of experimental setup to monitor acoustic emission activity and ultrasonic transmission.
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consider the velocity field to be isotropic. Horizontal P -wave velocities (PH ) and the

S-wave components (SHH and SHV ) were averaged from five and two horizontal

traces, respectively. In granite, P - and S-wave velocities approach maximum values

of about 6 km/s and 3.7 km/s with increasing pressure and compaction of the sample

(Fig. 5). However, in basalt velocities show a continuous increase with pressure up to

120 MPa. With increasingly confining pressure, P -wave velocities in basalt increased

by about 50% (from 3.1 to 4.8 km/s), however in granite P -wave speeds increased

only by about 18% (from 5.05 to 5.94 km/s).

Significant AE activity was observed during compaction of the basalt and granite

samples starting at relatively small volumetric strains of 0.1–0.2%. AE hypocenter

distribution is almost random, suggesting that compaction is relatively homoge-

neous. The relative source type distribution reveals a dominance of pore collapse (C-

type) sources and about 20% double-couple (S-type) shear events. The contribution

of shear type events during compaction is higher in basalt than in granite, in

particular at low volumetric strain. AE activity, AE source types and the hysteresis in

the plot of confining pressure versus volumetric strain all indicate that crack closure

during hydrostatic loading is not purely elastic but produces some irreversible

deformation (Fig. 5).

Figure 5

Plot of confining pressure, elastic velocities, cumulative AE number and AE types versus volumetric strain

during hydrostatic loading of Etna basalt EB5 and Aue granite Ag75. Volumetric strain was calculated as

D ¼ e1 þ 2e3 , where e1 and e3 are axial and horizontal components of the strain measured during the

experiment. Separation of tensile, shear and collapse types of AEs was performed using AE first motion

polarity analysis. Estimated error of velocity measurements corresponds approximately to the size of

symbols on plots b) and e).
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3.2. Axial Compression Testing

The basalt and granite specimens were subjected to increasing stresses in three

consecutive cycles at decreasing confining pressures of 60 MPa, 40 MPa and 20 MPa.

The first two cycles were interrupted at differential stresses of about 500 MPa and axial

strains between 0.7% – 0.8%. During the third cycle the specimens were loaded to

failure. With increasing axial stress and strain, basalt and granite samples show initial

overall compaction, but at smaller confining pressures and at axial strains e1 > 0:7%

dilatant cracking becomes increasingly important dD
de1

<0
� �

(Fig. 8a). Maximum

compaction of the basalt samples reached during each load cycle decreases with

decreasing confining pressure but always remains higher than for granite.

At all confining pressures P - and S-wave velocities in basalt and granite manifest

significant anisotropy (Figs 6–8). In general, PV -wave speeds are higher than PH –

velocities, and S-waves show acoustic birefringence (NUR, 1971; BONNER, 1974;

HADLEY, 1975; LOCKNER et al., 1977) with SHV always being faster than SHH . We

define anisotropy and birefringence as AP ¼ ðPV �PH Þ
PV

and BS ¼ ðSHV �SHH Þ
SHV

, respectively.

P -wave anisotropy and S-wave birefringence increase with increasing axial stress and

Figure 6

Plot of volumetric strain, elastic velocities, P-wave anisotropy, S-wave birefringence, cumulative AE

number and AE source types versus axial strain during loading of Etna basalt EB5 and granite Ag75 at

60 MPa confining pressure (see text for details).
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axial strain and as samples approach failure. These observations suggest that stress-

induced cracks are mainly vertically oriented with crack plane normal directions

defining a zone perpendicular to the axial stress direction. However, changes in wave

speeds are significantly more pronounced in basalt than in granite. With increasing

stress and axial strain, P -wave anisotropy and S-wave birefringence exhibit different
behavior in basalt and granite (Figs. 6–8). For example, at all confining pressures

and at low stresses, anisotropy and birefringence increase more rapidly in basalt than

in granite. However, at elevated stresses and larger axial strain, anisotropy increases

more strongly in granite than in basalt.

Acoustic emission activity during loading cycles shows a pronounced Kaiser effect

(HOLCOMB, 1993) (Figs. 6–8). For granite, the onset of AE activity is associated with a

change in the slope ofPH andSHH velocities versus axial strain (Figs. 6h–8h). The effect

is less pronounced for basalt (Figs. 6d–8d). Acoustic emission source types are

distinctly different from those found at hydrostatic compaction (Fig. 5). With

increasing axial stress and decreasing confining pressure, T-type events are dominant

in both basalt and granite specimens. Close to failure, however, double-couple S-type

events become increasingly important. The contribution of C-type events related to

Figure 7

Plot of volumetric strain, elastic velocities, P-wave anisotropy, S-wave birefringence, cumulative AE

number and AE types versus axial strain during loading of Etna basalt EB5 and granite Ag75 at 40 MPa

confining pressure (see text for details).
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collapsing pore space in basalt during loading at 40 and 60 MPa is 10%–20%, and <

5% in granite.

4. Discussion

4.1. Hydrostatic Compaction of Basalt and Granite

The effective dynamic and static elastic Young’s modulus Eeff , bulk modulus Keff

and the Poisson ratio meff of basalt and granite increase with increasing pressure

(Fig. 9) and show a hysteresis when pressure is released. The dynamic moduli are

estimated using the equations:

meff ¼ P
S

� �2

� 2

" #,
P
S

� �2

� 1

" #
; ð1Þ

Keff ¼ q P 2 � 4

3
S2

� �
; ð2Þ

Figure 8

Plot of volumetric strain, elastic velocities, P-wave anisotropy, S-wave birefringence, cumulative AE

number and AE types versus axial strain during loading of Etna basalt EB5 and granite Ag75 at 20 MPa

confining pressure. The sample was loaded up to failure (see text for details).
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Eeff ¼ 3Keff 1� 2meff
	 


; ð3Þ
where q is density and P, S are average P-wave and S-wave speeds. The static bulk

modulus was also estimated from the change of volumetric strain dD with increasing

pressure dPc:

Keff ¼ dPC
dD

: ð4Þ

Figure 9

Effective Poisson ratio, Young’s modulus and bulk modulus, calculated from elastic wave velocities

(dynamic parameters) and mechanical measurements (static parameters) during hydrostatic loading of

Basalt Eb5 and Granite Ag75. Samples were first pressurized to 120 MPa and then pressure was reduced to

60 MPa.
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The elastic moduli are somewhat higher when estimated during unloading than

during loading. This corresponds to a small hysteresis of the wave speed versus

volumetric strain relation between loading and unloading. In contrast to loading

cycles at differential stress (see below, HADLEY, 1975) velocities remain slightly higher

during unloading. Compaction of the basalt and granite samples with increasing

hydrostatic pressure is associated with high AE activity and dominantly C- and S-

type AE sources. This suggests that compaction of the samples involves irreversible

pore collapse and frictional sliding along pre-existing defects.

For the same sample at similar pressures, static bulk moduli are smaller and show

a larger hysteresis with increasing and decreasing confining pressure than the

dynamic moduli. Static bulk moduli of dry rocks are often found to be lower than

dynamic values although the effect is not well understood (SIMMONS and BRACE,

1965; KING, 1969; CHENG and JOHNSTON, 1981). Often the observed difference

between static and dynamic moduli decreases with increasing pressure and is

commonly attributed to the presence of cracks. Possibly, larger strain amplitudes for

static measurements may produce inelastic effects that are not observed during

dynamic measurements (DRESEN and GUEGUEN, 2004). For example, irreversible

mechanical compaction and interlocking of crack faces may explain the observed

hysteresis of velocities and elastic moduli between loading and unloading cycles

(WALSH, 1965b). Deformation of crack asperities and the effect of frictional contacts

may differ significantly for strains that are several orders of magnitude larger for

static compared to dynamic measurements.

At elevated confining pressure > 80 MPa the bulk modulus for granite remains

almost unchanged, but for basalt Keff continues to increase almost linearly with

pressure, suggesting that low aspect ratio cracks contribute significantly to the basalt

total porosity. The effective compressibility of a rock is mostly affected by compliant

cracks and less by stiff spherical pores (WALSH, 1965a). To estimate the contribution of

crack porosity to the bulk porosity estimated using Archimedes method we use the

approach of WALSH (1965a). The initial crack porosity is estimated graphically

(Fig. 10). In granite, the crack porosity (0.07%) is approximately 20 times smaller than

the total unconnected porosity (1.3%). In basalt the compliant crack porosity (0.46%)

is approximately only 5 times smaller than the total porosity (2.1%). The contribution

of crack porosity to the total porosity is significantly larger for basalt than for granite,

which is in agreement with preliminary microstructure observations. Granite contains

predominantly intergranular cracks. Etna basalt contains abundant long and thin

cracks that formed during rapid cooling and spheroidal pores possibly produced from

lava degassing (Fig. 1). However, the effect of these spheroidal pores on the bulk

modulus is probably subordinate; for example, a total porosity of 2.1% contained in

spherical pores reduces the bulk modulus by < 5% (WALSH, 1965a).

Background crack densities estimated from the microstructure at atmospheric

pressure only exist for undeformed Aue granite (JANSSEN et al., 2001), ranging

between 0.3–0.6 mm)1. However, to assess decreasing crack density with increasing
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confining pressure we compare the results from Walsh’s mechanical crack closure

model with crack densities predicted from seismic velocities using self-consistent

theory. The studies of WALSH (1965a,b) and O’CONNELL and BUDIANSKY (1974)

analyze the effect of cracks on the elastic properties of rocks. A central assumption in

both models is that crack density is low, crack interaction may largely be neglected

and crack distribution in the rock is isotropic. The density of low aspect ratio cracks

is defined as:

C ¼ Nhci3: ð5Þ
N is the number of cracks per unit volume and hci is the mean crack radius. Crack

density may be estimated using mechanical closure data or wave speeds from the

equation (WALSH, 1965a):

C ¼ 9

16

1� 2m0ð Þ
1� m20
	 
 K0

Keff
� 1

� �
; ð6Þ

where K0 and m0 are the bulk modulus and Poisson ratio of the crack-free rock,

respectively. In the self-consistent model of O’CONNELL and BUDIANSKY (1974) it is

assumed that the cracks are contained in a cracked matrix with as-yet-unknown

effective elastic properties. Crack density may then be estimated from the effective

bulk modulus and Poisson ratio:

C ¼ 9

16

1� 2meff
	 

1� m2eff

� � 1� Keff

K0

� �
: ð7Þ

Figure 10

Hydrostats of Basalt Eb5 and Granite Ag75. Crack porosity was estimated graphically (WALSH, 1965a);

for granite the crack porosity is 0.07% compared to 1.3% total porosity, for basalt the crack porosity is

0.46% compared to 2.1% total porosity.
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For comparison we also apply the model of SOGA et al. (1978) to invert crack

densities from the velocity data. This model is largely based on the numerical

calculation of effective elastic constants of a cracked solid by ANDERSON et al. (1974).

For an isotropic material, P-wave velocities are related to the crack density by the

relation:

C ¼ 1� P
P0

� �2
" #.

a1 þ 2a2ð Þ: ð8Þ

P0 is the P-wave velocity of the crack-free rock and the coefficients a1 = 1.452 and

a2 = 0.192 are taken from SOGA et al. (1978).

Maximum velocities P0 and S0 of the crack-free and fully dense materials are not

known. We assume P0 and S0 exceed by 5% the maximum vertical components of

velocities registered in our experiments (PV and SHV). For basalt P0b = 5.9 km/s;

S0b = 3.29 km/s and for granite P0g = 6.34 km/s; S0g = 3.88 km/s. Equations (1)–

(2) give v0b = 0.27 and K0b = 58.3 GPa for basalt and v0g = 0.2 and K0g =

52.7 GPa for granite.

Crack densities are predicted to decrease with increasing confining pressure. In all

models, the estimated crack density of basalt is significantly higher than that of

granite. At confining pressures > 20 MPa, there is very good agreement between the

model predictions for granite (Fig. 11). For basalt at elevated pressures, the

agreement is fair, but at pressures < 80 MPa and crack densities > 0:3 the Walsh

model deviates more strongly from other models and predicts considerably higher

crack densities than self-consistent and SOGA et al. (1978) models. At low pressures,

the crack porosity of basalt is > 6
 higher than of granite (Fig. 10), rendering the

model assumption of a dilute concentration of non-interacting cracks invalid. The

self-consistent approach of O’CONNELL and BUDIANSKY (1974) may account for

limited interaction between individual cracks, resulting in predictions that are

possibly more accurate towards low confining pressures and elevated crack densities.

The approach of SOGA et al. (1978) predicts crack densities very similar to the self-

consistent model.

4.2. The Effect of Cyclic Stress on Elastic Properties of Basalt and Granite

A wealth of studies exists investigating the effect of differential stress on the

elastic properties of dry rock (e.g., PATERSON and WONG, 2005; SCHUBNEL et al., this

issue). In general, stress-induced anisotropy of the crack orientation distribution and

the P-wave anisotropy and acoustic birefringence of S-waves are observed to increase

with increasing differential stress extending to rock failure (BONNER, 1974; HADLEY,

1975; WINKLER and MURPHY, 1995). This study illustrates that P-wave anisotropy

AP and S-wave birefringence BS increase with increasing axial strain and decreasing

confining pressure. Close to failure AP and BS attain values of 40% and 12%,
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respectively for basalt, and 35% and 20%, respectively for granite. However, a

striking observation of this study is that changes in P-wave anisotropy and S-wave

birefringence with increasing strain, differ significantly for basalt and granite (Figs.

6–8). For basalt, AP and BS increase much more rapidly at low stresses and axial

strains than for granite that shows a different behavior, i.e., a significant increase of

AP and BS at elevated stresses. At 20 MPa confining pressure and close to failure, P-

wave anisotropy in basalt shows a rapid increase.

We attribute this behavior to the different crack microstructures of the starting

basalt and granite samples. In particular, basalt contains multiple mm-scale thin

cracks often associated with pyroxene inclusions. Closing of these cracks with

increasing pressure at hydrostatic conditions (Fig. 5) and with increasing mean and

axial stress (Figs. 6–8) produces significantly larger compaction of basalt compared

to granite. Development of a strong initial P-wave anisotropy in basalt is related to a

significant increase of the axial velocity PV compared to PH during initial loading

(Fig. 12a). This anisotropy may be due to differential crack closure parallel and

normal to the compression direction. However, for granite increasing anisotropy is

Figure 11

Crack densities of basalt sample Eb5 (a) and granite sample Ag75 (b) inverted from elastic wave velocities

and from crack closure data vs. confining pressure. Open circles — predictions of WALSH (1965a); solid

circles — model of SOGA et al. (1978), open triangles —self-consistent approximation of O’CONNELL and

BUDIANSKY (1974). Model predictions for crack density in granite are in good agreement at pressures >

20 MPa; for basalt model predictions deviate significantly at pressures < 80 MPa and crack densities >

0.3.
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rather related to a decrease of the horizontal velocity PH (Fig. 12c). This is due to an

increasing density of dilatant cracks, with planes oriented parallel to the compression

direction.

The development of an anisotropic crack orientation distribution with increasing

stress and axial strain is also shown by the evolution of the crack density parameter.

We applied the model of SOGA et al. (1978) to invert C from the velocity data using

the equations:

CH ¼ a1 � a2ð Þ þ a2
PV
P0

� �2

� a1
PH
P0

� �2
" #.

a21 þ a1a2 � 2a22
	 


; ð9aÞ

CV ¼ a1 � a2 � a1 þ a2ð Þ PV
P0

� �2

þ 2a2
PH
P0

� �2
" #.

a21 þ a1a2 � 2a22
	 


: ð9bÞ

The crack density parameters CH and CV refer to the densities of cracks, with planes

oriented respectively parallel and perpendicular to the compression direction z, a1
and a2 are as in equation (8).

For basalt, crack densities CH and CV decrease with increasing axial strain except

close to failure at 20 MPa confining pressure (Fig. 12b). The density of cracks, with

crack planes oriented parallel to the compression direction (CH ), starts to increase

rapidly at axial strains > 0.8%. In granite, closure of cracks oriented perpendicular

to the compression axis is far less than in basalt (Fig. 12d). The SOGA et al. (1978)

model predicts increasing density of cracks oriented parallel to the compression axis

(CH ) with increasing stress at 60–20 MPa confining pressure.

The model results are in good qualitative agreement with the observed acoustic

emission activity and the distribution of AE source types during stress cycling. At 60

and 40 MPa pressure, AE activity in basalt is substantially less than in granite

(Figs. 6d, 6h–8d,8h), suggesting that compaction of basalt largely involves closure of

pre-existing cracks. At 40 MPa a significant increase of AP and CH is observed in

granite at an axial strain of about 0.6%, coinciding with a strong increase in AE-

activity (compare Figs. 7g, 7h, 12d). A similar observation holds for basalt and

granite close to failure. Distribution of AE source types during stress cycling is

different compared to the AE distribution during hydrostatic loading. Tensile AE

source types dominate in both materials during stress cycling. At elevated confining

pressure only basalt samples display C-type sources that may be related to collapsing

pore space. Close to failure we found a substantial increase of shear-type events

largely at the expense of tensile events.

The strong effect of stress cycling on P-wave anisotropy and S-wave birefringence

at low deviatoric stresses may be even more pronounced in the field compared to our

laboratory measurements, because effective elastic moduli scale with crack length

and aspect ratio (WALSH, 1965a). For example, it is conceivable that loading of the

Etna volcanic edifice by increasing magma pressure may result in pronounced
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P-wave anisotropy and shear-wave splitting. Our results suggest that during loading

anisotropy of elastic wave speeds may evolve before appreciable seismic activity

occurs.

5. Conclusions

We investigated the evolution of acoustic emissions activity, compressional and

shear-wave velocities, and volumetric strain of Etna basalt and Aue granite in

Figure 12

P wave velocity measured in horizontal (PH) and vertical (PV) direction during triaxial compression of

basalt Eb5 (a) and granite Ag75(c). Solid symbols — horizontal components, open symbols — vertical

components of P wave velocity, bold curve — P wave velocity measured during hydrostatic loading. Mean

stress was calculated as ðr1 þ 2r3Þ=3, where r1 is axial stress and r3 is confining pressure. Crack density C
was inverted using the model of SOGA et al. (1978) for Basalt Eb5 (b) and Granite Ag75 (d). CH (solid

symbols) is density of cracks, with planes oriented parallel to the vertical sample axis compression

direction, CV (open symbols) is the density of cracks, with planes oriented normal to the sample axis. Crack

densities shown in (b) and (d) were estimated by inversion of P- wave velocity measurements presented in

(a) and (c).
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hydrostatic and triaxial compression tests. With increasing hydrostatic pressure to

120 MPa, P-wave velocities in basalt increase by > 50% and by < 20% in

granite. In both materials compaction is associated with significant AE activity

suggesting irreversible closure of pore space. Analysis of source types reveals

dominantly C-type events indicating pore collapse. Compliant pore space present

in basalt is at least six times larger than in granite. Static moduli estimated during

hydrostatic compression are substantially lower than dynamic values. Static and

dynamic moduli evince a pronounced hysteresis during a pressure cycle. Crack

densities inverted from seismic velocities compare favourably with predictions

from mechanical closure models at pressures > 80 MPa, but deviate significantly

at lower pressures.

In triaxial compression experiments performed in pressure cycles at 20, 40,

60 MPa, pronounced P-wave anisotropies and shear-wave birefringence develop in

both materials, but are significantly stronger in basalt than in granite. Change in

ultrasonic wave speeds and evolution of anisotropy in basalt is more pronounced

than in granite, particularly at low confining pressures. With increasing differential

stress, AE activity in granite and basalt increased with a significant contribution of

tensile events. Close to failure the relative contribution of tensile events and the speed

of horizontally oriented elastic waves decreased. A concomitant increase of double-

couple events indicating shear, suggests shear cracks connect previously formed

tensile cracks.
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Fracture in Westerly Granite under AE Feedback and Constant Strain

Rate Loading: Nucleation, Quasi-static Propagation, and the

Transition to Unstable Fracture Propagation

BEN D. THOMPSON,1,2 R. PAUL YOUNG,2 and DAVID A. LOCKNER
3

Abstract—New observations of fracture nucleation are presented from three triaxial compression

experiments on intact samples of Westerly granite, using Acoustic Emission (AE) monitoring. By

conducting the tests under different loading conditions, the fracture process is demonstrated for quasi-

static fracture (under AE Feedback load), a slowly developing unstable fracture (loaded at a ‘slow’

constant strain rate of 2.5 · 10)6 /s) and an unstable fracture that develops near instantaneously (loaded at

a ‘fast’ constant strain rate of 5 · 10)5 /s). By recording a continuous ultrasonic waveform during the

critical period of fracture, the entire AE catalogue can be captured and the exact time of fracture defined.

Under constant strain loading, three stages are observed: (1) An initial nucleation or stable growth phase at

a rate of � 1.3 mm/s, (2) a sudden increase to a constant or slowly accelerating propagation speed of �
18 mm/s, and (3) unstable, accelerating propagation. In the � 100 ms before rupture, the high level of AE

activity (as seen on the continuous record) prevented the location of discrete AE events. A lower bound

estimate of the average propagation velocity (using the time-to-rupture and the existing fracture length)

suggests values of a few m/s. However from a low gain acoustic record, we infer that in the final few ms, the

fracture propagation speed increased to 175 m/s. These results demonstrate similarities between fracture

nucleation in intact rock and the nucleation of dynamic instabilities in stick slip experiments. It is suggested

that the ability to constrain the size of an evolving fracture provides a crucial tool in further understanding

the controls on fracture nucleation.

Key words: Shear-fracture, nucleation, earthquake, acoustic emission, rupture, granite.

1. Introduction

Shear failure of intact, brittle rock has long been experimentally investigated in

order to better understand the mechanical properties of heterogeneous materials. In

the case of earthquake physics, the presence of barriers or asperities is required on a

pre-existing fault plane to store elastic strain energy which upon failure, generate

strong motion seismic waves. The strength of these strong regions may approach that
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of the intact material (OHNAKA, 2003). RECHES (1999) proposed that slip nucleation

in earthquakes is analogous to rupture nucleation within an intact sample under

triaxial conditions, based on: i) Field observations of fracture geometry complexity in

fault zones, ii) partial or complete healing of crushed fault gouge at great depth, and

iii) high values of energy release rate during earthquakes. OHNAKA (2003) considered

earthquake rupture to be a mixed process of frictional slip failure and shear fracture

of intact rock.

Previous AE studies have proven extremely useful in understanding brittle failure

of rock. SCHOLZ (1968a) observed a temporal correlation between the onset of AE

and dilation in a sample under triaxial loading, confirming the interpretation of

BRACE et al. (1966) that dilation was caused by pervasive microcracking, primarily

oriented parallel to the maximum compressive principal stress, r1. Insights have been
provided into the nucleation phase of fracture, using AE source locations to map the

temporal and spatial evolution of fracture. LOCKNER et al. (1991, 1992) slowed

fracture to a quasi-static (stable) state using an AE feedback loading method,

described by TEREDA et al. (1984). In the LOCKNER et al. study, AE source locations

in granite were initially distributed uniformly throughout the sample, however close

to peak stress, a clustering of AE occurred, forming a nucleus, from which fracture

propagated as a process zone of intense activity. RECHES and LOCKNER (1994) and

MOORE and LOCKNER (1995) used these experimental results to show that faults

nucleate and propagate by the interaction of tensile microcracks. LEI et al. (2000)

used a fast acquisition system to capture AE during triaxial tests on three hornblende

schist samples under constant stress (creep) loading. In all tests, a fault nucleated

close to the top of the sample and propagated through to cause rupture. The process

zone is characterized as a region of intense tensile cracking, with the damaged fault

zone behind this region characterized by shear events. LEI et al. (2003) also

considered fracture initiation in samples with pre-existing planes of weakness. ZANG

et al. (2000) used asymmetric uniaxial loading to propagate shear fracture in Aue

granite. They examined fracture process zone characteristics using AE locations, and

used AE first motion polarity to demonstrate that the predominant AE mechanism

was shear-type cracking.

During periods of high AE activity, data sets collected using triggered AE systems

can be incomplete due to system saturation. A continuous ultrasonic waveform

acquisition system; the Giga RAM Recorder, has been developed to remove this

limitation with the capacity to record a 268 s segment of waveform data on 16

channels (sampled at 5 MHz), typically about a significant occurrence, i.e., fracture

of a sample. Discrete AE events are then extracted from this record, to provide the

complete AE catalogue. In addition, the continuous record itself provides an

extremely useful resource in terms of the timing of significant events in the

experimental process, as demonstrated during stick slip tests by THOMPSON et al.

(2005).
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Although previous tests have demonstrated the characteristics of fracture

nucleation in intact rock, the transition from nucleation to unstable fracture has

not been clearly shown. Here, new observations of fracture are presented, which

include a comparison of the nucleation of quasi-static and unstable fracture. Three

experiments were performed in which fracture was induced in samples of Westerly

granite under triaxial compression, using the same loading apparatus as LOCKNER

et al. (1991). Firstly, the original LOCKNER et al. (1991) experiment was repeated, in

which AE feedback loading was used to propagate a quasi-static fracture. Secondly,

in order to demonstrate the evolution of unstable fracture, and the effect of loading

rate on this process, two further tests were conducted under a relatively slow and a

fast constant strain rate to demonstrate the evolution of shear fracture through the

stages of nucleation, quasi-static (stable), and unstable propagation.

2. Experimental Procedure

2.1 Samples and Loading Conditions

Three triaxial compression tests are described featuring air-dried Westerly granite

(cylindrical) samples with diameter 76.2 mm and length 190.5 mm. Sample ends were

ground parallel to ± 0.05 mm. The grain size range of the samples is 0.05–2.2 mm,

and a detailed description of the texture and microcrack morphology of Westerly

granite can be found in MOORE and LOCKNER (1995). The samples were enclosed in a

polyurethane jacket of thickness 3.2 mm, to prevent the entry of confining oil.

Seventeen piezoelectric transducers were attached directly to the rock face with their

surfaces ground to fit the curvature of the sample.

Testing was conducted at 50 MPa confining stress, with axial load being

measured with an internal load cell to a precision of ± 0.02 MPa and axial

shortening of the sample column measured outside the pressure vessel with a DCDT

displacement transducer. In the first test, loading was controlled using an AE

feedback loop to observe quasi-static fracture. In the second and third tests load was

applied using constant piston displacement rates corresponding to constant axial

strain rates of 2.5 · 10)6/s and 5 · 10)5 /s. This was done to study the effect of

loading rate on the onset of unstable fracture. These three experiments are hereafter

referred to as the ‘AEF’ (AE Feedback), ‘SL’ (Slow Loaded) and ‘FL’ (Fast Loaded)

tests.

The AE Feedback load control method was described by TERADA et al. (1984)

and employed to provide AE source locations during quasi-static fracture propa-

gation by LOCKNER et al. (1991). For the AEF test described in this paper, the

procedure was software controlled. The AE rate was used to condition the computer-

supplied reference voltage controlling the axial strain rate. The load control system

was configured to maintain a constant rate of AE by reducing or reversing the axial
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load in response to increased AE activity, therefore enabling the sample to be failed

under quasi-static conditions. In the early stages of fracture propagation, rapid

decreases in deviatoric stress were required to maintain the quasi-static state of the

fracture. To facilitate this, axial load was controlled by a fast-acting hydraulic valve.

The system response was approximately 0.2 Hz. As will be shown, altering the

sensitivity of the AE feedback regime enabled the speed of fracture growth to be

controlled at rates between 13–50 mm/hour. The quasi-static fracture state was

maintained for approximately 14 hours.

2.2 Monitoring Acoustic Emission and Ultrasonic Velocities

The seventeen piezoelectric transducers used in the experiments had a radial

mode resonant frequency of 0.4 MHz. Thirteen of these transducers were used as AE

receivers, the remaining four were used as ultrasonic sources for velocity measure-

ments. Additional details of the transducer response characteristics can be found in

STANCHITS et al. (2003). The signal from the receivers passed through 40 dB external

pre-amplifiers (PAC model 1220A). In addition, the signals from two receivers were

split and also amplified using 20 dB amplifiers (within the Giga RAM Recorder) to

provide a lower gain record of the experiment. The waveforms recorded during the

SL test were observed to clip the ± 2.5 V amplitude scale during failure on the 20 dB

channels and so one receiver was used to record an un-amplified (0 dB) signal for the

FL test.

The Giga RAM Recorder, a novel AE acquisition system, enables recording of

continuous ultrasonic waveforms for a significant period of time. This system records

data on 16 channels, with two channels per acquisition card. Each acquisition card

contains 5 GB of Random Access Memory (RAM), in total the RAM buffer is

40 GB. Data is digitized at 14-bit resolution and the input voltage range is ± 2.5 V.

Data can be sampled between 2 and 40 MHz. Each board contains two 16 Kb First

In First Out (FIFO) memories for discrete, triggered data, and two 20 dB amplifiers.

The sampling frequency was 5 MHz for these experiments, providing a 268 s

segment of continuous waveform data on 16 channels. The 40 GB RAM acts as a

continuous circular buffer that can be ‘locked’ following the recording of a significant

event, i.e., fracture of the sample, and subsequently transferred to disk. The system

also records triggered data throughout testing, with identical parameters to the

continuous data. A triggered event was recorded if five or more waveforms had

amplitudes exceeding 100 mV in a 50 ls time window. Triggered events have a length

of 204.8 ls, and a maximum of 16 events per second was captured. In addition, the

number of AE per second was recorded throughout the experiment, this is termed the

AE ‘Hit’ count to distinguish between this and the numbers of triggered AE actually

recorded. Figure 1 shows a schematic diagram of the triaxial load configuration and

acquisition modes of the Giga RAM Recorder.

998 B.D. Thompson et al. Pure appl. geophys.,



Following each experiment, the continuous ultrasonic record is replayed and the

complete catalogue of discrete AE events is extracted using the trigger logic described

above. Advances in technology have led to rapid AE waveform acquisition systems

(LEI et al., 2000). However, we believe this to be the first system to record continuous

waveforms for significant time periods. The advantages of continuous waveform data

include: (1) no ‘mask’ time, (i.e., the periods of recording downtime occurring when

AE events are written to permanent storage), and (2) removal of the sampling bias

imposed by trigger levels.

For ultrasonic velocity measurements, the four designated transducers were

excited using a Panametrics (model 5072PR) pulse generator. A switch box rapidly

connects the pulse generator to each source transducer. Stacked velocity surveys took

1–2 s to complete, with coverage along 52 raypaths.

2.3 AE Processing

P-wave first arrival times are obtained using an automated picking routine (ASC,

2003) and used to calculate AE source locations using a Simplex method (NELDER and

MEAD, 1965). The residual difference between the measured and theoretical travel

time from the source location is calculated for each channel, and if the residual

exceeds 0.3 ls the channel is dropped from the location algorithm. Source locations

calculated using fewer than 7 arrivals are not considered in this study. A Transversely

Isotropic (TI) velocity structure was used in the location routine, defined by velocity

measurements made throughout the experiments. An estimate of the average source

Figure 1

Schematic diagram of the experimental setup, including the triaxial load configuration and acquisition

capabilities of the Giga RAM Recorder.
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location error on the samples’ surface is provided by location of the source

transducers used in velocity surveys to within ± 4 mm of their true location. PETTITT

(1998) theoretically considered the case of a cubic specimen (50 mm length) with

velocity 4000 m/s and an array of 12 receivers, sampled at 10 MHz. AE were

hypothetically located at the edge and in the center of the cube, and the location errors

were analyzed as a function of position within the sensor array. AE at the center of the

sample had between 25 and 50% smaller location errors than AE at the edge of the

sample. It is probable therefore that our ± 4 mm measured error on the sample edge

overestimates the location error within the sample by a similar amount.

2.4 b-values

The power-law frequency magnitude relationship is calculated using AE

magnitudes M, corresponding to the Gutenberg-Richter b-value relationship for

earthquakes (1):

Log NðMÞ ¼ a� bM ; ð1Þ
where N is the number of events greater than M, and a and b are constants. b is

estimated using the least-squares method. The AE magnitude M is calculated for

each located event as (2) and (3):

M ¼ log
Rn
m¼1ðWRMS:dmÞ

n

� �
; ð2Þ

WRMS ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Rx
i¼1 W

2
i

x

r
; ð3Þ

where n is the number of sensors and dm is the distance between receiver m and the

AE location. WRMS is the RMS waveform amplitude calculated on each receiver,

using the waveform amplitude Wi, averaged over x data points. In the Earth,

typically b ranges between 0.5 and 1.5 (VON SEGGERN, 1980).

3. Results

3.1 Mechanical Behavior

The mechanical data for the three tests are plotted in Figure 2. Figures 2a–c show

the deviatoric stress (r1-Pc) versus time with cumulative AE count plotted on the

secondary axis, for the AEF, the SL and FL experiments, respectively. Figure 2d

shows the deviatoric stress versus axial strain measurements for the three

experiments.

The AEF test (Fig. 2a) can be summarised as follows:

(Approximate times are given in minutes, exact timing in seconds)
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1) Initial loading under a constant strain rate of 1 · 10)5/s until approximately

390 MPa. From this point, the loading rate is moderated by the AE. The kink in

stress curve at 800 s occurred when a velocity survey interfered with the AE

feedback control. Such loading anomalies were subsequently avoided by

momentarily turning off the AE feedback control prior to velocity surveys.

2) At 182 minutes (10889 s) a deviatoric stress ‘plateau’ was reached (560 MPa).

3) Peak stress (564 MPa) was reached after 260 minutes (15579 s). There was then a

gradual stress drop to 559 MPa (18575 s).

4) The stress then drops at an approximate rate of 0.2 MPa per second to a minimum

of 504 MPa after 358 minutes (21500 s).

5) Between 731 minutes (43869 s) and 979 minutes (58765 s) a constant axial strain

of 0.0236 was maintained as the equipment was unattended.

6) The AE feedback control was restarted at 979 minutes (58765 s) and periodically

adjusted to increase the speed of fracture propagation.

7) Finally at 1132 minutes (67936 s) the AE Feedback regime was adjusted to

accelerate the fracture rate and the fracture became unstable and propagated

completely through the sample, resulting in a 195 MPa stress drop.

The sample in the SL test (Fig. 2b) was loaded at an initial axial strain rate of

1 · 10)5/s to 300 MPa to approximately 50 percent of failure stress and then reduced

to 2.5 · 10)6/s. The AE hit count increased exponentially towards failure, the peak

Figure 2

(a–c) Deviatoric stress and AE Hit count versus time for tests under the following load control methods:

(a) AE Feedback (AEF), (b) slow constant strain rate (2.5 · 10)6 /s) (SL) and (c) fast constant strain rate (5

· 10)5/s strain rate) (FL). (d) Deviatoric stress versus axial strain curves for the AEF (marked 1), SL (2)

and FL (3) tests, with the unloading portions of the curves dashed.

Vol. 163, 2006 Fracture Nucleation, Quasi-static and Unstable Fracture Propagation 1001



stress of 592 MPa was reached after 6549 s. There was a 38 s period of strain

weakening, after which the stress dropped abruptly. Hardware problems caused a

periodic loss of AE location data up to failure, but fortunately this problem did not

affect the final 21 s in which strain weakening and dynamic fracture occurred. The

AE hit count was unaffected by the hardware problem and 35,000 AE hits were

registered.

The FL test was loaded at a strain rate of 5 · 10)5/s (20 times faster than the SL

experiment), reaching the peak deviatoric stress of 615 MPa after 510 s. In this case,

fracture ensued immediately without a period of strain weakening. Over 11,000 AE

hits were recorded, compared with 35,000 during the SL test, and close to 500,000

during the AEF test. Total stress drops were experienced for both the SL and FL

samples.

3.2 Velocity Data

Fourteen velocity surveys were conducted for the AEF test, constraining the

evolution of damage within the sample. Initially, at the onset of deviatoric loading,

maximum and minimum velocities were 6070 ± 83 and 5602 ± 83 m/s, respectively

(7.7 % anisotropy). Under deviatoric loading, a TI structure evolves, as shown in

Figure 3a, where velocity is plotted as a function of raypath angle at intervals during

the test. For clarity, only six of the fourteen surveys are plotted. The TI structure can

be modelled by:

V ðhÞ ¼ ððVmax þ VminÞ=2Þ � ððVmax � VminÞ=2Þcosð180� 2hÞÞ; ð4Þ
where V is modelled P-wave velocity as a function of raypath angle, h, and Vmax and

Vmin are the maximum and minimum P-wave velocities. Velocity models of the form

(4) are fitted to the measured velocity data and used to define the TI structure input

into the AE source location routine. Figure 3b shows a similar plot for the SL test

with four velocity models estimated between deviatoric stresses of 425 and 545 MPa.

Fewer velocity surveys were conducted due to the relatively shorter period of the

test. Indeed, the duration of the FL test meant surveys were only conducted up to

69% peak stress, these data are not shown. In Figure 3c, the percentage of

anisotropy derived from the TI velocity models is plotted as a function of deviatoric

stress for the AEF and SL tests. The two curves display close similarity. Between

350 MPa and 500 MPa there is a linear increase in anisotropy from 8% to 19%,

from which point the increase appears nonlinear. By 545 MPa, the samples are 26%

anisotropic, above which measurements only exist for the AEF test. At peak stress,

the sample exhibits 35% anisotropy. The evolution of velocity for this test is

simplified in Figure 4i, where the averaged velocity for four horizontal ray-paths is

shown as a function of deviatoric stress and time. The TI data from the AEF test are

used by SCHUBNEL et al. (this volume) to demonstrate the evolution of crack density

in Westerly granite.
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Figure 3

The evolution of the Transversely Isotropic velocity structures for (a) the AEF and (b) the SL test. Data

points represent measured velocities as a function of raypath angle, measured from the horizontal, for a

series of velocity surveys conducted at increasing deviatoric stresses (as marked, time of survey is also

indicated). Velocity models are fitted to the data points (models are not fitted to the initial surveys), as

detailed in the text. (c) The percentage anisotropy derived from the velocity models is plotted against

deviatoric stress for these two tests, indicating a similar degree of damage was induced in the samples as a

function of deviatoric stress.
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Figure 4

(i) Deviatoric stress and average velocity (measured along four horizontal raypaths) during the AEF test,

with time. AE locations are shown looking along the strike of the first fracture (ii), and into the plane of the

eventual fracture. Periods A–F are marked on (i).
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3.3 AE Locations

Over 70,000 triggered AE were located from the AEF test, and are presented in

Figure 4. The locations are divided into six periods (A–F), as marked on Figure 4i.

AE locations are shown along the approximate strike of the first fracture plane

(Fig. 4ii), and secondly, perpendicular to the strike of the first fracture plane

(Fig. 4iii). In Period A, AE locations are distributed throughout the sample. In

Period B events are still distributed throughout the sample, however there is also a

clustering at the edge of the sample. Period C shows a fracture which propagates

from the nucleation site. Few events are located elsewhere in the sample. In Period D,

the fracture has reached the top of the sample, intersecting the steel platen. The initial

angle of the fracture is 70�, this steepens as the fracture propagates towards the

loading platen, and reacts to the more complicated stress field produced by this

nearly rigid boundary. A second fracture is then observed to nucleate and propagate

(Periods D to F). The second fracture is shown in greater detail in Figure 5. The first

fracture grows at an average rate of 12 mm/hour (3 lm/s) while the rate of growth

for the second fracture was increased from 12 to 50 mm/hour (3 to 14 lm/s), by

reducing the sensitivity of the AE feedback control.

For the SL and FL tests the AE events presented are extracted from the

continuous record. The triggered events occurring outside the continuous record are

not considered in this paper, although it is noted they show a similar distribution to

events in the early stages of the AEF. A continuous waveform is shown in Figure 6i,

including a 22 s period which includes rupture for the SL experiment, during which

time the sample exhibits strain-weakening behavior. Periods A to E on the

continuous waveform define the times for which AE locations are displayed. Region

YY’ is expanded to show a 0.8 s period about failure. A 40 ms region of this

waveform is again expanded (ZZ’) showing details of failure. 2100 events were

located during the final 21 s of the SL test and are displayed in five time periods.

Views are shown along strike of the eventual fracture plane (Fig. 6ii), and into the

plane of the eventual fracture (Fig. 6iii). In Periods A and B events cluster on the

sample edge. In Period C the cluster zone has grown slightly, and in Period D

significant growth is observed. In Period E, AE are used to estimate the length of the

fracture as 52 mm. These are the last AE that can be located, and the time of the last

located AE is marked on the continuous record (Fig. 6i, Z-Z’). The continuous

record shows a gradual rise in amplitude from this point, and 17 ms after the last AE

located, the 2.5 V amplitude scale continuously clips, for a period of 6 ms. During

this period, rupture is assumed to occur. Following rupture, there is approximately

200 ms of relative quiescence prior to large amplitude aftershocks.

A summary of continuous waveform for the final 178 s of the FL test is displayed

in Figure 7i, and the final four seconds are expanded in waveform Z-Z’. Similar to

the SL test, a rapid increase in activity is observed a few seconds before failure. 2700

AE are located from the continuous record and displayed for Periods A–E, as
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marked in Figure 7i. In Periods A and B events are distributed throughout the

sample. In Period C, events are also distributed throughout the sample, with a cluster

of events developed in the center of the sample. In Period D, this cluster develops

further. Period E shows the final AE before rupture. The AE is concentrated in two

areas; firstly in the center of the sample, and secondly, a new cluster has developed on

the edge of the sample. The fault angle and a physical examination of the sample

indicate this second cluster is the source of the macro-fracture. Figure 8a is a

continuous waveform showing a 262 ms period about failure, expanded from

Figure 7i. The last AE locates at 510.164 s. For this experiment only, an unamplified

Figure 5

Detail of the second fracture propagating in the AEF test. The fracture nucleates and propagates as a

process zone of intense activity.
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Figure 6

Slow Loaded Test: (i) the continuous waveform is summarized for a 20 dB channel for a 22 s period. The

period marked Y to Y’ is expanded, showing 0.8 s of detail about the failure. The period marked Z to Z’ is

expanded, showing in greater detail a 40 ms period of failure. (ii–iii), AE locations for the 21 s period prior

to failure are shown with location periods A–E marked on the continuous record. Following E, there is a

short time prior to the sample rupture during which no locations are possible.
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Figure 7

Fast Loaded Test: (i) the continuous waveform is summarized for a 20 dB channel for a 178 s period. The

period marked Z to Z’ is expanded, showing 4 s of detail about the failure. This region is further expanded

in Figure 8. (ii-iii) AE locations for the 153.2 s period prior to failure are shown with location periods A-E

marked on the continuous record. Following E, there is a short time prior to the sample rupture during

which no locations are possible.
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(0 dB) transducer recorded failure and Figure 8b shows the response for this

channel. There are two pulses or bursts of activity: the first of which lasts 0.3 ms. The

onset of the second is approximately 0.6 ms after the onset of the first. The point of

highest energy release is at 510.2585 s and is assumed to represent the time of failure.

From this we conclude that the final AE locates approximately 100 ms prior to

rupture.

3.4 b-values

The b-values calculated for the three experiments are presented in Figure 9, along

with deviatoric stress and time. b-values for the SL and FL tests were calculated using

400 event samples. Figure 9i shows results for the AEF test, calculated using 400

event samples until fracture propagation, and using 1000 event samples after this

point (due to the large amount of data). Between 14,285 and 21,312 s, b-values are

calculated using both 400 and 1000 event samples. The trends are nearly

indistinguishable, which demonstrates that in this case, varying the sample size does

not affect the results presented. b-values are initially about 2.5 ± 0.3. There is a

Figure 8

Continuous Waveform for Fast Loaded Test, expanded from Figure 7i to show detail of fracture. a) The

amplitude scale of the 20 dB channel saturates, however on the 0 dB channel (b) the ultrasonic response of

failure is unclipped. In (b), two pulses are observed over a 3.9 ms period, the point of sample rupture is

interpreted to coincide with the maximum amplitude at 510.2585 s. The timing of waveform Z-Z’ (b) is

indicated on (a).
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Figure 9

b-values marked with deviatoric stress and time for the three tests. The moment of fracture propagation is

marked on the AEF test (i), and the 400 and 1000 event sample sizes show close agreement around this

period. It is practical to use large event bin sizes for the duration of the AEF test, however, a comparison is

provided for the SL (ii) and FL Tests (iii) by calculating b-values using smaller 400 event bins up to

nucleation of fracture. A to E on (ii) correspond to the AE location periods for the SL Test in Figure 6,

and A to E on (iii) correspond to AE location periods for the FL Test in Figure 7.
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gradual decrease in the average b-value with increasing stress. The start of fracture

propagation is marked by a dashed line in Figure 9i, from which point the large

fluctuations observed in the b-value trend are not observed. The b-value reaches a

low of 1.53 following the initial stress drop (21500 s). From this point until the end of

the test the average b-value is 1.69.

The b-values from the SL test are shown in Figure 9ii, along with the deviatoric

stress record for the 60 s period about failure. b-values average 1.23, decreasing

suddenly to 0.53 about failure. b-values for the FL test are shown in Figure 9iii.

Initially b-values are above 3. From 482 s there is a near linear decrease to a final

b-value of 0.91.

4. Nucleation of Unstable Fracture

AE locations from the SL and FL tests demonstrate fracture nucleation, and the

initial propagation of a fracture. The continuous record is used to estimate the time

of sample rupture, which is assumed to be the point of highest amplitude. For the FL

test, the 0 dB channel recorded the maximum amplitude at 510.2585 s, which is

1.2 ms after the ± 2.5 V amplitude scale continuously clipped on the 20 dB

amplified channels. We assume that the point of rupture for the SL test (which did

not feature a 0 dB channel) occurred approximately 1.2 ms after saturation of the

20 dB channels, i.e., at 6586.138 s (the potential errors associated with this

assumption are considered later).

Having estimated the time of sample rupture, we will demonstrate the spatial and

temporal evolution of nucleation and initial fracture propagation with respect to this

event for the constant strain rate tests. To provide accurate measurements of fault

growth, AE location coordinates (X,Y,Z) are rotated so the new Y axis is oriented

along the strike of the fracture. This is shown in Figure 10. AE locations only in the

immediate region defined by the respective fracture zones are considered. The length

of the fracture (defined as the long axis of the main AE cluster) is directly measured.

For the SL test, 600 events are sequentially displayed in samples of 100 (Fig. 10a)

while in the FL test, four groups of 25 events are displayed (Fig. 10b). In order to

provide a time resolution for Figure 10, each subsequent sample is stepped along the

horizontal (X) axis, by 15 mm per sample for the SL test, and 25 mm per sample for

the FL test. The nucleation or fracture zone is shaded and was visually estimated as

the zone of dense AE activity for each sample of events. For each nucleation or

fracture zone the long axis is measured using the coordinates of the two outlying AE

locations. Figure 11a shows the measured fracture length with time (the time of the

final AE located in that sample of events). Figure 11b is plotted using a logarithmic

time scale in order to emphasize the length-time relationship in the second prior to

dynamic fracture. The interpreted stages of fracture are illustrated for the SL test (as

defined in the discussion).
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For the SL test, nucleation can be accurately defined from AE locations between

17.2 and 11.2 s prior to rupture of the sample. It is possible that the nucleation zone

existed before 17.2 s, however it is difficult to define from the AE locations. At 11.2 s

the initial length is 11 mm, which slowly increases to 24 mm, 1.62 s prior to rupture

Figure 10

Comparison of Nucleation/Fault Length for the SL (a) and FL (b) tests. AE coordinates (X,Y,Z) are

rotated so the Y axis is aligned with the strike of the eventual fault plane, and plotted for the rotated X and

Z axes. Time resolution is provided by stepping each event bin along the X axis by 15 or 25 mm (for the SL

and FL Tests respectively). The time prior to sample rupture for each group of AE is indicated.
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(a rate of 1.3 mm/s). The fracture is then measured to grow at 17.7 mm/s until 18 ms

prior to rupture, when the fracture length is 52 mm.

For the FL test, nucleation is observed between 3.2 and 1.8 s prior to the sample

rupture, with an approximate diameter of 11 mm. The fracture evolves into a planar

feature in the period 1.8 and 0.9 s before rupture. There is a small increase in fault

length between 0.9 and 0.4 s before rupture. At 100 ms before rupture, the fracture

length increases to a length of 30 mm at an average velocity of 21 mm/s. No events

are located between 100 ms and the sample rupture. The inability to locate further

AE in the SL and FL tests is due to an increase in activity in the sample, as when

Figure 11

Nucleation or fracture lengths inferred from Figure 10 are plotted (a) against time prior to sample rupture

for the FL and SL tests. (b) A logarithmic time scale is used to emphasize the differences between the two

tests immediately prior to the dynamic rupture, the timing of which is inferred from the continuous

records. The interpreted stages of nucleation and fracture growth are marked for the SL test.

Vol. 163, 2006 Fracture Nucleation, Quasi-static and Unstable Fracture Propagation 1013



many events occur in a short time period, AE first arrivals are masked by the coda of

earlier events.

5. Discussion

In the previous section AE locations are used to define a propagating fracture. At

a critical point, no AE are located due to the high level of activity in the sample. This

occurs 18 and 100 millisecond periods prior to fracture, for the SL and FL tests

respectively. An important question is what happens to the fracture growth in this

final period in which no AE locations are possible? The simplest explanation is that

the increased AE activity preventing source location is purely a function of the larger

fault size, and that the length of the fault continues to grow at 17.7 mm/s (in the SL

test). This is discounted by a simple calculation of average velocities required for the

fault to reach the sample dimensions (which is 136 mm, taking the final 56� fracture
angle measured from Figure 10a). Given that the fault must grow a further 84 mm

over a period of 18 ms, the average velocity must accelerate to 4.7 m/s. This value is

based on the assumption that similar to the FL test, rupture occurs 1.2 ms after the

20 dB waveform continuously clips, with the continuous clipping persisting for 6 ms.

If rupture occurred later, i.e., midway through the clipped period, the 21 ms

propagation period would suggest a 4.0 m/s average velocity. To illustrate the

extreme case, if rupture occurred at the end of the clipped period, then the 24 ms

propagation period would suggest an average velocity of 3.5 m/s. However, it would

seem counterintuitive for rupture to coincide with unclipping of the waveform and

the fracture rate is thought to be in the 4.0 m/s to 4.7 m/s range. Furthermore, it is

emphasized that these estimates represent the average fracture velocity over the final

�20 ms rather than the ultimate propagation velocity.

In the case of the FL test, the fracture is required to propagate a further 106 mm in

100 ms, requiring acceleration to an average velocity of 1.0 m/s. However in this case

the unclipped waveform offers further evidence. As shown on Figure 8b, there is an

initial pulse followed by a second, higher magnitude pulse with longer duration,

occurring 0.6 ms after the onset of the first. It would be plausible to assume the first

represents the onset of dynamic fracture, and the second the point at which the fracture

has completed its growth phase and slip occurs on the entire fault. Indeed, fracture

mechanics analysis (RICE, 1980) and microstructural analysis of a quasi-statically

propagated fault (MOORE and LOCKNER, 1995) suggest that for a crack propagating

into unfractured rock, there is very little net slip on the fault behind the fracture tip,

with the unbroken rock ahead of the fracture resisting the applied load. However, once

the fracture has propagated completely, only the frictional resistance remains and slip

on the entire fault plane occurs as in a spring-slider system. Such slip will involve

considerable AE activity, as observed by the larger magnitude and duration of the

second pulse. Assuming that the fault continues to accelerate at 21 mm/s between the
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last locatable AE and the unstable propagation (a period of 0.1 s), the fault will have a

length 31 mm. A further growth of 105 mm is required, which must then occur in the

0.6 ms period between the onset of the first and second pulse. This suggests the average

unstable fracture speed is 175 m/s. High resolution strain measurements will be

employed to test the assumptions involved in this calculation.

The fracture process observed for the SL test is interpreted as a three stage

process. Firstly, a nucleation or slow growth stage is observed to extend at an

average velocity of 1.3 mm/s. Secondly, the nucleating fracture reaches a critical size

or propagation velocity and a sudden increase in propagation velocity to 17.7 mm/s

is observed. It is beyond the resolution of the techniques used here to determine

whether the velocity is constant or accelerating in this stage. As acceleration in stress

drop is observed (Fig. 9ii) we infer that the fracture could not be halted at this stage

even with a release in the applied load, and so we interpret this stage as unstable

fracture. The third stage occurs after the final AE locates, when it is demonstrated

that acceleration in propagation speed to the order of m/s must occur. The

interpreted stages of nucleation and fracture growth are marked on Figure 11. In the

FL test, failure occurs at peak stress, i.e., strain weakening is not observed. We

consider that the process observed over 17 s for the Slow Loaded test is accelerated

into a period of 3 s for the Fast Loaded test. Furthermore, by taking into account the

additional constraints of the unclipped waveform about fracture for the FL test, it is

suggested that the final unstable velocity is approximately 175 m/s.

These observations can be compared to an earthquake nucleation model

proposed by OHNAKA (2000), based upon results from stick slip experiments

conducted on preexisting fault planes under biaxial loading, (OHNAKA and SHEN,

1999). In the first phase of this model, rupture nucleation initially proceeds stably

and quasi-statically to a critical length, the second phase is a spontaneous

acceleration of the nucleation to a second critical length, from which point rupture

will extend at a constant velocity close to the shear-wave velocity (phase 3). Indeed

OHNAKA (2003) links fracture initiation, frictional slip, and earthquake nucleation in

a constitutive law. To apply our observations to this model; the first and sudden

acceleration in fracture speed when the fracture length reached 24 mm would

correspond to the critical length (or propagation velocity) above which the fracture

becomes unstable. Similarly, the 52 mm fracture length at the point from which AE

were not located represents a lower bound of the critical dimension (or propagation

rate) above which the final propagation velocity (� 175 m/s) is reached. That the

suggested ultimate propagation velocity is lower than that of the shear wave-velocity,

may be due to the limited sample size in these tests.

LEI et al. (2000) demonstrated the processes of fracture under constant stress

(creep) loading using a fast AE acquisition system. They observed two stages of

nucleation with nucleation initially growing to a size of 2 cm at a speed of 3 cm/s.

There was then a pause in growth for 12 s, while activity in this area continued. The

nucleating fault then grew to the edge of the sample at 10 cm/s. A 2 s delay ensued
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before the sample rupture occurred. There are differences between LEI et al.’s

observations and those presented here; specifically the complete propagation of the

nucleating fracture, its rapid propagation rate and the two-second pause between

propagation and rupture were not observed in our experiments. There are possible

reasons for these discrepancies. Firstly, the loading rate may influence the critical

fault dimensions (or propagation rate) above which fracture propagates at velocities

of order m/s, causing a larger critical size above which an accelerating fault is

observed. Secondly the sample size may be an issue as those used in this study are

larger, with a length of 190.5 millimeters compared to 100 millimeters used by LEI

et al., with an aspect ratio of 2.5:1 compared to 2:1 in their experiments. Use of a

larger aspect ratio increases the region in the center of the sample that has low stress

gradients (MOGI, 1962; PATERSON and WONG, 2005) and can help reduce problems

related to end effects. Unlike in LEI et al.’s experiments, we find fracture nucleates

consistently away from the loading platens. It could be that the fracture processes are

complicated by stress concentrations when nucleation occurs close to the loading

platen. Separating the relative importance of these geometrical differences from

differences in loading conditions (i.e., constant strain rate versus constant stress) will

require additional experiments.

The nucleation prior to quasi-static propagation in the AE feedback test is

measured to have an approximate long axis of 18 mm. This is close to the 24 mm

fault length prior to the 17 mm/s propagation measured for the SL test, and is

consistent with that previously measured in AE feedback tests (LOCKNER et al., 1991)

and creep tests (LOCKNER and BYERLEE, 1980) on Westerly granite, and by LEI et al.,

(2000). Therefore, we conclude that the initial nucleation size of fracture initiation

under these experimental conditions is not greatly influenced by the loading rate, and

it is in the initial propagation stage that the fracture characteristics diverge according

to loading rate.

SCHOLZ (1968b) demonstrated that b-values were negatively correlated with the

level of applied stress. MAIN and MEREDITH (1989) related intermediate and short-

term b-value anomalies to stress intensity during fracture. LEI et al. (2000)

concluded that variations in b-value occurred as result of hierarchical fault growth.

The b-values presented here are broadly similar to LEI et al.’s experimental results,

although b-values during quasi-static fracture propagation have not previously been

measured over an extended period (i.e., AEF). For this test, the b-values fall to

about 1.5 to coincide with stable fracture propagation. For the FL test, the b-values

fall to about 1, however in this case large events are masking smaller events,

lowering the measured b-value. For the SL test, locations are only shown for the

post peak region of the test, and therefore nucleation has already developed,

explaining the initial b-value of between 1 and 1.5. However as the fracture develops,

the b-value falls to 0.5, which is a value associated with earthquake foreshock

nucleation (VON SEGGERN, 1980).
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6. Conclusion

This paper presents results of three triaxial compression tests in which the process

of fracture nucleation is compared under AE Feedback, and ‘Slow’ and ‘Fast’

constant strain rate loading. A continuous ultrasonic waveform recorder was used to

capture the entire AE catalogue about failure, and this continuous waveform enables

the exact time of rupture to be estimated. By repeating the AE feedback controlled

test of LOCKNER et al. (1991), quasi-static fracture is propagated through a sample

over 14 hours, at rates of between 3 and 14 lm/s. As shown by LOCKNER et al.,

fracture nucleates at a site of intense cracking, at the side of the sample, and

propagates through the sample as a process zone of intense activity.

By loading under a constant strain rate, the evolution of unstable fracture

nucleation has been demonstrated. Firstly, a slowly expanding nucleation site is

observed, followed by a sudden increase in fracture speed (to mm/s or cm/s) up to a

size (or propagation rate) above which AE are not located. A lower bound estimate of

the propagation velocity from this point (using the time-to-rupture, the existing

fracture length, and assuming a constant velocity) suggests values of a few m/s.

However, from the low gain acoustic record, we infer that the final speed of rupture

propagation had increased to hundreds of meters per second. For both slow and fast

constant strain loaded experiments, we observe a monotonically increasing fracture

growth rate similar to behavior predicted by avalanche models for fault growth.

It is accepted that earthquake physics can be modelled largely as a frictional

process, but in situations where nucleation occurs in fault step-overs and on

nonplanar surfaces at high normal stresses, earthquake occurrence may involve a

component of rock fracture. Indeed, under special circumstances, such as in some

mining-induced earthquakes, nucleation and initial propagation may occur entirely

in intact rock. Here we have shown there are similarities between the nucleation of

dynamic instabilities during intact rock failure and frictional instabilities on pre-

existing fault planes in the laboratory. The critical dimensions of the nucleating fault

at the transition to unstable rupture appear to be easily observed under the

experimental conditions described here, using continuous AE recording. It is

suggested that a better understanding of the controls on fracture nucleation, and the

transition to unstable rupture in the laboratory could improve the understanding of

earthquake nucleation.
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Stress Sensitivity of Seismic and Electric Rock Properties of the Upper

Continental Crust at the KTB

AXEL KASELOW,1,3 KATHARINA BECKER,2 and SERGE A. SHAPIRO
2

Abstract—We test the hypothesis that the general trend of P-wave and S-wave sonic log velocities and

resistivity with depth in the pilot hole of the KTB site Germany, can be explained by the progressive

closure of the compliant porosity with increasingly effective pressure. We introduce a quantity hc
characterizing the stress sensitivity of the mentioned properties. An analysis of the downhole

measurements showed that estimates of the quantitiy hc for seismic velocities and electrical formation

factor of the in situ formation coincide. Moreover, this quantity is 3.5 to 4.5 times larger than the averaged

stress sensitivity obtained from core samples. We conclude that the hypothesis mentioned above is

consistent with both data sets. Moreover, since hc corresponds approximately to the inverse of the effective

crack aspect ratio, larger in situ estimates of hc might reflect the influence of fractures and faults on the

stress sensitivity of the crystalline formation in contrast to the stress sensitivity of the nearly intact core

samples. Finally, because the stress sensitivity is directly related to the elastic nonlinearity we conclude that

the elastic nonlinearity (i.e., deviation from linear stress-strain relationship i.e., Hooke’s law) of the KTB

rocks is significantly larger in situ than in the laboratory.

Key words: KTB, seismic velocities, resistivity, stress.

Introduction

In this work we present an analysis of the dependence of P - and S-wave velocities
and electrical resistivity of metamorphic crustal rocks on differential pressure (depth)

at the German Continental Deep Drilling Site (KTB) down to 4000 m. We involve

downhole sonic and deep lateral resistivity log data from the pilot hole and

laboratory derived stress-dependent P - and S-wave velocities into our analysis. The

used rock samples were also recovered from the KTB pilot hole.

The pilot (4000 m) and the main borehole (9101 m) and the surrounding area of

the KTB site have been the subject of geoscientific research for more than a decade
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(EMMERMANN and LAUTERJUNG, 1997). The project was dedicated to understand the

geological, hydrogeological and geophysical settings of the upper continental crust.

The suite of geophysical monitoring covers downhole measurements, core and

cutting analyses, potential field analyses, VSP, and numerous 2-D and 3-D seismic

surveys (see special section on KTB in J. Geophys. Res., 102 (B8)). The hydraulic

system of the drilled crustal section which shows many prominent hydraulically

conducting fracture systems and hydrostatic pore pressure down to the final depth of

the pilot hole was tested by pumping and injection tests. A comprehensive summary

of the KTB research and further references are given in HAAK and JONES (1997). In

summary, the results from the KTB research project provide a huge and unique data

base to obtain a deeper insight into the geoscientific properties of the upper

continental crust.

The goal of this work is to use sonic downhole velocities, resistivity log and

ultrasonic laboratory data from rocks of the KTB pilot hole down to 4000 m in order

to (a) test our hypothesis that the general depth trend of the mentioned properties

results from compliant pore space closure with increasingly effective pressure (i.e.,

depth) and (b) to give a quantitative measure for the stress sensitivity of the KTB

rocks. Therefore we use the Stress-Sensitivity-Approach for isotropic rocks as

introduced by SHAPIRO (2003) and the extension of the approach to the stress

sensitivity of electrical resistivity (KASELOW and SHAPIRO, 2004). The stress-

sensitivity approach enables a rock physical interpretation of seismic velocity

observations as a function of confining stress and pore pressure. The basic

assumption of the approach is that the stress dependence of seismic velocities results

from stress-induced changes of the dry rock compliances, which are closely related to

changes in the pore space geometry. The most important characteristic for the stress

dependences of various rock properties is the tensor of stress sensitivity as introduced

by SHAPIRO and KASELOW (2005).

The Data Sets

The laboratory measurements of P - and S-wave velocities were conducted on dry

cubic samples in a true tri-axial pressure apparatus up to 600 MPa confining

pressure. Three P - and six corresponding S-wave velocities were simultaneously

measured in three orthogonal directions. The measurement coordinate system was

oriented with respect to the macroscopically visible foliation plane and lineation

elements. For details about the measurements see KERN and SCHMIDT (1990), KERN

et al. (1991, 1994). These laboratory observations showed a clear correlation between

the lithology and seismic velocities (e.g., KERN et al., 1991).

According to EMMERMANN and RIESCHMÜLLER (1990) the rocks of the KTB pilot

hole can lithologically be subdivided into nine units. In agreement with the

laboratory data, the sonic P - and S-wave profiles shown in Figure. 1 indicate a
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correlation between the lithological units and wave velocities. The correlation seems

to be stronger for P -wave than for S-wave velocities, especially in the depth range

above 1610 m (unit 1–3) and below 3575 m (unit 9).

The resistivity logs of the KTB location were investigated by numerous

researchers. A comprehensive summary is given by ELEKTB-GROUP (1997). They

found that the mean resistivity (in logarithmic scale) increases almost linearly with

depth and reflects practically no correlation with lithology. Moreover, some very

pronounced low resistivity anomalies could be identified which are also clearly not

linked to lithology.

The observation that resistivity and lithology are not correlated was confirmed by

laboratory measurements (RAUEN, 1991). An observed decrease of resistivity with

increasing recovery depth is assumed to be caused by pressure release effects during

and after recovery. The influence of pressure on the resistivity was investigated by

HUENGES et al. (1990), NOVER and WILL (1991), DUBA et al. (1994), NOVER et al.

(1995). Although most samples showed an expected increasing resistivity with

increasing applied pressure some samples showed the opposite behavior. Their

decreasing resistivity with increasing pressure was interpreted by DUBA et al. (1994)

Figure 1

Logging (black crosses), laboratory derived in situ velocities (grey diamonds), and best fit (grey line) after

the second iteration with the same parameter D = 0.090 1Mpa for all three physical properties P -wave
velocities (top), S-wave velocities (middle) and logarithmic formation factor. Numbers in the upper

diagram denote the 9 different units subdivided after EMMERMANN and RIESCHMüLLER (1990), which are

mainly amphibolites/ gneisses for units 1, 5 and 7, biotite gneisses for units 2, 4, 6, 8 and amphibolites/

metagabbros for units 3 and 9.
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as the result of reconnection of metallic bounds that might have been disrupted by

pressure release during core recovery. Long-term observations (>300–600 h) on

anomalous samples showed that some of them returned to normal behavior. This

was interpreted by RAUEN et al. (1994) as caused by pressure-induced internal

redistribution of fluids. Thus the anomalous pressure effect seems to indicate the

reconnection of metallic bounds and the dominance of electrolytic conductivity.

Method

In a first step we assume that the KTB rock pile can be represented as a

homogeneous isotropic porous medium. Thus we neglect the influence of different

lithologies on the logs. This is a rough approximation since the KTB rocks are

known to be anisotropic and at least P -wave logging shows a correlation between

velocity and lithology. However, this correlation seems to be remarkably weaker for

S-wave velocities, and resistivity is known to be practically independent of lithology.

Since we try to jointly interpret the velocity and the resistivity profile, and since we

are interested in the general depth-dependent trend rather than in a detailed analysis,

we assume that this simplification is still reasonable.

In isotropic saturated and dry rocks the dependence of P - and S-wave velocities

on effective pressure Peff is given by equations of the form (SHAPIRO, 2003):

V ðPeffÞ ¼ AV þ KV Peff � BV expð�DPðeffÞÞ ð1Þ
Here V represents P - or S-wave velocities and a subscript denotes that the physical

meaning of the adjustable parameters (A, K, and B) actually depends on whether

P - or S-wave velocities are considered. In isotropic rocks parameter D should be

the same for both wave modes. This parameter is a measure for the sensitivity of

the rock properties to load induced crack closure and is given by

D ¼ hc
Kdrys

ð2Þ

Parameter hc was introduced by SHAPIRO (2003) as the piezosensitivity. Kdrys is a

reference matrix bulk modulus of a rock with no compliant and undeformed stiff

porosity.

For isotropic porous rocks where mainly electrolytic charge transport occurs,

KASELOW and SHAPIRO (2004) have shown that the dependence of the logarithmic

electrical formation factor F upon effective pressure is also given by an equation of

the form of eq. (1) namely:

log F ðPeffÞ ¼ AF þ KF Peff � BF exp DPeffð Þ ð3Þ
Again, parameter D is given by equation (2). Note that this derivation is valid for

rocks where only electrolytic charge transport occurs.
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From the analysis of stress-dependent velocity observations on numerous core

samples from the KTB pilot hole we found that parameter K in equation (1) is

usually <0.001 ms)1Pa)1 and the second term can thus be neglected. Parameter K
reflects the influence of stiff porosity closure on the considered property. Vanishing

small estimates of parameter K are in agreement with former interpretations that the

KTB rocks show a very slight or even no stiff porosity at all (POPP, 1994). Note in this

case Kdrys is equal to the bulk modulus of the grain material. Consequently, we

simplify equations (1) and (2) to:

CðPeffÞ ¼ AC � BC expð�DPeffÞ ð4Þ
where C stands for Vp, Vs, or F (in logarithmic scale). This equation is used for further

analysis.

Another simplification is introduced by using isotropic depth-to-pressure

transforms for confining and pore pressure, neglecting the anisotropy of confining

stress at the KTB site. Confining pressure Pc and pore pressure Pfl at a depth d are

calculated using a constant rock density qr and pore fluid density qfl, namely

2767 kg/m3 and 1010 kg/m3, respectively. The resulting depth-to-differential pressure

transform reads

Pdiff ¼ Pc � Pfl ¼ gdðqr � qflÞ ð5Þ
It can be shown that the effective pressure Peff for pore space deformation is just the

differential pressure if the grain matrix material is homogeneous and elastic (e.g.,

ZIMMERMAN et al., 1986; SHAPIRO, 2003; GUREVICH, 2004), and/or the bulk porosity

is low (SHAPIRO and KASELOW, 2003; KASELOW and SHAPIRO, 2004). As the in situ

porosity of the metamorphic KTB rocks is below 1% (e.g., KERN et al., 1991) at least

the last condition seems to be satisfied. Thus we assume that the effective pressure

can be reasonably approximated by the differential pressure.

A simultaneous application of eq. (4) to the P -wave log, the S-wave log and to the

formation factor profile requires a two-step fit procedure which is described in detail

by KASELOW (2004). In the first step the data sets are separately fitted using the

nonlinear least-squares Marquardt-Levenberg algorithm with A, B, and D as

adjustable parameters. Due to measurement errors, anisotropy and numerical

artefacts of the iterative fit algorithm, one cannot expect that values of parameter D
obtained from P wave (DP), S wave (DS), and formation factor fit (DFF),

respectively, to exactly coincide as theoretically predicted. Thus, the mean D of the

three estimates is calculated and the fit procedure is repeated with D kept fixed.

Analysis and Results

We obtained for the first data fit the parameters given in Table 1. The D
parameters agree quite well, especially in the case of S-wave log and formation factor.
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The repeated fit with D = mean (DP , DS,DFF ) = (0.090 � 0.009 1MPa) revealed

the final set of fit parameters given in Table 1. Obviously, the parameters A and B
change only slightly due to an averaging of parameter D. We conclude that the

agreement between the D-values supports our hypothesis of the role of crack closure

on the depth trend.

Figure 1 illustrates a comparison between the profiles and the best fit results. In

addition the green diamonds represent P - and S-wave velocities calculated for the in

situ pressure-from pressure-dependent dry rock laboratory measurements. The

saturated velocities were calculated from dry rock velocities using Gassmann’s

equations (GASSMANN, 1951).

Although most of the laboratory velocities, correspond to the sonic log velocities,

they are generally at the upper limit of the log velocities and remarkably higher

between 55 and 65 MPa (2600–3500 m). The discrepancy between laboratory derived

velocities and logging results in this specific depth range might be related to the

heterogeneity of the KTB rocks. An additional reason could be an anisotropy caused

by such a heterogeneity as cracks and foliation. It is also known from further studies

that the foliation dips from near vertical to horizontal orientation in this depth

interval (KERN et al., 1991). Thus a decrease of log-derived velocity in comparison to

laboratory measurements can be caused by the wave propagation along the slow

direction in effectively anisotropic rocks.

Generally, the enhanced seismic laboratory velocities might be caused by

scattering and/or scaling effects. One of the cores investigated in the laboratory

reveals macroscopically visible cracks. Thus we assume that the rock samples reflect

the rock properties while the log velocities approach the insitu formation velocities,

i.e., that the crack size distribution of the intact rock and the formation differ due to

larger fractures and faults within the formation. SHAPIRO (2003) has shown that the

piezosensitivity hc is approximately the inverse of the effective crack aspect ratio. If

this is valid, a smaller crack aspect ratio should result in a higher hc.

Table 1

Best-fit parameters of P wave, S wave, and formation factor with asymptotic standard errors for first and

second fitting iterations. Parameters A and B in case of velocities are in km/s, and in the case of formation

factor F are dimensionless. The rms of the residuals of P , S waves, and formation factor for the first fit are

0.380, 0.210, and 0.695, respectively and for the second fit are 0.381, 0.210, and 0.695, respectively

Data A B D [1/MPa]

Results for first fitting VP 5.906 ± 0.017 0.500 ±0.035 0.060 ±0.010

VS 3.494 ±0.006 0.758 ±0.029 0.111 ±0.007

F 4.171 ±0.020 1.147 ±0.084 0.099 ±0.012

Results for second fitting VP 5.877 ± 0.009 0.547 ± 0.036 0.090

VS 3.507 ± 0.005 0.695 ± 0.020

F 4.180 ± 0.016 1.106 ± 0.063
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A plot of the hc parameters obtained from the first fit results (hcP from DP and hcS
from DS) of 42 samples of the KTB pilot hole and the corresponding values from the

sonic logs is shown in Figure 2. Obviously, hc obtained from the sonic logs is approx.

3.5 to 4.5 times larger than the mean hc obtained from the core samples. This

observation might be understood as a hint for the influence of fractures and faults on

the in situ sonic velocities. It possibly indicates that the averaged crack aspect ratio of

the formation around the bore hole is 3.5 times smaller than the one of the

laboratory samples. Again, we observe that the in situ stress sensitivity of the

formation is higher than that of the core samples. However, SHAPIRO (2003) has

shown that the stress sensitivity is directly related to nonlinear elastic moduli through

the coefficient bk (see ZAREMBO and KRASILNIKOV, 1966, pages 299–309), namely

KdryðPeffÞ ¼ Kdryð0Þ 1þ bkPeff½ � ð6Þ
where the coefficient bk is

bk ¼
h2c/co

Kdryð0Þ ð7Þ

and /c0 is the crack porosity at Peff ¼ 0. This means also that the elastic nonlinearity

of the KTB rocks is higher for the formation than for the core samples.

Figure 2

Cross-plot of stress sensitivity parameter hc obtained from the first fitting iteration for P -wave (hcP ) and
S-wave (HcS) velocities of 42 core samples (crosses) and sonic logging (triangle). Green square indicates

mean hc from laboratory data.
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Conclusions

We have analyzed sonic P wave, S wave and deep lateral resistivity downhole

loggings from the pilot hole of the German Continental Deep Drilling Site (KTB)

using the isotropic piezosensitivity approach with respect to the general dependence

of the logging results on increasing effective pressure with depth. We have neglected

anisotropy and lithology. The latter influences P -wave velocities more than S-wave
velocities and only weakly influences resistivity. The used data set was completed

with stress-dependent velocity data obtained from core samples of the bore hole. We

were able to fit pressure-dependent sonic velocities and formation factor with

equations of the form CðPeffÞ ¼ AC � BC expð�DPeffÞ. Best fits of the data revealed a

parameter D = (0.090 � 0.009) 1/MPa identical for all mentioned logging data.

This is in agreement with the theoretically derived universality of D for isotropic

rocks. This universality of D supports our assumption that the general depth-

dependence of P - and S-wave velocities and resistivity can be attributed to the closure

of the compliant porosity. The dependence can be quantified in terms of the stress-

sensitivity hc. A comparison between the formation and the rock stress-sensitivity

obtained from downhole measurements and laboratory observations, respectively,

revealed 3.5 to 4.5 times higher stress-sensitivity of the formation rocks than of the

apparently intact core samples, although the latter clearly show enhanced crack

porosity due to pressure relaxation during and after recovery. We ascribe this to the

smaller effective crack aspect ratio of the formation in comparison to that of the core

samples. This difference might be due to larger fractures and faults which are absent

in the macroscopically almost intact cores.
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Can Damage Mechanics Explain Temporal Scaling Laws in Brittle

Fracture and Seismicity?

DONALD L. TURCOTTE,1 and ROBERT SHCHERBAKOV
2

Abstract—Time delays associated with processes leading to a failure or stress relaxation in materials

and earthquakes are studied in terms of continuum damage mechanics. Damage mechanics is a quasi-

empirical approach that describes inelastic irreversible phenomena in the deformation of solids. When a

rock sample is loaded, there is generally a time delay before the rock fails. This period is characterized by

the occurrence and coalescence of microcracks which radiate acoustic signals of broad amplitudes. These

acoustic emission events have been shown to exhibit power-law scaling as they increase in intensity prior

to a rupture. In case of seismogenic processes in the Earth’s brittle crust, all earthquakes are followed by

an aftershock sequence. A universal feature of aftershocks is that their rate decays in time according to

the modified Omori’s law, a power-law decay. In this paper a model of continuum damage mechanics in

which damage (microcracking) starts to develop when the applied stress exceeds a prescribed yield stress

(a material parameter) is introduced to explain both laboratory experiments and systematic temporal

variations in seismicity.

Key words: Fracture, seismicity, damage mechanics, aftershocks, power-law scaling.

1. Introduction

Time delays are generally observed in processes of rock fracture and earthquake

occurrences. The time delay associated with the initiation and propagation of a single

fracture can be attributed to stress corrosion and a critical stress intensity factor (DAS

and SCHOLZ 1981; FREUND 1990). Usually, however, the fracture of a brittle material,

such as rock, results from the coalescence and growth of microcracks (MOGI, 1962;

HIRATA, 1987; HIRATA et al., 1987; LOCKNER et al., 1992; LOCKNER, 1993). In these

processes it is possible to distinguish two types of time delays. One type is associated

with processes leading to the failure of a material and is realized as a process

of accumulation and coalescence of microcracks and microdefects or in the case of

earthquakes the occurrence of foreshocks before a main shock. The second type of
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time delays is associated with the relaxation processes in materials or in the Earth’s

crust. A specimen subjected to a sufficient external load yields and, as a result, its

mechanical properties degrade over time. Time delays are also associated with the

occurrence of aftershocks that is a relaxation process.

In the case of fracture phenomena, time delays were observed prior to the failure

of a material (SORNETTE and ANDERSEN, 1998; JOHANSEN and SORNETTE, 2000;

GLUZMAN and SORNETTE, 2001). We will consider in some detail experiments on the

fracture of fiberboard panels (GUARINO et al., 1998, 1999, 2002). When the panels

were subjected to rapid loading, microcracks developed randomly and then coalesced

until a throughgoing rupture developed. Experiments with very rapid loading,

showed a systematic power-law decrease in the delay time to failure as a function of

the increasing difference between the applied stress and a yield stress. These

experiments also gave a power-law increase in the energy associated with acoustic

emissions as a function of time prior to rupture. Also, the frequency-strength

statistics of the acoustic emissions satisfied the power-law Gutenberg-Richter scaling

applicable to earthquakes.

Another example of systematic delays in rock failure is the occurrence of earthquake

aftershocks. Aftershocks are attributed to the increase in stress in some regions near an

earthquake rupture. This increase is very rapid, on the scale of the earthquake rupture

which is typically a few minutes. They also could result from the changes in pore fluid

pressure associated with the migration of water in the damaged zone after a main shock.

However, aftershocks occur days, months, and years later. This temporal decay of the

rate of occurrence of aftershocks is extremely systematic and satisfies the modified

Omori’s law to a good approximation (UTSU et al., 1995; SCHOLZ, 2002).

The principal purpose of this paper is to demonstrate that the temporal scaling

laws in material fracture and earthquakes described above can be explained by

continuum damage mechanics. We will first provide a brief description of a damage-

mechanics model that captures essential aspects of processes leading to the failure of

a specimen and also processes of relaxation.

2. A Model of Continuum Damage Mechanics

Damage refers to the irreversible deformation of solids. Some examples include

plasticity, brittle microcracking, and thermally activated creep [KRAJCINOVIC, 1996].

In order to quantify the deformation of solids associated with microcracking, several

empirical continuum damage mechanics models were introduced and are widely used

in civil and mechanical engineering [KACHANOV 1986; KRAJCINOVIC, 1989, 1996;

HILD, 2002; KATTAN and VOYIADJIS 2002; SHCHERBAKOV and TURCOTTE, 2003).

Damage mechanics has also been applied to the brittle deformation of the Earth’s

crust by a number of authors (LYAKHOVSKY et al., 1997, 2001; BEN-ZION and

LYAKHOVSKY, 2002; TURCOTTE et al., 2003).
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The application of continuum damage mechanics can be illustrated by consid-

ering a rod in a state of uniaxial stress rxx 6¼ 0, ryy ¼ rzz ¼ 0. For an elastic material

Hooke’s law is applicable and is written in the form

r ¼ E0�; ð2:1Þ
where � is a strain and E0 is the Young’s modulus of the undamaged material.

In this paper we will consider a model of continuum damage mechanics as

introduced by (SHCHERBAKOVet al., 2005). If the stress is less than the yield stress

r � ry , (2.1) is assumed to be valid. If the stress is greater than the yield stress,

r > ry , a damage variable a is introduced according to

r� ry ¼ E0ð1� aÞð�� �yÞ; ð2:2Þ

where ry ¼ E0�y . When a ¼ 0, (2.2) reduces to (2.1) and linear elasticity is applicable;

as a ! 1ð� ! 1Þ failure occurs. Increasing values of a in the range 0 � a < 1

quantify the weakening (decreasing E) associated with the increase in the number and

size of microcracks in the material. Several authors (KRAJCINOVIC, 1996; TURCOTTE

et al., 2003) have shown a direct correspondence between the damage variable a in a

continuum material and the number of surviving fibers N in a fiber bundle that

originally had N0 fibers, a ¼ 1� N=N0.

To complete the formulation of the damage problem it is necessary to specify the

kinetic equation for the damage variable. In analogy to Lyakhovsky et al. (1997) we

take

daðtÞ
dt

¼ 0; if 0 � r � ry ð2:3Þ

daðtÞ
dt

¼ 1

td

rðtÞ
ry

� 1

� �q
�ðtÞ
�y

� 1

� �2
; if r > ry ; ð2:4Þ

where td is a characteristic time scale for damage and q is a constant to be determined

from experiments. The power-law dependence of da=dt on stress (and strain) given

above must be considered empirical in nature. However, a similar power dependence

of dN=dt on stress is widely used in the analysis of fiber failures in fiber bundles

(NEWMAN and PHOENIX, 2001). It is important to note the introduction of a yield

limit in (2.3) and (2.4). If the stress is less than the yield stress, r < ry , no damage

occurs. The monotonic increase in the damage variable a given by (2.4) represents the

weakening of the brittle solid by the nucleation and coalescence of microcracks.

Microcracks are initiated only when r > ry .
As a first example we considered a rod to which a constant uniaxial tensional

stress r0 > ry is applied instantaneously at t ¼ 0 and held constant until the sample

fails. The applicable kinetic equation for the rate of increase of damage with time is

obtained from (2.2)–(2.4) with the result
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da
dt

¼ 1

td

r0
ry

� 1

� �qþ2
1

½1� aðtÞ�2 : ð2:5Þ

Integrating with the initial condition að0Þ ¼ 0 gives

aðtÞ ¼ 1� 1� 3
t
td

r0
ry

� 1

� �qþ2
" #1=3

: ð2:6Þ

Substituting (2.6) into (2.2) gives the strain in the sample as a function of time t

�ðtÞ
�y

¼ 1þ r0=ry � 1
	 


1� 3 t
td

r0=ry � 1
	 
qþ2

h i1=3 : ð2:7Þ

This behavior is illustrated in Fig. 1 for the case r0=ry ¼ 2:0. Initially, at t ¼ 0, we

have �ð0Þ=�y ¼ 2:0 at point A. The state of the rod moves along the constant stress

path AB until it fails. Failure occurs at the time tf when a ! 1ð� ! 1Þ. From (2.7)

this failure time is given by

tf ¼ td
3

r0
ry

� 1

� ��ðqþ2Þ
: ð2:8Þ

The time to failure tends to infinity as a power-law as the applied stress approaches

the yield stress r0 ! ry . Substitution of (2.8) into (2.6) gives the time evolution of

damage as

Figure 1

Dependence of the nondimensional stress r=ry on nondimensional strain �=�y (ry and �y are the yield stress

and strain). Path OA is linear elasticity. If a stress r0=ry ¼ 2:0 is applied instantaneously failure and damage

occur along the path AB. If the stress is removed instantaneously the sample follows the path bYO. At point b
the damage a is the slope of the straight line connecting point b with the yield point Y as illustrated. If a

strain �0=�y ¼ 2:0 is applied instantaneously stress relaxation and damage occur along the path AD. If the
stress on the sample is removed instantaneously at the point a the sample follows the path aYO.
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aðtÞ ¼ 1� 1� t
tf

� �1=3

ð2:9Þ

and the corresponding time dependence of strain from (2.7)

�ðtÞ
�y

¼ 1þ ðr0=ry � 1Þ
ð1� t=tf Þ1=3

: ð2:10Þ

The approach to failure is in the form of a power-law.

A particularly interesting set of experiments on brittle failure were carried out by

GUARINO et al. (1999). These authors studied the failure of circular panels (222 mm

diameter, 3–5 mm thickness) of chipboard panels. A differential pressure was applied

rapidly across a panel and it was held constant until failure occurred. For these

relatively thin panels, bending stresses were negligible and the panels failed under

tension (a mode I fracture). Initially the microcracks appeared to be randomly

distributed across the panel, as the number of microcracks increased they tended to

localize and coalesce in the region where the final rupture occurred. The times to

failure tf of these chipboard panels were found to depend systematically on the

applied differential pressure P . Taking a yield pressure (stress) Py ¼ 0:038 MPa their

results are reinterpreted in Fig. 2 assuming r=ry ¼ P=Py . Their results correlate very
well with our failure condition (2.8) taking q ¼ 0:25 and td ¼ 168 s.

10-1 10
0

10 2

10 3

10 4

10 5

tf ~ (P/Py - 1)-2.25

Py = 0.38 atm

t f 
, s

ec

P/Py  - 1

Figure 2

Times to failure of chipboard panels subjected to differential pressure (GUARINO et al., 1999). Failure times

tf are given as a function of the ratio of the excess stress over the yield stress r=ry � 1 (assumed to be equal

to P=Py � 1 with Py ¼ 0:038 MPa. The straight line correlation is with (2.8) taking q ¼ 0:25 and td ¼ 168 s.
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GUARINO et al. (1999) also determined the cumulative energy in the acoustic

emission (AE) events eAE as a function of the time t. The total AE energy at the time

of rupture is etot. They studied the dependence of eAE=etot on ð1� t=tf Þ. After an

initial transient period good power-law scaling was observed that can be correlated

with eAE / ð1� t=tf Þ�0:27. This equivalent to having deAE=dt / ð1� t=tf Þ�1:27.

We now relate the rate of increase of the damage variable da=dt to the rate of AE

events. The rod extends under the constant stress r0 ¼ 2ry from point A to point b as

shown in Figure 1. The slope of the straight line connecting the point b and the yield

point Y is 1� a. We assume that when the stress at point b is removed

instantaneously the sample will follow the path bYO. Thus the energy lost in

acoustic emissions eAE is equal to the work done on path Ab so that we have

eAE ¼ 1

2
ðr0 � ryÞð�b � �AÞ ¼ ry�y

2

r0
ry

� 1

� �2
1

ð1� t=tf Þ1=3
� 1

" #
; ð2:11Þ

where we used (2.9). Taking the derivative of (2.11) with respect to t we obtain the

rate of AE

deAE

dt
¼ ry�y

6tf

r0
ry

� 1

� �2

1� t
tf

� ��4=3

: ð2:12Þ

This result compares with the observed time dependence of the rate of the acoustic

energy release in experiments on chipboard panels described above.

It should be noted that the relaxation path from b to Y to O in Figure 1 is not

unique. An alternative path would be parallel to the initial path O to A. The path we

have chosen corresponds to the closure of type I extensional microcracks along the

path b to Y and the subsequent elastic behavior from Y to O. The alternative parallel
path would be appropriate for shear displacements that do not relax. The entire

relaxation process is elastic. It should be noted however, that the time dependence

given in (2.12) can be obtained taking either path.

As a second example we consider a rod under a tensional stress that increases

linearly in time, that is

rðtÞ ¼ ry
t
ty
: ð2:13Þ

Damage begins to occur when r ¼ ry at t ¼ ty . The applicable equation for the

subsequent increase in damage with time is obtained from (2.2)–(2.4) and (2.13) with

the result

da
dt

¼ 1

td

t
ty
� 1

� �qþ2
1

1� aðtÞ½ �2 : ð2:14Þ

Integrating with the initial condition aðtyÞ ¼ 0 gives
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aðtÞ ¼ 1� 1� 3ty
ðqþ 3Þtd

t
ty
� 1

� �qþ3
" #1=3

: ð2:15Þ

Substituting (2.13) and (2.15) into (2.2) gives the time dependence of the strain

�ðtÞ
�y

¼ 1þ ðt=ty � 1Þ
1� 3ty

ðqþ3Þtd t=ty � 1
	 
qþ3

h i1=3 : ð2:16Þ

Failure occurs at the time tf when a ¼ 1ð� ! 1Þ. From (2.15) this failure time is

given by

tf
ty
¼ 1þ ðqþ 3Þtd

3ty

� � 1
qþ3

ð2:17Þ

and the corresponding time dependent strain from (2.16) is given by

�ðtÞ
�y

¼ 1þ ðt=ty � 1Þ

1� t�ty
tf�ty

� �qþ3
� �1=3 : ð2:18Þ

Again the approach to failure takes the form of a power law.

We will now apply the results derived above to the problem of seismic activation

prior to earthquakes. Systematic increases in intermediate levels of seismicity prior to

large earthquakes have been documented by several authors (SYKES and JAUMÉ,

1990; KNOPOFF et al., 1996; JAUMÉ and SYKES, 1999). It has also been observed that

an increase in the seismic activity prior to large earthquakes takes the form of a

power law. This was first proposed by BUFE and VARNES (1993). They considered the

cumulative Benioff strain in a region defined as

�BðtÞ ¼
XNðtÞ

i¼1

ffiffiffiffi
ei

p
; ð2:19Þ

where ei is the seismic energy release in the ith precursory earthquake and NðtÞ is the
number of precursory earthquakes considered up to time t.

The precursory increase in seismicity is referred to as accelerated moment release

(AMR). In terms of the cumulative Benioff strain it is quantified as

�BðtÞ ¼ �Bðtf Þ � B 1� t
tf

� �s

; ð2:20Þ
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where �Bðtf Þ is the final cumulative Benioff strain when the large earthquake occurs,

tf is time measured forward from the beginning of AMR, B is a constant, and s is the
exponent. Examples of AMR have been given by BOWMAN et al. (1998), BUFE et al.

(1994), VARNES and BUFE (1996), BREHM and BRAILE (1998, 1999a,b), ROBINSON

(2000), ZÖLER et al. (2001), MAIN (1999), BOWMAN and KING (2001), YANG et al.

(2001), KING and BOWMAN (2003), BOWMAN and SAMMIS (2004), and SAMMIS et al.

(2004). RUNDLE et al. (2000) found that the distribution of values of the power-law

exponent s for 12 earthquakes was s ¼ 0:26� 0:15.

We assume that the stress in a seismological zone increases linearly with time as

given by (2.13). This increase in the tectonic stress is very slow compared with the

development of damage so that it is appropriate to assume ty=td  1. We associate

the AMR energy eAMR with the energy added to the rod by the time t. Using (2.13)

and (2.18) we can obtain the rate of energy release

deAMR

dt
¼ 1

2

d
dt
½rðtÞ�ðtÞ� ¼ �yry

2ty
1þ

6t � 3ty þ ½3ty þ ðq� 3Þt� t�ty
tf�ty

� �qþ3

3ty 1� t�ty
tf�ty

� �qþ3
� �4=3

8>>><
>>>:

9>>>=
>>>;
: ð2:21Þ

It is also possible to analyze the behavior of the rate near the failure time tf . The
expansion of (2.21) around ðt � tf Þ gives

deAMR

dt
¼ �yry

2ty
1þ tf

3tyðqþ 3Þ1=3
1

t�tf
ty�tf

� �4=3

8><
>:

þ tf ð10� qÞ � 6ty

9tyðqþ 3Þ1=3
1

t�tf
ty�tf

� �1=3
þ Oðt � tf Þ2=3

9>=
>;: ð2:22Þ

The result deAMR=dt / ð1� t=tf Þ�4=3 was previously derived from damage mechanics

by BEN-ZION and LYAKHOVSKY (2002) who used the assumption of the constant

applied stress.

To make the association with Benioff strain we use a derived expansion for the

energy release rate (2.22)

d�B
dt

¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
deAMR

dt

r
: ð2:23Þ

The cumulative Benioff strain can be obtained by integrating (2.23) with the

result
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�BðtÞ ¼ �Bðtf Þ �
Ztf
t

d�B
dt

dt ð2:24Þ

¼ �Bðtf Þ �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
3tf ðty � tf Þ4=3ry�y

2t2y ðqþ 3Þ1=3

vuut ðtf � tÞ1=3 � Oðtf � tÞ4=3; ð2:25Þ

where we used (2.22). The exponent of s ¼ 1=3 is in reasonably good agreement with

the range of values associated with AMR s ¼ 0:26� 0:15 as given above. This

agreement was also noted by BEN-ZION and LYAKHOVSKY (2002).

As our final example we will consider a rod to which a constant uniaxial tensional

strain �0 > �y has been applied instantaneously at t ¼ 0 and is held constant. The

applicable equation for the rate of increase of damage with time is obtained from

(2.2)–(2.4) with the result

da
dt

¼ 1

td

�0
�y

� 1

� �qþ2

1� aðtÞ½ �q: ð2:26Þ

Integrating with the initial condition að0Þ ¼ 0, we find

aðtÞ ¼ 1� 1þ ðq� 1Þ t
td

�0
�y

� 1

� �qþ2
" #� 1

q�1

: ð2:27Þ

This result is valid as long as q > 1. The damage increases monotonically with time

and as t ! 1 the maximum damage is að1Þ ¼ 1. Using (2.27) with (2.2) one derives

the stress relaxation in the material as a function of time t

rðtÞ
ry

¼ 1þ �0
�y

� 1

� �
1þ ðq� 1Þ t

td

�0
�y

� 1

� �qþ2
" #� 1

q�1

: ð2:28Þ

At t ¼ 0 we have linear elasticity corresponding to a ¼ 0. In the limit t ! 1 the

stress relaxes to the yield stress rð1Þ ¼ ry below which no further damage can occur.

This behavior is illustrated in Figure 1 for the case �0=�y ¼ 2:0. Initially, at t ¼ 0, we

have r=ry ¼ 2:0 at point A. The sample then moves along the constant strain path AD
until the stress has relaxed to the yield stress ry .

This stress relaxation process has been applied to the understanding of the

aftershock sequence that follows an earthquake. During an earthquake some regions

in the vicinity of the fault rupture experience a rapid increase of strain (stress). This is

in direct analogy to the instantaneous application of strain considered above. Just as

the microcracks associated with damage relax stress in our model, aftershocks relax

stresses applied during the main shock. We recognize that all aftershocks have
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secondary aftershocks and so forth but all aftershocks contribute to stress relaxation

similarly.

A universal scaling law is applicable to the temporal decay of aftershock activity

following an earthquake. This is known as the modified Omori’s law and can be

written in the form (UTSU et al., 1995, SCHOLZ, 2002)

dN
dt

¼ 1

s½1þ t=c�p ; ð2:29Þ

where dN=dt is the rate of occurrence of aftershocks with magnitudes greater than m,
t is the time that has elapsed since the main shock, s and c are characteristic times,

and the exponent p has a value near unity. The total number of aftershocks with

magnitudes greater than m, Ntotð� mÞ, was obtained by integrating (2.29) with the

result (SHCHERBAKOV et al., 2004)

Ntotð� mÞ ¼
Z1
0

dN
dt

dt ¼
Z1
0

dt
sð1þ t=cÞp ¼

c
sðp � 1Þ : ð2:30Þ

If the modified Omori’s law is assumed to be valid for large times (no cutoff) then

the total number of aftershocks is finite only for p > 1. Combining (2.29) and (2.30)

gives

1

Ntot

dN
dt

¼ p � 1

c
1

ð1þ t=cÞp ; ð2:31Þ

We will next show that this result can be derived using continuum damage

mechanics.

In order to relate our continuum damage mechanics model to aftershocks we

determine the rate of energy release in the relaxation process considered above. In

order to do this we use the approach applied to the AE experiments considered in

the previous section. Since the strain is constant during the stress relaxation, no

work is done on the sample. We hypothesize that if the applied strain (stress) is

instantaneously removed during the relaxation process then the sample will return

to a state of zero stress and strain following a linear stress-strain path (aY) with

slope E0ð1� aÞ to stress ry and following the path (YO) with slope E0 to zero

stress (Fig. 1). We assume that the difference between the energy added eYA and

the energy recovered eaY is lost in aftershocks and find that this energy eas is given
by

eas ¼ eYA � eaY ¼ 1

2
E0 �0 � �y

	 
2
aðtÞ: ð2:32Þ

The rate of energy release is obtained by substituting (2.27) into (2.32) and taking the

time derivative with the result
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deas
dt

¼ E0�
2
y

2td

�0
�y

� 1

� �qþ4

1þ ðq� 1Þ �0
�y

� 1

� �qþ2 t
td

� �" #� q
q�1

: ð2:33Þ

The total energy of aftershocks east is obtained by substituting að1Þ ¼ 1 into (2.32)

with the result

east ¼ 1

2
E0 �0 � �y

	 
2
: ð2:34Þ

Combining (2.33) and (2.34) gives

1

east

deas
dt

¼
1
td

�0=�y � 1
	 
qþ2

1þ ðq� 1Þ �0=�y � 1
	 
qþ2 t

td

� �h i q
q�1

: ð2:35Þ

This result is clearly similar to the aftershock relation given in (2.31). To demonstrate

this further let us make the substitutions

q ¼ p
p � 1

; ð2:36Þ

c ¼ td

ðq� 1Þ �0=�y � 1
	 
qþ2

: ð2:37Þ

Substitution of (2.36) and (2.37) into (2.35) gives

1

east

deas
dt

¼ p � 1

c
1

ð1þ t=cÞp : ð2:38Þ

This damage mechanics result is identical in form to the modified Omori’s law for

aftershocks given in (2.31).

We next consider a specific example. In Fig. 3 the rate of occurrence of

aftershocks with m � 2:5 following the mms ¼ 7:3 Landers (California) earthquake,

June 28, 1992, is given as a function of the time after the earthquake. Also shown is

the correlation with (2.31) taking s ¼ 2:22
 10�3 days, c ¼ 2:072 days, and p ¼ 1:22.

From (2.36) we find that the corresponding power law exponent is q ¼ 5:55. Further

assuming that �0=�y ¼ 1:2 we find from (2.37) that the damage time is td ¼ 4:3 s.

3. Discussion

In this paper we have presented a damage mechanics model with a yield stress.

We have also applied the solutions of the model to several problems in the fracture of

materials and earthquakes. This model is derived from several damage mechanics

models that have been applied to problems in mechanical and civil engineering

(ANIFRANI et al., 1995; KRAJCINOVIC, 1996). The approach based on specifying the
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kinetic equation for damage evolution is empirical, however, it is justified by

experimental observations. Although the physical mechanisms of time delays leading

to fracture of materials remain unclear.

It should be pointed out that a similar time-to-failure model is routinely applied to

composite materials. In the time-dependent fiber-bundle model the failure statistics of

the individual fibers that make up the fiber bundle are specified (COLEMAN, 1957,

1958; SMITH and PHOENIX, 1981; NEWMAN and PHOENIX, 2001). It has been shown by

KRAJCINOVIC (1996) and TURCOTTE et al. (2003) that the damage variable a can be

introduced into the studies of fiber-bundle models where it defines the fraction of

broken fibers. In the dynamic fiber-bundle models the time delays of failures of

individual fibers are specified through an empirical distribution function.

The description of the damage evolution based on the empirical equation is

valid for a gradual deterioration of ductile materials under creep (KACHANOV,

1986). This should be distinguished from the case of brittle-elastic behavior where

damage can be defined as a density of microcracks and cavities and can be

calculated exactly for certain geometries of these defects. It was noted by

KACHANOV (1994) that the use of a kinetic equation for the scalar damage variable

in the case of brittle-elastic solids can lead to inconsistencies. Our proposed kinetic

equation is based on the studies of the fiber-bundle model where a similar power-

law dependence on stress is observed (TURCOTTE et al., 2003) and can be considered

as an approximation. This model is also one-dimensional and extrapolations to

higher dimensions should be done with care.

0.01 0.1 10 100 1000
10 -1

10 0

10 1

10 2

10 3

dN
 / 

dt
, d

ay
s-

1

days
1

Figure 3

The rate of occurrence of aftershocks as a function of time following the June 28, 1992 Landers earthquake

(mms ¼ 7:3). The magnitude cutoff for aftershocks is m ¼ 2:5. Also shown is the correlation with (29)

taking s ¼ 2:22
 10�3 days, c ¼ 2:072 days, and p ¼ 1:22.
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We have compared the predictions of our damage model with laboratory studies

of the time delays associated with the rupture of chipboard panels and also with the

time delays associated with the occurrence of aftershocks. In both cases the predicted

power-law dependence of damage on time is consistent with the observations. The

damage mechanics model basically has two parameters: the power-law exponent q
and the characteristic time td . For the failure of the chipboard we find q ¼ 0:25 and

td ¼ 168 s. For the aftershock sequence we have q ¼ 5:55 and td ¼ 4:3 s. Although

both behave brittley, the chipboard is a much ‘‘softer’’ material than the rock in

which aftershocks occur. We attribute the differences in the parameter values to this

difference in material properties.

Some forms of damage are clearly thermally activated. The irreversible

deformation of a solid by diffusion or dislocation creep is an example. The ability

of vacancies and dislocations to move through a crystal is governed by an

exponential dependence on absolute temperature with a well-defined activation

energy. Time delays associated with fracture have been attributed to stress corrosion

which is also a thermally activated process (DAS and SCHOLZ, 1981). However,

GUARINO et al. (1998) varied the temperature in their experiments on the fracture of

chipboard and found no effect. An alternative explanation for the time delay

associated with microcracking has been given by SCORRETTI et al. (2001) and

CILIBERTO et al. (2001). An effective ‘‘temperature’’ can be attributed to the spatial

disorder (heterogeneity) of the solid. The spatial variability of stress in the solid is

caused by the microcracking itself, not by thermal fluctuations.
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An Update on the Fracture Toughness Testing Methods Related

to the Cracked Chevron-notched Brazilian Disk (CCNBD) Specimen

R. J. FOWELL,1 C. XU,1 and P. A. DOWD
1

Abstract—This paper reviews the use of the cracked Chevron-notched Brazilian disc (CCNBD) for

fracture toughness testing. Theoretical and experimental backgrounds of the method are described. Some

issues regarding the current development (i.e., recalibration) of the specimen geometry are presented and

discussed. A number of geometries related to the CCNBD proposed recently for fracture toughness testing

of rock are then introduced and commented on.

Key words: Fracture toughness testing, Brazilian disc, CCNBD, stress intensity factor.

1. Introduction

Due to the great popularity of using Brazilian disks in the rock mechanics

community, the introduction of the CCNBD specimen for rock fracture toughness

testing (FOWELL and XU, 1994; CHEN, 1990) did not encounter any difficulty in

gaining wide acceptance. Compared with the Chevron bend (CB) and short rod (SR)

specimens, the CCNBD has numerous advantages which include easier sample

preparation, much higher failure load, simpler testing procedure and it is easily

adaptable for mixed-mode fracture toughness testing. Some selected publications

about the use of the specimen include CHANG et al. (2002), DWIVEDI et al. (2000),

AL-SHAYEA et al. (2000) and KRISHNAN et al. (1998).

2. Background

The basic CCNBD testing configuration is given in Figure 1. The relations between

the geometrical entities are expressed in Equation (1) below.
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as ¼ Rs=R ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
a20 þ a21 � a20 þ a2B=4

	 
2�a2B

q
hc ¼ as �

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
a2s � a21

q� �
	 R ¼ as �

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
a2s � a20

q� �
	 Rþ B=2

a0 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
a2s �

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
a2s � a21

q
þ aB=2

� �2
s

a1 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
a2s �

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
a2s � a20

q
� aB=2

� �2
s

aB ¼ 2 	
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
a2s � a20

q
�

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
a2s � a21

q� �

8>>>>>>>>>>>>>>>>><
>>>>>>>>>>>>>>>>>:

ð1Þ

where a0 , a1 and aB are dimensionless and are calculated as: a0 = a0 /R, a1 = a1 /R

and aB = B/R. The ISRM suggested that standard specimen dimensions are given in

Table 1 (ISRM, 1995).

In practical experiments, the dimensions of CCNBD specimens obtained will

deviate from the standard figures. To obtain the stress intensity factor (SIF) for

B

A-A

O1

O1

2b

R

O

a1

aa0

Rs

X

A

A Loading plate 

Figure 1

Basic configuration of CCNBD fracture toughness testing.

Table 1

Standard CCNBD geometrical dimensions (Fig. 1)

Descriptions Values Dimensionless Expression

Diameter D (mm) 75.0

Thickness B (mm) 30.0 aB = B/R = 0.80

Initial chevron-notched crack length a0 (mm) 9.89 a0 = a0/R= 0.2637

Final chevron-notched crack length a1 (mm) 24.37 a1 = a1/R = 0.65

Saw diameter Ds (mm) 52.0 as = Ds/R = 0.6933

Cutting depth hc (mm) 16.95

Y*
min (dimensionless) 0.84

Critical crack length am (mm) 19.31 am = am/R = 0.5149
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different dimensions, the specimen geometry is analyzed theoretically using the

combination of compliance method, dislocation method and superimposition

technique. The SIF for a CCNBD specimen with crack length a can be calculated

as (XU and FOWELL, 1993):

Y �ðaÞ ¼ a4B 	 g3ðaÞ
8 	 g1ðaÞ 	 g2ðaÞ

� �1
2

; ð2Þ

where

g1ðaÞ ¼ ða21 � a20Þ þ
a2B
4
�

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
a21 � a2
	 
 	 a2B þ a21 � a20 �

a2B
4

� �2
s

g2ðaÞ ¼ 1

B0E
	 g1ðaÞ
CðaÞ þ

1

B0E
	
Z a1

a

g4ðnÞ
CðnÞ 	 dn

� �2

g3ðaÞ ¼ 2

ðB0EÞ2 	
Y ðaÞ 	 g1ðaÞ

C2ðaÞ � ð1� ckÞ
B0E

	 g4ðaÞ
CðaÞ

g4ðaÞ ¼ a2B 	 affiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ða21 � a2Þ 	 a2B þ ða21 � a20 � a2B=4Þ2

q

8>>>>>>>>>>>>>>><
>>>>>>>>>>>>>>>:

ð3Þ

The results are then validated using the finite element method (FEM) and the

boundary element method (BEM) (XU and FOWELL, 1993). For fracture toughness

testing, the important SIF value for the specimen is the minimum SIF, denoted as Y*,

as it corresponds to the failure load recorded during the testing. From them the

fracture toughness value can then be calculated as:

KC ¼ Pmax

B 	 ffiffiffi
R

p 	 Y �
m: ð4Þ

Note the above calculation only depends on the compliance C(a) of the

corresponding cracked straight-through Brazilian disc (CSTBD) and is independent

of fracture mode, i.e., if the correct compliance is supplied the above fracture

toughness is equally applicable to mode I, II, III or mixed mode fracture testing.

However, due to the plane strain constraint, not all geometries of the CCNBD are

valid to be used for fracture testing. Studies (XU and FOWELL, 1993, 1994) showed

that CCNBD geometries must fall within the range outlined in Figure 2 to yield valid

fracture toughness results. These ranges can also be expressed below:

a1 � 0:4; Line 0
a1 � aB=2; Line 1
aB � 1:04; Line 2
a1 � 0:8; Line 3
aB � 1:1729 	 ða1Þ5=3; Line 4
aB � 0:44; Line 5

8>>>>><
>>>>>:
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For CCNBD specimens within these ranges, an easier version (compared to Equation

3) to calculate the minimum dimensionless SIF values is given in (ISRM, 1995):

Y �
min ¼ u 	 ev	a1 ; ð6Þ

where constants u and v are listed in ISRM (1995). A selected portion for some

common configurations is given in Table 2 below:

WANG (1998) introduced a correction factor to account for the compliance of

uncracked disc in the SIF evaluation of CCNBD specimens and the results of full-

scale calibration using FEM are presented in WANG et al. (2004).

3. Geometry Related to CCNBD: 1 – Flattened Brazilian Disc (FBD)

The uncracked Brazilian disc was used by GUO et al. (1993) directly for mode I

fracture toughness testing. This configuration was revisited by WANG et al. (2004) by

introducing two parallel flat loading planes as shown in Figure 3(a). The geometry is

analyzed by WANG et al. (2004) using the FEM and Figure 3(b) shows the

dimensionless SIF for the configuration for different stages of the crack propagation.

The experiment using this testing method can only be performed in a displacement

controlled loading system and a typical load-displacement curve is given in

Figure 3(c). The mode I fracture toughness KIC can then be calculated as:

KIC ¼ Pminffiffiffi
R

p 	 t 	 U
�
max; ð7Þ
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Figure 2

Valid geometrical ranges for fracture toughness testing.
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where Pmin is the local minimum load reading as shown in Figure 3(c), U�
max is the

maximum dimensionless SIF as shown in Figure 3(b). The main attraction of this

method is the even simpler sample preparation as no slot needs to be cut at the center

of the disc. However extensive analytical, numerical and experimental validation of

the method is needed. A sensitive displacement loading requirement and low success

rate for tests are also some of the disadvantages of this specimen geometry.

A geometry closely related to the flattened Brazilian disc is the modified ring

(MR) configuration reported in FISCHER et al. (1996). The geometry is depicted in

Figure 4 and the mode I fracture toughness value is obtained from the test graph

shown in Figure 5. Finite-element analysis of the geometry is also presented by

FISCHER et al. (1996).

4. Geometry Related to CCNBD: 2 – Semi-circular Specimen under Three-point Bend

(SCB)

This geometry was proposed by CHONG (1987) and received extensive study by LIM

et al. (1994 a,b,c) and experimental attention from KRISHNAN et al. (1998) and

FUNATSU et al. (2004). The specimen and configuration for testing are shown in

Table 2

Selected valuesof u and v

a0 0.200 0.250 0.275 0.300 0.325 0.350 0.375 0.400

u

aB
0.680 0.2667 0.2704 0.2718 0.2744 0.2774 0.2807 0.2848 0.2888

0.720 0.2650 0.2683 0.2705 0.2727 0.2763 0.2794 0.2831 0.2871

0.760 0.2637 0.2668 0.2693 0.2719 0.2744 0.2781 0.2819 0.2860

0.800 0.2625 0.2657 0.2680 0.2706 0.2736 0.2772 0.2811 0.2845

0.840 0.2612 0.2649 0.2672 0.2699 0.2727 0.2763 0.2801 0.2831

0.880 0.2602 0.2642 0.2668 0.2691 0.2723 0.2754 0.2793 0.2816

0.920 0.2598 0.2634 0.2658 0.2684 0.2716 0.2747 0.2782 0.2811

0.960 0.2593 0.2633 0.2655 0.2685 0.2710 0.2746 0.2767 0.2799

1.000 0.2591 0.2630 0.2653 0.2679 0.2709 0.2738 0.2768 0.2786

v

0.680 1.7676 1.7711 1.7757 1.7759 1.7754 1.7741 1.7700 1.7666

0.720 1.7647 1.7698 1.7708 1.7722 1.7693 1.7683 1.7652 1.7617

0.760 1.7600 1.7656 1.7649 1.7652 1.7662 1.7624 1.7593 1.7554

0.800 1.7557 1.7611 1.7613 1.7603 1.7596 1.7561 1.7525 1.7512

0.840 1.7522 1.7547 1.7551 1.7548 1.7535 1.7499 1.7469 1.7473

0.880 1.7487 1.7492 1.7478 1.7487 1.7463 1.7452 1.7403 1.7434

0.920 1.7423 1.7446 1.7443 1.7432 1.7411 1.7389 1.7360 1.7363

0.960 1.7370 1.7373 1.7372 1.7346 1.7344 1.7309 1.7343 1.7331

1.000 1.7308 1.7307 1.7306 1.7297 1.7273 1.7270 1.7258 1.7302
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Figure 6(a). The fracture toughness for mode I and II is then obtained by Equation

(8) below (LIM et al., 1995).

KIC ¼ P
2rt

	 ffiffiffiffiffiffi
pa

p 	 Y �
I

KIIC ¼ P
2rt

	 ffiffiffiffiffiffi
pa

p 	 Y �
II

8><
>: ; ð8Þ

where Y �
I and Y �

II are dimensionless SIF values for the specimen with crack length a, t

is the thickness, r is the radius and P is the recorded failure load. Figure 6 (b) gives

the dimensionless SIF YI for pure mode I loading fixture and the dimensionless SIF

YI and YII for mixed conditions are given in Figure 6(c). A typical load-displacement

curve for the testing is shown in Figure 6(d).

This geometry, although retaining some merit such as being easily adaptable for

mixed mode testing, loses some advantages of the CCNBD specimen. The most

notable one is the low failure load which can sometimes be difficult to implement in

practical experiments and is error prone, as it will be more difficult to obtain accurate

Figure 3

Flattened Brazilian disk, a) Geometrical dimensions, b) SIF c) L-D curve (WANG et al., 2004).
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load-displacement recordings. Another disadvantage will be the possible need for a

pre-cracking process prior to testing although this can be easily overcome by

introducing a Chevron-notch instead of a straight-through crack.

5. Geometry Related to CCNBD: 3–Double-edge Cracked Brazilian Disc (DECBD)

This geometry has been recently proposed by CHEN et al. (2001) for mode I fracture

toughness testing. The specimen and loading configuration is as shown in

Figure 7(a). The specimen is studied in CHEN et al. (2001) using a weight function

and the FEM method. The dimensionless mode I SIF for the specimen for different

crack inclination angles is given in Figure 7 (b).

In the authors’ opinion, this geometry has great potential. An initial impression

of the specimen is that it will retain most of the merit of the CCNBD specimen, with

the improvement of an easier sample preparation. The specimen, if configured

properly (i.e., certain crack inclination angle), will act like a shear box which will

Figure 4

Modified ring (MR) specimen geometry (FISHER et al., 1996).
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make it extremely suitable for mixed modes I and II fracture toughness testing.

Certainly the geometry is still in its early stages of development and we cannot be

sure at this stage if these claims will be correct. Some work for this geometry is

imminent, for example, mode II SIF evaluation and extensive experimental testing

validation.

6. Conclusion

Since its introduction, fracture toughness testing using the CCNBD specimen has

attracted considerable attention in the rock fracture research community. Advan-

tages of using the method have started to be realized, which include, easier sample

preparation, much higher failure load, and hence simpler and less error-prone testing

procedure. Another superb advantage of the specimen is that it can easily be adapted

for pure Model II and mixed Modes I and II fracture toughness testing, which has

Figure 5

Fracture toughness determination using MR testing (FISHER et al., 1996).
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attracted extensive research in the past decade and is expected to remain as a very

active research topic for the foreseeable future. It may be necessary to revise the

dimensionless SIF values for a future release of the suggested method to incorporate

some recent developments. More research and input from different sources need to

be coordinated.

Figure 6

SCB a) Configuration, b) Mode I SIF c) Mixed-mode SIF d) L-D curve (LIM et al., 1994a,b).
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Several specimen geometries closely related to the CCNBD have also been

developed and used, however in the authors’ opinion, none of them have the same

unique desirable combinations of features and advantages as the CCNBD geometry.

The DECBD specimen, however, is believed to have great potential for further

development.

REFERENCES

AL-SHAYEA, N.A., KHAN, K., and ABDULJAUWAD, S.N. (2000), Effects of confining pressure and

temperature on mixed-mode (I-II) fracture toughness of a limestone rock, Int. J. Rock. Mech. and Min.

Sci. 37, 629–643.

CHANG, S.H., LEE, C.I., and JEON, S. (2002), Measurement of rock fracture toughness under modes I and II

and mixed-mode conditions by using disc-type specimens, Engin. Geology 66, 79–97.

CHEN, F., SUN, Z., and XU, J. (2001), Mode I fracture analysis of the double edge cracked Brazilian disk

using a weight function method, Int. J. Rock. Mech. and Min. Sci. 38, 475–479.

CHEN, J.F. (1990), The development of chevron-notched Brazilian disk method for rock fracture toughness

measurement, Proceeding of 1990 SEM Spring Conf. on Experimental Mechanics, Albuquerque, USA,

pp. 18–23.

CHONG, K.P., KURUPPU, M.D., and KUSZMAUL, J.S. (1987), Fracture toughness determination of rocks with

core-based specimens, Proceedings of SEM/RILEM Internat. Conf. on Fracture of Concrete and Rocks,

Texas, (Shah S.P. and Swartz, S.E. eds.), pp. 13–25.

DWIVEDI, R.D., SONI, A.K., GOELL, R.K., and DUBE, A.k. (2000), Fracture toughness of rock under sub-

zero temperature conditions, Int. J. Rock. Mech. and Min. Sci. 37, 1267–1275.

FISCHER, M.P., ELSWORTH, D., ALLEY, R.B., and ENGELDER, T. (1996), Finite element analysis of the

modified ring test for determining mode I fracture toughness, Int. J. Rock. Mech. and Min. Sci. 33, 1–15.

FOWELL, R.J. and XU, C. (1994), The use of the cracked Brazilian disc geometry for rock fracture

investigation, Int. J. Rock. Mech. and Min. Sci. 31, 571–579.

Figure 7

Double edge Brazilian disk - DECBD a) Geometry b) Mode I SIF (CHEN et al., 2001).

1056 R. J. Fowell et al. Pure appl. geophys.,



FUNATSU, T., SETO, M., SHIMADA, H., MATSUI, K., and KURUPPU, M. (2004), Combined effects of

increasing temperature and confining pressure on the fracture toughness of clay bearing rocks, Int. J. Rock.

Mech. and Min. Sci., 41, 927–938.

GUO, H., AZIZ, N.I., and SCHMIDT, L.C. (1993), Rock fracture toughness determination by Brazilian test,

Engin. Geology 33, 177–188.

KRISHNAN, G.R., ZHAO, X.L., ZAMAN, M., and ROEGIERS, J.C. (1998), Fracture toughness of a soft

sandstone, Int. J. Rock. Mech. and Min. Sci. 35, 695–710.

ISRM COMMISSION ON TESTING METHODS (1995), Suggested method for determining Mode I fracture

toughness using cracked Chevron-notched Brazilian disc (CCNBD) specimens, R.J. FOWELL (co-

ordinator), Int. J. Rock. Mech. and Min. Sci. 32, 57–64.

LIM, I.L., JOHNSTON, I.W., CHOI, S.K., and BOLAND, J.N. (1994a), Fracture testing of a soft rock with semi-

circular specimens under three-point bending part 1–mode I, Int. J. Rock. Mech. and Min. Sci. 31, 185–

197.

LIM, I.L., JOHNSTON, I.W., CHOI, S.K., and BOLAND, J.N. (1994b), Fracture testing of a oft rock with semi-

circular specimens under three-point bending part 2–mixed modes, Int. J. Rock. Mech. and Min. Sci., 31,

199–212.

LIM, I.L., JOHNSTON, I.W., and CHOI, S.K. (1994c), Assessment of mixed-mode fracture toughness testing

methods for rock, Int. J. Rock. Mech. and Min. Sci. 31, 265–272.

XU, C. and FOWELL, R.J. (1994), The crack chevron-notched Brazilian dist test–geometrical considerations

for practical rock fracture toughness measurement, Int. J. Rock. Mech. and Min. Sci. 30, 821–824.

XU, C. and FOWELL, R.J. (1993), Experimental validation of the cracked chevron-notched Brazilian disc

geometry specimen for rock fracture toughness testing, LUMA Magazine, Leeds University Mining

Association, pp. 57–68.

WANG, Q.Z. (1998), Stress intensity factors of the ISRM suggested CCNBD specimen used for mode I

fracture toughness determination, Int. J. Rock. Mech. and Min. Sci. 35, 977–982.

WANG, Q.Z., JIA, X.M., and WU, L.Z. (2004), Wide range stress intensity factors for the ISRM suggested

method using CCNBD specimens for the rock fracture toughness tests, Int. J. Rock. Mech. and Min. Sci.

41, 709–716.

WANG, Q.Z., JIA, X.M., KOU, S.Q., ZHANG, Z.X., and LINDQVIST, P.-A. (2004), The flattened Brazilian disc

specimen used for elastic modulus, tensile strength and fracture toughness of brittle rocks: analytical and

numerical results, Int. J. Rock. Mech. and Min. Sci. 41, 245–253.

(Received March 18, 2005, revised September 19, 2005, accepted October 21, 2005)

Published Online First: May 12, 2006

To access this journal online:

http://www.birkhauser.ch

Vol. 163, 2006 Update on Fracture Toughness Testing Related to CCNBD Geometries 1057



Cohesive Crack Analysis of Toughness Increase Due

to Confining Pressure

KAZUSHI SATO,1 and TOSHIYUKI HASHIDA
2

Abstract:—Apparent fracture toughness in Mode I of microcracking materials such as rocks under

confining pressure is analyzed based on a cohesive crack model. In rocks, the apparent fracture toughness

for crack propagation varies with the confining pressure. This study provides analytical solutions for the

apparent fracture toughness using a cohesive crack model, which is a model for the fracture process zone.

The problem analyzed in this study is a fluid-driven fracture of a two-dimensional crack with a cohesive

zone under confining pressure. The size of the cohesive zone is assumed to be negligibly small in

comparison to the crack length. The analyses are performed for two types of cohesive stress distribution,

namely the constant cohesive stress (Dugdale model) and the linearly decreasing cohesive stress.

Furthermore, the problem for a more general cohesive stress distribution is analyzed based on the fracture

energy concept. The analytical solutions are confirmed by comparing them with the results of numerical

computations performed using the body force method. The analytical solution suggests a substantial

increase in the apparent fracture toughness due to increased confining pressures, even if the size of the

fracture process zone is small.

Key words: Rock, fracture toughness, cohesive crack model, confining pressure, stress intensity factor.

1. Introduction

It has been reported that fracture toughness of rocks increases with increasing

confining pressure (SCHMIDT and HUDDLE, 1977; ABOU-SAYED, 1978; FUNATSU

et al., 2004). Fracture toughness is often expressed in terms of the stress intensity

factor required for crack propagation. In the fracture of a linear elastic solid, the

fracture toughness is assumed to be an inherent material property and independent

of loading configurations. In rocks, however, the stress intensity factor for crack

propagation varies with confining pressure. Therefore, the fracture toughness of

rocks should be viewed as an apparent material property.
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It is well known that the fracture process zone that is formed prior to crack

growth is significantly large in size compared to the specimen dimensions for many

rock types (LABUZ et al., 1987). Therefore, a suitable model for the fracture process

zone is necessary to evaluate the crack growth on the basis of laboratory

experiments. A Barenblatt-type cohesive crack model has been applied to express

the formation of the fracture process zone in rocks (HASHIDA, 1990; SATO et al.,

1995). HASHIDA et al. (1993) have reported that the crack growth behavior of Iidate

granite under confining pressure up to 26.5 MPa can be predicted using the cohesive

crack model (tension-softening model). In the tension-softening model, the fracture

process zone is represented as a crack subjected to a cohesive stress which depends on

the crack opening displacement. The relation between the cohesive stress and the

crack opening displacement is referred to as the tension–softening curve. The critical

fracture energy is provided by the area under the tension-softening curve (HILLER-

BORG, 1983). HASHIDA et al. (1993) have concluded that the tension-softening curve is

independent of confining pressure. Therefore, it can be seen that the tension-

softening curve is the inherent material property to be used to evaluate the crack

growth under confining pressure. The cohesive crack model is expected to provide a

useful tool for predicting the apparent fracture toughness.

In this study, the apparent fracture toughness under confining pressure is

examined using a cohesive crack model. A two-dimensional fluid-driven fracture with

cohesive zone under confining pressure is analyzed. Two types of cohesive stress

distributions are studied. The size of cohesive zone is assumed to be negligibly small.

The apparent fracture toughness is measured in terms of the stress intensity factor

induced by the fluid pressure. The theoretical model is verified by comparing it with

numerical results obtained by the body force method.

2. Problem Formulation

The problem to be analyzed is a fluid-driven fracture of a two-dimensional crack

with cohesive zones under confining pressure in an infinite body, as shown in Figure.

1. Tension is taken to be positive. The plane strain condition is assumed.

The fracture process zone is represented by the cohesive zone. The cohesive zone

length is R. The fluid pressure P is applied to the crack surface except within the

cohesive zone. The pressurized crack length is 2a, and the total crack length including

the cohesive zone is 2c. The cracked body is subjected to the confining pressure S at a

far distance.

Two types of cohesive stress distributions were analyzed, as shown in Figure. 2.

Case 1 represents a model of constant cohesive stress, while case 2 corresponds to a

linearly decreasing stress model.

When the fracture process zone is negligibly small, the critical stress intensity

factor Kc for the case of constant cohesive stress is
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K2
c

E0 ¼ rcdc; ð1Þ

where rc is the peak stress of the cohesive stress, dc is the critical crack opening

displacement and E0 is the effective Young’s modulus. For the case of linearly

decreasing stress, the critical stress intensity factor is given by

K2
c

E0 ¼
1

2
rcdc: ð2Þ

x

S

2c

2a

RR

σσ

S

K=0K=0
P

y

Figure 1

Fluid-driven crack with cohesive zone under confining stress.
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Figure 2

Cohesive stress distributions analyzed in this study: (a) constant cohesive stress and (b) linearly decreasing

stress. The cohesive zone length is determined by the critical crack opening displacement dc.
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It is assumed that the r–d relation is maintained under confined conditions as well as

atmospheric (no confining pressure) condition. Therefore, Kc is the inherent material

property and should be viewed as the fracture toughness of the rock.

This study analyzes the stress intensity factor required for crack growth when the

fracture process zone is assumed to be negligibly small. This stress intensity factor

corresponds to the apparent fracture toughness.

3. Theoretical Analysis

3.1. Stress Intensity Factor Based Analysis

This section presents the analytical results based on the stress intensity factor for

both the cases of constant and linearly decreasing cohesive stress.

In order to derive a predictive model for the apparent fracture toughness, we

considered subproblems with respect to the applied pressure and to the closing

stress, as shown in Figure. 3. The stresses acting on the crack in the problem to be

analyzed, as shown in Figure. 1, are the fluid pressure P , the cohesive stress r and

the confining stress S. The applied pressure that is the opening stress is the excess

pressure ðP � SÞ acting on the pressurized region 2a. The closing stress is the

composition of the cohesive stress and the confining stress ð�r� SÞ acting on the

cohesive zone R.
The first subproblem is that of the crack, length 2c, subjected to the applied

pressure acting on the pressurized interval 2a. The second subproblem is that of the

crack subjected to the closing stress acting on the cohesive zone R. The original

problem can be analyzed by superimposing the solution of the two subproblems. In

the original problem, the stresses at the crack tip (x ¼ �c) have to be finite. This

2c

2a K=0R R

P−S−σ−S −σ−S

Kp
P−S

−Kclose
−σ−S −σ−S

=

+

(a)

(b)

(c)

x

y

Figure 3

Problem analyzed by superimposing two subproblems with respect to applied pressure and cohesive stress:

(a) original problem, (b) subproblem of applied pressure and (c) subproblem of cohesive stress.
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requires that the stress intensity factor at the crack tip equals to zero. Based on this

condition, the apparent fracture toughness that is produced by the applied pressure

can be determined.

When the length of the cohesive zone is sufficiently small in comparison to the

crack length, the stress intensity factor KP produced by the applied pressure (see

Figure. 3b) is

KP ¼ DP
ffiffiffiffiffi
pc

p ¼ DP
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
pðaþ RÞ

p
ð3Þ

¼ DP
ffiffiffiffiffiffi
pa

p
1� R

2a
þ 	 	 	

� �
ð4Þ

where DP ¼ P � S is the excess pressure. For R=a � 1,

KP ¼ DP
ffiffiffiffiffiffi
pa

p
: ð5Þ

KP corresponds to the apparent fracture toughness, as mentioned above.

Considering a constant cohesive stress rc acting over the length R at the tip of a

semi–infinite crack, the stress intensity factor Kclose produced by the closing stress

(TADA et al., 1973a) is

Kclose ¼
ffiffiffi
8

p

r
ðrc þ SÞ

ffiffiffi
R

p
: ð6Þ

The condition that the stress at the tip of the cohesive zone has to be finite requires

KP � Kclose ¼ 0: ð7Þ
Substituting equation (6) into equation (7) yields

R ¼ p
8

KP

rc þ S

� �2

: ð8Þ

The crack opening displacement at x ¼ �a due to the excess pressure DP (TADA

et al., 1973a) is

dP ¼ 2ð1� mÞ
G

DP
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
c2 � a2

p
ð9Þ

¼ 2ð1� mÞ
G

DP
ffiffiffiffiffiffiffiffi
2aR

p
1� R

4a
þ 	 	 	

� �
: ð10Þ

For R=a � 1,

dP ¼ 2ð1� mÞ
G

DP
ffiffiffiffiffiffiffiffi
2aR

p
; ð11Þ

where m is Poisson’s ratio and G is the shear modulus. For a semi-infinite crack, the

crack opening displacement due to the closing stress at the edge of the cohesive zone

is
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dclose ¼ 2ð1� mÞ
G

	 2
p
ðrc þ SÞR: ð12Þ

The overall crack opening displacement at x ¼ �a is

dj�a ¼ dP � dclose: ð13Þ
The crack growth takes place when the crack opening displacement at x ¼ �a
reaches the critical crack opening displacement dc. Considering the crack growth

condition, dj�a in equation (13) is replaced by dc. Then, substituting equations (1),

(8), (11) and (12) into equation (13), yields

K2
P

K2
c
¼ 1þ S

rc
; ð14Þ

where E0 ¼ E=ð1� mÞ and G ¼ E=2ð1þ mÞ were used.

Equation (14) suggests that the stress intensity factor required for crack growth

under confining pressure should exceed the inherent material property Kc due to the

presence of the cohesive zone. Equation (14) provides a predictive model for the

apparent fracture toughness when the cohesive stress is assumed to be constant.

Next, the case where the cohesive stress decreases linearly from the crack tip is

considered.

In this case, in order to evaluate the stress intensity factor due to the cohesive

stress, the distribution of cohesive stress along the crack should be given. However,

the cohesive stress distribution is not linear since the crack opening displacement is

not proportional to the distance from the crack tip. Therefore, the profile of crack

opening displacement is needed for a rigorous analysis. Nonetheless, in this study, a

linear distribution of cohesive stress along the crack is assumed for simplicity as

r ¼ rc 1� n
R

� �
; ð0 � n � RÞ; ð15Þ

where n is the distance from the crack tip. This approximation results in an error of

about 10%, as described below. For this case, the stress intensity factor produced by

the cohesive stress is obtained by integrating the stress intensity factor for the

problem of the semi-infinite crack with a point load (TADA et al., 1973b)

Kclose ¼ 4

3p
rc

ffiffiffiffiffiffiffiffiffi
2pR

p
: ð16Þ

Therefore, the cohesive zone length is

R ¼ p
8

K2
P

2
3 rc þ S
	 
2 ; ð17Þ

where KP is given by equation (5).
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The crack opening displacement due to the cohesive stress is obtained by

integrating the crack opening displacement for the semi–infinite crack with a point

load (TADA et al., 1973b)

dclose ¼ 2ð1� mÞ
G

	 2

3p
rcR: ð18Þ

Kc is given by equation (2), then the result is

K2
P

K2
c
¼

2 2
3 þ S

rc

� �2

1þ S
rc

: ð19Þ

Equation (19) indicates that K2
P=K

2
c becomes 8=9 when the confining pressure is zero

(S ¼ 0). This deviation from unity may be due to the approximation of the cohesive

stress distribution along the crack.

3.2. Fracture Energy Based Analysis

This section describes an analysis based on the fracture energy concept. The

fundamental idea is that the energy required for opening the crack under confining

pressure is the sum of the two components needed to overcome the confining

pressure as well as the cohesive stress.

When the cohesive zone length is small, for the constant cohesive stress case, the

total fracture energy is

Gtotal ¼ rcdc þ Sdc ¼ K2
P

E0 : ð20Þ

When the confining pressure is zero, the total fracture energy is given by

Gtotal ¼ rcdc ¼ K2
c

E0 : ð21Þ

Dividing (20) by (21), yields

K2
P

K2
c
¼ 1þ S

rc
: ð22Þ

This equation is in agreement with equation (14), which is derived based on the stress

intensity factor. On the basis of the fracture energy approach, a solution for a general

stress distribution (nonlinear) also can be obtained.

When the cohesive stress is provided by

r ¼ rc 1� d
dc

� �n

; ð23Þ

the fracture energy can be calculated for unconfined conditions by the J–integral
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K2
c

E0 ¼
Zdc
0

rdd ¼ rcdc
nþ 1

: ð24Þ

Therefore, under the confining pressure, the total fracture energy is

K2
P

E0 ¼
rcdc
nþ 1

þ Sdc: ð25Þ

Then, the apparent fracture toughness can be obtained as

K2
P

K2
c
¼ 1þ ðnþ 1Þ S

rc
: ð26Þ

When n is zero (constant cohesive stress), equation (26) coincides with equation (14).

When n is unity, equation (26) corresponds to the linear decreasing cohesive stress

case.

The predictive model of equation (26) holds true independent of the loading

configuration. The only requirement is that the fracture process zone is small enough

in comparison to the crack length.

Next, the result from the fracture energy approach is compared with that obtained

based on the stress intensity factor. Thus, three equations (14), (19) and (26) deduced

in this study are compared in Figure. 4. In this figure, equation (26) with n ¼ 1 is

compared with equation (19). The increasing tendency of equation (26) is consistent

with equation (19), although equation (19) shows slightly smaller values due to the
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Figure 4

Comparison of derived equations. Equation (14) and equation (26) with n ¼ 0 corresponds to the case of

the constant cohesive stress. equation (19) and equation (26) with n ¼ 1 corresponds to the case of the

linear cohesive stress.
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approximation of the stress distribution along the crack. The formulation obtained

from the fracture energy approach is expected to provide a general model for

predicting the increase of the apparent fracture toughness under confining pressure.

The apparent fracture toughness significantly increases with the confining

pressure. This result demonstrates that the fracture toughness increases when the

fracture process zone exists at the crack tip, even if the size of the fracture process

zone is negligibly small.

4. Numerical Analysis

4.1. Numerical Procedure

In order to examine the validity of the derived equations, numerical analyses were

performed in this study.

Two-dimensional numerical computations were also carried out, based on the

cohesive crack model, in addition to the theoretical analysis described in the previous

sections. The body force method (NISHITANI, 1968; NISHITANI et al., 1990) was used

to determine the stress intensity factor and the inner pressure. The body force

method allows us to examine the effect of confining pressure on the apparent fracture

toughness, under the condition in which the extent of the cohesive zone is not

negligibly small. The problem configuration is shown in Figure. 1. In the numerical

computations, the size of the cohesive zone and the cohesive stress were predeter-

mined and the inner pressure was adjusted to maintain the stress intensity factor zero

at the crack tip (x ¼ �c). Therefore, the fracture toughness Kc was varied by

changing the size of the cohesive zone and cohesive stress in the computations. Here,

Kc is evaluated by equations (1) or (2). The size parameter of the cohesive zone, R=c
in the numerical computations was in the range of 0:001 ffi 0:5. As seen in the size

parameter, the numerical computations were conducted to include the condition in

which the size of the cohesive zone is nonnegligible with respect to the crack length.

4.2. Numerical Results and Discussion

Figures 5 and 6 show the dependency of Kc on the cohesive zone size obtained by

numerical calculations. Figure 5 is obtained for the constant cohesive stress condition

and Figure. 6 is for the linearly decreasing stress condition. The fracture toughness

Kc increases with the increase of the cohesive zone size. For the same cohesive zone

length, Kc increases with increasing confining pressure.

The numerical results are compared with the analytical solutions. The depen-

dency of apparent fracture toughness on the confining pressure is shown in Figures.

7(b) and 8(b), for the constant cohesive stress condition and for the linearly

decreasing stress condition, respectively. These figures were constructed by selecting
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the set of data presented in Figures. 5 and 6 which provided the similer same Kc

value. The analytical results given by equations (14) and (26) are indicated as solid

lines in Figures. 7(b) and 8(b), respectively. In the case of the linearly decreasing

cohesive stress, the parameter n in equation (26) is taken to be 1.0. The apparent

fracture toughness KP is evaluated by equation (5).

Figures 7(a) and 8(a) show the cohesive zone size for different Kc values and

confining pressure conditions. It can be seen that the numerical result obtained for

the lower Kc value and smaller R=c is very close to the trend predicted by the
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theoretical analysis. This evidence demonstrates the validity of the theoretical

analysis for the condition of the negligible cohesive zone size. When the Kc value

increases and the cohesive zone size becomes larger with respect to the crack length,

the numerical result tends to deviate from the theoretical result. It is very interesting

to note that the slope in the plot of K2
P=K

2
c –S=rc shows no drastic change even when

the cohesive zone size becomes larger.

The apparent fracture toughness significantly increases with increasing confining

pressure as shown in Figs. 7 and 8. MATSUKI et al. (1995) have stated that the reason

for the increase of apparent fracture toughness is the closure of pre-existing cracks

involved in the rock specimen. This causes the rock specimen to become less

damaged material. RUBIN (1993), and FIALKO and RUBIN (1997) have reported that
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Comparison of numerical results and the analytical solution for the case of constant cohesive stress: (a)

Size of cohesive zone and (b) dependency of apparent fracture toughness on confining pressure.
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the high tensile stress field appears off crack plane when the confining pressure

becomes sufficiently high. The magnitude of the tensile stress can be higher than the

peak cohesive stress, namely the tensile strength of rocks. They have concluded that

the increase of the apparent fracture toughness is the result of inelastic deformation

near the crack tip region due to this high tensile stress. However, no quantitative

model has been proposed for predicting the increase of apparent fracture toughness

under higher confining pressures. In contrast with the above-mentioned previous

studies, the present study points out the different mechanism for the increase of

apparent fracture toughness. Based on our theoretical analysis, we propose that the

apparent toughness increase may be due to the additional energy required to open up

the crack frank within the cohesive zone against the confining pressure. Furthermore,

0.0

1.0

2.0

3.0

4.0

5.0

6.0

7.0

0.0 0.5 1.0 1.5 2.0

K
P

2  / 
K

c2

S / σc

Kc = 0.84
Kc = 2.6
Kc = 6.3

0.00

0.05

0.10

0.15

0.20

0.25

0.30

0.0 0.5 1.0 1.5 2.0

R
 / 

c

Kc = 0.84
Kc = 2.4
Kc = 6.3

(a)

(b)

Figure 8

Comparison of numerical results and the analytical solution for the case of linear cohesive stress: (a) Size of

cohesive zone and (b) dependency of apparent fracture toughness on confining pressure.
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a quantitative model for the apparent toughness increase has been derived based on

the theoretical analysis.

5. Concluding Remarks

The present study provides a predictive model for the apparent fracture

toughness, which was derived on the basis of a cohesive crack model. A two–

dimensional fluid-driven fracture with a cohesive zone under confining pressure was

analyzed. Two types of cohesive stress distributions were studied. Furthermore, the

problem for more general cohesive stress distribution was analyzed based on the

fracture energy concept. The size of the cohesive zone was assumed to be negligibly

small. The apparent fracture toughness was measured as the stress intensity factor

induced by the fluid pressure. The derived results were compared with numerical

results.

The analytical solution suggests a substantial increase in the apparent fracture

toughness due to the increased confining pressures, even if the size of the fracture

process zone is small. The apparent fracture toughness is shown to be a function of

the tensile strength (the peak value of the cohesive stress) and confining pressure.

Their functional form depends on the cohesive stress distribution. Consequently, the

evaluation of the fracture process zone in rocks is of importance to fracture

problems.
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Fracture Toughness Evaluation Based on Tension-softening Model

and its Application to Hydraulic Fracturing

KAZUSHI SATO,1 and TOSHIYUKI HASHIDA
2

Abstract—This paper discusses the applicability of the tension-softening model in the determination of

the fracture toughness of rocks, where the fracture toughness evaluated based on the tension-softening

model is compared with the crack growth resistance deduced from laboratory-scale hydraulic fracturing

tests. It is generally accepted that the fracture process is dominated by the growth of a fracture process

zone for most types of rocks. In this study, the J-integral based technique is employed to determine the

fracture toughness of Iidate granite on the basis of the tension-softening model, where compact tension

specimens of different dimensions were tested in order to examine the specimen size effect on the measured

fracture toughness. It was shown that the tension-softening relation deduced from the J-integral based

technique allowed us to determine the specimen size independent fracture toughness Kc of Iidate

granite.Laboratory-scale hydraulic fracturing tests were performed on cubic specimens (up to a 10 m sized

specimen), where cyclic pressurization was conducted using a rubber-made straddle packer to observe the

extent of the hydraulically induced crack. The experimental results of pressure and crack length were then

used to construct the crack growth resistance curve based on the stress intensity factor K. The crack growth

resistance obtained from the hydraulic fracturing tests was observed to initially increase and then level off,

giving a constant K value for a long crack extension stage. The plateau K value in the crack growth

resistance curve was found to be in reasonable agreement with the fracture toughness Kc deduced from the

tension-softening relation. It was demonstrated that the tension-softening model provides a useful tool to

determine the appropriate fracture toughness of rocks, which may be applicable for the analysis of the

process of large-scale crack extension in rock masses.

Key words: Rock, fracture toughness, tension-softening model, hydraulic fracturing, J-based

technique.

1. Introduction

The hydraulic fracturing is one of the most promising methods for enhancing the

recovery of geothermal energy from a deep rock mass. Because the size of the

subsurface cracks induced hydraulically is important to the heat exchange process, a

fracture mechanics approach is expected to provide a useful tool in the development

1Miyagi National College of Technology, 48 Aza Nodayama, Shiote, Medeshima, Natori,
981–1239, Japan. E-mail: kazushi@miyagi-ct.ac.jp

2Fracture and Reliability Research Institute, Tohoku University, 01 Aoba, Aramaki, Aoba-ku,
Sendai, 980–8579, Japan

Pure appl. geophys. 163 (2006) 1073–1089
0033–4553/06/061073–17
DOI 10.1007/s00024-006-0066-6
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of the artificial geothermal energy extraction system. The prediction of the crack size

calls for the determination of appropriate fracture toughness of rocks, initially.

It is well known that the fracture process of rocks is dominated by the growth of a

fracture process zone (LABUTZ et al., 1987). The crack growth resistance of rocks

increases with the growth of the fracture process zone, as is often observed in rising

crack growth resistance curves for many types of rocks. After the fracture process

zone is fully formed and the steady-state of crack growth is achieved, then the crack

growth resistance curve levels off and saturates, giving the constant value of crack

growth resistance. In order to analyze the growth of hydraulically induced cracks on

a field scale, the saturated and constant crack growth resistance must be determined

for the rock of concern. It has been shown that apparent fracture toughness values

determined on the basis of linear elastic fracture mechanics (LEFM) increases with

respect to specimen size, and that a valid KIc test for rocks generally requires an

impracticably large specimen size (SCHMIDT and LUTZ, 1979: INGRAFFEA, 1987:

HASHIDA and TAKAHASHI, 1993). The difficulty can be generally attributed to the

non-negligible size of the fracture process zone, which is often comparable with the

specimen dimension used for the laboratory-scale fracture toughness tests. Therefore,

the above-mentioned results indicate that it may be difficult to employ LEFM-based

testing methods to evaluate the appropriate crack growth resistance and then the

fracture toughness for the analysis of the field scale crack extension. Hence, a suitable

model for characterizing the formation of the fracture process zone is necessary in

order to evaluate the fracture toughness on the basis of laboratory experiments.

The use of a Barenblatt-type cohesive crack model has been proposed by

HILLERBORG (1983) for concrete. This cohesive crack model is often referred

to as the tension-softening model for the crack opening mode. As illustrated in

Figure 1, the tension-softening model represents the fracture process zone as an

extension of the crack subjected to a closing stress r which depends on the crack

opening displacement d of the fictitiously extended crack. The relation between the

cohesive stress r and the crack opening displacement d is called the tension-

softening curve. By definition, the tension-softening curve can be obtained from a

direct tension test. Therefore, the peak of the cohesive stress corresponds to the

uniaxial tensile strength. Furthermore, the area under the tension-softening curve

provides the critical J -integral value which corresponds to the crack growth

resistance for the steady-state of crack growth after the fracture process zone is

fully formed. Consequently, the fracture toughness for the analysis of the

hydraulically induced crack may be evaluated by the measurement of the

tension-softening curve in laboratory tests.

In this paper, we investigate the usefulness of the fracture toughness based on the

tension softening model for the prediction of the growth of hydraulically induced

cracks. By employing the J -integral based testing method, fracture tests were

conducted to determine the tension softening relation of a granite using fracture

toughness specimens of various sizes. The appropriate fracture toughness of the
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granite was determined by examining the effect of the specimen size on the measured

tension softening relation. Laboratory-scale hydraulic fracturing tests were per-

formed to evaluate the crack growth resistance curve of the granite. The crack

growth resistance curve was evaluated using the stress intensity factor. The crack

growth resistance curve obtained from the hydraulic fracturing tests was compared

with the fracture toughness value in order to examine the validity of the tension

softening model for rocks.

2. Fracture Toughness Test

This section presents the results of fracture toughness tests of a granite based on

the tension-softening model. The J -based technique is used to measure the tension-

softening curve. The fracture toughness deduced from the tension-softening curve is

compared with the fracture mechanics parameters estimated from the fracture energy

method and the crack growth resistance approach.

In principle, the tension-softening curve can be evaluated by conducting direct

tensile tests. However, it is generally very difficult to perform a stable direct tensile

test and to obtain the complete stress-displacement curve. LI et al., (1987) have

introduced a J -based technique for determining the tension-softening curve for

concrete. In this technique, a set of fracture toughness tests are conducted instead of

the direct tension test, and the load vs. load-line displacement relation registered is

used to produce the tension-softening curve. The technique allows us to perform a

stable fracture test using a conventional testing machine. In the following, a brief

description of the J -based technique is presented.

The J -based technique is based on the nonlinear fracture mechanics parameter,

J -integral. Taking advantage of a cohesive crack model, the area under the tension-

softening curve is related to the J -integral

Fracture
process zone

Traction free 
crack

δ

σ(δ)

σ

δ

Jc

Figure 1

Schematic drawing of the tension–softening model. Fracture process zone is represented by a fictitious

crack with cohesive stress. The relation between the cohesive stress and the crack opening displacement of

the fictitious crack is the tension-softening curve.
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Figure 2

Flow chart of testing procedure by the J -based technique.
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J ¼
Zdt
0

r dd; ð1Þ

where dt is the crack opening displacement at the initial crack tip. Differentiating

Equation (1) with respect to dt, the cohesive stress r may be determined from

r ¼ @J
@dt

: ð2Þ

Thus, if the relation between J and dt can be obtained experimentally, the tension-

softening curve can be derived from Equation (2).

Figure 2 illustrates the flow of the testing procedure of the J -based technique. The

J -integral value can be evaluated experimentally by conducting tests on two specimens

with slightly different crack lengths. During the tests, load P , load line displacement dL
and crack tip opening displacement dt are measured simultaneously. The value of the

J -integral for a given value of dL is calculated using the following equation

JðdLÞ ¼ 1

a2 � a1

ZdL
0

P1
B1

� P2
B2

� �
ddL; ð3Þ

where B is the specimen thickness. The subscripts, 1 and 2, refer to the different crack

lengths, a1 and a2, respectively. Based on a set of P=B-dL and dt-dL relations for each
specimen with different crack lengths, the relation between J and dt is obtained as in

Figure 2(c). In this procedure, the average of the crack tip opening displacement for

each specimen is used as dt. Figure 2(d) indicates the r-dt relation deduced from the

slope of the J -dt data. The initial rising portion of the r-dt curve is due to an elastic

deformation between the measuring points of dt, and therefore should not be regarded

as part of the tension-softening curve. Assuming the unloading path from the peak of

the curve which is parallel to the initial slope of the curve, and subtracting the elastic

deformation, the true crack opening displacement d is extracted from the measured dt
as shown in Figure 2(d). Figure 2(e) shows the corrected tension-softening curve.

The above-mentioned procedure was employed to measure the tension-softening

curve using compact tension (CT) specimens of various sizes and to determine the

valid fracture toughness based on the tension-softening model. The rock tested was

granite from a quarry in Iidate, Fukushima prefecture, Japan. Iidate granite is a light

gray biotite granite, containing a rift plane typical of granites. In this study, four

blocks of Iidate granite were used to conduct fracture toughness tests and hydraulic

fracturing tests. As shown in Table 1, the fracture property of the individual blocks

was found to be slightly different, depending on the sampling location of the quarry.

Hereafter, in order to distinguish the sampling locations, the four rock blocks used

are labeled as A, D, F and H, respectively. The geometry of the CT specimen used is

shown in Figure 3. The specimen dimensions are given in Table 2. The CT specimens

Vol. 163, 2006 Fracture Toughness by Tension-softening Model 1077



of several different sizes were tested for Rock A to examine the specimen size effect

on the measured tension-softening curve (HASHIDA, 1989). Side grooves, width 4.3

mm and depth 7.0 mm, were machined into the specimen to enforce the crack growth

to remain in the median plane. An artificial notch of width of 0.15 mm was

introduced in each specimen. Hashida and Takahashi (1993) verified that the notch

width of 0.15 mm is sufficiently narrow to simulate a sharp crack for Iidate granite.

The CT specimens were loaded to total failure using a screw driven testing machine.

In order to calculate the J -integral value by Equation (3), different initial crack

lengths were machined into each set of the specimen size.

Typical sets of load-load line displacement (P -dL) curve for Rock A are shown in

Figure 4. Figures 4(a) and (b) indicate the P -dL curves obtained from the CT

specimens with different initial crack lengths (a0=W ¼ 0.5 and 0.6) for specimen size 6

T and 2.5 T, respectively. It is noted in the 6 T size specimen (Fig. 4(a)) that the P -dL
curve for the longer crack length specimen (a0=W ¼ 0:6) joins with that for the

shorter crack length specimen (a0=W ¼ 0:5) at the displacement about 300 lm,

demonstrating that the fracture process zone is fully formed in this specimen size.

From the viewpoint of the deformation behavior, the test results of 6 T size specimen

can be taken as valid for measuring the tension-softening curve of Rock A. On the

other hand, the test records of 1.5 T, 2.5 T and 4 T size specimens indicate that the

Table 1

Elastic and fracture properties measured for four blocks of Iidate granite.

Rock E0 (GPa) Jc (N/m) Kcð¼
ffiffiffiffiffiffiffiffiffi
E0Jc

p Þ
(MPa

ffiffiffiffi
m

p
)

rf (MPa) ruts (MPa)

A 41.9 163 2.71 5.78 5.38

D 29.6 386 3.38 5.61 4.83

F 59.5 166 3.14 7.28 —

H 36.3 112 2.00 3.28 —

Figure 3

Geometry of the compact tension specimen used.
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specimen sizes are insufficiently large to allow the fracture process zone to extend

entirely during the tests.

Following the procedure of the J -based technique, the tension-softening curves

were deduced for each of specimen pairs from the experimentally obtained records of

P -dL and dt-dL. For the 2.5 T size specimen of Rock A, several pairs of the specimens

were tested to examine the reproducibility for the obtained result, after which the

tension-softening curve was obtained for each pair of the specimens. Figure 5(a) gives

the experimental scatter band for the tension-softening curve determined for the 2.5 T

size specimen. An upper and lower bound are drawn to indicate the scatter of the

resulting tension-softening curves. An averaged tension-softening curve shown in

Figure 5(a) was determined by means of the least-square method from the tension-

softening curves obtained. The averaged tension-softening curve is compared with the

tension-softening curves obtained for 1.5 T, 4 T and 6 T size specimens.

Deduced tension-softening curves of Rock A for four specimen sizes by means of

the J -based technique are indicated in Figure 5(b). The tension-softening curves

shown in Figure 5(b) is the averaged data for each specimen size. Taking into account

the scatter band of the tension-softening curve as observed for the 2.5 T size

specimen, it can be seen that the tension-softening curves obtained for the specimen

sizes greater than the 2.5 T size are approximately consistent with each other.

However, the tension-softening curve of the 1.5 T size specimen slightly deviates from

the general trend obtained for the larger specimens. This comparison demonstrates

that the specimen size independent tension-softening curve can be determined by the

J -based technique using subsized specimens.

The measured fracture parameters obtained by the J -based technique are

summarized in Table 1 for Rock’s A, D, F and H. Averaged values are given in Table

1. E0 is the effective Young’s modulus measured from the initial tangent of the

Table 2

Dimensions of the compact tension specimens used.

Rock Nominal

specimen size

a0 (mm) W (mm) B (mm) Bn (mm)

1.5T (8)* 36–46 75 40 25

2.5T (7) 50–74 125 50 33

4Ta (2) 110, 133 222 60 40

A 6T (2) 150, 180 300 60 50

1T** (1) 16.5 49.7 20.4 —

3T** (1) 47.4 151 47.4 —

4Tb** (1) 114 210 47.0 —

D 4T (2) 81, 90 180 60 41

F 2T (3) 45, 50 100 40 32

H 4T (2) 100, 120 200 61 47

*: Number of specimens used.
**: Crack growth resistance curve was measured.

Side grooves were not introduced.
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load-load line displacement curve of the fracture toughness specimens tested using

the J -based technique (HASHIDA and TAKAHASHI, 1985). Jc is the critical J -integral
value obtained from the area under the tension-softening curve. Kc is the critical

stress intensity factor converted from the Jc value using the equation Kc ¼
ffiffiffiffiffiffiffiffiffi
E0Jc

p
. rf

is the peak value of the deduced tension-softening curve which corresponds to the

uniaxial tensile strength by the definition of the tension-softening model. ruts is the
tensile strength measured by a direct tensile test of Rock A and D (HASHIDA, 1990) in

which only peak load was recorded. It can be seen that the rf value compares well

with the ruts value for the two kinds of granites. This result supports the use of the

J -based technique, which is an indirect method to measure the tension-softening

curve of rock.
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Figure 4

Load-load line displacement curves measured for two specimens with slightly different crack length. (a) is

measured curves for 6 T size specimens and (b) is for 2.5 T size specimens.
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Next, we examine the size dependency of the J -based technique from the

viewpoint of fracture toughness. Figure 6 shows the critical J -integral values Jc
determined for four specimen sizes of Rock A, which are computed from the deduced

tension-softening curves. The Jc is plotted against the ligament size W � a0 as the

representative specimen size, where as the ligament size is the averaged value of the

specimens used for the J -based tests. The fracture energy GF (RILEM50-FMC, 1987)

is also shown for comparison. The fracture energy GF is calculated from the load-

load line displacement record using the following equation

GF ¼ A
BðW � a0Þ ; ð4Þ
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Figure 5

Tension-softening curves Deduced by the J -based technique. (a) deduced tension-softening curve for 2.5 T

size specimen. Dashed line indicates the scatter band of the test results. (b) Summary of the deduced

tension-softening curves for four specimen sizes.
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where A is the area under the load-load line displacement curve, and B, W and a0 are
the specimen dimensions as shown in Figure 3, respectively. Since the side grove was

introduced into the specimen used, Bn was used for B in Equation (4). The GF values

increase with the increase of the specimen size, and then tend to approach a constant

value. It also has been shown that the critical stress intensity factor computed from

the peak load of the fracture toughness specimens exhibits a significant specimen size

dependency and no constant value is obtained with the specimen dimensions used

(HASHIDA, 1990). In contrast, the Jc determined from the tension-softening relation

provides a reasonably constant value irrespective of the different specimen sizes used.

It is also noted that the Jc value is relatively close to the constant GF value for the

larger specimen sizes. The agreement of the two fracture parameters for the larger

specimen sizes also supports the usefulness of the JC, which may be applicable for the

analysis of large-scale crack growth behavior in rocks. In the J -based technique, two

specimens with slightly different crack lengths are used to evaluate the J -integral as a
function of the deformation, whereas the GF value is evaluated from the load-load

line displacement data of one specimen. Even though the reason for the specimen size

effects is still unclear, the above comparison may suggest that the differentiation

method used in the J -based technique is more accurate for the determination of the

true facture energy, compared with the GF approach. However, a more detailed

examination is needed to clarify the reason for the results shown in Figure 6. It might

be considered that using two specimens in the J -based technique cancels out a size-

dependent effect in rock specimens. The above-mentioned result indicates that the

size-independent fracture toughness can be obtained using subsized specimens on the

basis of the tension-softening model.
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Comparison of the fracture energy GF and the critical J -integral value Jc based on the tension-softening

model.
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Furthermore, we compare the fracture toughness Kc determined based on the

tension-softening model with K-resistance curves. During the fracture toughness tests

using CT specimens of Rock A, unloading and reloading cycles were frequently

performed. Based on the unloading compliance data, the amount of crack growth Da
was determined (ISRM, 1988). The crack growth resistance is measured by the stress

intensity factor for the unloading point. The measured K-resistance curves are

summarized in Figure 7 for various CT specimens of Rock A. The Kc value

computed from the Jc (see Table 1) is also indicated in Figure 7 for Rock A. The

shaded region in Figure 7 shows the error band of the Kc values obtained from the

determined tension-softening curves. The measured K-resistance is shown to initially

increase, and then tends to saturate at the longer crack growth stage. In some test

results (1 T, 1.5 T, and 6 T size specimens), the K-resistance shows a decreasing trend

when the extending crack tip approaches the back surface of the specimen, probably

due to the specimen end effect. Nonetheless, the general trend observed in Figure 7

suggests that the saturated K-resistance may be approximately in the range of 2.2–2.5

MPam1=2. The range of K-resistance value is relatively close to the Kc value

computed from the Jc. In order to predict the process of the crack growth in large-

scale rock masses, it is necessary to evaluate the upper bound of the crack growth

resistance corresponding to the steady-state crack growth condition. The above-

mentioned result demonstrates that the crack growth resistance under the steady-

state crack growth condition can be evaluated from the tension-softening relation

using subsized specimens.
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K-resistance curve of Rock A. Kc is the critical stress intensity factor calculated from the tension-softening

curve. The shaded region indicates the scatter band of the Kc values.

Vol. 163, 2006 Fracture Toughness by Tension-softening Model 1083



This section discussed the validity of the fracture toughness evaluated on the basis

of the tension-softening model. The next section describes the applicability of the

tension-softening model to the analysis of the crack growth in hydraulic fracturing.

3. Hydraulic Fracturing

In this section, the results of hydraulic fracturing experiments are analyzed to

deduce the crack growth resistance curve for Iidate granite, and then compared with

the fracture toughness, by evaluation based on the tension-softening model. The

loading configuration and crack geometry in the hydraulic fracturing experiment are

quite different from those for the fracture toughness testing of compact tension

specimens. Thus, the comparison may be useful to verify the validity of the fracture

toughness evaluated based on the tension-softening model.

HASHIDA et al., (1993) conducted a series of laboratory scale hydraulic fracturing

tests using several rectangular specimens prepared from Rock F, as shown in Figure 8.

As shown in Table 3, the sizes of the rectangular specimens were in the range of 15 cm-

1m. The dimensions of the specimens are nominally designated by 15 cm, 20 cm, 30

cm, 50 cm, and 1 m. A simulated vertical borehole of 15 mm in diameter was drilled in

the center of all specimens, and a bilobed pre-notch was introduced on the borehole

using a specially designed devise in order to facilitate the analysis of crack propagation

resistance. The depth of the pre-notches ai=k was approximately 0.5. In addition,

larger-scale hydraulic fracturing tests have also been performed using a 10 m sized

specimen, which was quarried at the quarry in Iidate as illustrated in Figure 9. The

rock type used for the 10m sized specimen is designated as Rock H. Vertical boreholes,

48 mm in diameter were drilled into the 10 m sized specimen.

The hydraulic fracturing experiments were performed by pressurizing the

borehole using rubber packers. A set of rubber packers with different pressurization

intervals was utilized to extend the crack step by step in such a way that the

subsequent injection interval enclosed the crack region created at the preceding stage.

Dyed fluid was used as the pressurization fluid to delineate the hydraulically induced

crack. After the tests, the specimen was broken open along the dyed crack plane to

examine the crack growth process. In the following, we briefly describe a method for

determining the crack propagation resistance, based on the results of the hydraulic

fracturing tests. Schematics of crack propagation process and corresponding

borehole pressure vs. crack length (P -Da) are shown in Figure 10. We consider the

pressure variation with crack growth during the stepwise pressurization. The

locations A and B represent the positions of the rubber packer used for the hydraulic

fracturing test. The pressurization interval for the first cycle is A-A, and B-B for the

subsequent cycle, respectively. The point 1 on the P -Da curve denotes the crack

initiation from the pre-notch tip. When the crack tip along the borehole reaches the

location A, the pressure decreases due to the leakage of the injection fluid without
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significant crack growth. At the subsequent cycle, where the borehole interval B-B is

subjected to fluid injection, the crack starts to propagate after the pressure

corresponding to the point 2 is reached. When the fluid gets over the straddle

packer at the location B, the pressure decreases again. Thus, the borehole pressure,

which corresponds to the crack length induced at the pressure PðDaÞ can be found by

comparing the magnitude of the maximum pressure achieved at the cycle Ppre and

that at the subsequent cycle Psub. Namely, P ðDaÞ ¼ Ppre, if Ppre � Psub, and

P ðDaÞ ¼ Psub, if Ppre > Psub. This discussion enables us to determine the crack

dimension corresponding to the borehole pressure, and then to construct crack

propagation resistance curves obtained from hydraulic fracturing tests. For the 10 m

sized specimen, in addition to the above-mentioned simple procedure, a detailed

analytical investigation (ABÉ et al., 1989) has been undertaken, in which the crack

Table 3

Specimen dimensions used for small-scale hydraulic fracturing tests.

Nominal

specimen

size

W (cm) B (cm) H (cm) Borehole

diameter

2k (mm)

15 cm 15 15 15 15

20 cm 20 20 20 15

30 cm 30 30 30 15

50 cm 50 50 50 15

1 m 100 100 100 15

Borehole

Prenotch

Rubber Packer

Pressurization
Interval

ai

ci

B

H

W

2λ

P

Figure 8

Specimen geometry used for laboratory scale hydraulic fracturing tests.
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growth resistance data were obtained assuming that the stress intensity factor is

uniform along the periphery of the hydraulically induced crack. In the analysis, the

process of crack growth observed on the dyed fracture surface and borehole pressure

vs. time records were used to evaluate the crack growth resistance as a function of the

8.8m

9.3m

10.4m

∆a
Hydraulically
induced crack

Hydraulic fracturing well

Rift plane

Figure 9

Geometry of the 10 m sized rock specimen for hydraulic fracturing test.
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Procedure for the analysis of crack growth resistance in hydraulic fracturing test.
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crack length. For detailed information of the experimental procedures used for the

hydraulic fracturing experiments and the analytical methods, the reader is referred to

the literature (HASHIDA et al., 1993: ABÉ et al. 1989).

1.0

1.5

2.0

2.5

3.0

3.5

 0  50  100  150  200  250  300

K
, M

P
am

1/
2

Amount of crack growth, mm

15 cm
20 cm
30 cm
50 cm
1 m

3.14

Kc

Figure 11

Crack growth resistance curve measured by hydraulic fracturing tests. Kc is the critical stress intensity

factor calculated from the tension-softening curve. The shaded region indicates the scatter band of the Kc

values.
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values.
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The crack propagation resistance curves determined are summarized for the

hydraulic fracturing tests conducted on Rock F and H in Figures 11 and 12,

respectively. Figure 12 gives the experimental data from the hydraulic fracturing tests

conducted on the two boreholes (F1 and F3) that were drilled into the 10 m sized

specimen. It has been shown that the aspect ratio of the induced cracks a=c was in

proximity to 1.0, particularly for the longer crack growth stage, indicating that the

induced cracks in the hydraulic fracturing experiments were approximately of circular

shape. It is seen that the crack propagation resistance initially increases and gradually

levels off as the crack extension progresses. It is particularly noted that the curve

effects a nearly constant crack propagation resistance, and a steady-state crack

growth condition is achieved at the larger crack growth stage. The so-called rising R-

curve behavior observed in Figures 11 and 12 is consistent with the growth of fracture

process zone. The fracture toughness value determined by the J -based testing method

Kc is also indicated in those figures. Note that the constant crack propagation

resistance at the larger crack growth stage is close to the Kc. In order to assess the

crack growth process in large-scale rock masses, it is necessary to evaluate an upper

limit of fracture toughness values. These results suggest that the Kc determined by the

J -based method is judged to be an appropriate fracture toughness value which may be

applicable to the analysis of crack growth in hydraulic fracturing.

4. Concluding Remarks

This paper discusses the usefulness of the tension-softening model in the

determination of the appropriate fracture toughness of rocks. The validity of the

tension-softening model was discussed by comparing the experimental results of

fracture toughness tests and laboratory scale hydraulic fracturing tests conducted on

Iidate granite. The fracture toughness test results demonstrated that the evaluation

method based on the tension-softening model allowed us to measure the specimen

size-independent fracture toughness of the rock using subsized specimens. It was also

established from the fracture toughness test results that the size-independent fracture

toughness corresponded to the constant value of the crack growth resistance in the

steady-state condition. The fracture toughness evaluated using the tension-softening

model was compared with the crack propagation resistance obtained from the

hydraulic fracturing tests. The results suggested that the tension-softening model

may be able to provide an appropriate fracture toughness for predicting the large-

scale crack growth induced by hydraulic fracturing.
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A Method for Testing Dynamic Tensile Strength and Elastic Modulus

of Rock Materials Using SHPB

Q. Z. WANG,1 W. LI,1 and X. L. SONG
1

Abstract—An experimental procedure for testing dynamic tensile strength and elastic modulus of rock

materials at high strain rate loading is presented in this paper. In our test the split Hopkinson pressure bar

(SHPB) was used to diametrally impact the Brazilian disc (BD) and flattened Brazilian disc (FBD)

specimens of marble. A tensile strain rate of about 45 1/s was achieved at the center of the specimen. In

order to improve the accuracy of the analysis, the initiation time difference between the strain waves acting

on the two flat ends of the FBD specimen was treated properly. Typical failure modes corresponding to

different loading conditions were observed. It was verified with a finite-element simulation that the

equilibrium condition was established in the specimen before its failure. This numerical simulation

validates the experimental procedure and also proves the suitability of formulation for the basic equations.

Key words: Flattened Brazilian disc, dynamic splitting test, dynamic tensile strength, dynamic elastic

modulus, split Hopkinson pressure bar (SHPB), rock.

1. Introduction

Drilling, excavation, blasting and crashing of rocks are often encountered in civil and

mining engineering, where dynamic tensile strength and elastic modulus of rock

materials are needed, however, the research on this topic is relatively limited. Dynamic

tension test at high strain rate is very difficult to conduct for rocks, since ‘‘in most

cases, existing experimental techniques will not allow for reaching the maximum

strain rate of � 30 1/s’’ (BRARA and KLEPACZKO 2004). The international Society for

RockMechanics (ISRM) issued the suggested method for determining tensile strength

of rock materials by using the Brazilian disc (BD) specimen (ISRM, 1978). This

splitting test method has been widely used in static indirect tension for rocks, concrete

and many other materials. WANG and XING (1999) proposed introducing two parallel

flat ends to the disc specimen for loading, in this way a BD becomes the flattened

Brazilian disc (FBD). The FBD is favorable for reducing stress concentration effect,

thus ensuring crack initiation from the center of the disc instead of from the loading
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point. RODRIGUEZ et al. (1994) extended the static Brazilian test into dynamic testing

of ceramics using the split Hopkinson pressure bar (SHPB) setup.

In this paper, dynamic splitting test for dynamic tensile strength and elastic

modulus of marble using BD and FBD specimens is reported, also presented are

basic equations for analysis and numerical simulation. The dynamic load can be

calculated with the dynamic strain recordings on the incident bar and transmission

bar. RODRIGUEZ et al. (1994) pointed out: ‘‘A complete assessment of the splitting

tests as a good method of determining the dynamic tensile strength should consider

at least three critical aspects: the elastic behavior assumption, the time evolution of

the stress distribution in the specimen and the failure pattern.’’ These aspects are

observed in our test and analysis, special attention is paid to the nonuniformity of

stress waves in the specimen. A finite element simulation for the dynamic stress

evolution in the specimen was performed to testify the validity of the experimental

procedure.

2. Experimental Procedure

2.1 Specimens, SHPB Setup and Basic Formulas

The SHPB setup with the BD or FBD specimen is shown in Figure 1, the

specimen is subjected to diametral impact. The diameter of the bars is 100 mm. In

order to reduce the high frequency fluctuation, a soft media acting as wave shaper

is glued to the left end of the incident bar (Fig. 1), the wave shaper filters out the

high-frequency oscillation and makes the rising front of the pulse exerted on the

specimen less steep, which facilitates to satisfying the equilibrium condition before

specimen failure occurs. The stress wave in the specimen could be uniform after

some time, as demonstrated by both the experimental recordings and the numerical

simulation.

According to the theory of elasticity (TIMOSHENKO and GOODIER et al., 1970),

under static diametral compression of BD, the principal stress conditions on the

loading diameter (Fig.2, excluding the near region of load application) are as

follows:

Figure 1

The SHPB with specimen under diametral compression.
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rx ¼ 2P
pDB

D2

rðD� rÞ ; ð1Þ

ry ¼ � 2P
pDB

: ð2Þ

Compression is considered positive in this paper, so the minus sign belongs to tensile

stress and tensile strain.D is the diameter, andB is the thickness of the specimen, r is the

distance measured from the loading point. The tensile strength measured with the BD

specimen can be calculated from eq. (2) using the maximum load recorded in the test.

BD is adapted into FBD as shown in Figure 3 (WANG and XING 1999), thus the

original stress concentration on the loading point can be reduced, also crack

initiation at the center of the disc can be more likely guaranteed. However, the stress

distribution on the loading diameter of FBD cannot be described with eq. (1) and

eq. (2), so that WANG et al. (2004) did the calibration for FBD with the loading angle

2a =20� and obtained the formulas for rx and ry on the center of FBD, respectively.

Furthermore the formula for the tensile strength rt based on the Griffith strength

criterion was derived. These three formulas are listed below:

rx ¼ 2:973
2P
pDB

; ry ¼ �0:964
2P
pDB

ð3Þ

rt ¼ 0:95
2P
pDB

: ð4Þ

sy

sx

oP

r

y

x P

Figure 2

BD with point load.

2a

y

xo
P P

Figure 3

FBD with distributed load.
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For the dynamic splitting test using SHPB, the following formula for calculating

the load is based on recorded dynamic strains on the bars. It is assumed that the

equilibrium condition is satisfied before the specimen breaks, so that

eiðtÞ þ erðtÞ ¼ etðtÞ. The average value of the two pressures P1 and P2, where P1

corresponds to eiðtÞ þ erðtÞ, and P2 to etðtÞ, exerted on the two sides of the specimen,

is taken as the load (P) applied to the specimen, thus the average load is as follows

(TEDESCO et al., 1989; HUGHES et al., 1993):

P ¼ P1 þ P2
2

¼ E0A0

2
ðeiðtÞ þ erðtÞ þ e�t ðtÞÞ; ð5Þ

where A0 and E0 are the cross-sectional area and elastic modulus of the bar,

respectively, eiðtÞ, erðtÞ, e�t ðtÞ are the incident strain, reflected strain and adapted

transmitted strain on the bars, respectively. e�t ðtÞ is adapted from the etðtÞ in order to

reduce the effect of nonuniformity during loading. The adaptation is a shift of the

transmitted strain-wave form along the time axis for reasonable superposition (ZHOU

et al., 1992). As the initiation time for the transmitted wave on the right end of the

specimen is different from that of the incident wave and reflected wave on the left end

of the specimen, it takes a time interval of s0 for the elastic wave to travel through the

specimen, so that we have e�t ðtÞ ¼ etðt þ s0Þ.
For the determination of the dynamic elastic modulus, noting that the stress

condition in the specimen is two-dimensional, and compressive normal stress is taken

as positive, then we have (SU and WANG, 2004):

E ¼ ryðtÞ � lrxðtÞ
eyðtÞ : ð6Þ

Thus, from eqs. (3) and (6) and taking Poisson’s ratio l as 0.3, it is easy to see that

the elastic modulus can be calculated using the average load P(t) from eq. (5) and the

tensile strain eyðtÞ on the center of the specimen as follows

EðtÞ ¼ �1:856
2PðtÞ

pDBeyðtÞ : ð7Þ

2.2 Experimental Records

A white marble taken from Ya’an, Sichuan province of China was tested; its

Poisson’s ratio is 0.3, Young’s modulus is 16 GPa, and density is 2527 kg/m3. 15 BDs

and 5 FBDs with 2a = 20� (see Fig. 3) were prepared. The disc diameter is 75 mm,

and the thickness is 30 mm. The diameter of SHPB is 100 mm, the incident bar

length 450 cm, the output bar length 250 cm, their elastic modulus 210 GPa,

Poisson’s ratio 0.25�0.30, the density 7850 kg/m3, and the elastic wave speed is

5172 m/s. The length of the projectile is 500 mm. The wave shape of the dynamic

load can be adjusted by changing the speed of the projectile punching the incident
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bar and also by modifying the configuration of the projectile. Strain gauges were

stuck at the center of two sides of the disc respectively, and the average of the two

measured values was taken for analysis. Also strain gauges were put at l1 = 149.5 cm

of the incident bar, and l2 = 20 cm of the transmission bar, as shown in Figure 1, the

average values at the two lateral sides were taken for the needed strain in order to

avoid the bending effect of the bars. Typical data of our test are presented in Table 1,

where the first three columns are specifications for the five representative specimens,

the following two columns are loading conditions, and the last three columns

correspond to characteristics for wave forms.

3. Analysis of Experimental results

The corresponding failure mode of the specimen is shown in Figure 4. The impact

speed for specimen No. 4 is so high that it broke into three pieces. The relatively ideal

failure mode (two equal halves divided along a loading diameter) belongs to No. 3

and No. 5, they are all FBDs. Taking specimen No. 5 for example, its incident,

reflected and transmitted wave forms are shown in Figure 5. The signal recorded on

the transmitted bar is small and is also interfered by the noise as shown in

Figure 5(b). From Figures 5(a) and 5(b) it can be seen that the transmitted strain

signal is only about 1/10 of that on the incident bar.

Figure 6(a) shows the tensile strain record on the center of specimen No. 5. The

lower horizontal line was caused by the signal exceeding the range of the instrument,

as the maximum strain is too large, however we did not use this maximum strain, we

chose the steepest point on the curve as the critical point using a differentiation

operation on the curve, done with the software Origin. Figure 6(b) is a comparison of

the strain signal on the two ends of the specimen, which shows that the signal on the

right end lags behind that on the left end with a time lag of 97.5 ls. The two waves

are not of the same shape, implying that nonuniformity exists both in time and space,

which should be handled properly (ZHOU et al., 1992). The adaptation of the

transmitted strain wave in eq. (5) is based on this consideration.

Table 1

Specimen specifications, loading conditions and wave forms

Spec.

No.

Diam.

/mm

Thickness

/mm

Flat

ends

Gas gun

pressure

/MPa

Projectile

speed

/m/s

Incident

rising

time/ls

Incident

height

/le

Transmitted

height

/le

1 74.53 30.52 no 0.125 2.01 184 312.10 39.05

2 75.40 30.35 no 0.125 2.07 188 321.80 36.60

3 75.65 29.85 yes 0.4 6.83 84 1302.20 62.15

4 75.42 31.30 yes 1.0 12.47 88 2009.50 147.25

5 75.52 29.70 yes 0.2 3.75 372 469.85 56.05
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SU and WANG (2004) used an Instron 1342 type servohydraulic testing machine

to test marble with a strain rate of 0.11 1/s. They derived a tensile strength of 4.47

MPa and an elastic modulus of 20.9 GPa. Now using SHPB, the strain rate for

specimen No. 5 is 44.86 1/s, which can be estimated with Figure 6 using the strain

difference divided by the corresponding time interval. At such a high strain rate,

the tensile strength is 20.55 MPa and the maximum elastic modulus is 114.2 Gpa.

These quantities are 4.60 times and 5.46 times as large as their static values,

respectively.

4. Finite Element Simulation

To prove the validity of the present experiment, the stress history in the specimen

was analyzed using the finite element software ANSYS. The mesh consists of 519

plane 8-node elements and 1648 nodes in total. A ramp load with a peak value of

99.23 kN and a duration of 288 ls, was applied. These data were taken from

experiments. Figures 7(b) to (f) shows the time evolution of the dynamic tensile stress

ry in the specimen. The isolines of the tensile stress in FBD under dynamic split

Figure 4

Failure modes of five representative specimens.
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loading are given. Shown in Figure 7(a) is the counterpart static loading case, which

is given as a comparison base. Figure 7(d) basically resembles Figure 7(a), and this

identity proves that under dynamic loading and after a time interval of 75 ls the

equilibrium is reached, which occurs before the specimen breaks. Figures 7(d), (e)

and (f) show that after a time interval of 75 ls, ry distribution in the specimen is

uniform, thereafter it does not change with time. For the corresponding BD

specimen, about 150 ls is needed to arrive at such uniformity.

5. Conclusion

1. An experimental procedure for measuring dynamic tensile strength rt and elastic

modulus E using SHPB and BD and FBD specimens is proposed, the basic

Figure 5

Wave forms on bars for testing specimen No. 5. (a) Incident and reflected waves. (b) Transmitted wave.
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formulas for rt and E are give in eqs. (4) and (7), respectively, while the average

load is derived from dynamic strain recordings on the incident bar and

transmission bar using eq. (5), the critical point is illustrated.

2. Dynamic strain recording and its analysis are key issues to the experimental

procedure. The nonuniformity of strain on the two sides of the specimen,

demonstrated in Figure 6(b), was considered for proper superposition of different

stains. A method for the adaptation of the transmitted strain was used.

3. A tensile strain rate of almost 45 1/s was achieved at the center of the specimen as

shown in Figure 6(a). At such high strain rate loading, the dynamic tensile

strength and elastic modulus of a marble are several times higher than their static

values.

4. It is proved that the equilibrium was established before the failure of the specimen

occurred. This explains why the formulas for static loading can be used for

Figure 6

(a) ey strain at the specimen center. (b) Strains on the flat ends of the specimen.
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corresponding dynamic splitting test. The result of the numerical simulation

shows that for reaching equilibrium in the specimen FBD needs about half the

time of BD, hence FBD is superior to BD for dynamic splitting test.
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Figure 7

Comparison of isostress contour for FBD under quasi-static and dynamic loading.
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True Triaxial Stresses and the Brittle Fracture of Rock

BEZALEL HAIMSON
1

Abstract—This paper reviews the efforts made in the last 100 years to characterize the effect of the

intermediate principal stress r2 on brittle fracture of rocks, and on their strength criteria. The most

common theories of failure in geomechanics, such as those of Coulomb, and Mohr, disregard r2 and are

typically based on triaxial testing of cylindrical rock samples subjected to equal minimum and intermediate

principal stresses (r3=r2). However, as early as 1915 Böker conducted conventional triaxial extension tests

(r1=r2) on the same Carrara marble tested earlier in conventional triaxial compression by von Kármán

that showed a different strength behavior. Efforts to incorporate the effect of r2 on rock strength continued

in the second half of the last century through the work of Nadai, Drucker and Prager, Murrell, Handin,

Wiebols and Cook, and others. In 1971 Mogi designed a high-capacity true triaxial testing machine, and

was the first to obtain complete true triaxial strength criteria for several rocks based on experimental data.

Following his pioneering work, several other laboratories developed equipment and conducted true triaxial

tests revealing the extent of r2 effect on rock strength (e.g., Takahashi and Koide, Michelis, Smart,

Wawersik). Testing equipment emulating Mogi’s but considerably more compact was developed at the

University of Wisconsin and used for true triaxial testing of some very strong crystalline rocks. Test results

revealed three distinct compressive failure mechanisms, depending on loading mode and rock type: shear

faulting resulting from extensile microcrack localization, multiple splitting along the r1 axis, and

nondilatant shear failure. The true triaxial strength criterion for the KTB amphibolite derived from such

tests was used in conjunction with logged breakout dimensions to estimate the maximum horizontal in situ

stress in the KTB ultra deep scientific hole.

Key words: Rock mechanics, brittle fracture, true triaxial stress, failure criterion.

Introduction

In this paper I review some of the most important contributions of the last

century dealing with rock brittle fracture criteria, with particular emphasis on the

effect of the intermediate principal stress r2. The influence of stress condition on

brittle fracture of rock has been studied at various levels since the beginning of

civilization. In the early days, making stone tools and mining minerals required

understanding of how rock breaks. The spectacular Egyptian pyramids, and the
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Greco-Roman temples, aqueducts, and sculptures, are just a few examples of

sophisticated quarrying and carving techniques developed from an intuitive

knowledge of the process of fracturing. In recent times numerous theoretical

predictions and highly specialized experimental techniques have been introduced in

attempts to formulate a uniform criterion of brittle fracture, relating the acting

stresses and the rock properties necessary to induce rock failure. Although a uniform

criterion has not been established yet, considerable progress has been made in

understanding the effect of the intermediate principal stress on rock strength. This

paper summarizes the advances made, and submits substantial evidence that the most

commonly used failure criteria, which neglect the effect of r2, do not reflect the

mechanical behavior of rock under a general state of stress.

The nomenclature used in this paper follows that of JAEGER and COOK (1979).

‘‘Dilatancy’’ is defined as the formation and extension of open microcracks aligned

with the direction of the largest principal stress throughout the volume of a rock

specimen. The term ‘‘yield point’’, i.e., the stress level at which the transition between

elastic and ductile behavior occurs, is only mentioned in conjunction with a special

case in the second section of the chapter ‘‘True triaxial testing at the University of

Wisconsin.’’ Most work on brittle rocks has not been concerned with the yield point

because it is difficult to discern accurately. The terms ‘‘failure,’’ ‘‘fracture,’’ and

‘‘strength’’ are used interchangeably in this paper to describe the same phenomenon,

namely ‘‘brittle fracture,’’ i.e., the complete lack of cohesion along a surface in a rock

body, assumed to occur at the peak point of the stress-strain curve in experiments

conducted in conventional testing machines (JAEGER and COOK, 1979, p. 81).

Brittle Fracture Theories

In terms of the three principal stresses in rock (r1, r2, and r3, where compression

is positive and r1 is the maximum stress), the condition at failure can be expressed as:

r1 ¼ f1ðr2; r3Þ or f2ðr1; r2; r3Þ ¼ 0; ð1Þ
where the nature of the functions f1 or f2 depends on the specific rock properties. For

ductile materials there exists a single well-established triaxial criterion for plastic

yield, which originated with von Mises (NADAI, 1950):

soct � 1

3

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðr1 � r2Þ2 þ ðr2 � r3Þ2 þ ðr3 � r1Þ2

q
¼ c: ð2Þ

Equation (2) states that the yield point is reached when the distortional energy,

represented by the octahedral shear stress soct, is equal to a constant c, which is

material-dependent.

This is not the case, however, in brittle rock. One main reason is that rock

strength varies considerably with confining pressure, r3. A number of brittle fracture
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criteria have been proposed over the years, of which the most known ones present the

condition of failure in the form of:

r1 ¼ F1ðr3Þ or F2ðr1;r3Þ ¼ 0; ð3Þ
i.e., by neglecting the effect of the intermediate principal stress r2. Here, F1 and F2 are
functions controlled by the material properties. Equation (3) characterizes criteria

such as those due to Coulomb, Mohr, Griffith, and McClintock and Walsh (JAEGER

and COOK, 1979). For example, the Coulomb criterion can be expressed as:

r1 ¼ C0 þ r3
ffiffiffiffiffiffiffiffiffiffiffiffiffi
l2 þ 1

p
þ l

� �2

; ð4Þ

where the two constants, C0 and l, the uniaxial compressive strength and the

coefficient of internal friction, respectively, are rock properties that can be

determined in the laboratory (JAEGER and COOK, 1979, p. 97).

Another important criterion of the type shown in equation (3) was obtained by

Griffith (JAEGER and COOK, 1979), who assumed that rock is pervaded by randomly

oriented microcracks that give rise to stress concentration at their tips. Brittle

fracture occurs when the maximum stress at the tip of the most favorably oriented

microcrack reaches a critical value characteristic of the rock. With this assumption,

the criterion developed by Griffith for a plane stress condition led to a parabolic

relationship between the maximum shear stress and the mean stress:

ðr1 � r3Þ2 ¼ 8T0ðr1 þ r3Þ for r1 þ 3r3 � 0; ð5Þ
where T0 is the uniaxial tensile strength of the material, a property that can be

determined in the laboratory.

MURRELL (1963), who was an early proponent of the need to include all three

principal stresses in brittle fracture criteria, extended Griffith’s theory to three

dimensions, and obtained a criterion that can be described in terms of stress

invariants:

s2oct ¼ 8T0roct; ð6Þ
where soct is the octahedral shear stress, defined in equation (2),

roct ¼ 1
3 ðr1 þ r2 þ r3Þ is the mean stress, also called the octahedral normal stress.

MURRELL (1963) found this criterion to be in reasonable agreement with the limited

experimental results available to him.

The exclusion of r2 from brittle fracture theories was also challenged by NADAI

(1950), FREUDENTHAL (1951), DRUCKER and PRAGER (1952), BRESLER and PISTER

(1957), WIEBOLS and COOK (1968), and others, all of whom included all three

principal stresses in their respective criteria. NADAI (1950, p. 231) recommended that

the von Mises yield criterion for ductile metals be adapted to pressure-dependent

polycrystalline materials such as rocks by replacing the constant c in equation (2)

with a monotonically rising function fN of the octahedral normal stress roct:
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soct ¼ fN ðroctÞ: ð7Þ
Equation (7) indicates that in general the shear stress (soct) increases with the mean

pressure (roct) upon brittle fracture. A specific form of this criterion in the form of a

linear relationship between the octahedral shear and octahedral normal stresses was

suggested by FREUDENTHAL (1951), DRUCKER and PRAGER (1952), and BRESLER and

PISTER (1957) for materials such as concrete and soil:

soct ¼ c1 þ c2roct; ð8Þ
where c1 and c2 are positive material constants. FREUDENTHAL (1951) also proposed

an alternative simplification of equation (7) in the form of a parabolic relationship,

which may better fit the fracture strength of some materials:

s2oct ¼ c3 þ c4roct: ð9Þ
Equation (9) is very similar to Murrell’s extended Griffith criterion (equation 6).

An energy-based criterion for assessing rock strength under combined or true-

triaxial (also called polyaxial) stresses was propounded by WIEBOLS and COOK

(1968). The criterion postulates that rock can be considered an elastic material

containing a multitude of uniformly distributed and randomly oriented closed

microcracks. When stress is applied to a certain volume of rock, the strain energy in

the material has two components: energy stored in the absence of cracks, and energy

resulting from frictional sliding that occurs along some of the cracks. The cracks

remain closed when the rock is subjected to three compressive principal stresses, and

sliding within a crack occurs only if the shear and normal stress conditions are such

that sj j � lsr > 0 (following Amonton’s Law, see JAEGER and COOK, 1979), where ls
is the coefficient of sliding friction between the surfaces of a crack. Wiebols and Cook

call this inequality the effective shear stress seff, and define the strain energy stored

per unit volume around cracks as a result of frictional sliding as the effective shear

strain energy Weff. The effective shear stress on a given crack depends on the principal

stress magnitudes and the orientation of the crack with respect to the principal axes.

The amount of Weff per unit volume is a function of seff on each crack, the number of

cracks and their size and shape. The assumption that the rock strength is reached

when the effective strain energy attains a critical value implies that it is a function of

both the material properties and all three principal stresses. Assessing Weff for a

general state of stress can only be done numerically. However, for a particular simple

condition such as when r2 ¼ r3, the relationship degenerates to:

Weff ¼ 2pN
Z h2

h1

s2eff sin hdh; ð10Þ

where h is the angle between the normal to the crack plane and r1, and N is the

number of cracks aligned with a narrow zone around h.
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The numerically derived Wiebols and Cook effective strain energy failure

criterion has three significant characteristics: under conventional triaxial compres-

sion ðr1 > r2 ¼ r3Þ the strength increases linearly with the confining pressure, as in

the Coulomb criterion (equation 4); under triaxial extension ðr1 ¼ r2 > r3Þ the

strength increases linearly with r3 at the same rate as when r2 ¼ r3, but the biaxial

compressive strength ðr3 ¼ 0Þ is always greater than the uniaxial compressive

strength ðr2 ¼ 0Þ; for a constant value of r3, the strength as r2 is raised from its

initial value of r2 ¼ r3, first rises gradually to where it reaches a plateau and then

declines in such a way that when r2 ¼ r1 it is still higher than when r2 ¼ r3. WIEBOLS

and COOK (1968) presented their criterion in separate plots for selected coefficients of

sliding friction ls in the form of families of curves corresponding to constant r3 and
varying r2. A typical plot representing the failure criterion for ls ¼ 0:25 is shown in

Figure 1. One limitation of this criterion is that there are no known laboratory

techniques of measuring the coefficient of sliding friction on microcracks (ls should
not be confused with l). On the other hand experimental results described below

generally confirm the qualitative adequacy of this theoretical criterion.

σ 1
c/

o

σ2/ co

0

1 2

1

2

3

30

µs= 0.25

σ3/co = 0

0.2

0.6

0.8

σ2= σ3

0.4

σ2= σ1

Figure 1

True triaxial failure criterion for a rock with a sliding coefficient of friction ls ¼ 0:25, as predicted by

WIEBOLS and COOK (1968) theory. All principal stresses are normalized by the uniaxial compressive

strength C0.
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Early Observations of the Effect of r2 on Brittle Fracture

Experiments that revealed the potential effect of the intermediate principal stress

r2 on brittle fracture were performed as early as the turn of the last century by VON

KÁRMÁN (1911) and BÖKER (1915). VON KÁRMÁN conducted so-called ‘triaxial tests’

on Carrara marble in which a confining fluid pressure around the cylindrical surface

of a rock specimen was kept constant while the axial compressive load was raised

until brittle fracture occurred. In these tests the maximum principal stress, r1, is
aligned with the specimen axis, while the least and intermediate principal stresses, r3
and r2 respectively, are both equal to the confining pressure. Böker carried out

similar triaxial tests on Carrara marble, except that he first applied an axial stress and

kept it constant (r3), and then raised the confining pressure ðr1 ¼ r2Þ until failure.
The compressive strength of the marble for the same r3 in one set of experiments was

different than that in the other (Fig. 2), with the difference attributed to the variation

of r2 from one extreme ðr3 ¼ r2Þ to the other ðr1 ¼ r2Þ.
Although these results became widely known, they were not seen as a challenge to

commonly used failure criteria such as those attributed to Coulomb, Mohr, and

Griffith (JAEGER and COOK, 1979), which neglected the effect of r2 on rock strength.

MURRELL (1963), however, expressed concern about the lack of a generalized
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σ 1
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Figure 2

Compressive strength of Carrara marble under conventional triaxial compression (r2 ¼ r3) and under

triaxial extension (r2 ¼ r1) based on experiments conducted by VON KÁRMÁN (1911) and BöKER (1915),

respectively, as reported by MURRELL (1963).
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criterion for brittle fracture of rocks under a truly three-dimensional state of stress,

similar to the von Mises criterion for plastic yield. He was among the first to point

out that commonly conducted conventional triaxial tests in compression, like Von

Kármán’s, in which the intermediate principal stress r2 is equal to the least principal

stress r3, do not lead to a general failure criterion. To demonstrate this point, he

reproduced Von Kármán’s and Böker’s results, which are also recaptured in Figure 2

in the form of r1 at failure as a function of r3. The effect of the intermediate principal

stress is obvious: Carrara marble is stronger when r2 equals r1, at any level of r3
tested. At r3 ¼ 100 MPa, for example, the ultimate strength increases by some 15%

as the stress condition changes from one in which r2 ¼ r3 to one where r2 ¼ r1.
HANDIN et al. (1967) conducted similar conventional triaxial compression

ðr2 ¼ r3Þ and triaxial extension ðr2 ¼ r1Þ tests on a limestone, a dolomite and

glass. Their results mirrored those of Von Kármán and Böker. Figure 3, showing the

results obtained in specimens cored from the same Solnhofen limestone block, is

representative of their findings. The ultimate strength in extension tests was clearly

higher than that under compression conditions at any level of r3. Taking for example

the case of r3 ¼ 100 MPa, compressive strength when r2 = r1 was about 15% larger

than that under r2 ¼ r3. Handin et al. experiments on Blair dolomite, as well as on

pyrex glass mimicked those on Solnhofen limestone. Since the mechanical properties
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Compressive strength of Solenhofen limestone based on conventional triaxial compression (r2 ¼ r3) and
extension (r2 ¼ r1) results (HANDIN et al., 1967).
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of these materials differ widely, the authors’ reasonable conclusion was that the

discrepancy in strength could only be the result of the different r2 between the two

types of tests. Handin et al. also found that r2 caused the angle between the fault

plane at brittle fracture and the direction of r1, to decrease between triaxial

compression and triaxial extension. Similarly, the brittle-ductile transition stress in

the limestone increased considerably between triaxial compression and triaxial

extension.

Concurrent with Handin et al.’s work, JAEGER and HOSKINS (1966) conducted a

series of innovative experiments they termed ‘confined Brazilian tests’, in which the

typical Brazilian test consisting of a rock disc subjected to an increasing line load

along the diametral plane until failure, was extended by jacketing the disc and

applying a constant confining pressure to the specimen. This created a state of

triaxial stress acting on the disc with three unequal principal stresses. However, these

stresses were not independent of each other. Nevertheless, tests in Bowral trachyte,

Gosford sandstone, and Carrara marble, supported previous findings suggesting that

the magnitude of the intermediate principal stress was a factor influencing the

conditions for failure in all three rocks.

Perhaps the greatest contribution to the study of brittle fracture and its

dependence on the intermediate principal stress was made by MOGI (1967, 1971). He

embarked on a long-term project of studying rock failure under the most general

state of stress by first conducting experiments in a conventional triaxial cell. By

nearly eliminating stress concentration due to end effects and other test refinements,

he was able to demonstrate even more convincingly than previous workers the

indisputable influence that r2 has on brittle fracture (MOGI, 1967). Figures 4 and 5

summarize his results in Westerly granite and Dunham dolomite. The substantial

discrepancy between the strength of these two rocks in triaxial compression and

triaxial extension is convincingly demonstrated, and the only variable that could

have led to the difference in strength was r2.

True Triaxial Experiments and Strength Criteria

After conducting precision conventional triaxial compression and extension

experiments, MOGI (1971) concluded that in order to observe more closely the role

played by the intermediate principal stress on brittle fracture, he had to design and

utilize a high-pressure true triaxial stress apparatus for testing hard rocks under three

independently applied principal stresses ðr1 > r2 > r3Þ. His apparatus consisted of a

pressure vessel that accommodated a rectangular prismatic rock sample (size 15 · 15

· 30 mm) and two sets of pistons independently actuated to apply two of the

principal stresses. The minimum principal stress, which has a major effect on fracture

strength, was always provided by the confining pressure in the vessel, thus ensuring a

uniform distribution of r3. Mogi minimized friction on the sample faces subjected to
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piston loading by using lubricants such as copper sheet jacketing and Teflon or thin

rubber sheets between specimen faces and pistons. Stress concentration at specimen

ends was found to be greatly reduced by the high confining pressure (MOGI, 1966).

Silicon rubber jacketing of specimen sides subjected to confining pressure and all

around the edges of the piston-specimen contacts prevented the confining fluid from

permeating the rock. Pressure generation was supplied by high-capacity hydraulic

cylinders. A minimum principal stress reaching 800 MPa could be applied.

Using his ingenious apparatus, MOGI (1971) tested several carbonate and silicate

rocks, and presented detailed true triaxial fracture strength results for Dunham

dolomite and Mizuho trachyte. He discovered that r2 has indeed a significant effect

on fracture strength at all levels in-between r2 ¼ r3 and r2 ¼ r1. Moreover, the

largest effect on strength is reached at a level well inside this range. For example,

when Dunham dolomite is subjected to r3 ¼ 45 MPa and r2 ¼ 250 MPa, its strength

increases to 650 MPa, which is 160 MPa higher than the strength when r2 ¼ r3, and
90 MPa higher than the strength when r2 ¼ r1 (compare with Fig. 5 above). Mogi

plotted his results in the form of r1 at failure versus r2 for different families of tests in

which r3 was kept constant. A typical example is shown in Figure 6 for Dunham

dolomite. Fracture strength increases steadily with the magnitude of r2.until a

plateau is reached following which strength tends to decline as r2 approaches r1. The
best-fitting curve to experimental data for any given r3 is downward concave, but
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MOGI’s (1967) improved conventional triaxial testing results in Westerly granite subjected to relatively low

confining pressure r3, under both compression and extension.
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strength as r2 nears r1 remains higher than that when r2 ¼ r3. Remarkably, this

behavior is also predicted by the theoretical model proposed by WIEBOLS and COOK

(1968).

In fact, WIEBOLS and COOK (1968) attempted to verify experimentally their own

theoretical findings by employing a true triaxial cell in which loading was provided

by pressurizing flat jacks inserted between the rectangular prismatic specimen sides

and three pairs of rigid anvils. Flat jacks are inflatable bladders consisting of two thin

metal sheets that are soldered together around the edges, and which allow hydraulic

oil to be pumped in and pressurized against the specimen sides. However, while flat

jacks are superior to direct piston loading in terms of the uniformity of the applied

stresses, the magnitudes of the stresses must be kept low because of the limited

internal pressure accommodated by the soldered sheets. Thus, Wiebols and Cook’s

experiments in Karroo dolerite lead only to a rather incomplete comparison with

their theoretical criterion. It was not until MOGI (1971) that a more convincing

agreement between Wiebols and Cook’s model and experimental results was

achieved in principle for several rocks.

MOGI (1971) also attempted to derive a fitting true triaxial criterion of brittle

fracture based entirely on his experimental results. He observed that plotting all his

test data for Dunham dolomite and Mizuho trachyte in the NADAI (1950) domain

(soct versus roct, equation 7) did not lead to a uniform criterion. He then rationalized
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Substantial discrepancy between Dunham dolomite brittle strength under compression (r2 ¼ r3) and

extension (r2 ¼ r1), using MOGI’s (1967) improved conventional triaxial loading apparatus.
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that since brittle fracture was in the form of shearing along one single plane striking

in the r2 direction, it was more realistic to degenerate the mean normal stress roct to
just the mean stress on planes striking along r2. He found that in both rocks plotting

the experimental results as soct versus rm;2 yielded single monotonically rising curves,

best expressed as power functions fM (Fig. 7):

roct ¼ fMrm;2 where rm;2 ¼ 1

2
r1 þ r3ð Þ: ð11Þ

Contemporaneous with the observations, testing, and theoretical advances related to

the role of the intermediate principal stress in rocks, such as those by MURRELL

(1963), HANDIN et al. (1967), WIEBOLS and COOK (1968), MOGI (1967, 1971) and

others, similar developments were taking place in the field of soil, concrete, and soft-

rock mechanics. A series of true triaxial testing machines were developed, typically

based on the application of hydraulic pressure through three pairs of flexible
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Results of the first comprehensive true triaxial tests conducted by MOGI (1971) using his new apparatus for

testing rectangular prismatic specimens. Seven groups of tests are plotted, each for a different r3. Within

each group a series of tests data are shown, each which is for a different r2. Dunham dolomite fracture

strength increases in each case when r2 is raised above r3.
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membranes or fluid cushions to cubical test specimens. KO and SCOTT (1967),

ATKINSON and KO (1973), LADE and DUNCAN (1973), STURE and DESAI (1979), and

DESAI et al. (1982) are among those who developed different designs of true triaxial

testing machines capable of testing soils and weak rocks. The capacity of these

machines was typically less than 200 MPa, and thus not appropriate for loading hard

rocks to failure under high intermediate and least principal stresses.

MICHELIS (1985) modified the flexible membrane design, in order to increase

pressure capacity of the true triaxial cell. His apparatus consisted of a hollow

cylinder that accommodated a prismatic specimen of size 50 · 50 · 100 mm. The

axial (maximum) load was provided by two rigid pistons, while the intermediate and

minimum pressures were supplied by two prismatic PVC bags between specimen and

cylinder walls filled and pressurized by hydraulic oil. The cell allowed pressures

reaching 300 MPa in the lateral directions, and an axial load extending to 1500 MPa.

The initial results in tests conducted on Naxos marble for just one constant r3
(13.8 MPa) and different r2, showed a clear and substantial effect of the intermediate

principal stress on strength (Fig. 8). As r2 was raised from 13.8 MPa to 113.2 MPa,

the true triaxial strength increased from (approximately) 130 MPa to 280 MPa,

which is a 115% rise over the commonly used conventional triaxial strength.

Mogi’s pioneering true triaxial testing of hard rocks subjected to high pressures

was followed by TAKAHASHI and KOIDE (1989), who designed and fabricated a near

replica of MOGI’s (1971) true triaxial cell. Their equipment accommodated much

larger specimens (reaching 50 · 50 · 100 mm), and was meant specifically for testing
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Generalized strength criterion for Dunham dolomite, in which all the experimental data points in Figure 6

align themselves closely with a power function in the octahedral shear stress soct versus ðr1 þ r3Þ=2 domain

(after MOGI, (1971).
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weak rocks such as sandstones and shales. The applied minimum principal stress

range was limited to 0–50 MPa, simulating shallow depths, because the interest of

these researchers was in rock engineering applications. Again, the strengthening

effect of r2 as it increased beyond that of r3 was evident. Figure 9 reproduces

Takahashi and Koide’s results in Yuubari shale, which reveals an increase of up to

20% in resistance to brittle fracture as a function of r2, for each of the two r3 levels
tested. TAKAHASHI and KOIDE (1989) also extended WIEBOLS and COOK’s (1968)

theoretical failure criterion, by rendering it more applicable to true triaxial testing.

Their suggested model prediction of the variation of r1 as a function of r2 for various
applied r3 matched well their experimental results in Shirahama sandstone.

In the mid-1990s a radically different design of a true triaxial cell was

implemented in the form of a conventional triaxial cell in which cylindrical (and

not prismatic as in most other designs) rock specimens are subjected to vertical

loading applied through pistons at both ends of the cell, and two unequal lateral

stresses provided by differential radial pressures (SMART, 1995). Radial pressure

variation is achieved through an array of 24 PVC tubes aligned with the specimen

long axis and trapped between the specimen and the triaxial cell inner wall. Each tube
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Strength of Naxos marble as a function of r2 for a constant and relatively low least principal stress r3 in a

novel true triaxial apparatus for testing large prismatic rock specimens (after MICHELIS, 1984).
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is filled with oil and pressurized, and by coupling opposing groups of tubes to

independent hydraulic circuits, the application of different lateral pressures to the

cylindrical specimen is enabled. The practicality of this cell is obvious, since it does

not require tedious six-sided specimen preparation and makes use largely of existing

equipment, with some modifications. The limitations of the design are the relatively

low absolute and differential pressures that the PVC tubes can tolerate (50 and

7 MPa, respectively) and the intuitive uncertainty regarding the uniformity of the

three principal stresses throughout the specimen. The cell cannot be used for a

complete series of true triaxial tests since the maximum difference between r2 and r3
cannot exceed 14 MPa, but important information can still be drawn from tests

performed at relatively low intermediate and minimum principal stresses. CRAWFORD

et al. (1995) tested two sandstones in this apparatus and found that their fracture

strengths were strongly affected by the magnitude of r2. Observations of failed

sandstone specimens revealed that the brittle fracture mechanism involved the

development of stress-induced dilatant microcracks extending parallel to r2 and

opening against r3, progressively coalescing as r1 rose, and forming a through-going

fault when peak r1 was reached.
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True triaxial testing in a Mogi designed apparatus modified to accept larger samples, shows that the

strength of rocks such as shales is also controlled by the level of r2, not just r3 (after TAKAHASHI and

KOIDE, 1989).
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Another major development in true triaxial testing was the design and fabrication

of the Sandia loading facility, which incorporates a conventional triaxial pressure

vessel and high-pressure hydraulic rams inside the vessel (WAWERSIK et al., 1997).

The cell resembles Mogi’s, in that two of the principal stresses are applied through

steel pistons, with the third one applied by the confining pressure in the vessel. The

innovation here is that the pistons and the hydraulic jacks for the lateral intermediate

stress are contained inside the vessel and react against the vessel’s inside wall.

Bending moments generated by uneven loading are minimized by the use of rubber

sheets between the specimen faces and the pistons. Specimen size accommodated by

the cell is 57 · 57 · 25 mm or 76 · 76 · 178 mm. The cell is intended specifically for

testing high-porosity rocks that undergo large deformations during loading.

Unfortunately, beyond some initial true triaxial testing in Castlerock sandstone,

no published data on additional experimental results are available.

True Triaxial Testing at the University of Wisconsin

KTB Amphibolite and Westerly Granite

In 1994 the rock mechanics group at the University of Wisconsin embarked on a

multi-year true-triaxial research project. This was motivated at first by the need to

determine the true triaxial strength criterion of the KTB amphibolite, in order to

enable the estimation of the maximum horizontal in situ stress from the logged

breakout dimensions in the KTB ultra deep hole. The KTB hole was drilled to a

depth of 9100 m in Bavaria by the German Continental Deep Drilling Program to

study the properties and processes of the lower continental crust (EMMERMANN and

LAUTERJUNG, 1997). One of the main objectives was the measurement of the in situ

stress. The vertical stress (rv) was assessed from the weight of the overlying strata,

and the two horizontal principal stresses (rh and rH ) were estimated using the

hydraulic fracturing method. However, below 3000 m only two partially successful

hydraulic fracturing tests were carried out (at 6000 m and 9000 m), which yielded

estimates of just the least horizontal stress magnitude (BRUDY et al., 1997).

Fortunately, borehole breakouts were logged in the amphibolite zone of the KTB

hole (3000–7000 m depth). They provided the required information on in situ stress

directions. Moreover, the dimensions of the logged breakouts at the borehole wall,

together with knowledge of the vertical and least horizontal stresses, were used in an

attempt to estimate the maximum tectonic horizontal stress. The model assumed that

the stress condition at the points where breakouts intersect the borehole reached the

strength criterion of the rock. However, use of criteria based on conventional triaxial

tests was considered inadequate for deriving reasonable maximum stress estimates

because the principal stresses at the borehole wall are noticeably differential (VERNIK

and ZOBACK, 1992). BRUDY et al. (1997) employed the theoretical true triaxial
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strength criterion suggested by WIEBOLS and COOK (1968) to estimate rH .
Subsequently, we undertook to re-estimate rH by first deriving an empirical true

triaxial strength criterion. In the process we conducted a comprehensive experimental

study of the true triaxial mechanical behavior of the KTB amphibolite, emphasizing

strength and deformability.

The first step was to design and fabricate a true triaxial testing system capable of

applying three mutually perpendicular high compressive loads to rectangular

prismatic rock specimens (HAIMSON and CHANG, 2000). Our goal was to construct

a cell similar to the one used by MOGI (1971), but keep it compact, and make use of

existing equipment as much as possible, since our funding was limited. What emerged

was a true triaxial loading system, which consists of a polyaxial pressure vessel inside

an existing biaxial loading apparatus (Fig. 10). Three independent and mutually

orthogonal pressures are generated in this system and applied to a rectangular

prismatic specimen. The biaxial apparatus facilitates the application of two

pressures, one in the axial (r1) and the other in one of the two lateral directions

(r2) of the specimen. These two pressures are transmitted from the biaxial cell to the

rock specimen via two perpendicular pairs of pistons mounted in the pressure vessel.

The third pressure (r3) is applied directly to the second pair of specimen lateral faces

by the confining hydraulic pressure inside the pressure vessel. The loading system was

thoroughly calibrated using a strain-gaged aluminum sample of known elastic

properties (HAIMSON and CHANG, 2000). The maximum stresses that this loading

system can apply to a rock specimen of dimensions 19 · 19 · 38 mm are 1600 MPa in

the two piston-loading directions and 400 MPa in the third direction. This high

capacity enables the equipment to bring very strong rocks to failure under realistic

stress conditions of the order encountered in the earth’s crust at depths exceeding

10 km.

In the first series of tests on KTB amphibolite, dry jacketed specimens were

loaded to failure under the most general state of stress (r1 > r2 > r3). These

experiments were intended to provide fundamental data on the mechanical behavior

of the amphibolite. The immediate observation in our true triaxial tests was that

brittle fracture in the form of a steeply inclined through-going fault plane is generally

similar to that observed in conventional triaxial tests. However, the true triaxial

loading confirmed the expectation that the dip direction of the fault plane is aligned

with r3 (CHANG and HAIMSON, 2000). Test results showing the state of stress at

failure were plotted graphically as the true triaxial strength r1 versus the applied r2
for different constant values of r3 (Fig. 11). The dependence of r1 at failure on the

intermediate principal stress r2 is obvious. As r2 increased beyond r3 magnitude, the

compressive strength was always higher than that when r2 ¼ r3. Despite some

considerable scatter (the amphibolite tested came from a depth of 6300 m and may

have some inhomogeneity and anisotropy), the increase in strength as a function of

r2 for constant r3 is substantial, and for example, as much as 50% or more over the

commonly used conventional triaxial strength at r3 ¼ 30 MPa. The effect of r2 on
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rock strength appears to weaken as the level of r3 rises, but remains significant (10%

higher at r3 ¼ 150 MPa). Thus, conventional triaxial tests provide only a lower

bound of strength for a given least principal stress in KTB amphibolite. It is also

noted that at some level of r2 a plateau is reached where strength appears to level off.

This is similar to previous findings in softer rocks by MOGI (1971) and TAKAHASHI

and KOIDE (1989), and in support of WIEBOLS and COOK (1968) theoretical

prediction.

In order to define a fitting strength criterion to the experimental results in

Figure 11, we replotted the data in the domains used by NADAI (1950), MURRELL
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Figure 10

The University of Wisconsin true triaxial testing system: (a) Cross section, (b) profile. In this diagram a is

the biaxial loading apparatus; b is the polyaxial pressure vessel; c is the loading pistons; d is the confining

fluid; e is the metal anvil; and f is the rock specimen.
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(1963), and MOGI (1971) for their respective strength criteria (equations 6, 7, 11). The

only domain in which our experimental data points fit along one single curve with

minimum deviation was that suggested by MOGI (1971) for brittle failure, i.e., the

octahedral shear stress soct as a function of the mean normal stress acting on the

failure plane rm;2 (equation 11). The best fitting curve for KTB amphibolite was a

monotonically increasing power function of the form (Fig. 12):

soct ¼ Arbm;2; ð12Þ
where A and b are two parameters that are rock-specific.

Our testing system enabled the measurement of strain in all three principal

directions (HAIMSON and CHANG, 2000). The stress-strain behavior observed,

revealing accelerated extension in the r3 direction as r1 increased, suggests that

most of the induced and reopened microcracks eventually leading to brittle failure

are aligned with the r1 � r2 plane and open up in the r3 direction. For each set of

stress-strain curves we calculated the stress-volumetric strain and marked the onset of

dilatancy, the stress level at which the constant rate of volumetric decrease starts
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Figure 11

Variation of peak compressive stress r1 as a function of r2 for different constant values of r3 in KTB

amphibolite (after CHANG and HAIMSON, 2000).
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reversing itself. Dilatancy has been correlated to internal microcracking responsible

for enlarging specimen volume and for leading eventually to brittle fracture (BRACE

et al., 1966). We determined that dilatancy is more pronounced at low r2 magnitudes

but diminishes at higher r2 levels, supporting results obtained by TAKAHASHI and

KOIDE (1989) in Shirahama sandstone. The onset of dilatancy for a given r3 generally
increases with the magnitude of r2 (Fig. 13) similar to observations by MOGI (1971)

in Mizuho trachyte. These findings are significant in that previous conventional

triaxial tests could only identify a unique dilatancy onset for a certain r3 in a given

rock. The other significance is that higher intermediate principal stress magnitudes

appear to extend the elastic range of the stress-strain behavior for a given r3, and by

doing so it retards the onset of the failure process. The micromechanics leading to

brittle fracture under true triaxial stress conditions begins at dilatancy onset, when

microcracks, subparallel to the major principal stress r1, develop. As r1 increases

microcracks grow and localize creating a shear-band dipping in the r3 direction.

Upon brittle fracture the shear band fails, forming a fault (Fig. 14).

Using the same true triaxial system, we also conducted an extensive series of tests

in Westerly granite, which had been thoroughly studied in rock mechanics

laboratories in the U.S., and which is well known for its homogeneity and isotropy.

The results were remarkably similar to those obtained in KTB amphibolite, both

with respect to the effect of r2 on brittle fracture and the true triaxial strength

criterion (Figs. 15 and 16), as well as dilatancy onset and the micromechanics of

failure. From this analogous behavior between Westerly granite and KTB amphib-

olite we inferred that it represents typical true triaxial mechanical characteristics of

fine- to medium-grained crystalline rocks.
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A true triaxial strength criterion for KTB amphibolite, based on all the experimental results shown in

Figure 11, in terms of soct versus ðr1 þ r3Þ=2 (after CHANG and HAIMSON, 2000).
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Unjacketed Amphibolite and the State of in situ Stress at KTB

A second series of true triaxial tests was conducted on KTB amphibolite,

specifically for the purpose of estimating in situ stress magnitudes from breakout

dimensions logged in the ultra deep hole. These tests were intended to simulate field

conditions, in which the least principal stress at the borehole wall equals the radial

pressure applied by the borehole fluid to the exposed rock, and where owing to the

extremely low porosity and permeability of the KTB amphibolite, the pore pressure

in the rock is assumed to be negligible (BRUDY et al., 1997). Thus, in this series of

tests samples were initially dry, but the confining-pressure fluid (kerosene), which

applies r3, was in direct contact with two opposing specimen faces that were left

unjacketed. The results of this series of tests were substantially different from those

obtained in the jacketed specimens (HAIMSON and CHANG, 2002).

Since KTB amphibolite is a nearly impermeable, practically no confining

pressure fluid penetrated the rock prior to the opening of microcracks. However,

fluid infiltration upon dilatancy onset completely changed the failure mode. Brittle

fracture occurred at or soon after dilatancy onset, roughly at 50–60% of r1 at

failure under jacketed conditions, and resulted from the development of densely

spaced through-going extensile cracks adjacent and subparallel to one of the

unjacketed faces (Fig. 17). Confining fluid apparently intruded newly opened

microcracks upon dilatancy onset, and facilitated their extension into long tensile

fractures subparallel to r1–r2 plane. For any given least principal stress, the

compressive strength typically increased with the rise in the intermediate principal

stress, but overall it maintained its much lower magnitude than that of jacketed dry

samples of the same rock (Fig. 18). The true triaxial strength criterion of

amphibolite under borehole wall conditions is not well represented by the criterion
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Differential stress (r1 � r3) versus volumetric strain (DV/V). showing that for a constant r3 (60 MPa) the

onset of dilatancy rises with the increase in r2.
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given in equation (12), but can be expressed as a linear relationship between the

octahedral shear stress and the octahedral normal stress at failure (equation 8;

Fig. 19). The discrepancy can be explained based on the fact that failure occurs

immediately upon dilatancy onset, which is approximately equal to the yield point

in this brittle rock and which occurs throughout the specimen and not just along

the fracture plane (MOGI, 1971).

Using this criterion together with all the other known data from the KTB hole

(BRUDY et al., 1997), we computed the estimated magnitude of the maximum

horizontal in situ stress there (HAIMSON and CHANG, 2002). Since the dimensions of

the laboratory specimens were close to those of the breakouts in the KTB hole, scale

effect was considered negligible. Our results (Fig. 20) show that rH increases steadily

50µm

Figure 14

SEM micrograph of a failed KTB amphibolite, showing the microcrack localization that preceded the

fault, which is steeply inclined and dips in the r3 (acting laterally in this image) direction. Scattered grain

debris within the fault is inferred as a result of shear slip.
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with depth, within a relatively narrow band of uncertainty, confirming previous

assessments of a strike-slip stress regime by BRUDY et al. (1997).

Long Valley Hornfels and Metapelite

More recent experiments have shown that the true triaxial mechanical behavior

described above cannot be generalized to all brittle rocks. True triaxial strength

experiments in two ultra fine-grained brittle rocks, hornfels and metapelite, which

together are the major constituent of the Long Valley (California, U.S.A.) caldera

basement in the 2000–3000 m depth range, exhibit a behavior unlike that previously

observed in other crystalline and clastic rocks under similar testing conditions (CHANG

and HAIMSON, 2005). For a given magnitude of r3, compressive strength r1 does not
vary significantly in either hornfels or metapelite, regardless of the applied r2,
suggesting little or no intermediate principal stress effect on brittle fracture (Fig. 21).
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True triaxial test results in Westerly granite, plotted as the peak r1 versus r2 for several constant r3
magnitudes (after HAIMSON and CHANG, 2000).
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Measured r1 versus volumetric strain is linear almost to the point of rock failure,

suggesting the absence of dilatancy. This unique mode of compressive failure that is

not preceded by dilatancy was not previously detected in true triaxial tests. SEM

inspection of failed specimens corroborates the observed nondilatant deformation by

failing to reveal microcrack development prior to the emergence of the through-going

steeply dipping shear failure plane (Fig. 22). This recent study implies that the

commonly accepted mechanism of growth, localization, and coalescence of stress-

induced extensile microcracks preceding brittle failure is not universally applicable to

all hard rocks. It also indirectly confirms that the onset of microcracking is responsible

for both dilatancy and the strengthening effect of the intermediate principal stress.

The mechanism that culminates in compressive failure of the hornfels and

metapelite is not clearly understood. One attractive speculation is that minute shear

microcracks, which have been found to induce brittle fracture in a serpentinite and a

syenite without discernible volumetric increase (ESCARTIN et al., 1997; KATZ and

RECHES, 2000) are responsible for the nondilatant deformation and r2-independent
compressive strength of the Long Valley rocks. However, no such discontinuities

were detected in our microscopic study.

Summary, Conclusions and Future Work

In this paper I attempted to demonstrate the ever increasing evidence accumu-

lated over the last century of the effect of the intermediate principal stress on brittle
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True triaxial strength criterion for Westerly granite, resulting from plotting all the experimental results

shown in Figure 15 as soct versus ðr1 þ r3Þ=2 (after HAIMSON and CHANG, 2000).
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fracture and failure criteria of rock. The Coulomb, Mohr, and Griffith criteria have

been universally used to depict brittle failure based only on knowledge of the least

and largest principal stresses. This approach enables the use of uncomplicated

conventional triaxial cells to yield expressions for failure criteria. However, the

intermediate principal stress effect on strength and deformability has proven over

and over to be substantial. Strength differences of 10 to 50% have been observed in

most rocks tested thus far, with the exception of the ultra fine-grained Long Valley

hornfels and metapelite. In addition, the angle of fracture orientation with respect to

Figure 17

Cross section of failed unjacketed KTB amphibolite specimen along a r1 � r3 plane, showing a cluster of

through-going extensile cracks parallel to the unjacketed face subjected to r3. In this figure r1 acts

vertically.
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Compressive strength of unjacketed KTB amphibolite (blocked circles) as a function of r2 for a constant r3
(60 MPa). For comparison the strength of the same rock and for the same r3 under jacketed conditions is

also plotted (open squares). The increase in strength with r2 is similar, but the unjacketed rock is about

half as strong as the jacketed.

0

100

200

300

0 100 200 300 400

τ
tco

)a
P

M(

σ
oct

(MPa)

KTB amphibolite - unjacketed

Figure 19

True triaxial strength criterion of unjacketed KTB amphibolite is best described as a linear relationship

between the octahedral shear stress soct and the octahedral normal stress roct.
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the directions of the principal stresses has been found to depend not only on r3, but
also on r2. Also, the onset of dilatancy was shown to increase sharply with the rise in

r2 in tests run under a constant r3.
Employing Coulomb, Mohr or other criteria derived from them (such as the

‘Mohr-Coulomb’ criterion) for assessing rock strength yields only the lower limit of

this parameter, appropriate when r2 is equal or only slightly larger than r3. For
larger intermediate principal stresses a true triaxial strength criterion is recom-

mended, based on true triaxial tests conducted on rectangular prismatic specimens.

Several examples are scattered in the literature in which it is reported that using the

conventional strength criterion (equation 3) in some specific applications leads to

nonsensical results. VERNIK and ZOBACK (1992) found that use of the Mohr-

Coulomb criterion in relating borehole breakout dimensions to the prevailing in situ

stress conditions in crystalline rocks did not provide realistic results. They suggested

the use of a more general criterion that accounts for the effect of the intermediate
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Figure 20

The estimated state of stress around the KTB ultra deep hole. In the 3 to 7 km range hydraulic fracturing

yielded only an estimate of the least horizontal stress rh (see open circle at 6.0 km depth). The vertical stress

rv was assumed to equal the weight of the overlying rock (BRUDY et al., 1997). The major horizontal

principal stress rH was computed from knowledge of the logged breakout dimensions and the true triaxial

strength criterion of unjacketed amphibolite (HAIMSON and CHANG, 2002).
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principal stress on strength. EWY (1998) reported that for the purpose of calculating

the critical mud weight necessary to maintain wellbore stability, the Mohr-Coulomb

criterion is too conservative because it neglects the strengthening effect of the

intermediate principal stress. Ewy considered using the DRUCKER and PRAGER (1952)

criterion or a modified Lade criterion (LADE and DUNCAN, 1973) to take into

account the r2 effect.

The importance of incorporating all principal stresses in determining experimen-

tally the mechanical behavior of rocks has contributed to our present involvement in

conducting true triaxial tests on extracted core from two major site investigations,

the San Andreas Fault Observatory as Depth (SAFOD), California, U.S.A., and the

Taiwan Chelungpu-fault Drilling Project (TCDP), both programs being under the

auspices of the International Continental Scientific Drilling Program (ICDP).
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Discrete Element Modeling of Stress and Strain Evolution Within

and Outside a Depleting Reservoir

HAITHAM T. I. ALASSI,1 LIMING LI,2 and RUNE M. HOLT
1,2

Abstract—Stress changes within and around a depleting petroleum reservoir can lead to reservoir

compaction and surface subsidence, affect drilling and productivity of oil wells, and influence seismic waves

used for monitoring of reservoir performance. Currently modeling efforts are split into more or less

coupled geomechanical (normally linearly elastic), fluid flow, and geophysical simulations. There is

evidence (from e.g. induced seismicity) that faults may be triggered or generated as a result of reservoir

depletion. The numerical technique that most adequately incorporates fracture formation is the DEM

(Discrete Element Method). This paper demonstrates the feasibility of the DEM (here PFC; Particle Flow

Code) to handle this problem. Using an element size of 20 m, 2-D and 3-D simulations have been

performed of stress and strain evolution within and around a depleting reservoir. Within limits of elasticity,

the simulations largely reproduce analytical predictions; the accuracy is however limited by the element

size. When the elastic limit is exceeded, faulting is predicted, particularly near the edge of the reservoir.

Simulations have also been performed to study the activation of a pre-existing fault near a depleting

reservoir.

Key words: Reservoir geomechanics, numerical modeling, discrete element method, reservoir

compaction, surface subsidence, stress path, fault.

Introduction

Petroleum reservoir depletion leads to stress alteration within and outside the

reservoir. During recent years it has become evident that such stress changes can

have a profound impact on reservoir management (e.g., TEUFEL et al., 1991; ADDIS,

1997; KENTER et al., 1998; HOLT et al., 2004). Not only do they control purely

mechanical deformation (reservoir compaction and surface subsidence), but they also

impact petroleum recovery through compaction drive and through possible

permeability changes. Furthermore, stress changes may affect the ability to drill

stable wells, and the risks for onset of particle production or casing collapse

throughout the life of the reservoir. In some cases, depletion-induced stress changes

1NTNU Norwegian University of Science and Technology, Trondheim, Norway.
E-mail: alassi@ntnu.no; rune.holt@ntnu.no

2SINTEF Petroleum Research, Trondheim, Norway. E-mail: liming.li@iku.sintef.no

Pure appl. geophys. 163 (2006) 1131–1151
0033–4553/06/061131–21
DOI 10.1007/s00024-006-0067-5
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may be large enough to cause seismicity by activation of existing or generation of

new faults. This may be utilized as a tool for reservoir performance monitoring

(MAXWELL and URBANCIC, 2001). The main purpose of reservoir monitoring is to

identify which parts of the reservoir that are produced, so that the production

strategy can be tailored to the behavior of the reservoir. Today reservoirs are

frequently monitored by ‘‘4-D’’ (also called time-lapse) seismic surveys. Clearly,

stress sensitive wave velocities within a depleting reservoir or its surroundings may

cause time-shifts that can be used as indicators of reservoir performance (KENTER

et al., 2004).

The economic impact of the issues above calls for modeling tools that can predict

the evolution of stresses as a result of pore pressure changes associated with fluid

extraction from the reservoir. Further, models need to be available that can also

predict associated strains (compaction, subsidence, casing deformations), associated

seismic velocity changes, and associated seismicity risk. There is currently no model

that can be used to predict all these facets of the problem. Geomechanical simulators

(PANDE et al., 1990; ZIENKIEWICZ, 1991; JING and HUDSON, 2002) addressing large-

scale problems like those described above are most often based on Finite Element

(FEM) formulations, and are inherently static in the sense that they do not predict

dynamic features like faulting. They do however predict plastic strain occurrence, but

need to be re meshed in order to account for faulting. Although full poromechanical

coupling is available (SETTARI and MOURITS, 1994; GUTIERREZ and LEWIS, 1998;

LEWIS et al., 2003; KOUTSABELOULIS and HOPE, 1998; OSORIO et al., 1998; LONGUE-

MARE et al., 2002) in such models, at least in a staggered manner, a further link to

seismic modeling is as yet absent.

The motivation behind the work presented here is to explore the feasibility of

applying an inherently dynamic model to this problem, namely a discrete element

(DEM) approach. The DEM used here is the Particle Flow Code1 (PFC), which is

available in 2-D and 3-D formulations, and which has been applied with success at

grain scale (CUNDALL and STRACK, 1979; POTYONDY and CUNDALL, 2004), and also

has been refined to incorporate poromechanical coupling (SHIMIZU, 2004; LI and

HOLT, 2004) and elastic wave propagation (LI and HOLT, 2002). Clearly, this model

may have severe limitations for a reservoir or even basin-scale application as outlined

here — the elements in the model can no longer be particles, but must be several

meter large circular or spherical grid blocks. Conversely, the potential of the DEM to

study localized failure, as demonstrated by LI and HOLT (2002), makes it attractive

for the purpose of studying the impact of inelasticity which has not been properly

addressed by other tools.

A key subject in reservoir geomechanics is the reservoir stress path as defined in

the next Section, and how the stress path may be linked to the production strategy of

1Trademark of Itasca c.g., Minneapolis, U.S.A.
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the field. We then proceed to describe the basic principles of the DEM used in this

work (PFC). It is important to validate such an approach: Since direct experimental

calibration is not possible, our validation strategy has been to determine if results of

analytical elastic modeling can be reproduced. We will therefore show a comparison

between predictions of the DEM and the classical Geertsma theory (GEERTSMA,

1973), both for 2-D and 3-D cases. We then proceed to address the case in which the

elastic limit is exceeded somewhere in the model, leading to damage, in the form of

fault generation. Finally, we demonstrate how DEM may be used to analyze the

circumstances in which a pre-existing fault may be activated as a result of reservoir

depletion.

Geomechanics of Depleting Reservoirs

The reservoir stress path is defined through the following parameters (HETTEMA

et al., 1998)

cv ¼
Drv
Dpf

; ch ¼
Drh
Dpf

: ð1Þ

Here Dv and Dh denote vertical and horizontal stress path coefficients,

representing the change in total vertical and horizontal stresses (Drv and Drh) with
change (Dpf ) in reservoir pore pressure. Notice that the c – parameters are valid

within the reservoir as well as in the surrounding rock volume, but the pore pressure

change always refers to the reservoir.

If there is no stress arching so that the full weight of the overburden is carried by

the reservoir, then cv ¼ 0. If in addition the reservoir compacts (linearly) elastically

with no lateral strain, then

ch ¼ a
1� 2mfr
1� mfr

; ð2Þ

where a is the poroelastic (Biot) coefficient and mfr is Poisson’s ratio for the drained

reservoir rock. Since ch > 0 and the pore pressure decrease is negative, Eqs. (1) and

(2)imply that the total horizontal stress is reduced.

It is evident from field experience (TEUFEL et al., 1991; ADDIS, 1997; KENTER

et al., 1998) and also from theoretical considerations (RUDNICKI, 1999; SEGALL and

FITZGERALD, 1998) that the stress path in a general case will deviate from that above.

If the reservoir is drained in such a way that the drained volume cannot be

approximated as a flat ‘‘pancake’’–like object, then stress arching will occur. Also, a

stiff (compared to the draining rock volume) overburden will promote stress arching.

One consequence of stress arching is that stress changes occur more in the

overburden than within the reservoir.
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GEERTSMA (1973) used the so-called ‘‘nucleus of strain’’ method to calculate an

analytical solution for displacements as well as changes in the stress field for a

depleting disk-shaped reservoir. His solution is limited by the assumption of uniform

elastic properties of the sedimentary basin, including the reservoir and the

surrounding rock.

In order to solve this problem for realistic field cases, where the shape of the

reservoir differs from the idealized cylindrical geometry, where there is elastic

contrast between the reservoir and its surroundings, and where the reservoir may be

tilted, numerical techniques must be used. The Finite Element Method (FEM) has

been applied to this problem by e.g. KOSLOFF et al. (1980); MORITA et al. (1989);

BRIGNOLI et al. (1997); GAMBOLATI et al. (1999; 2001) and MULDERS (2003).

As an example of the outcome of such simulations, Figure 1 shows the stress path

coefficients obtained on the basis of FEM simulations (MAHI, 2003) vs. depth for a

case of elastic match between reservoir and surrounding rock. Results are shown for

two different radii of drainage. cv is positive, which means that the reservoir

compacts (as a response to effective stress change) less than it would if arching was

not present. Outside the reservoir, where the pore pressure is not expected to change

much as a result of depletion, the positive cv value corresponds to vertical

decompression. The other stress path coefficient, ch, is positive within the reservoir

(reduced total but increased effective horizontal stress), and negative above and

below, implying horizontal compression in those areas. Reducing drainage area is
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Figure 1

Vertical and horizontal stress path coefficients along a vertical line through the reservoir center, calculated

based on FEM simulations (after MAHI, 2003). The computations are performed for a disk-shaped (500 m

thick) reservoir centered at 3000 m depth, with a drainage radius of 2000 m (bold curves) and 500 m

(narrow curves). Approximate solutions are shown for the case of elastically matched reservoir and

surroundings (Young’s modulus = 12 GPa; Poisson’s ratio = 0.20). Notice that these curves are

reproduced as mathematical approximations to FEM simulations.
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seen to cause increased arching within and near the reservoir, although the influenced

zone is shrinking. This situation may correspond to an early development phase or

production of an isolated reservoir compartment. Note that the zone affected by

stress alteration as a result of depletion in both cases extends 1000 m or more above

and below the reservoir.

An important observation from FEM simulations as well as from analytical

computations (SEGALL and FITZGERALD, 1998) is that the vertical stress is strongly

increased near the edge on the outside of the reservoir, while the horizontal stress is

reduced. This stress alteration may exceed the elastic limit of the rock around the

reservoir, and the edge zone is therefore where fault generation or fault activation

most likely will take place.

Discrete Element Modeling

We have in this work applied a Discrete Element Method (DEM) named PFC

(‘‘Particle Flow Code’’) (CUNDALL and STRACK, 1979; POTYONDY and CUNDALL,

2004), which is widely used to model the mechanical behavior of rock and other

granular materials. The material is represented by discrete particles, basically disks

(in 2-D) or spheres (in 3-D) which interact with each other through a user-defined

(usually linear) force-displacement contact law, using a soft contact (overlapping

particles) approach. Within a calculation cycle, the values of forces and displace-

ments are calculated, and the law of motion is applied to each particle to update

position and velocity. Bonds can be inserted at the contacts to represent cementation

in rocks. The model is fully dynamic, and hence able to describe complex phenomena

like rock failure. One significant point in PFC is that elastic energy can be tracked

during simulation, which allows the user to monitor the energy release during crack

development and fault sliding. Additionally, wave propagation simulations can be

easily performed (LI and HOLT, 2002) since PFC is a dynamic program.

In the subsequent sections of this paper we will use bonded models to simulate

reservoir depletion and fault activation.

Elastic Case: Comparison with Geertsma’s Analytical Model

Bonded particles can be used tomodel continuummedia, similar to other numerical

methods like FEM.Themain purpose of thework presented in this section, is to discern

towhat extent PFCperforms as a continuummodel. To do this, a set of simulations has

been performed both with two-dimensional (PFC2-D) and three-dimensional (PFC3-D)

DEM models, and then compared to analytical predictions based on GEERTSMA

(1973). Thus; the model and the boundary conditions have been constructed so that no

interparticle bonds break, i.e., the model material is linearly elastic.
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GEERTSMA (1973) used the center of dilatation (‘‘nucleus of strain’’) concept to

calculate displacements and stress changes associated with depletion of a disk-shaped

reservoir in an elastically homogeneous half-space. His analytical solutions are valid

for 3-D, making it necessary to derive similar analytical solutions for the center of

dilatation (represented as disks) approach in 2-D (the derivation is not shown in this

paper). Also, instead of using analytical integrals as done by Geertsma for the disk-

shaped reservoir, numerical integral is incorporated to solve the problem of other 3-

D reservoir shapes.

Modeling of Depletion for a Rectangular Reservoir Using PFC2-D.

PFC is suitable for grain-scale modeling, where recent studies indicate that a

good qualitative and close to quantitative match between modeling and experiment

can be obtained (HOLT et al., 2005). Since here we use PFC for modeling of large-

scale behavior, the particle size must be chosen large (typically 20 m radius in this

work) as well, to keep reasonable computational time. No controlled experiment is

possible, consequently, validation is performed by comparison with an analytical

model as described above.

In order to make the PFC model most comparable to continuum models, the

particle packing should be chosen as compact as possible. In the work presented here,

a hexagonal packing of uniformly-sized particles is used. This leads to anisotropy,

which creates difficulty in finding suitable linear elastic parameters for the model

when comparing it to isotropic analytical theory. An alternative would be to choose a

Reservoir

Reservoir
boundary

Figure 2

PFC2-D geomechanical model used for modeling reservoir depletion. The black particles along the reservoir

boundary denote where forces are applied to simulate depletion.
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broad particle-size distribution. Further, force transmission in granular materials is

different from that in continua. The force chain pattern depends not only on the

elastic parameters of the system, but also on the contact law that governs the relation

among the neighboring particles (linear or nonlinear), and the packing of the

particles.

The model is 10 km wide and 4.3 km deep. It is composed of a hexagonal packing

of 31250 equally sized (radius = 20 m) particles. After packing, gravitational force is

added under zero lateral strain (fixed walls) boundary conditions. Finally, parallel

bonds are inserted at all interparticle contacts. The tensile as well as the shear

strength of the bonds are set equal to 5 MPa. Figure 2 shows the model that is used

during the simulation, including a rectangular reservoir inserted at 2000 m depth

from the surface. Table 1 shows the model properties. Note that the reservoir

parameters do not represent any real reservoir, since the main purpose of this study is

to demonstrate feasibility of DEM for reservoir and basin scale studies.

The reservoir is depleted uniformly, with no drainage to the surroundings. Under

this assumption, the pore pressure gradient on the boundary will be very large,

whereas inside the reservoir it will be zero. In FEM modeling this problem may be

solved using a technique presented by GAMBOLATI et al. (2001). They let the pore

pressure decrease from pf to zero on a string of elements around the reservoir. In our

model we similarly apply these forces to all particles at the reservoir boundary. The

accuracy of our solution will hence depend on the element (i.e., particle) size, which is

linked to computational time.

Using this method, the reservoir is depleted by a pore pressure change

Dpf ¼ �10 MPa. The reservoir has been placed at different depths c within the

model basin. Young’s modulus and Poisson’s ratio of the reservoir material (as listed

in Table 1) were determined by performing a biaxial test on a sample with the same

PFC parameters as the reservoir. In the reservoir model there is however a stress

gradient, therefore elastic parameters are also expected to change with depth. No

bonds were broken in the model during this simulation, meaning that the PFC

material behaves perfectly elastic. The resulting compaction and subsidence are

plotted in Figure 3 together with the analytical solution obtained from Geertsma’s

Table 1

Model properties for the PFC2-D simulations

Properties Values

Model dimensions [km] 10 * 4.3

Reservoir dimension [m] 4000*500

Particle radius [m] 20

Interparticle normal stiffness [GN/m] 24

Interparticle shear stiffness [GN/m] 12

Interparticle normal and shear bond strength [MPa] 5

Young’s modulus [Gpa] 30

Poisson’s Ratio [-] 0.14
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Surface subsidence and displacement at the top and the bottom of a rectangular (4000 · 500 m) reservoir,

simulated with a PFC2-D model and those obtained by analytical solution. Results are shown for different

reservoir depths. The reservoir is depleted with Dpf 10 MPa. uz is the vertical displacement, cm is the

uniaxial compaction coefficient, h, R, and c are reservoir thickness, radius (= 2000 m), and depth,

respectively. Reservoir compaction equals the difference between reservoir top and bottom displacements.
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Comparison between PFC2-D modeled and analytically calculated reservoir displacement (at the top of the

reservoir) and surface subsidence along the x axis (lateral direction). Model parameters are listed in

Table 1, reservoir depth is 2000 m, uz is the vertical displacement. cm is the uniaxial compaction

coefficient, h is reservoir thickness, R is the reservoir radius.
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method, adapted to 2-D. As depth c increases, the values of subsidence and also the

displacement of the top of the reservoir decrease, given that the reservoir dimensions

are kept unchanged. It can also be seen that for shallow depths (c=R < 0:5; R is

reservoir radius) the value of subsidence becomes closer to that of vertical

displacement at the top of the reservoir. Satisfactory agreement is obtained between

the numerical and the analytical solutions. Figure 4 shows a similar comparison

between PFC2-D and the Geertsma 2-D solution of the subsidence and compaction

bowls in the case of a reservoir placed at 2000 m depth. The agreement is again

acceptable.

The PFC2-D simulation permits determination of the stress path coefficients (Eq.

(1)) throughout the model. The changes in vertical and horizontal stresses are

measured after depleting the reservoir by 10 MPa. The arching coefficients obtained

from PFC and analytical solutions are shown vs. depth through the reservoir center

in Figure 5, and in the lateral direction just above the top of the reservoir in Figure 6.

Note that the discrete element model predicts an increase in the horizontal stress path

coefficient with distance from the center of the reservoir towards the edge, as was

found also in the finite-element simulations of a disk-shaped reservoir by MULDERS

(2003). On the other hand, there is a significant difference between the results of the

PFC simulation and the analytical solution: While the trends are the same, the values
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Vertical and horizontal arching coefficients versus depth, from PFC2-D simulation. Reservoir depth =

2000 m.
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of the stress path coefficients differ significantly. This is related to element size and

texture as mentioned above, and particularly to choosing the appropriate elastic

parameter for the analytical computation. The difference also depends on the method

used to measure the stress in PFC: To date the stress is assumed to exist only in the

particles (or disks). The boundary conditions also highly contribute to the difference,

as can be seen in Figure 4, where the discrepancy between the analytical and the

numerical solution increases with distance from the reservoir boundary towards the

model boundary.
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Vertical and horizontal arching coefficients along x axis, from PFC2-D simulation. Reservoir depth =

2000 m.

Table 2

Model properties for the PFC3-D simulations

Properties Values

Model dimensions [m] 1600 * 1600*800

Reservoir dimension [m] 800*800*120

Particle radius [m] 20

Young’s modulus [GPa] 12

Poisson’s Ratio [-] 0.0
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Figure 7

Comparison between PFC3-D modeled and analytically calculated (with the nucleus of strain model;

GEERTSMA, 1973) compaction (at the top of the reservoir). Model parameters are listed in Table 2,

reservoir depth is 400 m.

Figure 8

Vertical displacements at the surface and at the top of the reservoir during simulated depletion, using a

PFC2-D model as described in the text. Also shown are recorded numbers of broken bonds between

elements within the reservoir and in the full model.
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Modeling of Depletion Using PFC3-D

A PFC3-D model consisting of 32,000 spherical particles is constructed, using a

cubic packing (see Table 2 for model description). The element (particle) size was

kept the same as in the 2-D modeling (20 m). In order to limit computational time,

the model size is considerably reduced (1600 · 1600 · 800 m). The reservoir thickness

is 120 m, and it is inserted at a depth of 400 m. Depletion of the reservoir is again

simulated by applying normal forces to the boundary particles (as was done above).

Figure 7 shows a comparison between PFC3-D modeling and the Geertsma [3-D]

solution for compaction at the top of the reservoir. Again, a triaxial test was

performed to establish Young’s modulus and Poisson’s ratio for the reservoir

material. As in the 2-D case, the fit is acceptable, but not perfect. The reasons for not

accomplishing perfect matching are the same as above: The size of the model relative

to the particle size is even smaller in this case, which is a primary source of error.

Again; rock properties in the PFC model are expected to vary with depth, and the

cubic packing also introduces a slight anisotropy. Nevertheless, a main conclusion is

that both 2-D and 3-D PFC simulations with perfectly elastic (no bond breakage)

material produce results which are fairly close to analytical predictions.

Beyond Elasticity: Fault Initiation within and outside a Depleting Reservoir

As can be depicted from the previous sections, the stresses evolving during

reservoir depletion may exceed the elastic limit; within the reservoir, as well as outside

of it. This may lead to the formation of localized deformation bands, or activation of

pre-existing faults. In order to study faulting, the PFC2-D model created in the

previous section was used, with a significantly larger reservoir depletion ( = 60 MPa).

Figure 8 shows the modeled surface subsidence and displacement at the top of

the reservoir. The rate of compaction increases with increasing depletion, and the

increased reservoir compressibility can be directly linked to damage inside the

reservoir as measured by the number of bond breakages. The vertical displacement

on the surface of the model shows a similar trend. Obviously, the increased

compaction within the reservoir contributes to this. The change in subsidence to

compaction ratio is small, in spite of significant bond breakage also in the

surrounding material, in particular near the reservoir edges, as illustrated in

Figure 9. The localized failure zone near the reservoir edge seems to have little

impact on the surface subsidence, at least as long as they do not reach the surface.

The observed failure pattern is in agreement with expectations based on analytical

computations, finite-element simulations (e.g., BRIGNOLI et al., 1997), as well as

laboratory modeling (PAPAMICHOS et al., 2001). While bonds fail largely in shear

within the reservoir, tensile bond failures dominate outside. This is partly a result

of the somewhat arbitrary choice of tensile vs. shear bond strengths. Notice that

1142 H.T.I. Alassi et al. Pure appl. geophys.,



the failure pattern in this simulation corresponds largely to that seen in a previous

PFC2-D simulation (HOLT et al., 2004), but differs in details: In that case, significant

bond breakage occurred above the reservoir as well as near the edges. The

difference is mainly caused by the difference in particle-size distribution and

texture. Figure 10 also shows bond breakages after continued depletion to

100 MPa (notice that the values are arbitrarily chosen and do not represent a

real case — in reality, the level of depletion should be compared to the strength

parameters of the surrounding and reservoir rock). Cracks are seen to propagate to

Figure 10

Positions of bond breakages after depleting the PFC2-D model shown in Figure 2 with 100 MPa. The black

line segments indicate local shear failures, while the grey ones represent tensile failures.

Figure 9

Positions of bond breakages after depleting the PFC2-D model shown in Figure 2 with 60 MPa. The black

line segments indicate local shear failures, while the grey ones represent tensile failures.
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the surface and the number of cracks inside and outside the reservoir increase

significantly. Although this is not a realistic case, it shows a similar trend to that

obtained from laboratory modeling (PAPAMICHOS et al., 2001).

DEM Modeling with a Pre-existing Fault

The simulations shown in the previous section demonstrate that the DEM is able

to simulate faulting during depletion of an initially intact reservoir embedded in

initially intact surroundings. One may however question if this fault pattern is

realistic or not – it is clearly limited by the resolution of the simulation (particle size),

which limits the possibility for a fault to localize within the model. In reality, faults

may also exist before the reservoir is depleted. The positions of these faults may be

seen from seismics, and then it makes no sense to use a numerical model to attempt

reproduction of their formation.

These considerations triggered a study of how PFC may be used to embed and

simulate the behavior of an existing fault, and to explore the feasibility of studying

fault response to reservoir depletion.

To create a fault in PFC2-D, the same model as in previous sections is applied, but

with specific properties assigned to a group of particles along a pre-defined fault

plane. Table 3 presents the fault properties. Recognize that since the hexagonal

packing is used, the fault takes a straight shape because of the chosen dipping angle

(60�). Irregular packing may also be used, however then smaller particle sizes need to

be created in the fault zone. Slip may be initiated in different ways. A triggering

process driven by a high shear stress is mimicked by reducing the friction coefficient

between the fault particles and neighboring particles. If the process is triggered by

high normal stress, fault activation may be simulated by slightly reducing the size (by

1%) and stiffness (see Table 3) of the fault particles.

After the fault is initiated, the model is run to equilibrium, where the unbalanced

force is reduced to a minimum value, and no further fault slipping occurs. In our

case, a normal fault is developed according to both scenarios above, since the model

Table 3

Fault properties used in PFC simulations. These properties are assigned to all the particles that compose the

fault

Properties Values

Normal stiffness kn [GN/m] 1

Shear stiffness ks [GN/m] 0.5

Friction coefficient l [-] 0.3

Fault length [m] 1480

Fault dip angle [�] 60
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is in a normal-faulting environment (vertical > horizontal stress). The hanging wall

slips downward and the foot wall slips upward.

The shear-induced fault (Fig. 11) extends in the direction of the maximum

principal stress by development of wing cracks. Damage is mainly located of the tip

Figure 11

Bond breakages during fault sliding, triggered by reducing the interparticle friction coefficient. Note that

all bond failures are tensile (gray color), except at the fault face, which shows failures in shear (black).

Figure 12

Bond breakages during fault sliding, triggered by reducing particle size and stiffness. Note that all bond

failures are tensile (gray color), except at the fault face, which shows failures in shear (black).
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regions of the fault. The compaction-induced fault, on the other side, develops a

more extended damage zone (Fig. 12).

Fault sliding alters the stress distribution of the model, leading to stress

concentrations at the tips of the fault. On one side of the tip, the stress increases

(more compression), while on the other side of the same tip, there is an area where

the stress decreases (becomes more tensile). Within the stress reduction zones, bonds

may break in tension. Cracks grow during sliding of the fault as a result of more

stress concentration, and the stress re-distribution caused by bonds breakage.

Eventually the cracks that nucleate at different places will coalesce with each other

forming a damage-zone around the fault. The cracks do not only start at the tips of

the fault, but also along the fault plane, because of the stress disturbance caused by a

sudden change of the stiffness and the size of the particles that form the fault.

Figure 12 shows the tensile breakages of the parallel bonds at the end of the

simulation. ODED et al. (2002) presented a fault deformation model which predicts

damage (cracks) not only at the fault tips, but also along the fault plane, as is also

seen from the PFC model with particle shrinkage as the fault trigger.

Reservoir Depletion, with Fault on the Side of the Reservoir

To study the effect of reservoir depletion on re-activation of a fault, a reservoir is

inserted to the left of the fault created previously (see Fig. 13). The size of the

reservoir is (arbitrarily chosen) 2500 *500 m. Again an undrained boundary

condition is assumed. According to SEGALL and FITZGERALD (1998), normal faults

that lie on the side of the reservoir will be re-activated under such circumstances,

Figure 13

A normal fault is placed to the right of a reservoir. The model is used to simulate the re-activation behavior

of the fault due to reservoir depletion.
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given a sufficient pore pressure reduction. A simulated reservoir depletion of 40 MPa

causes slipping of the fault, the hanging wall moves downward, while the foot wall

follows the movement of the reservoir boundary. It can be seen that the deformation

of the lower boundary increases the amount of slip, while the deformation of the

upper boundary of the reservoir decreases the slip between the two fault faces. This

behavior differs from that of a typical normal fault, in which the foot wall is expected

to move upward.

The slip or frequently called RSD (relative shear displacement) is plotted in

Figure 14 versus depth after 20 and 40 MPa depletion. This value represents the

relative displacement between the two sides of the fault in the dipping direction.

Reactivation causes new bond breakage in the area of stress concentration; in this

case at the tensional side of the fault tips. Figure 15 depicts the new cracks that are

developed due to reservoir depletion. The increasing tension on the sides of the

reservoir as a result of depletion causes creation of a tensile-normal fault in the

direction perpendicular to minimum horizontal stress (SEGALL and FITZGERALD,

1998; FERRILL and MORRIS, 2003). Since in our model the minimum stress is

horizontal, the created tensile fault has a dip angle = 0 (vertical fault).

Discussion

The simulations presented here demonstrate the feasibility of using a discrete

element model to simulate the geodynamics of a depleting reservoir. The strength of
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Slip between the fault faces (see Fig. 12) after 20 and 40 MPa depletion.
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DEM is the ability to simulate faulting and fault activation in a dynamic manner,

where natural complexity emerges from simple contact laws. A dynamic approach is

therefore beneficial when fracturing is expected to take place. Consequently

traditional finite-element solutions suffer, mainly from the need to continuously

remesh as a fracture grows, but also because of limitations in path conformability

and element size. However; there will be a multitude problems where FEM solutions

are sufficient, and these solutions are more efficiently obtained than DEM solutions.

Element size also is a main restriction for DEM. Within limits of current

computer technology, element size cannot be reduced to the size of physical particles.

Rules need to be developed to guide the choice of particle size distribution and

packing, and to guide the choice of parameters for contact laws between elements.

Notice that disks or spheres as used here are basic building blocks which may be

grouped into clusters or ‘‘clumps’’ to generate elements of various shapes (POTYONDY

and CUNDALL, 2004; LI and HOLT, 2002). Micromechanical calibration (as in HOLT

et al., 2005) cannot be expected to provide a complete answer here, and the approach

must be based largely on field experience, geological considerations, and comparison

to theory or other modeling tools. Improved resolution may however be obtained by

using small particles in parts of the model where the dynamic feature is most

required. This may be achieved with PFC by utilizing a recent option for automatic

linkage of the DEM to a continuum (e.g., FEM or finite-difference) model.

In the PFC simulations shown here, poromechanical coupling was (for simplicity)

not applied. This is however possible (SHIMIZU, 2004; LI and HOLT, 2004), and would

permit more realistic treatments of pressure gradients within a reservoir compartment

Figure 15

Bond breakages developed after depleting the reservoir in Figure 12 by 40 MPa. Note the concentration of

the cracks at the tips of the fault and also at tips of the reservoir, as a result of stress concentration in those

areas.
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and across faults. This also permits well drainage to be part of the model. Currently,

only single phase fluid flow has been coupled to PFC, nonetheless this is not a

fundamental limitation. Also, since wave propagation can be performed relatively

easy with PFC (LI and HOLT, 2002), direct simulations of seismic surveys as well as

induced seismicity (HAZZARD and YOUNG, 2000) may be incorporated within the same

scheme as the geomechanical and fluid flow simulations.

Conclusions

We have demonstrated the feasibility of a Discrete Element Model (PFC) to

simulate stress evolution and associated displacements resulting from pore pressure

depletion of a producing reservoir. The model was calibrated in 2-D as well as 3-D

for a case of perfect elasticity, when comparison could be made to analytical

calculations by the nucleus of strain theory (GEERTSMA, 1973). The accuracy of the

DEM is limited by element size, which here was 20 m (given by the radius of disk

elements in 2-D; spheres in 3-D). While calculated compaction and subsidence were

in good agreement with theory, the scatter in stress calculations was more significant.

The results are also sensitive to particle size distribution and packing, indicating that

more work is required to optimize the choices of these parameters and parameters

controlling the contact law between particles. Also as with other numerical methods,

the results are largely affected by the boundary conditions. Therefore the model must

be refined to achieve better results.

The simulations performed illustrate the ability of the DEM to generate localized

faults when the elastic limit is exceeded somewhere in the model. As one would

expect from analytical stress calculations and from previous numerical work, faulting

is likely to take place in the surrounding near the edge of a depleting reservoir. When

faults are known to exist prior to depletion and can be identified from seismic images,

they may be embedded in the DEM model by selecting an array of particles with

properties different from the surroundings. In our case, two options for numerical

simulation of fault activation were considered; (i) reduced friction; (ii) reduced

particle size and stiffness. Further work is required to find a geologically

representative formulation for a fault in the DEM.

We conclude that DEM, such as PFC, may provide useful insight into the

dynamic behavior of a rock mass such as in the case of a depleting reservoir

embedded in a sedimentary basin. In principle, fluid flow and elastic wave

propagation may also be incorporated in this model. Only when faulting is expected

to take place will DEM be beneficial compared to more traditional simulation

approaches (like FEM). Improvements include reducing particle (element) size,

particularly in zones where failure may occur. Linking of DEM to a continuum

model appears to be a promising tool for this.
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Comparison of Numerical and Physical Models for Understanding

Shear Fracture Processes

JOHN NAPIER,1 and TOBIAS BACKERS
2

Abstract—An understanding of the formation of shear fractures is important in many rock

engineering design problems. Laboratory experiments have been performed to determine the Mode II

fracture toughness of Mizunami granite rock samples using a cylindrical ‘punch-through’ testing device. In

this paper we attempt to understand and interpret the experimental results by numerical simulation of the

fundamental shear fracture initiation and coalescence processes, using a random array of displacement

discontinuity crack elements. It is found that qualitative agreement between the experimental and

numerical results can be established, provided that shear-like micro-scale failure processes can be

accommodated by the failure initiation rules that are used in the numerical simulations. In particular, it is

found that the use of an exclusively tension-driven failure initiation rule does not allow the formation of

macro-shear structures. It is apparent, also, that further investigation is required to determine how

consistent rules can be established to link micro-failure criteria to equivalent macro-strength and toughness

properties for a macro-shear slip surface.

Key words: Fracturing, numerical modelling, Punch-Through Shear test, Mode II.

1. Introduction

Shear fracture and shear band localisation are ubiquitous processes occurring in

earthquake mechanics, mining-induced fracture processes and laboratory scale

testing of rock samples. In many geotechnical engineering applications, shear

strength properties must necessarily be assumed for the completion of required

design exercises. However, it is generally recognised that the description of brittle

or quasi-brittle failure mechanisms that occur during the failure of bonded granular

media, such as rock, are very complex. In particular, the detailed mechanisms of

shear rupture sequences are, arguably, still only incompletely understood. A central

part of this difficulty is to distinguish the role played by fundamental tensile

fracture processes and alternative shear failure mechanisms. The aim of the current
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paper is to attempt to gain further insight into the basic nature of shear fracturing

by comparing experimental observations of so-called Punch-Through Shear (PTS-)

tests of rock samples, to numerical simulations of approximately equivalent shear

loading tests. This highlights basic issues relating to the feasibility of choosing

equivalent material properties for the simplified representation of shear fracture in

rock.

2. Laboratory Experiment – The Punch-Through Shear Test

This section introduces the Punch-Through Shear (PTS-) test (BACKERS et al.,

2002a, 2004; BACKERS, 2005) and reports typical results from experiments on rock

and special results on Mizunami granite.

The granite is from a borehole sunk for the Mizunami Underground (MIU)

Research Laboratory project in Japan. It is classified as biotite granite (�50%

quartz, �40% feldspar and �10% others). The medium grained granite is from

�200 m to � 500 m below surface and the average grain size is about 0.7 mm

(BACKERS, 2005). From experiments the uniaxial compressive strength was found to

be UCS = 166 ± 35 MPa, tensile strength rT = 9 ± 2 MPa, Young’s modulus

E = 50 ± 8 GPa and Poisson’ ratio m = 0.37 (JNC DEVELOPMENT INSTITUTE

REPORT, 2003; Backers, 2005; and references given therein).

All results and observations described in this section are related to the Mizunami

granite although, in principle, also hold for other rock types. This section explains

features of the PTS- test procedure to facilitate the comparison of the results of these

tests to numerical experiments. For detailed results and interpretations for other rock

types, reference should be made to BACKERS et al. (2002a, b, 2004) and BACKERS

(2005).

2.1 Experimental Setup and Specimen Preparation

The PTS- test uses cylindrical samples with circular, centred, notches drilled into

the end surfaces where the notches serve as a friction free initiation locus for

fractures. It is expected that the fractures will connect the notches in a vertical (i.e.,

shear) direction. The suggested sample geometry, its dimensions and principle

loading directions are shown in Figure 1.

Specimens are prepared from core bits (diameter D = 50 mm). The end surfaces

are ground with a lathe to provide flat end surfaces perpendicular to the core mantle.

Surface roughness is approximately 100 lm. The sample is fixed and centred using a

large diameter chuck for manufacturing the notches of the inner diameter, ID, as

depicted in Figure 1. The circular notches of width t = 1.5 mm are drilled using

standard drill bits. The depths of the notches are indicated as a = 5 mm (top) and

b = 30 mm (bottom).
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The prepared sample is placed between a bottom support and loading stamp

assembly (Fig. 2). Special devices were developed for the PTS- test. The bottom

support is a solid cylinder with a centred 5-mm deep circular gap at its top surface.

This device supports the outer bottom ‘ring’ of the sample during testing, while the

central bottom part is unconstrained.

The hardened stamp is guided by a hollow-cylinder. A combination of Teflon ring

and high pressure sealing supports the stamp and prevents migration of oil into the

sample during testing. The setup is covered by a rubber sleeve to prevent intrusion of

the confining pressure medium into the sample. The ends of the sleeve are clamped

and the entire assembly is placed inside the pressure vessel.

The experiments are performed in a stiff (1.1Æ1010 N/m) servo-controlled loading

frame (MTS, Material Test Systems Corporation, Minneapolis MI, USA; model-no.:

a (5) 

IP (15)

b (30) 

W (50) 

t (1.5)

ID (25)
D (50mm)

σ 

PC

initial state shearing state

PC

(a)

(b)

Figure 1

Sample geometry, principle loading, and dimensions for the Punch-Through Shear (PTS-) test. (a)

Suggested sample geometry and dimensions (in [mm]). W: sample height, D: sample diameter, ID: inner

notch diameter, a: upper notch depth, b: lower notch depth, IP: intact rock portion and t: notch width. (b)

Loading. r: axial stress, and PC: confining pressure. The left-hand side indicates the initial stress state due

to confining pressure (initial state) and the right-hand side indicates the loading regime during application

of shear stress (shearing state). The confining pressure applies a normal load to the future fracture plane

and the inner part is punched through the sample by an axial load.
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815-315-03) with a 200 MPa confining pressure system. A high accuracy load cell with

a range of 0–1000 kN (calibration error < 1%; sensitivity = ± 0.05 kN) is used.

Prior to the actual testing procedure, a small preload (typically �2 kN) is added

to the stamp to provide good adjustment and to secure the initial positioning of the

assembly. Subsequently, the confining pressure is applied. The inner cylinder of the

sample is punched down at a constant displacement rate of 3.3Æ10)5 m/s. The applied

axial stress, r, generates an increasing shear stress in the intact rock portion between

the notches which eventually causes failure. Axial force, confining pressure and axial

displacement of the piston are recorded during each experiment.

2.2 Experimental Results on Mizunami Granite

Figure 3 shows typical recordings of axial force vs. axial displacement for the PTS-

test performed on Mizunami granite at confining pressures of 30 MPa and 50 MPa.

bottom support

pressure vessel

jacket

clamp

oil

load stamp

piston

sample

guidance

Figure 2

Punch-Through Shear test setup. The sample stack is placed in the pressure vessel (schematic, crosscut

view)
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After some stiffening behaviour at low loads, the granite shows an approximately

linear response. Prior to peak, some flattening in the force - displacement response

slope is observed.

Analysing the peak force data of samples subjected to different levels of confining

pressure, it becomes clear that two regimes can be recognised in the strength envelope

to the PTS- test data. At low confining pressures the peak load steeply increases with

confining pressure, PC, while at high PC the load necessary for fracture propagation

increases only moderately with the increase in confining pressure. The transition

from the steep to the shallow slope is at about 30 MPa. The inferred Mode II

fracture toughness, KIIC, shows an analogous behaviour with increasing confining

pressure PC (Fig. 4). The detailed procedure that is used to evaluate KIIC from the
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Figure 3

Typical recordings of force vs. displacement for Mode II loading using the PTS- test for confining

pressures of 30 MPa (thin line) and 50 MPa (thick line). The recordings show the axial loading history

until a significant loss in the load carrying capacity is recorded.
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Figure 4

Mode II fracture toughness, KIIC, as function of the confining pressure, PC. Experiments have been

performed up to PC = 70 MPa.
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Punch-Through Shear test by a Displacement Extrapolation Technique is described

in BACKERS (2005).

It was shown for Mizunami granite and other rock types that a change in loading

rate over a range spanning up to six orders of magnitude at zero confining pressure,

does not change KIIC (BACKERS, 2005).

Figure 5

Pictures of a sample subjected to a confining pressure, PC, of 30 MPa. (a) Grey scale scan of the entire

sample cut after testing. Intense microcracking has occurred in a broad band between the upper and lower

notches, (b) is a magnification of the area between the notches.
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2.3 Microstructural Observations

Subsequent to testing, samples loaded to different percentages of the average

peak load were soaked and stabilised with blue epoxy resin and cut in half. The

granite develops a wide process zone that is observed to be initiated at the bottom

notch at about 30% of the maximum load. In this intensely microcracked zone

(fracture process zone, FPZ) the main fracture develops and connects the notches at

the peak load (Fig. 5). The rock develops a network of predominately grain

boundary but also intragranular cracks.

These observations were confirmed by the analysis of Acoustic Emission (AE)

activity (STANCHITS et al., 2004). The located AE data show the development of

tensile dominated cracks (derived from polarity analysis) at the bottom notch at an

early stage in the loading history (about 30% of the maximum load). On further

loading, the clouds of AE events become bigger around the notch tips and close to

peak, at about 85% of the peak load, start propagating upwards to connect the

notches. Coincidentally, the cracking changes from a domination of tensile cracking

to shear and collapse dominated cracking. In the light of this information the force–

displacement data from Figure 3 can be interpreted. The flattening behaviour may be

dedicated to the extension and propagation of the FPZ and main fracture.

At low confining pressure, PC (typically below 25 to 30 MPa) wing fractures are

initiated at the top and bottom notches. These are increasingly suppressed with

higher PC. Above a certain level of PC the wing fractures are not initiated at all. This

level happens to coincide with the change in slope of the strength envelope. For a

detailed description and analysis of the microstructure resulting from the PTS- test,

reference should be made to BACKERS et al. (2002b) and BACKERS (2005). However,

if the confining pressure is increased, tensile mode wing fractures are suppressed (see,

for example, LAWN, 1993). Additionally, it could be shown in a study on the

fracturing behaviour of Carrara marble in PTS- testing, that an increase of confining

pressure increasingly suppresses the formation of tensile fractures in the FPZ

(BACKERS et al., 2002b).

3. Numerical Experiment

3.1 The Numerical Model

General Considerations

A comprehensive review of numerical modelling procedures in rock mechanics

has been prepared recently by JING (2003). Most of the available methods can be

classified as ‘‘continuum’’ or ‘‘distinct element’’ methods in terms of the basic

approach that is taken to represent material deformations once failure is initiated. In

the case of continuum plasticity or ‘‘damage’’ models (e.g., SELLERS and SCHEELE,

1996; HAJIABDOLMAJID et al., 2002) it is necessary to define both the failure condition
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(usually as a function of the principal stress components) and also to prescribe

relationships between incremental stress values and incremental plastic strains in the

material once failure is initiated (so-called ‘‘flow rules’’). The formulation of general

constitutive relationships to control the evolution of failure patterns in a particulate

material such as rock is extremely difficult. An alternative approach is to make some

specific assumption about the basic composition of the material at an appropriate

fundamental level of detail. For example, it might be assumed that the material can

be represented as an assembly of bonded particles that have a mean size that can be

linked to the actual granular composition of the material (POTYONDY and CUNDALL,

2004; MORGAN and BOETTCHER, 1999; MORGAN, 1999). The complex evolution of

emergent failure patterns is then reduced to an explicit integration of the motion of

each particle, subjected to the evolving forces imposed by neighbouring particles.

Naturally, the details of the inter-particle contact stiffness and bond strength play a

subtle role in determining the overall material deformation and fracture patterning.

The choice of the appropriate particle ‘‘size’’ (or size distribution) is also somewhat

subjective, depending on the scale of the problem that is to be analysed.

Discontinuity Models

Fracture in rock may be represented by an assembly of interacting discontinuities

with specified slip and opening displacement distributions across the discontinuity

surfaces. The fundamental ‘‘building block’’ of material failure can then be considered

to be a ‘‘crack element’’ rather than a ‘‘particle’’. For computational convenience, it is

useful to make the simplifying assumption that the host material is linear elastic. All

failure processes are then represented by the interaction of a suitable assembly of

mobilised, interacting crack elements. A very convenient method for the resolution of

the mutual crack influences is to employ a particular form of the boundary integral

method, termed the displacement discontinuity method (see CROUCH and STARFIELD,

1983). Several groups of investigators have followed this approach to simulate failure

in rock or rock-like materials. Some examples of this approach are the simulation of

rock fracture patterns near deep level mine excavations (NAPIER, 1990; NAPIER and

HILDYARD, 1992) and the explicit simulation of crack propagation processes (SCAVIA,

1992, 1995; SHEN and STEPHANSSON, 1993a, b; BOBET and EINSTEIN, 1998a, b). In

these studies fractures are simulated as ‘‘chains’’ of connected discontinuity elements

that are allowed to propagate from specified points in the medium. The fracture

propagation process is controlled by a material failure criterion and by rules that

prescribe the direction in which the crack is to be extended. For example, the growth

direction of a tensile fracture may be determined by evaluating the stress state at a

series of positions that are at a fixed distance from an existing crack tip. The

appropriate growth direction is then chosen to correspond to the angular position at

which the stress component, normal to the incremental crack surface and joined to the

crack tip, has a maximum tension value. Shear growth modes have been simulated as

well by SHEN and STEPHANSSON (1993a, b) and by BOBET and EINSTEIN (1998a, b)
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using composite weightings of Mode I and Mode II stress intensity factors (or

corresponding Mode I and Mode II fracture energies) to determine the crack growth

direction.

Random Mesh Fracture Model

Some disadvantages of the explicit crack growth procedures are that specific growth

sites have to be chosen a priori and that complete freedom of fracture initiation

within the problem region is curtailed by the selective positioning of these growth

sites. In addition, the intersection of growing fractures with existing discontinuities

can sometimes lead to numerical difficulties. An alternative method is to consider the

problem region to be covered by a random mesh of potential crack segments (NAPIER

and PEIRCE, 1995; NAPIER and MALAN, 1997). Each segment of the (two-

dimensional) random mesh is assumed to be represented by one or more

displacement discontinuity line elements and each element is assigned two internal

collocation points at which stress values are evaluated. A fracture simulation exercise

is carried out in a series of incremental crack growth cycles. During each cycle the

normal and shear stress traction vector components are evaluated at each collocation

point of the current population of unmobilised crack elements that exist in the set of

defined mesh segment positions. The normal and shear traction components are

determined with respect to the local tangent and normal directions of each mesh

segment. A choice is then made of the most likely element to fail according to the

effective ‘‘distance’’ (in terms of the normal and shear traction components) from a

specified failure envelope. Once this choice has been made, the element is added to

the population of active crack elements and the entire problem is resolved. The

search procedure is then continued for a specified number of boundary loading

incremental steps. (Further details of this approach have been reported by NAPIER

and MALAN, 1997).

The explicit form of the failure envelope and the definition of the stress

‘‘distance’’ is illustrated in Figure 6 in terms of the normal component, rn and shear

stress component, s, acting at a point on a given crack segment. When the normal

stress component is tensile (as in the case of point A in Fig. 6), the failure envelope is

assumed to follow a power law of the form

sj j ¼ S0ð1� rn=T0Þc; ð1Þ
where S0 is the intact cohesive strength and T0 is the intact tensile strength of the

material at the collocation point. c is a dimensionless exponent such that 0 < c £ 1.

The distance from point A to the failure envelope is measured in the direction of the

local origin as depicted in Figure 6. When the normal stress component is

compressive (rn < 0), as for point B in Figure 6, the failure envelope is assumed

to follow a linear relation ship of the form

sj j ¼ S0 � l0rn; ð2Þ
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where l0 is the intact internal coefficient of friction of the material. The distance from

point B to the failure envelope is assumed to be the ‘‘vertical’’ distance, parallel to the

shear stress axis, as shown in Figure 6.

Once failure is initiated, the cohesive strength and tensile strength are assumed to

be reduced to zero as linear functions of the slip and crack opening displacements, Ds

and Dn, respectively. The explicit relationships that are assumed are of the following

form (see also NAPIER, 2001; ALLODI et al., 2003).

S ¼ S0 � a Dsj j; ð3Þ
T ¼ T0 � bDn; ð4Þ

where S and T are the current values of the shear strength and the cohesion and a and
b are the shear and tension ‘‘weakening’’ parameters, respectively. The values of S

and T are set to zero when the maximum slip and opening displacements implied by

equations (3) and (4) are exceeded. The composite failure envelope, shown in

Figure 6, is updated progressively as failure continues by substituting the current

values of S and T for S0 and T0 in equations (1) and (2), respectively. It is further

assumed that the progressive change in the failure envelope is such that S and T both

reach zero simultaneously and that the friction coefficient l changes congruently

from the intact value l0 to a specified residual value lf as these changes proceed. The
failure envelopes in the tensile and compressive regions in Figure 6 are assumed to

have the same slope when rn=0. This, in turn, implies that the exponent c must

satisfy the relationship

c ¼ lT=S: ð5Þ
The slip-weakening concept (see PALMER and RICE, 1973; UENISHI and RICE, 2003)

has a number of important implications. In particular, the weakening behaviour

Shear
stress

Normal stress
0

B

A

T0

S0

Figure 6

Schematic depiction of the assumed composite failure envelope and definition of the ‘‘distance’’ of a point

from the envelope in terms of normal and absolute shear stress ‘‘coordinates’’ with respect to a local

discontinuity segment line (the normal stress is assumed to be positive when it is tensile).
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imposes an implicit length scale on the material (in some sense analogous to the mean

particle size of a particle model) and also implies that numerical experiments of self-

similar geometric configurations will exhibit size effects. In addition, it is important

to note that the ratio of the host material shear modulus, G, to the shear weakening

parameter a is proportional to an implicit slip ‘‘nucleation length’’, hn for a single

discontinuity (UENISHI and RICE, 2003).

Numerical Setup

In the simulations reported in this paper, all element sizes are chosen to be

considerably smaller than the nucleation length hn to ensure that the overall response

of the numerical experiments are independent of the random mesh grid size.

It is important to note that the approach that is followed in this paper assumes

two-dimensional plane strain conditions and, consequently, is not directly analogous

to the loading geometry used in the Punch-Through Shear sample tests. Emphasis is

therefore placed on the qualitative nature of the simulated punch experiments rather

than attempting to adjust the numerical model parameters to fit the experimental

observations directly. Furthermore, from the nature of the slow loading rates applied

in the laboratory tests, it is assumed that inertia controlled dynamic effects can be

neglected in the simulation of progressive fracture patterns. There is also no evidence

from the laboratory experimental results that wave propagation effects play any

significant role in determining the observed fracture patterns.

Numerical simulations of the evolutionary development of fracturing between the

notches of a plane strain equivalent to the Punch-Through Shear test configuration

were carried out. The test material properties are assumed to correspond to the

Mizunami granite with a strength envelope of the form shown in Figure 6. The

specific material properties that were used are summarised in Table 1.

The weakening parameter values, a and b, are not known for Mizunami granite

and were chosen to have a similar order of magnitude to the values inferred in a series

of size effect tests on rock carried out by LABUZ and BIOLZI (1991). The relative areas

under the cohesion and tension weakening curves can be inferred from the

parameters in Table 1 to have a ratio of about 14.8. This ratio can be considered,

Table 1

Summary of material properties used to simulate shear fracture in Mizunami granite

Young’s modulus 50000 MPa

Poisson’s ratio 0.37

Cohesion, S0 34.4 MPa

Tensile strength, T0 8 MPa

Internal friction coefficient, l0 tan(45�)
Residual friction coefficient, lf tan(30�)
Cohesion weakening slope, a 100 MPa/mm

Tensile strength weakening slope, b 80 MPa/mm
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as well, to reflect the ratio of the intrinsic specific fracture energy required to mobilise

shear microcracks compared to the energy required to mobilise tensile microcracks,

with an equivalent area. These values can also be related to the intrinsic Mode II and

Mode I fracture toughness values of the microcracks in the model although this will

not be pursued further in the paper.

It is not considered to be appropriate to include additional parameters such as

crack shear and normal stiffnesses or to include an intrinsic dilation angle that is

associated with crack sliding movements on crack elements. Such parameters should

be introduced only if they can be motivated by suitable experimental observations.

Failure in the test sample was simulated by selecting elements from a random

mesh tessellation of potential crack positions, covering the region between the test

sample notches (Fig. 7). A number of different tessellation patterns were evaluated,

Random mesh and boundary segments
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Figure 7

Layout of sample boundaries and internal random mesh used in the numerical simulation of the shear

loading test. (The line joining points A to H represents a line of symmetry in the model).
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including a random Delaunay triangulation, Delaunay triangulation with internal

sub-triangulation and a Voronoi polygon mesh with internal triangulation of the

Voronoi cells. It is found that the simulated failure patterns are not particularly

sensitive to the specific tessellation structure, provided each junction node in the

mesh has on average six impinging arcs. This allows appropriate ‘‘wedging’’ and

‘‘splitting’’ failure mechanisms to develop as well as accommodating general shear

failure orientations.

The tessellation pattern depicted in Figure 7 is generated from a Voronoi polygon

mesh with internal triangulation of the Voronoi cells. In this case there are 2766

segments in the mesh and the average segment length is 0.89 mm. The detailed

distribution of the segment length values is shown in Figure 8. It should also be

noted that the nucleation distance, hn, introduced by UENISHI and RICE (2003), is of

the order of 200 mm for the parameter values quoted in Table 1. This is well above

the maximum segment length of approximately 2 mm shown in Figure 8. The region

covered by the mesh segments is confined to the upper portion of the sample where

failure is expected to be initiated. It must be emphasised that the simulated

configuration is a plane strain geometry and Figure 7 represents an in-plane sectional

view of this configuration. The significant load surfaces are lettered in Figure 7.

Segment A-B represents the ‘‘platen’’ surface. A series of vertical displacement

increments are imposed on this surface to simulate the physical experiment. The

maximum simulated displacement is 0.75 mm which corresponds approximately to
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Distribution of the segment lengths in the random mesh depicted in Figure 7. (The total number of

segments is 2766 with a mean length of 0.89 mm).
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the maximum displacement range applied to the loading platen in the laboratory

experiments (see Fig. 3). A confining stress is applied in the normal direction to both

the upper surface C-D and to the vertical surface D-E. In addition, the upper surface

C-D is constrained to have no lateral (horizontal) movement. It is assumed that no

shear stress exists on the vertical surface D-E. The supporting base surface E-F is

constrained to have zero horizontal and zero vertical movement. The lower surface

G-H and the notch surfaces are all assumed to be stress-free. It is also noted that the

numerical simulations were carried out assuming that a vertical line of symmetry is

imposed through the central axis of the sample (line A-H in Fig. 7).

3.2 Numerical Results and the Comparison to Physical Experiment

Simulations with ‘Mixed-Mode Fracture’ Criterion

Figures 9a and 9b show the failure pattern developed at an intermediate stage of

loading (platen displacement = 0.28 mm), with two different confining pressures

of 30 MPa and 50 MPa applied to the upper loading surface C-D and to the side D-E

of the sample as defined in Figure 7. The thick (green) lines in Figures 9a and 9b
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Figure 9

Development of simulated fracture patterns with different confining pressures for a platen displacement of

0.28 mm. Thick lines (green) designate cracks that are initiated in shear mode, thin lines (pink) designate

cracks that are initiated in tension. (Voronoi tessellation with internal triangulation: (a) – confining stress

= 30 MPa, (b) – confining stress = 50 MPa; displacements are magnified by a factor of 10).

1166 J. Napier and T. Backers Pure appl. geophys.,



designate crack elements that are initiated in a shear mode. The thin (pink) lines

designate crack elements that are initiated when the stress component normal to the

crack surface is in tension. It can be observed in Figures 9a and 9b that shear fracture

initiation is clustered between the sample notches whereas tensile fractures arise

across the sample ‘‘diameter’’. The tensile fracturing is observed also in the physical

experiments (see Section 2.3) but is more localised and is suppressed significantly at

the higher confining stress of 50 MPa. It must also be recalled that the detailed stress

distribution near the physical sample axis is different from the numerically simulated

plane strain loading configuration. Figures 9a and 9b also reveal a more intense

clustering of shear fracturing between the sample notches as the confining pressure is

increased. (It should be noted that the magnitude of the displacement movements

across the crack surfaces and on the sample boundary surfaces is magnified by a

factor of ten to highlight the simulated deformation magnitudes).

Figures 10a and 10b show the deformation patterns that evolve when the platen

displacement is increased to 0.75 mm in incremental steps of 0.05 mm, revealing

strong disruption and dilation of the material in the zone between the opposed

sample notches. Shear-initiated cracks are again depicted using thick (green) lines.
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Figure 10

Effect of increased platen displacement on the simulated fracture pattern for confining pressures of (a)

30 MPa and (b) 50 Mpa, respectively. (Platen displacement = 0.75 mm).
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Figure 11 is a plot of the fraction of the fracture length that is mobilised in a tension

mode during each imposed displacement increment of the loading platen. This shows

that when the applied confining stress is 30 MPa, relatively fewer fractures appear to

be initiated in tension as the platen displacement is increased. Over 75 percent of the

fractures that are mobilised during the first loading increment are initiated in tension.

However, when the confining stress is increased to 50 MPa it appears that, apart

from the initial load increment, there is no clear trend for the relative fraction of

fractures that are initiated in a tensile mode. This behaviour agrees qualitatively with

the inferred trends in fracture initiation modes that are observed in the PTS- tests.

It is also of interest to plot the average platen stress simulated in the numerical

experiments against the applied platen displacements. The curves marked ‘‘A’’ and

‘‘B’’ in Figure 12 correspond to the simulated platen load-displacement behaviour

when using the material properties defined in Table 1. It can be seen that some load

shedding occurs as the platen displacement increases beyond 0.5 mm for curve ‘‘A’’

and beyond 0.6 mm for curve ‘‘B’’, respectively. This is not observed in the

laboratory experimental force-displacement curves shown in Figure 3. Material

properties that may affect this behaviour are the tensile strength, T0, the residual

friction coefficient, lf, and the cohesion weakening slope parameter, a. The punch

loading tests were repeated with the tensile strength, T0, increased from 8 MPa to

16 MPa, residual friction coefficient, lf, increased from tan(30�) to tan(45�) and

cohesion softening slope, a, reduced from 100 MPa/mm to 50 MPa/mm. The
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Relative fraction of the fracture length that is mobilised in a tension mode, during each platen

displacement increment of 0.05 mm, with applied confining stresses of 30 MPa and 50 MPa.
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resulting load-displacement curves that arise are marked ‘‘C’’ and ‘‘D’’ in Figure 12

and correspond to confining stresses of 30 MPa and 50 MPa, respectively. It is

observed that with these amended parameter values the load-shedding behaviour is

suppressed in the simulated range of the platen displacement.

The load-response curves shown in Figure 12 can only be claimed to represent a

qualitative agreement to the observed platen load as a function of platen

displacement (see Fig. 3). For example, the peak average platen stress, corresponding

to the central curve ‘‘C’’ in Figure 12, is approximately equal to 170 MPa. This

corresponds to an average force on the loading platen of approximately 83 kN. This

is significantly lower than the observed force of about 150 kN shown in Figure 3 and

may be related to the intrinsically stiffer response of the axi-symmetric laboratory

sample geometry, compared to the simulated plane strain configuration.

Simulations with a ‘Maximum Normal Stress’ Criterion

It is of considerable interest to examine in more detail the effect of the failure rule,

used in the numerical simulation, on the development of the overall fracture pattern.

In particular, if the criterion for crack activation selection is postulated to be the

maximum normal stress component across each potential crack element (implicitly a

tension-only criterion), then the resulting failure pattern shown in Figure 13 is
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Average platen stress vs. platen displacement for different confining stresses and material properties.

(Curves A and B correspond to the simulated response using the material properties given in Table 1 with

confining stresses of 30 MPa and 50 MPa, respectively. Curves C and D correspond to the case in which

the material properties are adjusted to suppress overall load shedding after failure is initiated. The

confining stresses are equal to 30 MPa and 50 MPa, respectively).
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developed, following a cumulative platen displacement of 0.22 mm. This fracture

pattern reveals no potential evolution of a connecting shear band between the sample

notches. Figure 14 shows the initial load displacement response that is observed

when the tension-only initiation rule is used compared to the corresponding load-

displacement relationship that arises if mixed shear and tension failure is allowed. It

is also found that if the platen displacement is increased further, the load response

corresponding to the tension-only failure rule continues to increase. (At a platen

displacement of 0.60 mm the average platen load is observed to rise monotonically to

294 MPa). The suppression of the macro-shear band structure suggests strongly that

some form of micro-shear mechanism is required in order to enable macro-shear

band development to occur. It does not seem possible to assume a ‘‘universal’’ micro-

failure constitutive rule, based for example on tension only failure, that allows the

formation of macro-shear band structures.
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Effect on the simulated fracture pattern of selecting the fracture growth initiation mode according to

the maximum normal stress across the crack plane. (Thick lines designate fracture initiation when the

maximum normal stress across the crack is compressive.)
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Single ‘Shear’ Plane Simulation

Lastly, it is of interest to examine whether the complex tessellation mesh used in

the detailed simulation of the Punch-Through Shear test can be replaced by a single

‘‘effective’’ shear plane connecting the sample notches. Figure 15 shows the load-

response curves for a single plane, compared to a detailed random mesh simulation in

which the intrinsic failure properties of the elements in the randommesh are chosen to

be the same as the single shear plane. (In this case the properties are: Confining stress

= 30MPa, Cohesion, S0=68.8 MPa; Tensile strength, T0=16 MPa; Internal friction

angle, l0=45 degrees; Residual friction angle, lf=30 degrees; Cohesion weakening

slope, a = 100 MPa/mm; Tension weakening slope, b=200 MPa/mm). Clearly, the

single ‘‘equivalent’’ shear plane response is substantially different from the detailed

response of the tessellation model and reveals a substantially higher initial load build-

up followed by rapid load shedding. It is apparent that the use of the same material

properties in a ‘‘micro’’ and ‘‘macro’’ level simulation will not, in general, lead to an

equivalent overall system response.

4. Conclusions

The broad conclusions of the study of the behaviour of the Punch-Through

Shear test are that qualitative agreement, in terms of both fracture patterns and

load-response behaviour, can be obtained between the laboratory experiments and
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the numerical simulation of these tests using a random mesh assembly of

displacement discontinuity crack elements. However, significant differences are

observed in the shape and magnitude of the overall load-deformation response

curves. The numerical experiments also suggest that the relative extent of fracture

initiation in tension decreases progressively as the platen displacement is increased

when the confining stress is 30 MPa. However, this trend is not displayed when the

confining stress is increased to 50 MPa. This corresponds approximately to the

apparent suppression of tensile wing cracks, in the physical experiments, when the

confining stress is increased to 50 MPa. The computational aspects of simulating

rock failure still require a more thorough evaluation and understanding of

appropriate intrinsic material properties such as the rate of cohesion and tension

weakening as a function of slip and crack opening movements. The material

cohesive and tensile strength and the cohesion and tension weakening parameters

can be considered to determine intrinsic material properties that are essentially

equivalent to Mode II and Mode I fracture toughness parameters, respectively. The

study reveals as well that it is not straightforward to infer equivalent macro-failure

constitutive properties from micro-failure constitutive specifications. This, in turn,

suggests that further investigation is required to define an appropriate framework

that enables engineering ‘‘strength’’ properties of rock mass structures to be

inferred consistently at different length scales.
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The main highlight of the present study is to emphasise the role of micro-level

shear fracturing as a building block for the formation of a macro-shear band

structure such as the shear zone that is observed in the Punch-Through Shear test.

The numerical experiments reveal that the assumption of fundamental failure rules

such as tension-only failure at a ‘‘micro’’ scale will not, in general, support the

formation and growth of complex shear structures.
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Upscaling: Effective Medium Theory, Numerical Methods

and the Fractal Dream

Y. GUÉGUEN,1 M. LE RAVALEC,2 and L. RICARD
2

Abstract—Upscaling is a major issue regarding mechanical and transport properties of rocks. This

paper examines three issues relative to upscaling. The first one is a brief overview of Effective Medium

Theory (EMT), which is a key tool to predict average rock properties at a macroscopic scale in the case of a

statistically homogeneous medium. EMT is of particular interest in the calculation of elastic properties. As

discussed in this paper, EMT can thus provide a possible way to perform upscaling, although it is by no

means the only one, and in particular it is irrelevant if the medium does not adhere to statistical

homogeneity. This last circumstance is examined in part two of the paper. We focus on the example of

constructing a hydrocarbon reservoir model. Such a construction is a required step in the process of

making reasonable predictions for oil production. Taking into account rock permeability, lithological units

and various structural discontinuities at different scales is part of this construction. The result is that

stochastic reservoir models are built that rely on various numerical upscaling methods. These methods are

reviewed. They provide techniques which make it possible to deal with upscaling on a general basis.

Finally, a last case in which upscaling is trivial is considered in the third part of the paper. This is the fractal

case. Fractal models have become popular precisely because they are free of the assumption of statistical

homogeneity and yet do not involve numerical methods. It is suggested that using a physical criterion as a

means to discriminate whether fractality is a dream or reality would be more satisfactory than relying on a

limited data set alone.

Key words: Upscaling, Effective Medium, Numerical Methods, Fractals.

1. Upscaling and Effective Medium Theory

At all scales, from local to regional, rocks are heterogeneous. The influence of

heterogeneity in rock, as long as it remains moderate, can often be dealt with using the

ergodic assumption, considering that the medium is statistically homogeneous. That

means that a representative elementary volume (REV) exists (Fig. 1) and that any part

of the system with a volume considerably larger than the REV has identical physical

properties. In this case, one can state that ‘‘upscaling’’ is equivalent to ‘‘homogeniz-

ing.’’ The medium can be considered as invariant by translation (for any property
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averaged over a REV). This is obviously applicable to geological objects substantially

greater than a REV. In most cases, rock heterogeneity is mainly the result of variable

composition and of the presence of pores and cracks. Effective Medium Theories

(EMT) have been constructed that allow the successful prediction of rock properties

as long as the degree of heterogeneity is not large. There exists in general some critical

threshold above which such an approach does not apply. The limits of application of

EMT to rocks has been examined by GUÉGUEN et al. (1997). We restrict ourselves in

the following to the applicability field of EMT. Because there are many close but

different EMT schemes, we present in the following a short introduction which is the

common basis for all schemes. We then take as an example the elastic properties.

1.1 General Statistical Approach

In order to determine the macroscopic effective properties of a heterogeneous

medium, some manner of ensemble averaging is usually performed. To the degree of

the property of interest can be considered as a generalized susceptibility v defined by

a linear relation between a generalized force r (for instance stress, electric field, etc.)

and a generalized flux � (for instance strain, electric flux, etc.), the general method is

as follows. Let us point out that the properties considered here all belong to that

category since elastic moduli, conductivities and permeability enter into that group.

In each case, there is also a conservative flux equation (GUÉGUEN and PALCIAUSKAS,

1994) which makes the analogy complete. The flux (i.e., hydraulic, electric, thermal

R.E.V.

(a) MACROSCALE

(b) MICROSCALE

Figure 1

Representative Elementary Volume (REV): Statistical homogeneity (or equivalently translational

invariance) assumes that any property averaged over a REV at any place gives the same result.
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flux or stress) is assumed to be a linear function of the force (i.e., respectively fluid

pressure gradient, electric potential gradient, temperature gradient, strain):

rð~r; tÞ ¼
Z

d~r0
Z

dt0vð~r;~r0; t � t0Þ�ð~r0; t0Þ: ð1Þ

Using the example of elasticity where r stands for stress and � stands for strain,

equation (1) can be simply understood as follows. Any incremental strain d� at a

point of coordinates ðx0; y0; z0Þ and time t0 produces a stress dr at a point of

coordinates ðx; y; zÞ and at a later time t. It is assumed that dr is a linear function of

d�, the coefficient of proportionality being the generalized susceptibility v (in practice

the elastic constants, electrical conductivity, etc.). The susceptibility v is considered to

be a function of ðx0; y0; z0Þ; ðx; y; zÞ; ðt0 � tÞ. Summing all contributions dr, equation (1)

results. Let us note that the formal theory can be developed considering r in terms of

� or, equivalently, the reverse.

The Fourier transform equation is

rð~q;xÞ ¼
Z

d~q0vð~q;~q0;xÞ�ð~q0;xÞ: ð2Þ

If one can define a representative elementary volumewhich is large compared to any

correlation lengths, but small compared to the macroscopic sample of interest, then it

can be shown (GUBERNATIS and KRUMHANSL, 1975) that the equation (2) reduces to

rð~q;xÞ ¼ �vð~q;xÞ�ð~q;xÞ þ small fluctuations: ð3Þ
Depending on the physical property which is considered, r and � can be

respectively stress and strain, fluid flow and pressure gradient, etc. The calculation of

the generalized susceptibility v (which can be elastic modulus, permeability, etc.) can

be performed when the specific field equations are introduced as shown later.

Let us point out that frequency effects can be important and in general, the

susceptibility v is frequency-dependent. When laboratory measurements are per-

formed, for instance for elastic properties, ultrasonic waves are used and~q and x are

non-zero. The elastic moduli may vary with x. In that case, the physical process

behind that is fluid relaxation in pores and cracks (LE RAVALEC and GUÉGUEN, 1996;

SCHUBNEL and GUÉGUEN, 2003): high frequency (unrelaxed) moduli differ from low

frequency ones (relaxed).

In the simple static case, both ~q and x are zero. One can show that the volumic

averages of static generalized force hri and flux h�i are
hri ¼ rð0; 0Þ and h�i ¼ �ð0; 0Þ ð4Þ

so that the effective static susceptibility is

�vð0; 0Þ ¼ hri
h�i : ð5Þ
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The above relations establish the formal theory.

1.2 Example of Elastic Properties

We will focus in this section on elastic properties. Then r is the stress and � the

strain. Both are tensors. We restrict ourselves to the simple static case. However, the

practical calculation of effective moduli �vð0; 0Þ remains far from straightforward.

This is, because what can be determined usually is not the stress or strain distribution

through the rock sample (which are required as input data in the above equation) but

the composition and microstructure average distributions. At that point, as noted by

GUBERNATIS and KRUMHANSL (1975), and focusing on static moduli, there are two

options to determine the unknown fields of r and �. Interestingly enough, in the case

of crustal rocks, the main source of heterogeneity is the presence of pores and cracks.

The focus then becomes accountability for pore and crack effects on elastic moduli.

In order to simplify the calculations, it can be assumed that either pores or cracks are

dominant. The case of cracks is well taken into account by the first option and that of

pores by the second one.

1.2.1 Inclusion models

The first option is more or less intuitive and can be split in several subgroups.

Variational methods can provide rigorous bounds. HASHIN and SHTRIKMAN

(1962) have contributed substantially to provide such useful bounds. We will

not attempt to review these results here, and neither attempt to cover all other

approaches which belong to that first group. We focus rather on methods

following Eshelby’s approach for an inclusion for practical reasons which will be

explained below. Eshelby’s solution provides the stress and strain fields due to a

single inclusion. Such an approach has been extensively developed by KACHANOV

(1993) within the so-called non-interacting scheme. In that case, the effects of

many inclusions are obtained as the superposition of the effect of each individual

inclusion. Basically, the elastic modulus M0 of the uncracked rock is modified due

to heterogeneities by DM

hri ¼ ðM0 þ DMÞh�i: ð6Þ
The unknown quantity DM is derived from Eshelby’ solution for a single

inclusion in a given field. It has been shown by KACHANOV (1992, 1993) that the non-

interacting approximation is a very good one as regards cracks, to the degree their

spatial distribution is random. This is due to compensating effects between positive

and negative interactions. It can be also understood from the Mori-Tanaka scheme.

In that scheme, any crack is considered to be located in an effective field which is that

of the others cracks. If cracks are introduced in a medium with constant surface

conditions, the average stress field remains constant. If we choose, as the simplest

approximation, the effective field to be the spatially averaged field, the implication is
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that the effective field is unchanged whether cracks are present or not. That means

that crack interactions cancel.

1.2.2 T matrix model

If, in the case of cracks, the non interacting scheme is optimal, it can be shown

(GUÉGUEN et al., 1997) that in the case of round pores, an excellent approximation is

obtained with the differential self-consistent method, which is an improved form of

the self-consistent scheme. This last scheme can be understood as derived from the

so-called T matrix model which represents the second option to determine the

unknown fields. This model is very general indeed. It uses integral equations,

assuming that stress and strain obey

@rijð~rÞ
@xj

¼ @½Cijklð~rÞ�klð~rÞ�
@xj

¼ Fi: ð7Þ

An important result is that the general solution for the static case can be obtained

from equation (3) using integral equations with Green’s function kernels. The

solution of the integral equation can itself be systematically approximated. Writing

the elastic stiffnesses tensor as

Cijkl ¼ C0
ijkl þ dCijkl; ð8Þ

and introducing the tensor Green’s function Gijklð~r;~r0Þ for strain, the following

equation results (GUBERNATIS and KRUMHANSL, 1975)

�ijð~rÞ ¼ �0ijð~rÞ þ
Z

d~r0Gijklð~r;~r0ÞdCklmnð~r0Þ�mnð~r0Þ: ð9Þ

This provides, using the various possible approximations, the solutions for the

static field. The iterated solution of equation (9) is

� ¼ �0 þ GdC�0 þ GdCGdC�0 þ . . . ð10Þ
where dC stands for the elastic stiffnesses tensor. The strain field is obtained as a

series which can be formally summed so that

� ¼ �0 þ G dC
I

I � GdC

� �
�0 ¼ �0 þ GT �0 ð11Þ

where T ¼ dCðI � GdCÞ�1 is called the T matrix in the scattering theory. For a

constant strain field �0, and using the definition of T , the effective susceptibility, i.e.,
the tensor Ceff is obtained

Ceff ¼ C0 þ hT i I
I þ hGT i : ð12Þ
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This gives the exact solution provided that hT i and hGT i can be computed. At this

point various approximations are used. For instance, a particularly important

approximation is the self consistent approximation. It assumes hT i ¼ 0. Because T is

a function of C0, it is possible to make such an approximation which provides a set of

implicit equations for C0. In that particular case, C0 ¼ Ceff. Let us emphasize that C0

here is no longer the elastic stiffness tensor of the intact (non-porous) rock. It is the

effective medium itself. The method is called ‘‘self-consistent’’ precisely because it

assumes the effective properties (to be calculated) known from the beginning. The

method consists in calculating the effective properties in terms of a set of implicit

equations.

2. Upscaling and Numerical Methods

In many cases, the situation is that of a strong heterogeneity. Then one cannot

define any REV. The objects of interest are of size smaller than a hypothetical REV.

An example of great importance is the oil reservoirs. Any model of fluid flow (or any

other process) in such a case cannot rely on the EMT approach. Numerical methods

are required to simulate flow at the reservoir scale. This implies that a discrete model

of the geological object considered must be constructed. Because such methods can

be highly CPU-time consuming, there exists various attempts which aim at the

optimum compromise between the quality of the simulation and the required amount

of CPU time. In that case, ‘‘upscaling’’ refers to the techniques used to transform a

fine-grid model into a more practical, coarser one.

Aquifers or oil reservoirs models are discretized over fine grids populated by

permeability values. These models generally contain too many gridblocks to be used

directly for flow simulation. Some manner of averaging or upscaling is therefore

required to reduce the number of gridblocks and make flow simulation tractable in

terms of CPU time.

2.1 From Effective to Equivalent Permeability

As discussed in section 1, the term effective refers to media which are statistically

homogeneous on the large scale. In the case of transport properties, the effective

permeability is defined from an averaged form of Darcy’s law as:

Keff ¼ �l
h~Ui
~rP

: ð13Þ

Keff is the effective permeability, l fluid viscosity, h~Ui the mean over the domain of

Darcy velocity and ~rP the pressure gradient. This simple expression refers to

isotropic media. Once the effective permeability is computed, the finely gridded

reservoir model is replaced by a single gridblock with a constant permeability (Fig. 2).
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However, in most engineering situations involving water flow or oil flow,

conditions for the emergence of an effective permeability are not met. The studied

domains are not large enough to ensure statistical homogeneity. Instead, one focuses

on equivalent or block permeabilities. An equivalent permeability is assigned to a

group of neighboring fine gridblocks (Fig. 2). In this case, the fine reservoir model is

replaced by a set of permeability values instead of a single one. The equivalent

permeability must be selected so that flow is possibly least perturbed when replacing

the permeabilities of the fine gridblocks by this equivalent permeability. This intuitive

concept needs to be mathematically expressed, which entails the definition of

equivalence criteria.

As permeability is not an additive property, the equivalent permeability cannot be

derived from a simple algebraic expression as the arithmetic mean. Therefore, one

instead considers flow rate (CARDWELL and PARSONS, 1945; WARREN and PRICE,

1961; RUBIN and GOMEZ-HERNÁNDEZ, 1990) or dissipated energy (MATHERON, 1967;

INDELMAN and DAGAN, 1993). In the first case, the equivalence between the grouped

fine gridblocks and the resulting coarse gridblock is expressed in terms of flow rates:

Flow rates at the boundaries of the aggregate of fine gridblocks must be the same as

those of the coarse gridblock. In the second case, the dissipated energy must be

identical for the aggregate of fine gridblocks and the corresponding coarse gridblock.

Flow or dissipated energy provide equivalence criteria. Stating equivalence following

one of these criteria leads to an estimation of the equivalent permeability of the

coarse gridblock. Although both criteria involve distinct formulations, they come

down to identical results with periodic conditions applied at the boundaries of the

coarse gridblock (BOE, 1994).

The equivalent permeability is generally not a scalar, but a second-order tensor.

Its shape motivated many research works. For instance, GELHAR and AXNESS (1983)

Keff

Keq Keq

Keq
Keq

Figure 2

From fine gridblocks to coarse ones.
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stated that it is symmetric. This property was actually evidenced by MATHERON

(1967) for stationary porous media; that is media with unchanged two-order statistics

regardless of the considered location. On the other hand, according to ABABOU

(1988) or KING (1993), the equivalent permeability tensor is not symmetric. For

engineering problems, permeability is not stationary at the scale of the coarse

gridblock. Hence, the equivalent permeability tensor can be considered as non-

symmetric. Last, if the coarse gridblock is large enough, the equivalent permeability

tends towards the effective permeability, when it exists.

2.2 Numerical Upscaling Techniques

In order to estimate the equivalence criteria, we need to perform flow simulations

over the target coarse gridblock. The problem to solve is based upon the combination

of Darcy’s law and the continuity equation under steady-state conditions

~u ¼ � k
l

~rp and ~r 	~u ¼ 0; ð14Þ

where ~u is the filtration or Darcy velocity, k permeability, l fluid viscosity and p
pressure. In this particular case, the continuity equation is written for an

incompressible fluid. We also assume that there are no source terms. Combining

both equations gives

~r 	 ðk ~rpÞ ¼ 0: ð15Þ

Keq

local

extended-local

global

Figure 3

Classification of the upscaling techniques depending on the size of the flow simulation domain.
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A variety of upscaling techniques have been developed. They can be classified

depending on the size of the domain, over which the above equation is solved (Fig. 3).

When this domain is limited to the target coarse gridblock, upscaling techniques are

said to be local. When it includes the immediate neighboring gridblocks, upscaling

techniques are said to be extended-local. Last, when it extends to the entire fine grid,

upscaling techniques are said to be global. In addition, solving the above equations

calls for boundary conditions. Most of the time, they are unknown. Subsequently,

arbitrary boundary conditions are selected: They are often of the no-flow type or

uniform or periodic. Clearly, the computed equivalent permeabilities depend on the

boundary conditions considered.

2.2.1 Local Techniques

Local upscaling techniques derive the equivalent permeability of a coarse

gridblock from the permeabilities of the fine gridblocks included in this coarse

gridblock. First, we assume that we extract the fine gridblocks inside the coarse one

from the entire fine grid. Second, we solve equation (15) over the finely gridded target

coarse gridblock and we use the solution to compute its equivalent permeability. A

flow direction has to be selected: it may be axis X, Y or Z. Boundary conditions must

also be prescribed. For instance, flow can be simulated with no-flow (or permeam-

eter) conditions applied at the boundaries of the coarse gridblock (WARREN and

PRICE, 1961). In such a case, constant pressures are imposed at inlet and outlet faces

and no flow is allowed across the other faces. Let L be the distance between the two

faces where pressures are imposed, A the surface of the section crossed by fluid, 4P
the pressure difference and Q the flow rate across the coarse gridblock. In this case,

we consider the equivalence criterion based upon flow equality. Flow rate Q results

from the addition of the elementary flow rates at the outlet face. These elementary

flow rates are obtained when solving equation (15). Reverting to Darcy’s law yields

the equivalent permeability of the coarse gridblock

Keq ¼ �Q
A
l

L
4P

: ð16Þ

When flow is driven in the X direction, the computed equivalent permeability is

Keq
XX . Repeating the computations for flow along axes Y and Z provides the diagonal

terms of the equivalent permeability tensor. Extra-diagonal terms cannot be

determined, because no flow is allowed in the direction transverse to the pressure

differences.

Themajor differences in local upscaling techniques are due to their treatment of the

boundary conditions. Detailed reviews were published by RENARD and DE MARSILY

(1997) and WEN and GOMEZ-HERNÁNDEZ (1996). For instance, GALLOUËT and

GUÉRILLOT (1994) used uniform boundary conditions while DURLOFSKY (1991)

considered periodic boundary conditions.We note that a complete permeability tensor
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cannot be computedwhen assuming no-flowboundary conditions asmentioned above.

Also, the upscaled permeability tensor is non-symmetric with uniform boundary

conditions and symmetric with periodic ones. PICKUP et al. (1994) showed that periodic

boundary conditions provide the most reliable results in the example problems

considered. The key point is that actual boundary conditions change with time and are

unknown.

Local techniques focus on the fine gridblocks inside the coarse gridblock only.

They do not account for the effects of the neighboring regions in the estimation of the

equivalent permeability. In addition, the computed equivalent permeability tensor

strongly depends on the type of boundary conditions. There is no unique equivalent

permeability.

Local upscaling techniques provide reliable estimation for reservoir models with

smooth permeability variations, but not for reservoir models with complex geological

features and strong permeability contrasts.

2.2.2 Extended-local Techniques

The development of extended-local upscaling techniques has been motivated, at

least partially, by the work of HOU and WU (1997). These authors obtained improved

results by incorporating the effects of neighboring gridblocks in their computations.

Extended-local upscaling techniques are very similar to local approaches. However,

instead of using the coarse gridblock solely to derive the equivalent permeability, we

consider a slightly larger domain consisting of the coarse gridblock plus local border

regions (GOMEZ-HERNÁNDEZ and JOURNEL, 1994; HOLDEN and LIA, 1992; WU et al.,

2002; WEN et al., 2003). The objective is to obtain more accurate estimations by

capturing the effects of larger-scale permeability connectivity and by reducing the

influence of boundary conditions into the calculation of the equivalent permeability.

It is reasonable to expect that the effect of the boundary specification on the upscaled

equivalent permeability will be less when increasing the border regions and that

results obtained with different types of boundary conditions will tend to converge.

2.2.3 Global Techniques

Extended-local upscaling techniques yield refined estimations of equivalent

permeabilities of coarse gridblocks compared to local techniques. However, in some

cases, particularly when applied to reservoirs with complex and tortuous geological

features such as channels, extended-local upscaling techniques still need improve-

ment. The leading idea is to better capture the influence of the neighboring geological

bodies and to reduce further the dependency on boundary conditions, which are

arbitrarily selected. This motivated the development of global upscaling techniques.

With global approaches, the intent is to solve equation (15) on the entire fine grid.

The solution is then used to estimate the boundary conditions to be applied to coarse

gridblocks when computing equivalent permeabilities. We hope that this choice is
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more realistic than the boundary conditions used with local and extended-local

upscaling techniques. Also, considering the flow simulation over the entire fine grid

should help to better catch the connectivity of neighboring geological bodies.

Because purely global methods are computationally intensive (HOLDEN and NIELSEN,

2000), recent works mainly focus on quasi-global techniques, which decrease the

computational overburden by substituting some type of approximate global

information in place of global fine scale results. There are two kinds of quasi-global

approaches: local-global and global-local.

Local-global methods attempt to estimate the effects of the global flow without

actually solving a global fine scale problem. CHEN et al. (2003) proposed to first

perform global coarse scale flow simulations and then local fine scale flow simulations.

The boundary conditions considered for the global flow simulations are arbitrary.

These flow simulations provide pressures at the centers of the coarse gridblocks. Then,

the domain defined by the target coarse gridblock surrounded by half a coarse

Figure 4

Fine channelized reservoir model.

Table 1

Facies properties

Facies Volume fractions (%) Permeability (mD)

Foodplain shale 50 50

Channel margin 15 250

Channel sand 35 500

Vol. 163, 2006 Upscaling: Effective Medium Theory, Numerical Methods 1185



gridblock is extracted. An interpolation process yields the pressures in the fine

gridblocks at the boundaries of this extended domain. Thereafter, extended-local flow

simulations can be run to derive the equivalent permeability tensor of the target coarse

gridblock. The overall method is iterative. The procedure is repeated until the

upscaled permeability tensor no longer varies, that is until the result is self-consistent.

The suitability of the obtained results is not warranted: Negative terms may appear on

the diagonal of the permeability tensor (DURLOFSKY et al., 2003).

Global-local approaches call for global fine scale flow simulations and then

local fine scale flow simulations. Unlike local-global methods, the flow problem is

first solved over the entire fine grid. This initial global fine scale flow simulation is

run with appropriate boundary conditions, that is boundary conditions as

consistent as possible with the actual ones. It allows the boundary conditions to

be considered in the subsequent local flow simulations. In this special case, no

interpolation is required: Pressures are computed at once in the fine gridblocks at

the boundaries of the coarse gridblocks. Then, local flow simulations are

Figure 5

Cumulative density function of the times needed by particles to cross the reservoir.
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performed for each coarse gridblock, first with the computed boundary conditions

and second with perturbed boundary conditions (PICKUP et al., 1992; RICARD et

al., 2005). This results in the estimation of the equivalent permeability tensors of

the coarse gridblocks. Contrary to the local-global approach of CHEN et al.

(2003), these global-local upscaling methods are not iterative. They provide at

once the coarse scale permeability tensors and give no negative diagonal terms.

Despite their interesting features, global-local upscaling approaches are not very

popular due to the CPU-time required to run a flow simulation over the entire

fine grid.

2.3 A Numerical Example

For underground reservoirs with smooth permeability variations, local and

extended-local upscaling techniques provide satisfactory approximations. However,

they can fail in the case of more complex geological systems such as channelized

reservoirs. In the example depicted in Figure 4, the two-dimensional reservoir model

is discretized over 100
 100 gridblocks. This horizontal layer is made of three facies:

A floodplain shale, a channel margin and a channel sand. Their volume fractions and

permeabilities are reported in Table 1. For simplicity, porosity is assumed to be 0.25

everywhere. The reservoir is bounded by two horizontal wells: An injector at x ¼ 1

and a producer at x ¼ 100. A pressure difference of 1 kPa is set between the two

wells. Next, inert particles are injected into the injector. Due to pressure difference,

they move from the injector to the producer. For the example studied, fluid viscosity

is assumed to be 1 cP and the size of each gridblock 1
 1 m2. This numerical tracer

test experiment allows for computing the times needed by the particles to cross the

reservoir. The cumulative density function of these times is reported in Figure 5. This

fine reservoir model is upscaled to 20
 20 gridblocks on the basis of an aggregation

rate of 5
 5. We illustrate the influence of large-scale connectivity on the

computation of equivalent permeabilities by applying local, extended-local and

global methods. The objective is to perform the same numerical tracer experiment as

the one described above for the upscaled reservoir models and to compare the

resulting travel times to those determined for the fine reservoir model. Therefore, we

hope to assess the quality of the upscaled models. Various upscaling techniques are

considered:

1— a local upscaling with permeameter (or no-flow) boundary conditions;

2— a local upscaling with periodic boundary conditions;

3— an extended-local upscaling with target gridblocks surrounded by 3 rings of fine

gridblocks and with periodic boundary conditions;

4— an extended-local upscaling with target gridblocks surrounded by 5 rings of fine

gridblocks and with periodic boundary conditions;
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5— an extended-local upscaling with target gridblocks surrounded by 10 rings of

fine gridblocks and with periodic boundary conditions;

6— a global-local upscaling.

The computed cumulative density function of travel times is reported in Figure 5.

Clearly, the results derived from local and extended-local upscaling methods are very

different from the ones pointed out for the reference finely gridded reservoir. Particles

move much faster in the upscaled reservoir than in the fine one. Two main features

can be stressed for the example presented here. First, in the case of purely local

approaches, the determined cumulative density functions are very close, regardless of

the boundary conditions considered. Second, in the case of extended-local

approaches, the larger the border region, the better the agreement between the

upscaled and fine results. Now, if we examine the cumulative density function of

travel times derived from a global-local upscaling technique (RICARD et al., 2005),

the improvement is obvious. The cumulative density function of travel times

estimated for the upscaled reservoir model fits almost perfectly that one identified for

the fine reservoir. This example illustrates the benefit in using global computations,

although they depend on flow simulations on the whole fine grid.

3. Upscaling and the Fractal Dream

A particular situation which corresponds to media where statistical homogeneity

does not apply, and yet can be handled without the time consuming numerical

simulations discussed in the previous section, is that of a fractal geometry. Fractal

objects have the property of scale invariance. This obviously makes ‘‘upscaling’’ an

irrelevant question. The properties of a fractal medium such as transport properties

are scale-dependent through power laws. This makes the situation considerably

simpler than that examined in section 2. For all these reasons, the scale invariance

property is a very appealing characteristic of fractal media. One could list an

impressive number of geological features which have been considered to be fractal

and characterized by power laws: Fault length, fault roughness, gouge particle size,

slip displacement, pore surface, etc. This raises indeed two questions. First, could one

put most geological objects into one of the two following groups: (1) statistical

homogeneity, or (2), fractal geometry? The first case corresponds to translational

invariance and the second one to scale invariance. Such an alternative would offer a

way out of the time-consuming techniques described in section 2. Second, if the

answer to the previous question is positive, and pervasive fractality is real and not a

dream, what is the reason for a such universal behavior? More specifically, since

fractality is a geometrical feature, the basic question is: What are the physical

processes which could lead to a fractal geometry? and what are those relevant to

geology?
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We suggest in this last section that a precise investigation of each situation in which

a geological object is considered to be fractal should be conducted. Because most data

on possibly fractal objects cover a narrow scale range, and because such geological data

are difficult to obtain the desired accuracy, we suggest that a physically based andmore

restrictive criterion should be used to attest fractality. Only a clear positive answer to

the previous question, i.e., identification of the physical mechanism explaining

fractality, should be used to identify fractal objects. A multitude of observations and

models has been devoted to fractal systems in the past 30 years. We do not attempt to

review all of these investigations, however concentrate instead on the few cases where it

appears that there are well identified processes which could explain the existence of

fractal geological objects. Two examples appear to be good candidates for inclusion

into that category. One at macroscopical scale, and the other at microscopical scale.

We do not know of possible processes which could explain similarly the hypothetical

fractality of other objects, nonetheless we suggest that further investigations should be

conducted to seek out physical processes in the other cases.

3.1 Percolation Theory and Fractal Geometry

The first situation pertains to fractal networks of fractures and percolation

theory. This is very relevant to upscaling since percolation theory deals with strongly

heterogeneous media. As stated in section 1, EMT does apply to statistically

homogeneous media only. However, beyond some degree of heterogeneity, i.e. a

large number of fractures in the medium in our case, EMT is no longer valid. This is

easy to understand as clustering effects, clusters are connected fractures in our case,

become increasingly more important. The aim of percolation theory is precisely to

investigate such clustering effects and account for the behavior of the medium in that

state. The concept of percolation threshold, here it means overall interconnection of

fractures providing a connected path, is a key one in this theory (MADDEN, 1983;

STAUFFER and AHARONY, 1992). It is well known that the circumstances of such a

percolative system at threshold are those of a phase transition. As shown by WILSON

(1971), renormalization group theory can explain the particular behavior of physical

systems in those conditions. Fluctuations at all scales are present or, stated in

different terms, the system can be described as a fractal one. This implies that

percolation models provide a simple explanation for the existence of a fractal set. For

that reason, it has been suggested that fractal set of cracks, or fault networks, could

exist if they were linked to a percolation effect. A possible model is that a fractal set

of fractures would be the result of fluid pressure driven mechanisms (GUÉGUEN et al.,

1991). If the driving force for fracture propagation is assumed to be fluid pressure, it

will be turned off as soon as the percolation threshold is reached because a strong

permeability increase would develop then, relaxing the fluid pressure. It follows that

the network, in proximity to percolation threshold, is fractal. In terms of phase

transition, the system stays very close to its critical point.
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Although this mechanism provides a clear explanation for the possible existence

of fractal sets of fractures, it remains to be established whether such situations exist

or not. At least in such cases, one would expect a fractal distribution. There does not

seem to exist other clear processes implying a fractal geometry for fractures.

3.2. Aggregation Processes and Fractal Geometry

Another geological object which can be fractal is pore surface (KATZ and

THOMPSON, 1985). Interestingly, it ensues that various growth models can explain

the development of fractal surfaces. In particular, Diffusion Limited Aggregation

models (DLA theory) provide a means to finish with fractal objects. A common

point to those models is the Laplace equation. In rocks, diagenesis, healing and

sealing processes could be the mechanisms responsible at the microscopical scale

for growth. Although it has been well established that some pore surfaces (KATZ

and THOMPSON, 1985), or rough surfaces (KARDAR et al., 1986) are fractal, this is

not the general state in geology. Again, it remains for investigation to determine if

this is more the exception or the rule.

4. Conclusion

Geological media can be viewed as disordered media. In the simple case where the

real system can be approximately described as a homogeneous embedding medium

containing various inclusions, EffectiveMedium Theory (EMT) is an appropriate tool

to derive any property of interest (a generalized susceptibility) at large scales. This

provides a first possible method for upscaling. However, EMT becomes itself

ineffective when the degree of heterogeneity is too large. This is so because basically,

EMT is a perturbation method which fails beyond some point. Despite this drawback,

the advantage of EMT is that it relies on the assumption of translational invariance:

The medium is considered to be statistically homogeneous. That means that, beyond

the scale of a Representative Elementary Volume (REV), the averaged susceptibility

has the same value everywhere. When this breaks down, one may be tempted to shift

from translational invariance to scale invariance: Any kind of invariance is of great

interest because it does simplify the description of the system. By itself, scale invariance

suppresses the upscaling question. It is a manner of unexpected answer, that we could

dream of, to the question examined here. Scale invariance becomes the specific

property of fractal systems. This is why fractal models have become so popular. As

regards geological systems, fractal geometry appears however to be possible in a small

number of specific situations only. For most cases, when Effective Medium Theory

becomes ineffective, the only way to address upscaling is to use numerical methods.

Considerable progress has been reached in that direction and global techniques allow

the calculation of upscaled properties, at the expense of a certain amount of CPU-time.
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RUBIN, Y. and GOMEZ-HERNANDEZ, J.J. (1990), A stochastic approach to the problem of upscaling of

conductivity in disordered media: Theory and unconditional numerical simulations, Water Resources Res.

26(4), 691–701.
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