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Preface

This volume contains the papers presented at DESRIST: 9th International Con-
ference on Design Science Research in Information Systems and Technology held
during May 22–23, 2014 in Miami, Florida. The DESRIST Conference contin-
ued the tradition of advancing design research within the information systems
discipline. As in previous years, scholars and design practitioners from many
areas, such as information systems, computer science, industrial design, medical
informatics, and software engineering came together to solve human problems
through the innovative use of information technology and applications. The out-
puts of DESRIST, new and innovative constructs, models, methods, processes,
and systems provide the basis for novel solutions to design problems in many
fields.

DESRIST 2014 further built on the foundation of eight prior highly success-
ful international conferences held in Claremont, Pasadena, Atlanta, Philadel-
phia, St. Gallen, Milwaukee, Las Vegas, and Helsinki. The title of this volume,
“Advancing the Impact of Design Science: Moving from Theory to Practice”,
reflects the idea that as design science research matures to an established re-
search paradigm, the focus is shifting from searching for legitimacy to informing
practice and education.

Forty-nine research manuscripts and 22 short papers describing prototype
demonstrations were submitted to the conference for review. Each paper was re-
viewed by at least two referees. In all, 19 full papers, seven research-in-progress
papers, and 18 prototype demonstrations were accepted. The program also in-
cluded an industry panel, one industrial keynote, as well as poster presentations.
The accepted papers were evenly distributed between exemplars of design and
theory development. As in previous years, a substantial majority of the papers
described the application of design science research to real-world design problems
in both industry and government.

We thank the authors who submitted their papers to DESRIST 2014 and
we trust that the readers will find them as interesting and informative as we
did. We would like to thank the members of the Program Committee as well
as the additional referees who took the time to provide detailed and construc-
tive reviews for the authors. We would also like to thank the other members of
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the Organizing Committee, as well as the volunteers whose dedication and effort
helped bring about another successful conference. We believe the papers in these
proceedings provide several interesting and valuable insights into the theory and
practice of design science, and they open up new and exciting possibilities for
research in the discipline.

May 2014 Monica Chiarini Tremblay
Debra VanderMeer

Marcus Rothenberger
Ashish Gupta
Victoria Yoon
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Mass Shooting Incident Response Optimization System: Development
of Situational Aware Incident Response System . . . . . . . . . . . . . . . . . . . . . . 428

Joana Monteiro, Shuai Yuan, Abhiram Upadhya,
Pavankumar Mulgund, Megha Malaviya, and Raj Sharman

Emotionally Responsive Virtual Counselor for Behavior-Change Health
Interventions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 433

Reza Amini, Christine Lisetti, and Ugan Yasavur

Green e-community: Sensemaking in Environmental Sustainability
Transformations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 438

Stefan Seidel, Leona Chandra, Nadine Reuter, Daniel Stieger, and
Michael Gau

Task and Process Support in ERP Systems . . . . . . . . . . . . . . . . . . . . . . . . . . 443
Tamara Babaian, Wendy Lucas, and Jennifer Xu



Table of Contents XIII

Personalized Medication Adherence Motivating and Reminding System
(PMAMRS) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 448

Pavankumar Mulgund, Wencui Han, Raj Sharman,
Abhiram Upadhya, Srikanth Reddy Bandi,
Vishwanath Miriyapalli, Kunal Jiwane, Ranjit Singh, and
Gurdev Singh

A Language-Independent Model Query Tool . . . . . . . . . . . . . . . . . . . . . . . . . 453
Patrick Delfmann, Hanns-Alexander Dietrich,
Jean-Marie Havel, and Matthias Steinhorst

Author Index . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 459



 

M.C. Tremblay et al. (Eds.): DESRIST 2014, LNCS 8463, pp. 1–16, 2014. 
© Springer International Publishing Switzerland 2014 

Designing Information Systems for Sustainability –  
The Role of Universal Design and Open Innovation 

Moyen Mohammad Mustaquim and Tobias Nyström 

Department of Informatics and Media, Uppsala University 
Box 513, 751 20 Uppsala, Sweden 

{moyen.mustaquim,tobias.nystrom}@im.uu.se 

Abstract. Although sustainability is a key concern in today’s world, more  
efforts towards achieving sustainability are needed. User inclusion in the infor-
mation system design process could enhance the outcome of a system’s action  
towards sustainability. It is, however, important to understand the design proce-
dure of a system to achieve such goals. A framework denominating as the in-
clusive innovation framework presented in this paper incorporated analyses 
from open innovation, universal design, and sustainability to motivate the initia-
tion of internal and external driving factors towards sustainability goals. The 
derived framework could promote the information system’s enabled sustainable 
goals by combining the use of universal design principles and the concept of 
open innovation. A requirement engineering model was also proposed that was 
interoperable within the three subjects of interest discussed in the paper and was 
necessary for understanding the application of an inclusive innovation frame-
work. Two use cases were then presented as an illustration for arguing the vali-
dation of the proposed inclusive innovation framework. The findings from the 
use cases indicated that the use of universal design principles along with an 
open innovation concept could increase information systems’ enabled sustaina-
bility goals. This could be done by enhancing a system’s successfulness along 
with the increased user satisfaction. 

Keywords: Sustainability, Open Innovation, Universal Design, Inclusive Inno-
vation Framework. 

1 Introduction 

During the recent decades the impact of human activities on the Earth’s eco-systems 
has become a growing concern. Research connected to sustainability issues in the 
information system field has increased due to larger awareness of environmental is-
sues, climate change, and the risk of global warming [32], [45]. Information systems 
are ubiquitous in our society and they play an important role in confronting some of 
the adverse effects on the environment [46]. It is important to acknowledge that the 
increased use of the information system has constituted a growing environmental con-
cern in itself, e.g. increased power consumption for running an IT system and the 
need of scarce resources to build IT artifacts [11]. The information system artifact is a 
tool that mediates activities and is different from a simple IT artifact. This is because 



2 M.M. Mustaquim and T. Nyström 

 

the information system artifact is considered to be an intricate socio-technical system 
defined as an “integrated and cooperating set of people, processes, software, and in-
formation technologies to support individual, organizational, or societal goals” [45]. 
Also there seems to be a strong public belief in the information system as an enabler 
of sustainability [46]. All larger systems are influenced by a variety of stakeholders 
that determines its future [17] and this is also implied for the information system. 
While no definite definition of the open innovation concept exists and the newness of 
open innovation itself was argued [42], the concept has usually proclaimed that a sin-
gle organization could not innovate in solitude (closed innovation) any longer [9]. 
Therefore open innovation is dependent on reaching and involving more stakeholders 
[6] which could be described as a paradigm shift for setting innovation strategy and 
managing the innovation process. The information system could make it easier for 
stakeholders to organize and share ideas to reach a common set of goals [12]. Al-
though initiated as a focused design concept for accessibility issues, universal design 
has broadened its scopes and has become popular in interdisciplinary design research. 
One way of looking into universal design out of the accessibility domain is its ability 
to increase user involvements through design. Since the 1960s it has been generally 
acknowledged that user participation in the information system development process 
could increase the likelihood of project success [2], [16], [41]. User involvement is 
therefore likely to result in increased user satisfaction [18], [41] and the perceived 
usefulness of the application [16], [41]. 

It was argued in this paper that a universal design concept incorporated into infor-
mation system development would increase user participation in the design process 
and thus could contribute in achieving a target goal. If a link could be created between 
system development and the external social world, we would see that the same con-
cerned social world that could be affected by sustainability issues would be a cause of 
the system’s development decisions. Taking this into account, information system 
design incorporating the concept of universal design presented in this paper has an 
increased chance to influence sustainability goals. The underlying research question 
considered in this research paper is: “How universal design concepts may be used for 
improving sustainability achievement goals through the information system design?” 
A theoretical framework titled as “Inclusive Innovation Framework” was proposed, 
which explained how to design an information system inclusively by additional inter-
active stakeholder involvement and also as an iterative development process in order 
to achieve user satisfaction, successfulness of the system, and eventually the desired 
sustainability goals. 

This paper is divided into eight sections. After this introduction section, necessary un-
derstandings of sustainability, open innovation, and universal design were introduced in 
the background section. The inclusive innovation framework (Fig. 1) showed how to  
support and improve the information system development that enables sustainability 
achievements, presented in Section 3. A requirement engineering model (Fig. 2) was pre-
sented in Section 4, based on the activities from a cognitive decision-making model to 
clarify how the proposed inclusive innovation framework could practically be used. The 
method section was presented in Section 5 followed by the results in Section 6, where two 
use cases were presented to validate the proposed framework. Section 7 presented a tho-
rough discussion and future research possibilities that were initiated from this research 
work followed by a conclusion given in Section 8. 
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2 Background 

2.1 Sustainability 

One key definition of sustainable development, i.e. sustainability, was given by the 
world commission on environment and development, “that it meets the needs of the 
present without compromising the ability of future generations to meet their own 
needs” [47], also known as the Brundtland definition. Subsequently, to work for sus-
tainability is to enhance a process to minimize or reverse the negative impact of that 
process on sustainability, both currently and in the future. The majority of research in 
green IT has focused on how to improve sustainability through more power-efficient 
computers [10] and thereby reduce greenhouse gas emission. Sustainability should 
perhaps not only focus on a particular perspective like the environment. An improved 
and more holistic way could be to use Elkington’s triple bottom line (TBL) which 
consists of three components, namely: economic performance, society, and the natural 
environment [40]. For instance, promoting sustainable design could be found from the 
previous work of the authors, in which the TBL perspective was used in designing 
sustainable IT systems [33]. To remedy sustainability, problems that are based solely 
on technological solutions are futile since information systems are embedded in a 
societal development, and the information system could have a crucial role as part of 
a comprehensive approach [21] by influencing organizational and individual beha-
viors towards sustainability in all three components of TBL. 

Research in the information system could contribute by taking a holistic view of an 
entire system, its design, and its aim to reach sustainability [11]. From an organiza-
tional perspective, all organizations have a set of goals to create values and the organ-
ization implements strategies to achieve these goals [7]. Shareholder wealth is often 
the main goal but could be viewed as a form of narrow self-interest. This individual 
rationality does not, however, always lead to collective rationality [46], e.g. sustaina-
bility could be viewed as a collective rationality goal shared by all stakeholders. 
Reaching sustainability and minimizing environmental impact therefore could largely 
be derived from the capability to find new solutions to innovation and the probability 
to do so could be increased by acquiring more resources, e.g. getting more stakehold-
ers involved. 

2.2 Open Innovation 

The number of approaches to innovation is numerous and some are similar or become 
similar depending on researchers and the lack of an agreed clear definition [15], [30], 
[42]. Open innovation increases the probability to capture innovation opportunities by 
including external stakeholders, e.g. customers, suppliers, and competitors etc. in the 
innovation process. Gassman and Enkel [19] found three archetypical processes in 
open innovation: “outside-in process”, “inside-out process” and “coupled process.” A 
distinction between open innovation and von Hippel’s “User Innovation” is that the 
latter is solely centered on the user [3] and not as the prior that also includes suppliers, 
competitors, and others, e.g. inter-organizational innovation is very important [43]. 

For example, previous research has showed that external stakeholder involvement 
and expansion to academic research is important for the design of open innovation 
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[34]. Research has also shown that the collective intelligence of groups-many minds 
are often better than one—seemed to be good at idea generation [4] that is shared with 
crowdsourcing [29] whereas crowdsourcing seems to be mostly focused on solving a 
predefined task and could be seen as outsourcing to the crowd [15]. More users and 
active user participation should therefore leverage the “wisdom of crowds” [29] to 
harvest the collective intelligence. 

In the context of this paper an interesting question related to open innovation that 
still remained was: What could be the different driving forces that would motivate an 
organization towards the use of the information system in having a higher impact to-
wards sustainability goals? More stakeholders given by utilizing the power of open 
innovation should give a better chance to move towards sustainable goals [33]. Also 
an amended way could be to design a sustainable system with the help of different 
stakeholders, e.g. user involvement [18] that could promote a positive motivation to 
reach sustainable goals in the system design. To design a sustainable system could 
perhaps remedy the recognized needs of sustainable practices [12] that could fit mul-
tiple levels of practices and also consider multidimensionality, i.e. TBL. 

2.3 Universal Design and its Principles 

Although universal design, inclusive design, and design for all are alternative words 
for the similar basic concept [35]. The customary understanding of universal design is 
that it improves the user experience through design across a broad range of users. 
Thus by meeting different requirements of the excluded user group, universal design 
promises to improve product experience through a comprehensive range of users 
without any special need for adaption or specialized design by the users [5]. One of 
the present vulnerabilities in universal design is that sometimes it becomes more of a 
design concept than a design strategy by promising too much to the users. However, 
the universal design concept could offer more than just design for people with disabil-
ities and it is thus important to explore those possibilities to be utilized in a broader 
perspective. Foster and Franz highlighted user involvement need in the early stages of 
system development [16] and universal design should thus be embedded within the 
design and development process for improved user involvement resulting in enhanced 
designed products, systems, and services. 

One approach to seek user’s involvement is framed in the concept of open innova-
tion design space presented in this paper. In the context of this research interest we 
believe that universal design could help in introducing different driving factors for 
achieving sustainability. Use of the open innovation concept could therefore support 
practicing universal design, leading towards a successful system design for achieving 
the sustainability goals. The original set of universal design principles are copyrighted 
to the Center of Universal Design and developed by a group of U.S. designers and 
design educators from five organizations in 1997 [39]. These principles are Equitable 
Use, Flexibility in Use, Simple and Intuitive Use, Perceptible Information, Tolerance 
for Error, Low Physical Effort, and Size and Space for Approach and Use. In this re-
search, three design principles (Equitable Use, Size and Space for Approach and Use, 
and Tolerance for Error) were ignored. Our interpretation was that they address the 
accessibility issue of a designed system where accessibility is solely meant for reflect-
ing physical limitations or disabilities that were not the present scope of interest. 



 Designing Information Systems for Sustainability 5 

 

3 The Inclusive Innovation Framework 

The core argument behind the idea of this proposed framework was that by improving 
a system development process by an open innovation concept and the universal de-
sign principles would enable the maximum possible users to be active in the require-
ment capturing process. The relationships between different chosen factors in the 
framework were explained in this section. Since our assumption was that increased 
user participation in information system development by using the concept of univer-
sal design could increase the possibility of achieving sustainability goals, the four 
universal design principles were considered. These could increase external driving 
factors such as standards, user demand, pressure from a dedicated group, disclosure 
requirement etc., as well as internal driving factors of the information system such as 
social equity, simplicity in use, and strong learning ability. These internal and external 
motivation factors could help to achieve sustainability goals. 

Tait and Vessey [40] addressed the need to reduce the number of factors being stu-
died. Investigating all factors affecting user involvement and its impact on system 
success could be tedious and the main constructs that are central to influencing user 
involvement for the system’s success should be narrowed down and analyzed  
[40, 41]. Reducing the number of factors and finding relevancies between them is 
therefore an important issue while designing a framework. Keeping this in mind, two 
contingent variables have been selected from the universal design principles: Flexibil-
ity in Use and Perceptible Information, which are in a relation with the next two va-
riables also selected from the universal design principles: Low Physical Effort, and 
Simple, Intuitive Use. 

The framework presented in Figure 1 acquired four universal design principles for 
consideration that could work in a circular process in the inclusive innovation design 
space. When an information system design is simple and used intuitively it would be 
perceived as a “flexible to use system” by its users. Furthermore, when the informa-
tion presented in the system would easily be perceptible it would lead towards the 
“simple use” of a system through its design. An information system that takes less 
physical effort during its use could thus be perceived as a “flexible system” to its us-
ers. Since poor design could initiate limited stakeholder involvement, the proposed 
framework could contribute towards benefiting the user participation (inclusive inno-
vation design space in Figure 1). It was understood from our previous discussion that 
by enabling the information system’s supported actions the possibility to realize sus-
tainability goals could become higher. Therefore it is important to consider the user 
satisfaction parameter, which would be promoted through the design strategies of the 
system. Furthermore, a combinatorial approach of two dependent variables, flexibility 
in use and perceptible information along with two other variables (low physical effort 
and simple, intuitive use) could realize user satisfaction that could lead towards sus-
tainability goals (Figure 1). Since a system that is simple and spontaneous to use, easy 
to understand, remember, and learn should be able to promote any sustainability ac-
tions or goals as desired by the system designers, it would lead to the system success 
phase. Nevertheless, there could be other different factors that could influence a sys-
tem to be defined as successful from the point of achieving sustainability goals, which 
were beyond the scope of this research. 
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Fig. 1. Inclusive innovation framework for sustainability 

4 Requirement Engineering Model 

Designing a future information system requires a thorough understanding of organiza-
tions, user behavior, technology, and how all these are interrelated. The management of 
knowledge and intellectual assets is crucial for companies that desire to survive in the 
turbulent, ever more global and competitive environment [1]. Nuseibeh and Easterbrooks 
[36] defined requirement engineering as a series of decisions that lead from recognition 
of a customer problem to be solved (or a need to be satisfied) to a detailed specification 
of that problem. Typically requirement engineering is modeled as a process including a 
variety of sequential or iterative activities [26], [31]. Decision-making appears typically 
as embedded into one of the activities in the requirement engineering process. In the pre-
vious example [26], such an activity is “requirements analysis and negotiation.” In anoth-
er requirement, the engineering process described by Macaulay [31] is an activity of 
“feasibility and choice of options.” This means that a requirement engineering model is 
important in several contexts. These different contexts could be considered as individual 
parameters for a requirement engineering model. 

With the proposed inclusive innovation framework in hand it is thus important to 
realize how the activities in this framework could be practiced. A requirement engi-
neering model could consequently help us understand what was proposed and de-
scribed in this section. In order to raise the understanding of sustainability goals we 
call for an interactive approach in which distinguishing between the organizational 
and individual level of decision-making would be needed. Individual experts’ work is 
full of choices, which may not be visible for upper organizational level actors, e.g. 
boards, management groups etc. In their cognitive process model Corner et al. [8] 
stressed these decision-making levels as four activities: attention, encoding, sto-
rage/retrieval, and choice, which were taking place iteratively at the organizational 
and individual levels. These four activities were considered and mapped in our re-
quirement engineering model as four parameters that have relational connectivity 
within themselves. These parameters and the proposed model based on them were 
shown in Figure 2 and described below. 
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• Attention could determine the usefulness of a system, which means that the 
stakeholders would be aware of the usefulness of the system. 

• Encoding could give information that would be determined as usability of the 
system in this research. 

• Storage/Retrieval in our model would be mapped as sustainability awareness. 
Whether or not the stakeholders would be aware of sustainability, it could be 
used as an information bank that could be used to put impact on the other 
three parameters of our choice. 

• Choice is an iterative process. It was mapped with the user participation and 
it would be the choice of the designers, whether or not they would be design-
ing by considering any certain design principles for universal design. 
 

Houdek and Pohl [22] noticed that requirement engineering activities were heavily in-
tertwined and not seen as separate tasks by the participants of the process. We supported 
their argument and argued that decision-making could appear in intertwined requirement 
engineering activities for both individual levels, e.g. requirement engineering engineers’ 
focus of attention and choices made, and collective levels, e.g. stakeholder communica-
tion, expert boards’ work, and project management. The principle question behind this 
requirement engineering model’s activities was: How could the information system’s us-
ers successfully be driven to a decision towards sustainable awareness by the system’s 
usefulness, usability, and inclusiveness of user participation? This model considered sus-
tainability awareness to be its centralized objective since we previously discussed that an 
inclusive innovation framework could make stakeholders more involved and committed to 
a common sustainable goal. Active user participation would be helpful for discovering the 
usability of the system. Thus the user satisfaction parameter could be used to measure and 
derive usefulness of the system, which in turn would motivate increased user participation. 
On the other hand, positive feedback from the users of a useful system could motivate the 
designers to enhance the “design for all” concept for triggering user inclusion. Besides, an 
information system which could be perceived to be useful by its users should increase user 
satisfaction level. Furthermore, a higher user satisfaction acts as an external motivation 
factor to improve the system design. Therefore an improved usability outcome from a 
system would possibly result in useful system development by involving more user partic-
ipations and this could make the whole process an iterative one. The combination of the 
usefulness of a system, a system’s usability, and increased user participation could be an 
interoperable process to enhance sustainability awareness amongst the users of the system. 

 
Fig. 2. A requirement engineering model for inclusive innovation framework 
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5 Method 

The framework presented in Figure 1 was validated using use case methodology, 
which was important to clarify and organize system requirements. The use case is a 
popular and powerful method that gives a decent foundation for the verification of 
higher-level models. This usually is done by role-playing for the validation of differ-
ent functional requirements. The sequences of interactions between a system and its 
users related to a specific goal are represented typically through the use cases. 

For the validation of proposed inclusive innovation framework, two previous re-
search articles were selected as our cases that could reflect similar research interests 
of sustainability and information system design. Two use cases were then derived on 
the basis of models presented in those two articles. These use cases showed how those 
models would behave within the context of our proposed inclusive innovation frame-
work. In the first article by Kasarda, Termenny et al. [25], Design For Adaption 
(DFAD) methodology was discussed for achieving sustainable design goals. The first 
use case showed how inclusive innovation framework could contribute to DFAD me-
thods to achieve sustainability goals. In the second article by Jabareen [24], the author 
presented a conceptual framework for sustainable development. The second use case 
thus showed how inclusive innovation framework could be applied in this conceptual 
framework for achieving sustainability. 

The rationales behind choosing these two articles were that they were highly re-
lated to the similar aims of inclusive innovation framework in terms of goal, size, and 
complexity. The phenomenon presented in two selected articles was considered as 
two case studies. The proposed framework introduced a new way of achieving sustai-
nability in information system design in which the organization level focuses were 
prioritized by using the concept of universal design and open innovation. Case studies 
should investigate contemporary phenomena in real life and the focus should be on 
organizational or managerial level [48] cited in [23] which was the instance here too. 
Thus the two selected models from the articles were considered to be our theoretical 
sampling as two cases. They were critical and extreme cases concerning the sustaina-
bility achievement. Through the help of use cases it was then shown how our pro-
posed framework could act on these samples. Since it is often appropriate to choose 
multiple cases for theory testing and descriptions [23], two cases were chosen. 

Since use case also focuses on the interaction of users in a particular situation of sys-
tem by showing all possible system activities, it could thus make it easy to understand the 
difficulty of a large system by breaking the problems in to major functions and by stipu-
lating applications from the user’s perspective. Therefore different artifacts were identi-
fied from the two selected models from the two selected articles and were analyzed in the 
context of inclusive innovation framework before coming up with the use-case design. 
This was done by means of a group of elements to describe the behavioral views of two 
different cases presented in two articles. The presentation of two use cases to show how 
the proposed inclusive innovation framework could fit into the two selected cases con-
forms to the purpose of using case studies in qualitative research by Walsham [44] cited 
in [23], Eisenhardt [13] cited in [23], Lee [27] cited in [23], and Lee and Baskerville [28] 
cited in [23] where it was argued that case studies could be used to test theory within the 
positivist paradigm. Therefore the reasoning behind the choice of these two particular 
cases and thereby coming up with two use cases for the initial validation of the proposed 
theoretical framework was evidently unbiased. 
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6 Results 

6.1 Use Case 1 

Kasarda, Termenny et al. [25] presented two simple models for demonstrating  
the DFAD concept that explained how a control system analysis and design could be 
applied for adaptable product design. Our first use case therefore dealt with how an 
inclusive innovation framework could be used in the closed-loop feedback system. 

The use-case diagram was shown in Figure 3. The suggested process of building 
this use case was then described. A closed-loop dynamic feedback system was re-
designed by Kasarda, Termenny et al. [25] to a multivariable control system in which 
authors showed mathematically how multiple inputs and outputs could work as a 
nested loop. The components of the basic control system were mapped with the ele-
ments of inclusive innovation framework to show how the control system process 
could be sustainable by adding additional parameters from our proposed framework. 
 
Use Case: Designing a control system for sustainability 
Level: System 
Scope: Changing the performances in different phases of control system to make the 
overall procedure more sustainable 
Primary Actors: Designer of the control system (giving input or desired output re-
sponse) 
Supporting Actors: Users, System engineers (not shown on use-case diagram) 
Preconditions: None 
Success Guarantees: The team has good communication ability with its stakeholders 
and they are aware of the meaning of the sustainability goal in the context of their 
project. 

 
Fig. 3. Use cases for closed-loop control feedback system from [25] with inclusive innovation 
framework 
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Stakeholders and concerns: 
• Designers: want to understand how to use inclusive innovation framework for 

increasing user satisfaction and achieving the system’s success leading towards 
sustainability goals. 

• Users: want to feel the system is simple, flexible, easy to perceive, and takes low 
effort to learn. 

• System Engineers: want to understand the requirements of users and pass the 
information to designers accordingly. 

Trigger: The designer decides to design the control system to be sustainable for en-
hancement of the user satisfaction. 

Success scenario: 
A. Initialization of the Control Process 
1. The designers initiate the process by an input signal or desired output response 

signal. The input and out signals are compared. 
2. Different components use algorithms to modulate actuator. The actuator is used 

to measure the changes. 
3. The performance of the process or the system is to be controlled. 
4. How the signals are detected and measured should be considered. 
B. Inclusive Innovation Design Space Process 
5. The comparison should be flexible with the context of the process or system. This 

increases user satisfaction. 
6. The controller that is going to measure the changes should be simple enough so 

that the successfulness of a system can be increased based on this. 
7. Users should be able to perceive the process information system easily so that it 

can lead towards system’s success. 
8. Low effort (physical or cognitive) should be given for the measurement and de-

signers need to keep this in mind. This will improve user satisfaction. Measure-
ment should also be given to consideration to be easily perceivable, which will 
trigger the system to be successful. 

C. Other Steps 
9. User satisfaction will initiate the process towards the phase of achieving sustai-

nability goals. 
10. A successfully designed system will initiate the process towards the phase of 

achieving sustainability goals. 
11. The actors see the result of the designed system (achieving sustainability goals). 
12. The process has dependency with basic elements of the control system and thus 

input actors can gain knowledge from the resulting output. 
D. Conclusion 
13. Project manager decides when the process needs to be terminated or when new 

sustainability goals can be initiated so that the elements of control process initia-
tion can be changed with respect to inclusive innovation design space. 

Variations: 
1. The process is iterative so several iterations might be required before determining 

the true meaning of system success and user satisfaction based on the context of 
process or system of the designed system (achieving sustainability goals). 
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2. Steps 5 and 6 should be performed parallel to steps 7 and 8. 
3. It may be needed to refine the understanding of sustainability goal with the con-

text of selected system or plant after the first iteration for achieving system suc-
cess and user satisfaction accordingly. 

6.2 Use Case 2 

Jabareen [24] developed a conceptual framework for sustainable development that was 
built on seven concepts. The central concept was the ethical paradox where sustainability 
(related to environment) and development (related to monetary variables) could have dif-
ferent practices based on the differences in ideological points of view. Natural capital 
stock represented all natural resources for the idea of maintaining it constant through time. 
Integrative management was the holistic view to integrate economic, environmental, and 
social matters in the management process. Utopia represented a vision for humans in 
which concepts of solidarity and justice are incorporated. Eco-Form was the design with 
ecological desired goals; in reality sustainable design. Global Agenda was a new political 
discourse based on sustainability. Equity was the social aspects of sustainable develop-
ment and included economic, environmental, and social considerations and social values 
such as democracy, empowerment, freedom etc. The use-case diagram of inclusive inno-
vation framework mapped into the framework of Jabareen [24] was shown in Figure 4. 
The purpose of Jabareen [24] was to understand the definition of sustainable development 
and the framework initiated this understanding from a multidisciplinary perspective. This 
framework was therefore considered important in order to understand what sustainable 
development could be in the context of the information system, its present and future de-
velopment. The actors in the use case were the information system users who strive to 
reach any predefined sustainable goals. Eco format deals with design in a sustainable con-
text and could be seen as sustainable design. Sustainable design should strive towards 
simple intuitive use since the information systems would then be characterized and seen as 
understandable and intuitive by the user. 

 

Fig. 4. Use cases of sustainable design with inclusive innovation framework 
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Also eco format could be seen as a parameter impacting the information system in 
a way in which the user should be given the possibility to use the information system 
without compromising any extra efforts (cognitive or physical). Ethical paradox could 
trigger perceptible information since it would have impact on the perceived legibility 
on information given by the system to the user. Natural capital stock belonged to the 
improved perceptible information parameter because the rule of keeping resources at 
a constant level is straightforward and also contributes to the legibility of the informa-
tion system. Integrative management triggers flexibility in use, since the integration of 
economic, environmental, and social aspects could be done in many ways by the sys-
tem. Utopia could activate perceptible information because the vision given by an 
information system could be said to identify universal goals (democracy, justice, em-
powerment etc.) that probably all users could agree with, were worth striving for, and 
could be internalized by users to give legibility to the information system. Global 
agenda also could trigger perceptible information because the new political discourse 
that was based on sustainability must provide legibility. As mentioned in Section 2.3, 
“Equitable Use” universal design principle was not considered in this research; the 
effect of equity into inclusive innovation framework was not discussed here. 

7 Discussions and Future Work 

The assumption stated in Section 3 was that increased user participation in informa-
tion system development by using the concept of universal design could increase the 
possibility of achieving sustainability goals. The two use cases presented in the result 
section gave support to this. From the first case it was shown how a closed-loop feed-
back system can act more sustainably with the help of inclusive innovation frame-
work. The DFAD concept for achieving sustainable system design was heightened by 
the help of inclusive innovation framework. Harmon et al. [20] found that an informa-
tion system aiming for achieving sustainability should be able to redefine the process 
and this should be a character of an IT system. The findings from Use Case 1 sup-
ported this argument, since inclusive innovation framework was able to redefine the 
whole process in an iterative manner, which also supported the argument of Gassman 
and Enkel’s archetypical open innovation processes (in this case the coupled process) 
[19], where the inside-out and outside-in processes were working at the same time 
and the organization worked in an alliance with partners and together could gain mu-
tual benefits and value creation. The use of the inclusive innovation framework 
showed initiation of this coupled process. In Use Case 2 it was shown how the multi-
disciplinary concept of sustainable development in an existing framework could be 
practiced with inclusive innovation framework aimed at achieving sustainable goals. 
This finding supported the argument from Porter and Millar [37] where the authors 
wrote that the information system could have a huge impact on the organizations and 
their competitive achievement by transforming the value chain. One way to achieve a 
competitive advantage could be through the use of the inclusive innovation frame-
work aimed at achieving sustainability goals. The transformation of the value chain 
initiated in human-computer interaction (HCI) research was taken into consideration 
by the proposed framework together with the impacts an organization could expe-
rience through the information system use by achieving sustainable goals. 
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Two important transfers were initiated from the findings of this research. Looking 
into universal design concept beyond physical disability was one major shift. The way 
universal design principles were used in the framework had nothing to do with design 
for people with disabilities. This supported the argument raised in the work of Musta-
quim and Nyström [33] in which the authors used universal design principles to de-
rive design principles for sustainability and argued that it was important to consider 
the universal design idea while aiming for sustainable design. Secondly, the concept 
of sustainable HCI was represented out of its traditional thoughts. Usually sustainable 
HCI referred design for changing human behavior towards ecological actions. This is 
often done by using cognitive dissonance to persuade and change users’ behavior to-
wards a predefined more sustainable behavior. The framework in this paper showed 
that this must not always be the case, to use HCI in a sustainable context. Instead HCI 
could represent its experience of sustainability in many different manners (universal 
design perspective, for example) and this could help building knowledge in the re-
search of information system design and design science. 

 Smith and Reinertsen [38] argued that sharpening the front-end of the design and 
making the decisions earlier may have a better chance of attaining a direct effect on 
the goal of creating the product, such as by a successful marketing launch, higher user 
satisfaction, and increased usability of the product. Based on their argument and con-
sidering sustainability achievement as a goal to be affected, the proposed requirement 
engineering model could help identify the needs that could be essential to address in 
the earlier stages of system development. Because each decision might embody a 
commitment or abandonment to stakeholders’ concerns, we stressed an active and 
reflective collaboration in the early phases using this requirement engineering model. 
Improved visibility into the requirement engineering process through the adoption of 
the open innovation concept should therefore enable better communication between 
different stakeholders. 

A number of motivating research possibilities were initiated from the result of this 
research work. For instance, how to measure and perhaps benchmark an organiza-
tion’s information system in terms of achieving sustainability goals or sustainability 
measurement could be a highly interesting topic. What the appropriate methods to 
introduce would be when doing research on the requirement engineering model with 
organization could be another interesting research question for further study. Also it 
would be interesting to study how we could utilize collaborations in a stakeholder 
network to reach sustainability, together with a system’s success and user satisfaction. 
Another research topic could be to investigate how different incentive systems could 
work in the inclusive innovation framework with the stakeholders involved in the 
process. Initiating information collection process for finding requirements from dif-
ferent user groups to measure sustainability goals through the inclusive information 
framework could be another issue that might commence from this paper. Empirical 
data collection from organizations using different information systems aiming for 
sustainable goals would be needed for this purpose. A combination of the inclusive 
innovation framework and the requirement engineering model in one unified model 
form could then be suggested, based on the findings from the empirical data analysis. 
Finally, it would also be interesting to see the possibilities to improve the usability of 
a system through measuring sustainability goals using the inclusive innovation 
framework. 
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8 Conclusions 

In this paper the inclusive innovation framework was proposed, which showed how to 
achieve sustainability goals through the design of the information system. The 
framework included universal design principles and used the concept of open innova-
tion in terms of creating a design space which was supported by a requirement engi-
neering model. The findings from this research suggested that it would be worthwhile 
to practice inclusive innovation framework for achieving sustainability goals through 
the design of an information system. While research driven innovation is pulled by 
organizations and technology based innovation is pushed towards the organizations, 
design could play an important role for adding additional values towards improved 
usability of a system that could contribute in promoting design driven innovation for 
organizations. It was shown in this paper that it could be possible to use concepts 
from HCI to build new knowledge in information system study that would permit the 
collection of empirical data for further research. 
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Abstract. The increasing pervasiveness of digital technologies, also refered to 
as "Internet of Things" (IoT), offers a wealth of business model opportunities, 
which often involve an ecosystem of partners. In this context, companies are 
required to look at business models beyond a firm-centric lens and respond to 
changed dynamics. However, extant literature has not yet provided actionable 
approaches for business models for IoT-driven environments. Our research 
therefore addresses the need for a business model framework that captures the 
specifics of IoT-driven ecosystems. Applying an iterative design science  
research approach, the present paper describes (a) the methodology, (b) the  
requirements, (c) the design and (d) the evaluation of a business model frame-
work that enables researchers and practitioners to visualize, analyze and design 
business models in the IoT context in a structured and actionable way. The 
identified dimensions in the framework include the value network of collaborat-
ing partners (who); sources of value creation (where); benefits from collabora-
tion (why). Evidence from action research and multiple case studies indicates 
that the framework is able to depict business models in IoT. 

Keywords: Internet of Things, business model, value networks, digitization, 
service-dominant logic, collaboration, digital ecosystem, architecture. 

1 Introduction 

Today companies are exposed to highly dynamic business environments, driven  
by rapid developments and ever-increasing pervasiveness of digital technologies.  

                                                           
* An earlier version of this manuscript appeared in the Proceedings of the 22nd European 

Conference on Information Systems as “A Business Model Type for the Internet of Things", 
Research in progress, S. Turber and C. Smiela. 
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A driving force is that digital technology gets increasingly weaved in previously non-
digital products, such as bikes, clothes and everyday household appliances. This phe-
nomenon, referred to as "Internet of Things" (IoT) [1], is expected to have a major 
influence on the nature of products and services, and in consequence on overarching 
business models (BM) [2, 3], i.e. the overarching logic of how businesses work [4]. 

The "Nest", a digitized thermostat for private homes, is a popular, recent example 
to demonstrate how IoT is changing market dynamics: Equipped with sensors and 
connected to the internet, the "Nest" can be controlled remotely via a mobile app and 
can track the energy use of a household over time. These features open up numerous 
opportunities for novel services and business models within an emerging ecosystem 
of new collaborators. A current campaign for example includes energy providers as 
partners to reward users, when they let their "Nest" switch off the HVAC1 during 
peak times2. From this lens "Nest" itself serves as platform, which brings multiple 
partners together to (co-) create and exchange valuable services (conf. [5]).  

IoT in general inspires a wealth of new business models, which frequently involve 
diverse partners of thereby arising cross-industry ecosystems [6, 2]. This fact requires 
companies to rethink their firm-centered lenses in order to stay ahead in IoT driven 
market environments [5]. However, many companies have difficulties to capture and 
tap into the unprecedented ecosystem complexity around products and services in a 
structured way. Burkhardt [6] generally identifies the "absence of formalized means 
of representations (..) to allow a structured visualization of business model" as a ma-
jor research gap. We applied existing methods for business modeling in workshops 
with companies, and found that the important characteristics of IoT ecosystems can-
not sufficiently be addressed by these methods. Such characteristics, for instance, 
include multi-partner collaborations on digital platforms or the customers' enhanced 
role as value co-creator by providing user data [7, 8].  

Our research addresses the need for a business model framework in IoT-driven 
market environments, which recognizes the specific impact of above-mentioned digi-
tization. We chose a design science research (DSR) approach for our study to design a 
"framework for IoT business models" as the intended artifact. The artifact's design 
requirements build upon sources of justificatory knowledge across different domains: 
Marketing, strategic management and information systems. 

The overarching research process is guided by the method described by Peffers et 
al [9]. All in all, the business model framework shall provide researchers with a 
framework to readily analyze business models in complex, IoT driven ecosystems. 
Practitioners are provided with an understandable and consistent framework to depict 
their organization's current and envisioned business models within complex IoT eco-
systems. 

In the following section we begin by outlining the method and procedure of our 
study in more details. We then set out related work and the requirements for the in-
tended artifact. In section 4 we explicate the design of our business model framework 
by describing each dimension, including a brief rationale and an illustrative real-

                                                           
1 HVAC: Heating, ventilating, air conditioning. 
2 https://nest.com/thermostat/life-with-nest-thermostat/ 
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world instantiation. The next section describes aspects of the evaluation to test and 
improve the design, as well as insights on the performance of the proposed artifact. 
We conclude by outlining key features and limitations of the artifact, as well as impli-
cations and an outlook on future research.  

2 Research Design 

As our primary goal is to create a new artifact, we chose a design science research 
approach. In this paper, the artifact, which we describe as business model framework 
for the Internet of Things, is an approach for visualizing, envisioning and analyzing 
complex business models in digital market environments. Our study mostly applies 
the method suggested by Peffers [9] and includes six iterative activities. Table 1 pro-
vides an overview of how we applied the method in our research. The first column 
outlines each activity A1 to A6. The second column provides details about applied 
methods and evaluation per activity. The last column includes outcome and status. 

Important is that each activity is linked with an appropriate evaluation method to 
reach at the intended outcome, and less visible, that activity A1-6 rather iterative than 
strictly subsequent. So we iterated in particular the prototyping and evaluation activi-
ties (A3) - the core activities of DSR - several times to continuously determine and 
improve the performance of the progressing artifact [10]. After several completed 
iterations we are approaching at the end of A3 to continue with a cross-industry busi-
ness model workshop as final proof-of-concept demonstration in A4. At this point we 
see the artifact advanced to a level to share it with the wider scientific community. 
The present paper describes the artifact prototype prior to the proof-of-concept activi-
ty (A4) of the research process. 

3 Background 

Applying a DSR approach, we build our artifact upon relevant, extant work [11], 
which we find in three domains:  

• Information Systems (IS) research provides us with essential insights regarding the 
nature of digital technology and digitized objects (3.1). 

• Service-dominant (S-D) logic as part of recent marketing research provides a valu-
able extract about new market dynamics in the light of increasing digitization (3.2).  

• Business Model (BM) research provides insights into useful building blocks by a 
large number of previous modeling approaches for different purposes [6] (3.3). 
 

We proceed with a compact outline of each knowledge source and extract the relevant 
"bites" to inform the design of our business model artifact. 
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Table 1. Application of DSR for developing the IoT business model artifact [9] 

 
 

Outcome

A 1 
Outlining the problem 

situation 

A 2 
Analyzing extant research 
for ideas and definition of 

solution requirements 

A 3 
Prototyping solutions & 

testing in practice 

A 4 
Proof-of-concept demon-
stration of the applicabil-

ity of the proposed 
framework  

A 5 
Summary evaluation 

A 6 
Communication 

Method/Stimulus: 
Real-world BM workshops with companies revealed the difficul-
ty to visualize, develop and analyze business models in IoT 
driven business environments with extant BM approaches. 
Evaluation: 
• BM workshops in various industries, e. g. heating (5/13), home 

security (6/13), smart lighting (6/13), mobility (8/13), industry 
4.0 (8/13), smart city (11/13) etc.  

• Literature review, review with researchers (IS, Management 
sciences), interview with practictioners (strategy, C-level) 

Method: 
• Review of extant research at the intersection of management 

sciences, marketing and information systems research 
• Review of extant business model approaches  
• Derivation of requirements from theory 

Evaluation: 
Cross-check w. experts and practictioners, test w. simple real-
world IoT-business model instances (Nest)  

Method: 
• Prototyping by employing design principles [12] as interdiscipli-

nary research team (IS, Strategy Management et al)  
• Several times: Testing and revisiting prototypes of the new 

artifact through 1. multiple case studies (cases: BM of startups 
and incumbents in the IoT context, in the smart home and 
smart city context specifically. 2. Action research: Business 
model workshops in IoT context (smart city) 

Evaluation: 
As part of each testing. Evaluation criteria equals the criteria in A5  

Method: 
• Action research: Cross-industry BM workshop with several 

companies, which are ecosystem partners, i.e. startups and 
incumbents in the overarching IoT context. Ideal: Wide range of 
industries represented 

Evaluation: 
• Equals evaluation in A5
• By expert and practictioners 

Method: 
• Semi-structured interviews with BM workshop participants after 

cross-industry workshop (A 4). 
• Review with experts from research and practice 
• Analysing  
Evaluation: 
Structured evaluation according to following sets of criteria 
• Set 1: to evaluate DSR process by Hevner’s Guidelines 
• Set 2: to evaluate DSR output (artifact) 

  

Method:  
Four levels of communication 
• Academic conference / journal contributions (IS, Strat. Mgt)  
• Articles in practictioners outlet 
• Workshop concept to operationalize & apply the BM artifact in 

firms 
Evaluation: 
• Feedback of wider IS research and BM community 
• Feedback by practice partners 

Method & Evaluation Activity 

• Clear design objec-
tive: A “BM for IoT 
context” 

• Justified research gap 
of high relevance 

• Preliminary assump-
tions on artifact re-
quirements 

Status: done  
(see: 1 Intro)   

• Relevant research 
streams identified, i.e. 
(1) IS: Digitized objects 
research; (2) BM re-
search; (3) S-D logic  

• Justified artifact 
requirements 

Status: done 
(see: 3 Background)  

• Validated artifact 
instances, in particular 
in smart home and 
smart city context 

Status: done 
(see: 4 Artifact)   

• Validated artifact 
instance in the overall 
IoT context  

Status: ☐  
planned in 2014 

• Field tested, actionable 
and justified artifact, 
ready to use for and 
researchers and prac-
tictioners.  

Status: ☐    
planned in 2014    

• Peer reviewed publica-
tions 

Status: ongoing  
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3.1 IS: The Nature of Digitized Objects as Nucleus of Business Models in IoT 

The Internet of Things, as stated, includes the universe of products and services, 
which are enabled by digital technology. They are internet-connected and able to 
directly communicate with each other [12]. According to Yoo et al [2] the incorpora-
tion of digital material causes physical objects to adopt all characteristics of digital 
technology, i.e. e. they become programmable, addressable, sensible, communicable, 
memorable, traceable, and associable. Yoo et al [3] further theorize that all digitized 
objects feature a layered architecture, which includes four layers (Fig. 1): The device 
layer comprises hardware, which can be any kind of devices, and an operating system 
to control the hardware; the network layer involves both the logical transmission plus 
network standards, and the physical transport; the service layer features direct interac-
tion with the users through application programs, e.g. as the user create or consume 
content; the content layer hosts the data, such as texts, images or meta-data like geo-
time stamps. 

 

 
A key feature in the context of IoT business models is, that these four modular lay-

ers of digitized objects can be de-coupled. This way the digitized object represents a 
combination of elements across these layers, which are solely loosely interconnected 
through specified interfaces. "De-couplebility" of content, devices and information 
infrastructures allows multiple stakeholders to contribute across the four layers in an 
unforeseen way - interoperability provided [13, 14]. In the final analysis, the layers 
can be regarded as sources of value creation by multiple ecosystem partners [15, 16] 
and lay the foundation of business models, which distributively exist in multiple sites. 
For our artifact we adopt the four layers to naturally structure and organize value 
creation across multiple partners in digital ecosystems. We regard this as the nucleus 
of our business model framework in IoT.  

3.2 Service-Dominant Logic Translates into Key Artifact Requirements 

The increasing pervasiveness of digital technology is closely linked with the increas-
ing ability to separate service and information from physical goods [3]. This special 
affordance of digital technology is a major reason for the emergence of new market 

Fig. 1. The modular layered architecture of digital technology [5] 
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dynamics and complex webs of activities between market partners. In this line, the S-
D logic has evolved, as a new marketing paradigm seeking to describe the principles 
of these transformations [8]. As the S-D logic describes a type of market environ-
ments, which we envision our business model framework to operate, the S-D logic 
provides us with valuable input to define our artifact's requirements3.  

A first important cornerstone of S-D logic is the network-centric view. The focus is 
put on relationships between market partners and customers, which together build 
"value creation networks". The single firm appears, in the first place, as "organizer of 
value creation" [18]. In this light a firm's collaborative competence becomes a core 
premise for competitive advantage [19]. For our artifact we state the first requirement: 

R1: Provide a network-centric view to reflect multi-partner collaborations 

Another distinctive aspect is the assumed role of the customer. While traditional 
value creation models regard firms as the only value creators due to their production 
and distribution activities, S-D logic ties in with the opposing literature stream, which 
conceives the customer as an indispensible part in the value creation process: The 
customer as co-creator and co-producer of value [20]. The traditional produc-
er/consumer divide becomes consequently obsolete [21]. The reason for customers – 
and entities in general - to contribute to the value creation process differ [22]. For the 
purpose of this study we classify the reasons as monetary and non-monetary benefits 
and derive further requirements: 

R2:  Reflect customer's role as co-producer in the value network 
R3: Reflect monetary as well as non-monetary reasons to collaborate  

The concept of customer as co-creator leads also to a revised notion of offerings in 
S-D logic, by which offerings are no longer conceived as output of a manufacturing 
process. Instead, offerings are seen as input feeding into the value co-creation process, 
or what Normann calls "artifacts designed to more effectively enable and organize 
value co-production" [20]. Offerings can be composed of a variety of artifacts, such as 
services or goods. In abstract terms, these artifacts represent "carriers" of certain 
competences [20], and ideally serve all as "a service platform that enables service 
exchange and value co-creation" [21]. In this light, physical products are conceived as 
medium to provide service. The traditional distinction between goods and services is 
finally transcended [21].  

This view on artifacts features an important parallel with Yoo et al's layer model of 
digital innovation (2.1): In S-D logic the "artifacts" serve as platform to create value 
upon, which perfectly corresponds to the layer model, by which each single layer 
serves as platform on which other actors can build modules in other layers [23] and 
with each layer can be seen as source of value creation [conf. 15].  

R4: Reflect layer architecture to structure sources of value creation 

                                                           
3 Normann's approach is here framed as part of the S-D logic stream for proven similarities 

[20] 
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The S-D logic offers a fresh view on resources: The fact that firms always co-
create value with the external environment implies that not only internal resources 
shall be regarded as relevant – as the prevalent resource-based view suggests [24] - 
yet also external resources that the firm can draw upon. Instead of an internal/external 
categorization, S-D logic therefore classifies resources as "operant" or "operand". The 
primacy is put on operant resources. They are dynamic and able to cause effects, such 
as knowledge, skills and technologies, and usually intangible. Operant resources are 
employed to act on other resources, while operand resources are acted on [21]. The 
latter are static and tangible, and include raw materials and goods. [7, 21]. Finally, in 
S-D logic a firm's external environment, its "ecosystem" of co-creating actors, is 
therefore seen as operant resource and important source of competitive advantage. It 
delivers the last requirement: 

R5: Reflect ecosystem and value network partner as operant resource 

To summarize: There is a need for a business model framework featuring five solu-
tion requirements R1-5, which can be derived from S-D logic (Table 2). These re-
quirements guide the building process of the artifact in A3. For the evaluation activi-
ties, the requirement serve as criteria the artifact has to meet. 

S-D Logic (extract) Requirements (R) for the artifact:  

• Collaboration is essential R1: Network-centric, rather than firm-centric 

• Customer and partners are operant 
resource and co-producer of value

R2: Reflects customer as co-producer, rather 
than solely receiver

• Incentives to participate in the ecosystem 
can be monetary and non-monetary 

R3: Take monetary and non-monetary benefit 
from collaborating into account 

• Artifacts (=Yoo's "layers") are source 
of value creation 

R4: Reflect four layers of digital innovation as 
source of value creation 

• Ecosystem is operant resource R5: Explicates all (potential) IoT ecosystem 
participants of the external environment 

3.3 Business Model Research Delivers the Main Building Blocks  

So far literature does not provide a commonly acknowledged definition of "business 
model" and what elements it consists of [2, 28]. In general terms, as stated, the con-
cept refers to the overarching logic of how a business works [4], or put differently, 
represents "a holistic picture of the business by combining factors located inside and 
outside the firm" [26].  A review of the extant literature by Mason [27] moreover has 
yet revealed a shift over time: Initially, the business models were intended to describe 
the roles of various network actors, especially in the narrow context of early internet 
and e-commerce businesses. Among them, Timmers' approach might be the most 
popular example [28]. As the business model concept became more widely applied 
beyond the context of digital businesses, the network-centric perspective has largely 

Table 2. S-D logic translated into requirements for the business model artifact  
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given way to a firm-centric view conceiving business models as undivided "property 
of the firm" [27]. Today, as digitization reaches all kinds of business and industries - 
vividly illustrated by the "Nest" example (section 1), we intend to revitalize the net-
work centric view and tie in with early business model research [27, 28]. Not least 
this parallels with the first solution requirement R1. 

Moreover, we analyzed the extant business model approaches as of 1996 against 
the identified set of solution requirements R1-5 as outlined in section 3.2. Our conclu-
sion is that none of the prior studies found met all criteria for mainly two reasons: The 
approaches conceive business models as concept at firm level rather than network 
level, or are meant to explicate business models on a generic level and so are not sup-
portive in capturing specifics of IoT ecosystems. As an exception can be seen the 
approach by El Sawy et al [2], emphasizing the evolutionary dimension of digital 
business models.  

 
Despite the variety of business model approaches, it is noticeable that some conti-

nually recurring components exist although named differently [4, 26]: These essential 
elements can be summarized by the following dimensions (Fig. 2): "Who" defines the 
target customer to be addressed, "What" refers to the value proposition towards the 
customer, "How" addresses the value chain needed to deliver the value proposition. 
"Why" finally describes the underlying economic model to capture value. This basic 
approach traces back to Peter Drucker [4] and builds the foundation of business model 
research to this day [20]. For its archetypal character we elected this conceptualization 
as starting point to build a specialized business model artifact upon.  

4 Artifact 

In this section, we describe our artifact, a business model framework for IoT contexts, 
which we reached at after several iterations along the path of six activities as outlined 
in section 2. In general our research has led to a network-centric, 3-D framework 
consisting of three dimensions:  

• Who: Collaborating partners who build the value network 
• Where: Sources of value co-creation rooted in the layer model of digitized objects 
• Why: Benefits for partners from collaborating within the value network 

Fig. 2. Archetypal Business Model [32] 
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We explicate each dimension of the artifact including a short rationale and by re-
ferring to the requirements. We illustrate the dimension by the "Nest" case, as intro-
duced in section 1, which also serves as instantiation in the evaluation section.  

   

4.1 Dimension "Who": Value Network of Collaborators 

The first dimension "Who" encompasses all participants of an IoT ecosystem circling 
around digitized products. This includes partners, customers and all remaining stake-
holders, which we refer to as "collaborators" in a wider sense and which are listed one 
by one. They can be specified at the intended level of abstraction. 

Rationale: The explicit itemizing of all participants reflects the service-dominant 
logic's view that a company's external environment represents an "operant resource" 
offering the inherent opportunity for each participant to co-create value with other 
external participants as collaborators [19]. Moreover, customers are listed together 
with other collaborators on a single dimension, which conveys the philosophy, that 
value is always co-created with the customer, often even co-produced, especially in 
the digital context [7]. A distinction between partners and customers reflected by 
different dimensions was therefore redundant. Requirements considered: R1, R2, R5. 

Instantiation "Nest": In the "Nest" case the collaborating partners, i.e. value creators, 
are the following: (1) Nest Labs, a company which provides home owners with the 
"Nest", i.e. a learning thermostat plus an app, to remotely control the device (2) The 
"Nest" user, who contributes first in a monetary way by purchasing the "Nest" and 
later by using it as "Nest" feedbacks real-time data about the user's heating habits to 
Nest Labs (data layer). Nest Labs processes the data to customize the "Nest", i.e.  
adjusts it to the user's habits, to increase the overall user experience. So far (1) and (2) 
build a bilateral relationship. As Nest “owns” valuable data due to this relationship, 

Fig. 3. Artifact: Framework design for a business model framework in the IoT context  
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also other partners are interested to collaborate and enhance the value-creation net-
work: (3) Energy providers, who reward Nest users based on individual consumption 
data (data layer). E.g. if users run their “Nest” in the "rush hour reward" mode, so that 
the HVAC gets switched off during peak times. (4) Finally Google, who has recently 
joined the ecosystem by acquiring Nest Labs. Google’s contribution is not clear at this 
point. It is assumed they are enabled to offer new services by access to behavioral 
data beyond the Web. In our artifact, all four collaborators are listed one by one on 
the dimension "Who". Depending on the desired level of abstraction the collaborators 
can be displayed abstract as "Nest users in California” and "Energy companies" or 
more precisely, such as “Green Mountain Energy Ltd" and "Nest users in San Fran-
cisco, CA 94104”4 

4.2 Dimension "Where": Sources of Value Creation 

The dimension "Where" features the four-layered modular architecture of digitized 
products, which includes the device, connectivity, services and contents layer (3.1). 
Each layer represents a distinct source of opportunities for collaborators to contribute 
to the value creation process [15, 16]. 

Rationale: We exposed the four-layer architecture in the artifact by an extra dimen-
sion, as the nucleus of business models in the IoT context (3.1). The layers naturally 
structure the collaborators according to their kind of contribution in the value creating 
process. Another benefit is, that the four layers are able to depict "co-opetition" as-
pects within the ecosystem landscape: Two players can be partners at one layer and 
compete on another layer in the same ecosystem [5]. Requirements considered: R4 

Instantiation "Nest": Along the four-layered structure, Nest Labs contributes on the 
device layer with the "Nest" thermostat, on the service layer by providing the app as 
interface to the "Nest" thermostat, and finally on the data layer by providing valuable 
user data. The user contributes on the device layer by purchasing the "Nest", the con-
tent layer by feedbacking real time data. Concerning co-opetition: Playing on differ-
ent layers, Nest Labs and the energy provider are complimentary in the described 
scenario. Would the energy provider come up with an own internet-connected ther-
mostat, they may still partner on the service layer, yet compete on the device layer. 

4.3 Dimension "Why": Benefit for Collaborators 

The dimension "Why" outlines each collaborator's "reason" to participate in the eco-
system. It is meant to depict all monetary as well as non-monetary benefits, which 
attracts collaborators to participate in the ecosystem [19].  

Rationale: We find it essential to not only depict one company's revenue model, which 
"Why" is usually meant for (3.2), yet to consider all collaborators' benefits in a wider 
sense from their participation in the ecosystem. The reason is, that the collaborators  

                                                           
4 In compliance with the prevailing privacy code of conduct.  
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in sum build the external ecosystem, i.e. e. an essential "operant resource" [7]. In con-
sequence a healthy ecosystem features a competitive advantage, whose overall stability 
depends on each collaborator's satisfaction. Moreover, as the customer is likewise re-
garded as collaborator, it is no longer necessary to feature a customer-specific value 
proposition (in the traditional BM: "What", see 3.2), yet can be covered by the same 
dimension, "Why", which outlines all benefits occurring in the ecosystem. These can 
be monetary as well as non-monetary (fun, ethic reasons etc.) [19]. Requirements con-
sidered:  R1, R3 

Instantiation "Nest": Nest Labs derives first of all monetary benefits from being part 
of the ecosystem, i.e. e. revenues by selling the "Nest" device and by selling meaning-
ful data. The "Nest" user's benefits from using "Nest" in the ecosystem context are 
varied, and may include haptic benefits (pleasant temperature), ethical benefits (sav-
ing energy), economic benefits (saving money, getting rewarded) or psychic benefits 
(benefits). The energy providers are attracted by the possibility to reduce the risk of 
energy shortage by influencing customers' behavior by monetary incentives. Google 
may benefit from new insights into consumers' behavior beyond the Web to leverage 
its data analytics competences into the internet of things5. 

5 Evaluation 

In the first place, the new artifact should be useful and an effective solution to the 
problem of depicting IoT-driven business models (cf. "goal" in table 3). To assess 
whether we have reached at an artifact, which is equally rigor and relevant, we con-
ducted evaluations at two levels: We evaluated (a) the artifact as research output and 
(b) the underlying research process. For the latter, we compared our overall DSR 
study with Hevner et al's suggested guidelines for building and evaluating design 
science research [29]. The following section outlines (a) the output evaluation, with 
regard to the overall evaluation scheme applied as well as major findings. 

As performance is closely related to the intended use, we specifically compared the 
progressing artifact prototype with the initial goal, i.e. the effective depiction of IoT 
business models. We operationalized our goal by two sets of criteria: Criteria set 1 
analysis whether and to what extent the artifact features good model properties, in-
spired by March et al [10]. Criteria set 2 examines whether and how well the solution 
requirements, we derived from S-D logic (section 3) are incorporated in the artifact.  

To use appropriate methods for the evaluation of our framework artifact, we con-
sulted prior DSR work specifying the evaluation of models and frameworks [10, 29–
31]. We finally gathered a wealth of insights and evidence especially by using case 
studies and action research, enriched by expert and practitioner evaluations operatio-
nalized by questionnaires. Table 3 summarizes the applied evaluation scheme. In the 
following, we use first and foremost the "Nest" example (detailed in section 4) as 
instantiation to representatively indicate evidence in a concise way. 

                                                           
5 http://www.wired.com/business/2014/01/googles-3-billion-nest-
buy-finally-make-internet-things-real-us/ 
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Table 3. Criteria and methods to evaluate the artifact's performance 

Goal of our DSR study Criteria sets based on goal Methods for gathering evidence 

 
 
An effective solution... 
 

Set 1 Good model properties  
M1: Fidelity with the real world 
M2: Completeness (=R1-R6) 
M3: Level of detail  
M4: Robustness  

Interviews / expert evaluation 
multiple case studies,  
action research,  
instantiation ...which is able to depict 

business models in IoT envi-
ronments 

Set 2 Justified solution requirements  
R1: Network-centric view 
R2: Customer as co-producer 
R3: (Non-) monetary reasons to participate 
R4: Value creation across four layers 
R5: Ecosystem as operant resource 

Concerning criteria set 2 we may refer to the elaboration on the dimensions includ-
ing the "Nest" case, which demonstrated that all solution requirements R1-5 are incor-
porated in the artifact. Concerning set 1: The criteria "Fidelity with the real world" is 
seen reflected as the framework is able to describe the partner constellations and the 
value creation logic of "Nest" and other analyzed ecosystems, despite its strong sim-
plification. The criteria "completeness" is inherent to the artifact by transitive relation: 
The requirements R1-5, which are built in the artifact, reflect the central concepts of 
the S-D logic. The S-D logic itself is recognized to comprehensively depict digital 
market dynamics. Hence, we may argue R1-5 justifies completeness. Regarding the 
criteria "level of detail" evaluation reveals that overall the artifact's dimension help to 
depict the core of an IoT ecosystem without getting lost in details. Except for dimen-
sion "Why", which carries the benefits for each partner from participating: Here the 
classification of "monetary" and "non-monetary" benefits helps to clarify on a generic 
level why partner collaborate. A more fine-grained dimension involving metrics could 
reveal further useful insights, such as the degree of partner's satisfaction and insights 
on the ecosystem' overall stability. The artifact's "robustness" we see reflected by the 
flexibility to work smoothly from several angles, e. g. in the Nest case, it is irrespec-
tive whether one looks at it from the energy provider's or Nest Labs' perspective. 
Moreover, the framework is evaluated applicable across different IoT themes and 
industries, e.g. to smart home, smart city and to any other IoT-driven context. In addi-
tion, what we learned as side effect from business model workshops with practitioners 
is that a method or instruction is desirable to complement the artifact and facilitate 
using it. A final proof of the value of the artifact is provided by a cross-industry busi-
ness model workshop and summary evaluation, which are both still to come. 

6 Conclusion  

Although many business model approaches exist, there is no actionable business 
model framework to effectively depict business models in IoT ecosystems. We see 
this gap in sharp contrast to the overall importance and omnipresence of the topic6 
                                                           
6 http://www.weforum.org/sessions/summary/new-digital-context 
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and in essence, our research approach attempts to address this need. This section is 
meant to summarize core features of the artifact and how it contributes to research 
and practice. We outline limitations and give an outlook on future research. 

The specific features of our business model framework can be seen in three diffe-
rentiating elements incorporated in the artifact: (a) IoT-driven market principles are 
recognized by applying solution requirements rooted in S-D logic, (b) the sources of 
value creation in IoT environments are recognized by applying the four layer model. 
(c) the relevance of the external environment is recognized by strictly applying a net-
work-centric view. Another benefit can be seen in the applied design science research 
method [9] ensuring that the artifact is closely linked with theory and practice.  

Our project is currently approaching at the proof of concept demonstration in A4. 
Several "prototype and test" iterations in A3 along defined criteria enabled us to de-
termine whether both good model properties and solution requirements are 
represented in the artifact, and to refine accordingly. In a nutshell, we find the artifact 
as is well performing in both regards for IoT business models across industries. How-
ever, we see some limitations concerning the criteria "level of detail": In the present 
state the dimension "Why" allows only for a rough picture on each collaborators ben-
efit, which restricts the artifact to solely manual use. To serve as basis for a business 
model software solution, as requested [6], the dimension needs to be further enhanced 
e.g. by an underlying metric. Moreover, the artifact works well as tool to depict busi-
ness models in IoT, yet would benefit from a complementary method to facilitate its 
application. Furthermore, we tested the artifact so far in ecosystems involving IoT. 
We yet assume the artifact likewise applicable to digital ecosystems in general, which 
is another area of future research.  

Our DSR study at its completion represents a business model framework, which 
contributes to both theory and practice: For theory, our work adds to the current busi-
ness model research in the emerging context of Internet of Things by providing a both 
theoretically founded and field-tested business model framework. In this way re-
searchers can readily use the framework to for example analyze IoT business model 
patterns in an efficient and structured way. Our paper also demonstrates, how DSR 
can be applied for developing a framework at the interface of three different domains: 
Strategic management, marketing and information systems. So far DSR has been 
commonly employed in IS research [11], yet is rarely used in management sciences.  

For practitioners the artifact serves as tool for depicting, analyzing and envisioning 
business models in IoT. By making recent IoT-driven market dynamics and specifics 
of digitized goods explicit, the artifact is able to decidedly support business model 
development in complex IoT ecosystems. This is relevant, as without a clear view on 
market dynamics and collaborative value creation logic, it is hard to create sustainable 
IoT ecosystems and be a competitive part of it, which is the situation today for many 
companies, with roots in manufacturing in particular. Not least, resulting instance 
business models, specific to a certain IoT ecosystem, can be seen as mean of commu-
nication between current and future ecosystem partners. 
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Abstract. In this paper, we empirically explore designer-user co-creation pat-
terns in the design innovation process with a view of design reflexivity. This 
paper entails two propositions. First, co-creation between designers and users 
function as the core action in discovering and validating complex design infor-
mation environments. Second, co-creation between designers and users can be 
identified by two reflexivity concepts: design reflexivity and role reflexivity. 
With these two propositions on designer-user co-creation, we ask the following 
research questions: (1) what do co-creation between designers and users charac-
terize distinctive patterns in the design process? (2) How do designer-user co-
creation patterns change a design routine in a design process? As an empirical 
approach, this study analyzed forty IT & design innovation project narratives 
and synthesized five designer-user co-creation patterns (two design reflexivity 
and three role reflexivity). The significance of this study is to open the impor-
tance of co-creation on the designer-user interaction, and it seeks to empirically 
explore the patterns of co-creation and suggests a theoretical / practical guide-
line for researchers and practitioners in the community of design process. 

Keywords: Design & IT innovation Processes, Designer-User Co-creation, 
Reflexivity, Design Patterns. 

1 Introduction 

During the last forty years, the communities of design science, organization beha-
viors, and implementation have considered the importance of designer-user interac-
tions in synthesizing better design outcomes in information systems (IS). In prior 
research, a few IS researchers have theoretically argued how IS designers could effec-
tively understand IS users in user involvement (Ives & Olson, 1984; Kasper, 1996), 
information systems development (ISD) (Griffith, 1999; Levina & Vaast, 2005), and 
organizational learning for understanding the boundaries of users in ISD (Boland Jr, 
1978; Carlile, 2002; Salaway, 1987). Based on their endeavors, IS systems design 
theories and methodologies have improved the theoretical knowledge and practices of 
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designer-user interaction in IS. however, the established systems design methodolo-
gies do not consider how IS designers could co-create users more effectively. Also, 
the co-creation of designer-user has become a critical function for identifying the 
information boundaries of IS designers and IS users in the early stage of ISD. Moreo-
ver, these identified information boundaries between IS designers and users could 
lead successful IT artifacts and innovations in ISD. Therefore, this research deals with 
how designers co-create with real users in the design process. Based on the lack of 
co-creation between IS designers and uses in ISD, this research empirically explores 
the designer-user co-creation patterns and asks two research questions as follows: 

 

(1) What do patterns of co-creation between designers and users encounter, occur 
in, and evolve in ISD? 

(2) What do roles between designers and users identify their co-creation patterns? 
 

To address these two research questions, this research posits a ‘reflexivity’ of de-
signer-user interaction to demonstrate how designers co-create with real users in criti-
cal moments (Park, 2012; Park & Boland, 2012). Especially, this study takes a view 
of Bateson’s reflexivity (Bateson, 1979, 2000) and Star and Griesmer’s boundary 
objects (Star, 1989; Star & Griesemer, 1989) as theoretical foundations to support the 
issue of how IS designers could identify the information environments (boundaries) 
between designers and users in ISD. In this study, we explore ways in which reflex-
ivity could identify effective interactions in the design process. Here, I highlight two 
reflexivity interactions: (1) one is ‘design reflexivity’ by the designer-user interaction 
as a macro view addressing the first research question; and (2) the other is ‘role ref-
lexivity’ by designer-user interaction as a micro view addressing the second research 
question. As macro view of co-creation, the design reflexivity adopts Bateson’s ref-
lexivity in order to represent the invisible loops by designer-user co-creation. As a 
micro view of co-creation, on the other hand, the role reflexivity uses boundary ob-
jects in order to present designer-user intangible purposes, actions and outcomes on 
the loops of designer-user co-creation.  

To empirically validate these two questions, this paper collected forty reflexivity 
project stories (twenty design reflexivity and twenty designer-user role reflexivity) 
associated with designer-user co-creation and conducted a grounded theory approach 
to synthesize the designer-user co-creation patterns. As a result, it elucidates five co-
creation patterns of designer-user interaction, and it includes two-design reflexivity 
and three-role reflexivity patterns in the design process. The two design reflexivity 
patterns demonstrate how designer-user co-creation can identify different levels of 
problem solving and how designer-user problem solving interaction could identify 
different types of prototypes in the design process. The three-role reflexivity patterns 
portray how different types of designer-user co-creation by role reflexivity can devel-
op the forms of designer-user interactions and the steps of design methods in the de-
sign process. 

The contributions of this paper can be summarized: (1) it theoretically identifies 
five patterns of co-creation between designers and users in the design process; (2) it 
addresses the concept of reflexivity for arguing managerial dilemma between design-
ers and users and their co-creation in the design process; and (3) it practically 



34 J. Park and H.-A. Park 

 

represents the contexts of how current IS designers could interplay with IS users with 
a view of reflexivity in the design process.  

This paper is separated into five sub-sections to present the five reflexivity patterns 
as follows: (1) literature review; (2) theoretical foundation; (3) methodology; (4) find-
ings; and (5) conclusions and implications. 

2 Literature Review 

This study explores co-creation patterns between designers and users with a view of 
reflexivity in the design process. To understand previous works of designer-user co-
creation, it reviews the studies of designer-user interaction in participatory design 
research, which deals with co-creation in ISD focusing on user-driven innovation, and 
user-centered design, and the other related topics of in the design process. 

2.1 Co-creation in Information Systems Development 

Based on Churchman and Schainblatt (1965), IS researchers have considered the im-
portance of mutual understanding between designers and users in creating successful 
managerial application. On his conceptual idea, some IS researchers have discovered 
multiple stakeholders’ collaborations and their interaction in ISD (Barki & Hartwick, 
2001; Kaiser & Bostrom, 1982; Levina, 2005; Robey, 1994). In addition, the commu-
nity of user involvement research has considered the roles of users and focused on 
how users could be a more active stakeholder group in ISD (Ives & Olson, 1984; 
Kasper, 1996; Schonberger, 1980; Tait & Vessey, 1988). Moreover, only a few IS 
scholars have empirically tested designer-user interaction in order to validate the ef-
fectiveness of their interactions in ISD (Baskerville & Stage, 1996; Boland Jr, 1978; 
Marakas & Elam, 1998; McLean, 1979; Salaway, 1987). Yet, these multiple stake-
holders’ collaboration, user involvement, and designer-user interaction studies have 
challenges for identifying the co-creation between designers and users in the process 
of ISD.  

In IS research, Hirschheim (1985) firstly maintains the idea of participative system 
design based on Scandinavia research tradition, in which he highlights the degree of 
users’ involvement between social and technical contents in ISD. Although a few 
studies have considered designer-user interactions in terms of multiple stakeholders’ 
collaboration, user involvement, and designer-user interaction in ISD; these research 
do not provide any research theories, methodologies, and practical directions of co-
creation of designer-user interaction in ISD. Therefore, this research considers  
co-creation in participatory design in Scandinavia.  

2.2 Co-creation in Participatory Design 

Since 1970’s, some scholars has historically developed participatory design in Scan-
dinavia (Ehn, 1993; Kyng, 1991). Ehn (1988, 2008) contrasts participatory design and 
meta-design. To address these design approaches, he focused on the things modifying 
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the space of interactions within a community of practice. He also focused on boun-
dary objects in participatory design and infrastructures in meta-design. In his later 
paper, he defined design methods towards user participation as ‘design-by-doing’ and 
‘design-by-playing.’ Thus, PD has two characteristics: (1) PD as empowerment and 
(2) PD as entangled design-games. PD as empowerment identifies users as co-
designers based on the roots in movements towards democratization at work in the 
Scandinavian countries. On the other hand, the PD as entangled design-games con-
ceptualizes participatory design as a pragmatic design theory referring to Wittgenstein 
and the language-game philosophy, ‘communities-of-practice’(Lave & Wenger, 
1998). PD as empowerment among multiple stakeholders’ interactions entails the 
most important factors in a design process. Nygaard (1986) and Kyng (1996b) regard 
PD research as collaborative partnership or co-construction. The collaborative part-
nership encourages deep commitment of diverse stakeholders in order to cope with 
their design conflicts and contradictions in a design project. Cherkasky (2003) argues 
multidisciplinary design collaborations between designers and users. Kyng (1991) 
defines PD as an experimental inquiry or as a learning process that emphasizes mutual 
learning between designers and users in a design process. Gregory (2003) defines 
workplace democracy as a characteristic of PD, and suggests that workplace democ-
racy combines multi-stakeholders’ design actions such as work-oriented design, si-
tuated activity, and contextual inquiry in a system development. PD as entangled 
design-games conceptualizes language-based communication as a necessary part of 
the designer-user interaction (Ehn, 1988; Wittgenstein & Anscombe, 1997). 

2.3 Users as Designers in PD  

The tradition of meta-design considers that PD research offers a context-centered 
design approach that outlines conflicting interests and suggests a solution from the 
design process (Kyng, 1996a; Suchman, 1998). The context-centered design approach 
investigates the effectiveness of cooperating tools and techniques among participants 
in PD.  

Fischer & Scharff (2000) propose ‘meta-design’ characterizing activities, 
processes, and objectives to create new media and environments that allow users to 
act as designers and be creative in the context of a particular system and participatory 
design processes. Fischer (2003) argues a fundamental objective of meta-design to 
create socio-technical environments that empower users to engage in informed partic-
ipation. The suggested model explains how designers could incorporate users with the 
three conceptual stages: seeding, evolutionary growth, reseeding. This model demon-
strates how designer-user interactions could support meta-design in the design 
process. Fischer & Giaccard (2006) outline the diversity of designers and users stem-
ming from passive customer to meta-designer in the designer development. With this 
categorization, they demonstrate how designers could provide the opportunities of 
users as designers addressing and overcoming the problems of closed systems. This 
meta-design approach involves seeing the designer-user interaction as a collaborative 
construction of mutual knowledge with which design problems are defined and solu-
tions are created. It shifts the focus from how users’ current knowledge is revealed to 



36 J. Park and H.-A. Park 

 

designers to how the interaction expands designers’ and users’ knowledge. This ap-
proach works better for the actual design process where not only solutions but also 
problems evolve over time (Dorst & Cross, 2001; Suwa, Gero, & Purcell, 2000). 
Based on this approach, designers and users are encouraged to think beyond the 
knowledge within a person, department, or problem domain by reframing the current 
design problem and finding solutions from various domains. 

2.4 User-Driven Innovation in PD 

PD research has emphasized user-driven innovation in design methods and the con-
cepts of collaboration. Buur et al. (2000) argue a critical issue of utilizing video in the 
ethnographic data or fieldwork materials, because visual data and material are the 
core objects to reflect real interactions with users and participants in the design 
process. Especially, non-participated stakeholders (e.g. designers, managers, and IT 
developers) could reflect the real moments of interactions in the fields based on the 
raw data. Buur & Bødker (2000) argue ‘design collaboratorium’ as a design approach 
that creates an open physical and organizational space where designers, engineers, 
users and usability professionals meet and work alongside each other. It illustrates 
how it is possible to reframe usability work and it discusses the new usability compe-
tence such as event-driven ways of working known from participatory design. Burr et 
al. (2004) posit the limitation of tangible user interaction of how projects and service 
design processes could highlight a particular user’s tasks and contexts. To address 
this, they suggested two tangible user interactions techniques: (1) Hands-Only Scena-
rio and (2) Video Action Wall. The Hands-Only Scenario is a ≈close-up version… of 
the dramatised use scenario, while the Video Action Wall is a technique of ≈live post-
its… on a (projected) computer screen. Little snippets of action videos running simul-
taneously help designers understand user actions by the qualities they represent.  
Buur & Matthews (2008) overview three of the dominant approaches for engaging 
with users in co-innovation of products and services, in which they compared the 
three perspectives in terms of goals, methods and basic philosophy and discussed 
research directions of what they see as fundamental to the development of user-driven 
innovation.  

2.5 Lessons from Literature Review 

Co-creation of designer-user interaction has been theoretically and methodologically 
considered in ISD by most Scandinavian ISD researchers; however, it has become one 
of the most central issues in ISD, design science research, and information & organi-
zation research areas. Based on previous IS and PD researchers’ endeavors, the issues 
and topics on co-creation by designer-user interaction can be summarized as the fol-
lowing concentrations. First, it has highlighted the importance of multi-stakeholders’ 
collaborations with two characteristics in PD research development: (1) PD as empo-
werment and (2) PD as entangled design-games. Second, it considers meta-design as a 
context-centered design approach to outline conflicting interests and suggests a solu-
tion between designers and users. Third, PD research has supported to user-driven 
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innovation in design methods and the ideas of design collaboration. Considering this 
research concentration into designer-user interactions focusing on co-creation with 
these three research orientations, IS researchers could consider the PD research as 
theoretical and practical propositions for identifing problems and solutions in-between 
IT and human-centered innovation. Yet, current problems of designer-user 
interactions in ISD and PD research do not provice any clear cut of theories, patterns, 
methods, protocols, and frameworks for the communities of researchers and 
practitioners of how they could understand the theoretical, methdological, or practical 
actions between IS designers and IS users in ISD. Thus, this research will highlight 
the patterns of co-creation that encouter, occur in, and evolve between designers and 
users in ISD.  

3 Theoretical Consideration  

To address the research questions, I adopt Bateson’s reflexivity (Bateson, 1979, 2000) 
and Star and Griesmer’s boundary objects (Star, 1989; Star & Griesemer, 1989) to 
elucidate the patterns of co-creation between designers and users in the design 
process. Using Bateson’s reflexivity, this study supports the first research question 
focusing on design reflexivity--What do patterns of co-creation between designers 
and users encounter, occur in, and evolve in ISD? On the other hand, this argues the 
second research question on Star and Griesmer’s boundary objects focusing on the 
roles of designer-user interaction --What do roles between designers and users identi-
fy their co-creation patterns?  

Considering the characteristics of co-creation of designer-user interaction, it  
consists of intangible interactions between designers and users. To represent these 
invisible actions, previous theorists have developed a few theoretical knowledge and 
practice for understanding multiple stakeholders’ behaviors and their information 
environments (Argyris & Schön, 1999; Bourdieu & Wacquant, 2004; Giddens, 1984; 
Goffman, 1967). In macro view on multiple stakeholders’ interaction, Giddens (1984, 
1991) argues the modularity between social structure and individuals for incorporat-
ing social meanings by constructing the given social structures. Bourdieu (1986; 
2004) more emphasizes subjective interpretation in order to theorize the generative 
actions among multiple stakeholders in our societies. In micro dynamics of multiple 
stakeholders’ behaviors, Argyris & Schön (1999) argue how the involved participants 
could share their ideas and take actions by negotiating them in the cycle of organiza-
tional learning. Goffman (1967, 1970) argues the different self-images between front 
state and back stage using a dramaturgical perspective. Yet, these theoretical concepts 
do not give a clear guideline for understanding co-creation between designers and 
users in terms of the changing cycle and the information environments (boundaries) 
by their interaction and co-creation in the design process. Thus, in this research, I 
interpret Bateson’s reflexivity as macro reflexivity for demonstrating design reflexiv-
ity, which identifies co-creations between designers and users. Also, as micro reflex-
ivity, I use boundary objects for understanding role reflexivity on the co-creation of 
designer-user interaction that identifies the latent loops and knowledge boundaries as 
information environments between designers and users in the design process. 
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3.1 A Proposed Model  

To analyze the co-creation patterns between designers and users, this paper proposes a 
research model. 

 

Fig. 1. Model of Co-creation of Designer-User Interaction 

As Figure 1 presents, this model is made up of two different information bounda-
ries. One is designer’s boundary and the other is user’s one. Looking at the bounda-
ries (designer’s and user’s ones), there are two characteristics: (1) design action  
reflecting on design reflexivity, and (2) design roles by role reflexivity. Thus, each 
boundary consists of two design actions: discovery and validation. Also, the bounda-
ries have two different roles (original and reversed roles). Based on these characteris-
tics, each of the cycles of designers and users encounter, occur in, and evolve their 
information boundaries in the design process. Based on this proposed model, this 
study highlights the co-creation of designer-user interaction based on their design 
reflexivity and role reflexivity in the design process. 

4 Methodology 

During the interviews with designers, this study considers two questions associated 
with the co-creation of designer-user interaction by a view of reflexivity. The first 
question was about design reflexivity project experiences reflecting on the first re-
search question. The other question was the project episodes about the designer-user 
role reversals in their design projects based on the second research question. Based on 
these two questions, only twenty designers answered and shared their project expe-
riences among thirty five designers, because the other fifteen designers did not have 
any experience about design reflexivity and role reversed designer-user interactions in 
their design projects. 
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4.1 Data Collection 

As Table 1 shows, the forty collected data deal with only twenty designers’ expe-
riences and their project stories. The collected forty design project stories are twenty 
project stories related to design reflexivity and twenty project stories are associated 
with designer-user role reversals in the design projects. This data include well-
balanced types of design artifacts among projects, software / systems, and service 
design projects.  

Table 1. Descriptive Summary of Interview Data 

Questions Number 
of Data 

Design Artifacts
Products Software/Systems Services  

Reflexivity 
Projects  20 11 7 2 

Role reversal 
Projects  20 7 8 5 

Total 40 18 15 7 

Table 2. Summary of Interview Data Characteristics 

Collected Data  
Designer-User Interactions in the Design 

Process 
Project  

Narratives 
(N) 

Design  
Artifacts (N) 

Research 
Research & 
Synthesis 

Research & 
Development 

Reflexivity 
(20) 

Products (11) - 2 9 
Software/Systems 
(7) 

- 1 6 

Services (2) - 1 1 

Role rever-
sal 

(20) 

Products (7) - 3 4 
Software/Systems 
(8) 

- 5 3 

Services (5)  - 3 2 
Total: 40 Project Narratives 0 15 27 

Table 2 shows the characteristics of the forty collected data in terms of design arti-
facts and processes. The data deal with well-balanced types of design artifacts; how-
ever, they only highlight Research & Synthesis (RS) and Research & Development 
(RD) in the design process, because ‘reflexivity’ requires the actual forms of co-
creation between designers and users in the design process. Thus, the data show high-
er number of data in RS and RD.  

 



40 J. Park and H.-A. Park 

 

4.2 Data Analysis 

To analyze the design reflexivity and designer-user role reflexivity on the collected 
forty reflexivity project stories with the co-creation of designer-user interaction, I 
performed a grounded theory approach (Strauss & Corbin, 1990) to identify relevant 
frameworks, directions, and guidelines on collected project stories (episodes) as ana-
lytic methods. During this analysis, I highlighted the forms of reflexivity by co-
creation of designer user interaction, in which reflexivity could determine the forms 
of co-creation of designer-user interaction and applied design methods in the mo-
ments of design process. With this view, I identified five designer-user co-creation 
patterns by a view of reflexivity. 

To understand the co-creation patterns of designer-user interaction, I applied the 
micro dynamic pattern analysis to reveal designer-user interaction forms and methods 
for the collected forty project stories. In this data analysis process, I investigated forty 
project stories with a micro dynamic pattern analysis. In this data analysis process, I 
transformed all transcribed design project stories as visual process sequences to un-
derstand the micro dynamic patterns of how designer-user interaction went through a 
procedural path in creating design outcomes over time. In this analysis process, I used 
the sequence diagrams as an analytic tool for exploring the co-creation patterns be-
tween the designer-user interactions.  

 

Fig. 2. Overview of Data Analysis Process 

As Figure 2 presents, this data analysis followed the three steps of the grounded 
theory approach: from open, to axial, and to theoretical coding processes. In the open 
coding step, I reviewed every single line of the forty design project narratives to clari-
fy codes, themes, and memos in the transcribed project stories using Atlas.ti, qualita-
tive research software. Also, I analyzed the co-creation of designer-user interactions 
and the applied methods in the design processes. As a result from the open coding, I 
outlined each project story with characteristics of co-creation of designer-user interac-
tions and applied design methods over time. Based on the open coding process, forty 
process diagrams were synthesized, which represent the co-creation of designer-user 
interactions and the applied design methods in the process of design projects in the  
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axial coding step. In this step, I compared the similarities and differences and sought 
to categorize the forty project diagrams. After the axial coding process, I performed a 
theoretical coding process to incorporate the given process diagrams to synthesize co-
creation patterns between designer-user interaction and their resulting outcomes in the 
sequence of design innovation and refinement.  

During this grounded theory approach, I clarified eight designer-user interaction 
criteria to identify co-creation patterns on interaction between designers and users in 
the design process: (1) time (temporal versus longitudinal), (2) space (micro versus 
macro), (3) purpose (discovery versus validation), (4) history (with prior history ver-
sus without), (5) method (indirect versus indirect), (6) designer-user interaction lea-
dership (designer-centered vs. user-centered vs. co-creation), (7) number of cycles 
(single versus multiple), and (8) problem-solving (problem-centered versus solution-
centered). These eight criteria demonstrate the issues of scale / measurement how 
each pattern is identified through the data analysis process. 

As an outcome, I elucidated five patterns (two design reflexivity and three design-
er-user role reflexivity) and created pattern diagrams and descriptions to theorize the 
relationships between the co-creation of designer-user interaction and design innova-
tion in the design process. The next five co-creation patterns of designer-user interac-
tion present how the co-creation of designer-user interactions can identify certain 
design outcomes (e.g. product, service, or IT system design) in the design process.   

5 Finding: Five Co-creation Patterns of Designer-User Interaction  

5.1 Two Co-creation Patterns in Design Reflexivity 

Table 3 presents, I clarify two inter-related co-creation patterns in the design reflex-
ivity based on twenty project stories: (1) problem solving reflexivity pattern (pattern 
1) and (2) prototypes reflexivity pattern (pattern 2). The problem-solving reflexivity 
pattern focuses on designer-user problem solving actions, while the reflexivity in 
prototypes emphasizes the outcomes of how designer-user interaction could identify 
different levels of design outcomes in the design process. These two design co-
creation patterns in the design reflexivity are inter-related each other for encouraging 
mutual understanding and involvement between designers and users in the design 
process.  

Table 3. Two Co-creation Patterns in Design Reflexivity 

Patterns Co-creation Patterns by Design Reflexivity Data (N) 
Design 

Reflexivity 
Pattern 1 Design Reflexivity in Problem Solving 11 
Pattern 2 Design Reflexivity in Prototypes 9 

Total Two Design Reflexivity Patterns 20 
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Fig. 3. Design Reflexivity in Problem Solving 

Co-creation Pattern 1: Design Reflexivity in Problem Solving 
As Figure 3 presents, the first design reflexivity pattern demonstrates reflexivity of 
problem solving. In this pattern, designer-user interaction identifies problems of a 
design project and discovers solutions. After the problem-solving cycles, designers 
suggest / release the design solutions to users. Yet, users feel design problems on the 
suggested / released products or services, and they request the other design reflexivi-
ty. At this moment, designers’ solutions encounter design problems and create other 
designer-user interaction cycle to identify the latent design problems and their solu-
tions in a design process.  

Designer-user interactions identify the problem solving reflexive pattern, and the 
cycles of designer-user interaction reveal the iterative problem solving. For example, 
some samples of the collected data (e.g. Taiwan package design, gymnastic equip-
ment, and Korean Gas Safety Corp projects demonstrate how designer’s problem 
solving interaction could identify new and refined design ideas, prototypes, and  
design solutions as the communication boundaries between designers and users. 
However, their efforts failed when they met user’s boundary. Therefore, designer’s 
outcomes stemmed from problem-solving actions understood as problems to users 
and it caused designers to discover the products or processes for new design solutions. 
In addition, Alpha’s Arab TV (see Figure 4) and Beta’s China automobile Service 
design (see Figure 5) illustrate how designers’ problem solving met design dilemmas 
because of users’ cultural differences. Users recognized designers’ solutions as  
problems in their cultural boundary. Consequently, designers sought to understand 
different domains of knowledge and practice of identifying new problem statement in 
order to fit users’ boundary in the design sequence.  

 
 



Co-creation Patterns between Designers and Users in the Design Process: A View of Reflexivity 43 

 

 

Fig. 4. A Case of Co-creation Pattern 1  

(Design Reflexivity in Problem Solving) 

Story of Arab TV Project 
As Figure 4 shows, this project was completed by Alpha’s TV Company, the largest 
worldwide digital TV Company. The Alpha designers recognized the importance of 
users and their cultural environment in the early stage of design planning. Thus, the 
designers conducted a field study and observed cultural differences in the order of 
writing and reading compared to international standards and guidelines. The Arab 
culture followed left to right rather than right to left. Based on that, they used their 
ethnographic research results, and then they successfully released a new product into 
the market. However, designers encountered a new design dilemma, because they 
noticed an interesting phenomenon that Arab people used the other consumer elec-
tronic projects such as mobile phones and office hardware with the international  
standard—from left to right order. It made a new design dilemma for designers– 
should we follow the international guideline or cultural practices for their future  
design planning?  

 
Co-creation Pattern 2: Design Reflexivity in Prototypes 
The second reflexivity pattern involves design reflexivity in prototypes as the out-
comes by designer-user interaction in the design process.  

As Figure 6 represents, this pattern shows how designer-user interaction reflexivity 
can generate different types of prototypes by enhancing the designer-centered discov-
ery cycle and how they can expand their knowledge boundary by connecting with 
users. Different types of design prototypes can be explained about how this cycle can 
be reinforced by user validation. In this prototype reflexivity pattern, I summarize 
three prototypes issues: 1) prototypes for project setting and goal definition, 2) proto-
types for the new product and service development, and 3) prototypes for communica-
tion with clients and users.  
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Fig. 5. Co-Creation Pattern 2: Design Reflexivity in Prototypes 

1) Prototypes for Project Setting and Goal Definition 
With respect to prototypes for the project settings and goal definitions, the Han River, 
Gamma’s game, and mobile product-business planning projects are examples. The 
Han River and mobile product-business planning projects offered a broad view about 
how designer-user interaction sought to define a new design innovation direction and 
project setting. These projects discovered and validated design ideas, concepts, and 
solutions based on direct interactions (e.g. field observations and interviews), because 
designers also should identify the project motivations, statements, and problems with 
a user-centered approach.   

 
Story of Gamma’s Game Solution Project  
The Gamma’s game solution project showed the process identifying two different 
design-business prototypes using designer-user interaction. These two prototypes 
demonstrate how designer-user interaction can set up a project statement and orienta-
tion in the design-business project.   

Gamma is one the biggest software, office, and game solution companies. To re-
lease new version of game solutions, they conducted preplanning, planning, and ex-
ecution processes to identify and validate business and design impact. In this design 
planning and development process, designers conducted two steps of interactions: 1) 
business opportunities as “pretotypes” and 2) design opportunities as prototypes. In 
these design processes, designer-user interaction sought to understand and create val-
ues for users in every stage of business-design development. The business prototypes 
deal with how the company can build a business direction, while the design proto-
types consider design development based on the business goals. In this way, designer-
user interaction encourages how the designers could understand effective ways of 
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communications with real users in a certain design movement, and they synthesize 
different types of prototypes to communicate with users in the design project.  

 
2) Prototypes for the New Product and Service Development 
With respect to prototypes for new product and service development techniques, the 
insurance tool development and user testing projects demonstrate the processes about 
how designers sought to understand users’ interactions and information environments, 
and then developed design prototypes as the outcomes of multiple design actions in 
the development process.  

 
3) Prototypes for Communication with Clients and Users 
With respect to prototypes for social interactive tools to communicate with clients and 
users, the S Company’s design process and paper prototype stories represent how 
designers developed a series of prototypes to communicate with their users and clients 
to move their design process forward in negotiation and by persuasion with them. The 
S Company’s design process story focused on why they should invite clients and us-
ers and how their participation workshops were effective for identifying clients’ or 
users’ hidden needs and requirements based on the multiple and different levels of 
prototypes. In addition, these design actions with prototypes provided a rationale 
about a design process to clients and users; therefore, they easily comprehended the 
designers’ actions and challenges in the design process.  

In this way, the design reflexivity in problem solving and prototypes should be mu-
tually interplayed to develop the effective designer-user interactions in the design 
process. Most design projects consist of the recursive reflectivity between problem 
solving and prototypes. In the next section, I will explain the co-creation patterns of 
reflexivity by designer-user role reversal in the design process.  

5.2 Three Co-creation Patterns in Designer-User Role Reflexivity 

Table 4 presents, based on twenty project stories about role reflexivity of designer-
user interaction, this section represents three co-creation patterns focusing on role 
reversals by designer-user interaction in the design process: (1) one way reflexivity; 
(2) two way reflexivity; and (3) one way double looped reflexivity pattern. 

Table 4. Three Co-creation Patterns in D-U Role Reflexivity  

Patterns Co-creation by Designer-User Role 
Reversals 

Data (N) 

Role  
Reflexiv-

ity 

Pattern 3 One way reflexivity 8 
Pattern 4 Two way reflexivity 10 

Pattern 5 
One way double looped reflexivity 
pattern 

2 

Total Three Role Reflexivity Patterns 20 
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To address reflexivity, I define four roles of designer-user interaction in the design 
process: a designer as a designer, a designer as a user, a user as a user, and a user as a 
designer. Also, I define three interactions between the roles of a designer and a  
user: (1) communication; (2) role-playing; and (3) reflexivity. The communication 
deals with a designer and a user interact with their original roles. The role-playing 
entails how a designer and a user interact with the reversed roles. The reflexivity de-
monstrates how a designer and a user reflect on original or reversed roles. With this 
justification, I illustrate the following three role reflexivity patterns by designer-user 
interaction in the design process.  

 
Co-creation Pattern 3: One Way Reflexivity 
As Figure 7 presents, the first role reversal co-creation pattern (pattern 3) is one-way 
reflexivity, which includes two paths. The one path demonstrates a designer as a user 
sees a user as a user, while the other describes a user as a designer sees a designer as a 
designer in the design process.  

 

Fig. 6. One Way Reflexivity 

The one-way path of designers observing users is commonly encountered in an 
ethnographic research or a field observation, in which a designer seeks to understand 
real users’ interactions and activities within a users’ boundary. On the other hand, the 
one-directional path of users seeing designers occurred during usability testing in the 
design validation process. Here, a user as a designer tried to provide feedback and 
suggestions to designers.  

 
Project Story of One Way Reflexivity Pattern 
Gamma’s China hotel project shows an example of this reflexivity pattern—the case 
of a designer as a user sees a user as a user. The objective of this project was to create 
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a new hotel service design for international businessmen in China. In this project, 
designers conducted ethnographic research to understand businessmen’s behaviors 
and to clarify requirements. In the ethnographic research process, the designers per-
formed a mission --‘Being the customer’ (a designer as a user), and the designers 
separated different two different tasks: 1) a businessman with ample budget and 2) a 
businessman with a limited budget. Each designer conducted a series of tasks during 
their experience traveling as a rich or a moderately budgeted businessman from the 
Chinese international airport to the hotel. With this action, the designers identified 
design opportunities for synthesizing new hotel information service concepts as their 
future business-design models.  

 
Project Story of One Way Reflexivity Pattern 
Delta’s usability testing projects present this path of designer-user reflexivity, which 
describes a user as a designer sees a designer as a designer. User-centric usability S 
mobile device usability project demonstrated an example of this path. The S-mobile 
designers considered alternative alarm features and functions and they developed 
prototypes using multiple functional LED and vibrating. Therefore, the user-centric 
usability specialists validated the design prototypes what functions and features be-
tween the LED and vibrating combinations are effective as alternative signals. To do 
this, the usability specialists invited users and tested the prototypes. At the time, users 
evaluate them with the mode of a user as a user and they suggest some feedback and 
design ideas about on the prototypes. The result of usability test was users prefer the 
LED functions and features, but they were concerned about the vibrations. Also, they 
suggested light vibration with special alarm functions.  

Based on the first one way reflexivity pattern (pattern 3), I interpret this pattern 
about the co-creation of designer-interaction as follows: current effective designer-
user interaction methods imply theoretical understanding about the first role reflexivi-
ty with two major paths: 1) ethnographic research by designers and 2) usability testing 
by users. These two designer-user interaction methods assume that “designers believe 
that users cannot be designers, and users only can contribute their design ideas and 
suggestions under the control of designers in the user-centered design process.”  

Co-creation Pattern 4: Two Way Reflexivity 
As Figure 8 shows, the second co-creation pattern (pattern 4) by designer-user role 
reversal is two-way reflexivity, demonstrating a designer or a user with their original 
roles sees role-playing (role reversals) in the design process. This co-creation pattern 
has two paths: 1) a designer as a designer sees their role-playing process and 2) a user 
as a user sees the process of reversed role-playing. This pattern is mainly raised in 
participatory workshop and co-creation (co-innovation) in the design process. Espe-
cially, the participatory workshop and co-creation (co-innovation) have been consi-
dered effective approaches to understand user interactions and their environments and 
they have been applied with diverse versions of design methods or methodologies in 
the design process. 
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Fig. 7. Two Way Reflexivity 

Project Case of Two-Way Reflexivity 
Epsilon’s longitudinal participatory workshops for identifying new mobile inte-
ractions present an example of this pattern. The objective of this PD workshop was to 
discover new interactions and validate them with users in the process of early design 
stage. The PD workshop was separated with three steps. In the first workshop, de-
signers and users understand the issues of projects and generated a shared knowledge 
boundary as a project setting. From the first PD workshop, designers suggested for 
users to write a diary about their device interactions reflecting their everyday interac-
tions with other users, products, and services. In the second PD workshop, users pre-
sented their diaries in front of other designers and users. Here, designers and users 
indirectly understood users’ interactions. In the second PD workshop, users shared 
their knowledge and practices to generate multiple versions of experiences. At the 
same time, designers and users transformed a general user experiences and unique 
experiences. In the third stage of PD workshop, designers and users pick several in-
teresting, unique stores that they can develop as design opportunities. Here, designers 
and users role reversals were conducted to generate more valuable design opportuni-
ties and concepts, which reveal real user stories. Therefore, in the third PD workshop, 
users acted as designers and designers changed their role as users. Also, the designers 
and users see their interaction with their original roles. Based on this series of PD 
workshops, they conducted multiple design patent and developed specific design 
ideas to release real design-business solutions.  

For the second reflexivity pattern on designer-user interaction role, this pattern 
partly admits users can be designers in a certain time in the design process. Also, the 
user-centered designers have tried to build alternative methodological approaches to 
listen to users’ voices and observe their real interactions in the design development.  
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Co-creation Pattern 5: One Way Double Looped Reflexivity 
As Figure 8 represents, the third co-creation pattern (pattern 5) by designer-user role 
reversal reflexivity deals with one-way double looped reflexivity, and it explains a 
designer as a designer sees how a designer as a designer sees a user as a user. This 
pattern usually meets in the time for design analysis. Especially, we call this design 
analysis process as ‘design debriefing’ with other designers. At this design analysis 
process, designers see the participated designer how the designer as a user sees a user 
as a user to identify design problems and opportunities by user interactions. In reality, 
this pattern is usually met in the sequence of design process because of time, finan-
cial, and resource limitations.   

 

Fig. 8. One Way Double Looped Reflexivity 

Project Case of One-Way Double Looped Reflexivity 
Zeta’s design debriefing process shows an example of this pattern. It refers to two-
way interactions between designers and users. A designer conducted field or ethno-
graphic studies to understand users (a user as a user) with the role of a designer as a 
user. After the field or ethnographic research, the designer come to his or her office 
and should share the direct experience and collected data to other designers that they 
did not have direct interactions with users. To share the observed and collected data, 
the designer should represent his or her experience (a designer as a user sees a user as 
a user) with the most objective way as possible. At this time, the designer tries to 
illustrate the real situations of fields without any subjective understanding, because 
the other designers should understand user’s objective interactions and activities like 
the designer. In this design debriefing, the other designers see the designer’s expe-
rience how the designer as a user understood a user as a user for identifying the facts 
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of users and their environments. Throughout the design debriefing process, the de-
signers doubly see the user’s information environment by the interaction of a partici-
pated designer’s experience in the design process.  

For the fifth co-creation pattern on designer-user interaction role, this pattern ac-
counts for the process of how designers could create and share their design know-
ledge. Also, the debriefing process shows how designers could discover the effective 
process to understand users, concerning the given resources (e.g. members of design-
ers, project budgets, and so on) in the design process. 

In sum, this research synthesizes five co-creation patterns, which consider a view 
of reflexivity—design reflexivity and designer-user role reflexivity. The first two co-
creation patterns (pattern 1 and 2) highlight how designer-user co-creation could lead 
designer reflexivity in problem-solving process (pattern 1) and prototypes (pattern 2) 
based on designer-user interaction in the design process. On the other hand, the latter 
three co-creation patterns (pattern 3, 4, and 5) emphasize how designer-user role re-
versals could identify three reflexivity as the patterns of co-creation on designer-user 
interaction as follows: 1) one way reflexivity; 2) two way reflexivity; and 3) one way 
double looped reflexivity.  

6 Implication and Conclusions  

This study demonstrates how designers co-create with real users in the design process. 
Based on the analysis of forty reflectivity project stories, I identify five reflexivity 
patterns. The five reflexivity patterns describe ways in which designer-user reflexivity 
could support their effective designer-user interactions in critical movements. These 
five reflexivity patterns demonstrate how designers conduct problem-solving, proto-
types, and role reversals with users for co-creating design interactions. Because most 
designers assume that users cannot be designers, they attempt to create the moments 
for co-creating users (users as designers). Therefore, design reflexivity patterns 
represent the designers’ endeavors to synthesize moments for co-creating with users 
in the process of design projects. The reflexivity patterns deal with a micro-dynamics 
of designer-user interaction and these patterns demonstrate co-creation between de-
signers and users. Also, the two design reflexivity (pattern 1 and 2) and three role 
reflexivity patterns (pattern 3, 4, and 5) present the time temporality when the forms 
of the co-creation on designer-user interaction and the applied design methods are 
utilized in the design innovation. 

Through this research, intangible five co-creation patterns between designers and 
users are elucidated. This conclusion makes the following contributions for the com-
munity of participatory design, information systems development, and information 
and organization studies in IS. First, it theorizes the patterns of co-creation on de-
signer-user interaction in the design process. Second, it provides a methodology of 
how IS designers could understand effectively IS users in the design process. Espe-
cially, it highlights intangible micro dynamics between designers and users and their 
co-creation moments in the design process. Third, it suggests a practical guideline of 
co-creation about how IS designers could apply co-creation methods in order to inter-
act with actual and virtual IS users in the design process.  
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Abstract. The adoption of consumer technology in organizations, termed as IT 
consumerization, alters the IT infrastructure of many organizations. Letting em-
ployees decide which IT tools to use for their work increases the complexity of 
the organizational IT landscape and immediately raises the question how to 
provide adequate support given the multitude of technologies. Bring-Your-
Own-Device advocates argue that employees can provide IT support on their 
own. An established concept to provide user-to-user support are social ques-
tions & answers sites (SQA). While such community sites are perfectly suited 
for exploratory problem solving, they lack however suitability to help solving 
specific problems subject to a specific organization. Moreover, receiving fast 
ad-hoc help in SQA is rather unlikely, as communication is always indirect and 
experts to solve the problem are unknown beforehand. The work presented in 
this paper explores key design characteristics of SQA sites in organizations that 
overcome the shortcoming of public SQA sites. Based on existing IS literature, 
we identify four kernel theories that are relevant for SQA sites in organizations 
and derive meta-requirements from them. In a next step, we analyze five public 
SQA sites to identify common design principles of SQA sites that are already 
applied. The main part of our analysis matches the identified design principles 
with the formulated meta-requirements to address potential gaps with respect to 
an enterprise environment. We conclude our research with the suggestion of 
additional design principles for SQA sites that account for their application in 
an organizational context. 

Keywords: IT consumerization, BYOD, user-to-user support, social questions 
and answer sites. 

1 Motivation 

The adoption of consumer technology in organizations, termed as IT consumerization 
[1], alters the IT infrastructure of many organizations. Inspired by experiences from 
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the private realm, people demand the use of sophisticated IT tools for work purposes 
that ideally can be chosen by themselves [2]. IT, once found solely in large organiza-
tional units, is now in the possession of single individuals. People have started to 
operate “complex and relatively large-scale individually owned IS” [3, p. 252]. In 
positive terms, IT selection by employees gives organizations the opportunity to apply 
technology more precisely to the individual needs of a particular knowledge [4]. In 
order to provide their employees with this choice, many organizations have launched 
“bring/choose-your-own-device” (BYOD/CYOD) initiatives [5]. However, letting 
employees decide which IT tools they want to use for work increases the heterogenei-
ty of a company’s IT landscape leading to various negative consequences. One partic-
ular problem is the question of enterprise wide IT support. By now, organizations 
have attempted to maintain control over devices, access points, interfaces and security 
controls in order to protect critical IT resources. However, “more devices, times more 
apps, equals exponentially more complexity for IT to support” [6, p. 4]. A recent  
survey found out that IT leaders termed “providing IT support for multiple mobile 
platforms” as a top challenge of BYOD [7]. Similarly, Niehaves et al. identified an 
increased support complexity as a major disadvantage of IT consumerization for  
organizations [8]. In this sense, every BYOD or CYOD strategy automatically creates 
a target conflict between higher freedoms for employees and comprehensive tech-
support. The “growing variety of devices, computing styles, user contexts and interac-
tion paradigms will make everything everywhere strategies unachievable” [9]. This 
complexity will challenge traditional support approaches that are often standardized 
to save costs or to be outsourced to an external provider. 

BYOD advocates argue that employees that use privately owned devices for work 
can provide IT support on their own. Digital literacy has increased sufficiently to put 
the keys for IT support in the hand of the users. Younger generations are increasingly 
tech-savvy because they have grown-up with technology [10]. Wang et al. refuse this 
disparity between generations and replace it by a continuum of digital literacy that is 
influenced by demographical, psychological, organizational and social factors [11]. In 
any case, it is indisputable that people give more importance to IT, in both private and 
professional life. Consequently, people have built a familiarity with technology that 
they can transfer to the workplace to solve work problems [1]. Even complex prob-
lems can be solved if users receive expert assistance. The internet has brought up 
multiple social questions and answers sites (SQA), where users can give support to 
each other [12]. While such sites are perfectly suited for explorative problem solving, 
they lack suitability to help solving specific problems, for example, related to a  
particular business process, subject to a single organization. Moreover, receiving fast 
ad-hoc help in SQA is rather unlikely, as communication is always indirect and ex-
perts to solve the problem are unknown beforehand. When implementing SQA’s in an 
organization, the aforementioned aspects can be healed. As employee skills are par-
tially knowledge inside the organization, experts for specific problems can be identi-
fied enabling direct interaction. Furthermore, management practices can be used to 
encourage knowledgeable employees to share their know-how. In consequence, SQA 
implemented in an organization may address support challenges raised by BYOD or 
CYOD strategies. With this aim in view, our paper searches for principles that  
guide the design of SQA in organizations. Hence, we address the following research 
question:  
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RQ: What are design principles of SQA in organizations to enable user-
to-support between employees? 

 
The remainder of this paper is structured as follows. The next chapter lists related 

work about social software in organizations and SQA. After explaining our research 
method in Chapter 3, Chapter 4 presents a set of kernel theories, which we use to 
derive design principles for SQA in organizations. Following, in Chapter 5 we ana-
lyze five online SQA regarding our identified principles. We discuss the findings in 
Chapter 6 and draw conclusions regarding the formulation of our design principles. 

2 Related Work 

2.1 Social Software in Organizations 

Kaplan and Haenlein define social media as a „group of internet-based applications 
that build on the ideological and technological foundations of Web 2.0, and that allow 
the creation and exchange of User Generated Content” [13, p. 61]. Similarly, Kim et 
al. state that social web sites “make it possible for people to form online communities, 
and share user-created contents” [14, p.216]. Hence, the term social network sites 
focuses more on the networking aspects than the user generated content (UGC). 
Commonly the term is associated with web-based services that allow individuals to 
construct a public or semi-public profile, provide a list of other users they are con-
nected to, and allow viewing this list of connections as well as those made by others 
within the system [15]. Typically, enterprise social software (ESS) is seen as a com-
bination of social networking and social media for use in an enterprise [16].  

Connected to the fact that most social software, whether in a private or a business 
context, is based on UGC, acceptance of these tools is crucial for their success. This is 
why several studies have targeted use behavior on these platforms. One important 
antecedent of use is the perceived network size [17], i.e., the total number of mem-
bers, or, even more so, the number of peers [18]. Especially the latter was found to 
influence both the perceived usefulness as well as the perceived enjoyment of the 
particular platform [18]. While many studies have focused on explaining individual 
intention to use by means of established constructs from technology acceptance litera-
ture [19, 20], use behavior has also been analyzed on a group level with respect to the 
we-intention to use the social system [21, 22]. In addition, different use types have 
been identified. For instance, in an enterprise context, Muller has differentiated be-
tween passive („lurking“) and active usage („contribution“) of enterprise social media 
[23]. Similarly, in a private context, Pöyry et al. differentiate between participation 
and browsing [24]. With respect to UGC, the contribution of knowledge is an impor-
tant behavior. In this context, Pi et al. found that especially subjective norm and a 
sense of self-worth positively influence the attitude towards knowledge sharing [25]. 

2.2 Social Question and Answer Sites 

Previous research distinguishes between three types of question and answers sites 
(QA) currently found on the internet [26]: (1) Digital reference services are an online 
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analogue of library reference services: information seekers direct questions to expert 
researchers who refer them to sources of useful information. (2)  Expert services are 
topic centric and employ experts who provide information seekers with the required 
information. (3) Social question and answer sites (SQA) leverage the time and effort 
of everyday users to answer questions. Shah et al. define SQA as “a Web-based ser-
vice for information seeking by asking natural language questions to other users in a 
network” [27]. SQA sites allow anyone to ask and answer questions and make use of 
various algorithmic strategies to allow a collaborative assessment of the quality of the 
content submitted [28]. Usually SQA focus on the information needs of an individual 
and do not specifically support the collaborative information accumulation of a group 
([29]).  Respectively, most SQA sites have little structural or role-based organization. 
However, many sites share characteristics of online communities as they have a  base 
of regular users who engage in off-topic discussion, reply to one another instead of 
just asking or answering questions or take the role of a moderator [26].  

One prominent research stream on SQA studies the behavior of users on SQA sites. 
For instance, Gazan identified two roles of question answerers – specialists and syn-
thesists [29]. Specialists are knowledge experts who provide answers without refe-
rencing other sources, while synthesists are the ones who do not claim any expertise 
and provide answers with references to existing solutions. Furthermore, Gazan 
showed that answers from synthesists tended to be rated more highly than answers 
from specialists [29]. With regards to information seekers, Gazan found two types of 
questioners – seekers and sloths. Seekers demonstrate active engagement with the 
community and pursue communication regarding their questions. Sloths do not pursue 
further interaction with community members after receiving answers to their ques-
tions  [29]. A second research stream focuses on design characteristics of SQA sites 
and tries to link them to user behavior or answer quality. A study of Tiwana and Bush  
found that most systems which do not allow social interaction with other users suf-
fered from underuse or were abandoned outright [30]. Shah et al. examined Yahoo 
Answers and showed that its popularity is connected to its sophisticated reward fea-
tures that intensify participation of users [27]. Adamic et al. argue that the approach 
of Yahoo Answers to allow exactly one answer as best,  poses a potential weakness as 
several answers may be equally good and the standards by which answers are eva-
luated differ among individuals [31]. In turn, the possibility to annotate previous an-
swers contributes to a higher user engagement as it creates a sense of collaborative 
information seeking [32]. 

3 Methodology 

In order to investigate our research questions, we followed a two-step approach. First, 
we analyzed scientific literature to determine the relevant body of justificatory know-
ledge. Our literature search focused on such work which addresses three reoccurring 
themes of related work on SQA: (1) overall volunteer participation, (2) organization 
as a social network and (3) focus on knowledge storage and retrieval. 
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After consolidating all sources in joint discussions, we identified  four  research 
streams that provide guidance for core design questions of SQA artifacts in organiza-
tions  [33]  and  furthermore establish theoretical links to system outcomes that can be 
empirically tested [34]. The results of this step, were summarized in form of eight 
meta-requirements (MR) that outline the scope and purpose of the anticipated class of 
SQA artifacts [35]. 

The second step included the development of design principles (DP) for SQA in or-
ganizations that satisfy the MR. The review of related work in Chapter 2 indicated that 
previous research as well as practice have already developed various DP for public SQA. 
To identify such design principles and determine gaps with regards to the anticipated 
private SQA applications inside organizations, we conducted an analysis of five popular 
public SQA on the internet. The analyzed SQA included stackoverflow.com, quora.com, 
discussions.apple.com, yahooanswers.com and success.salesforce.com. While some of 
these SQA are business oriented (e.g., stackoverflow.com), others are not limited to a 
context of question and answers (e.g., yahooanswers.com). We followed three consecu-
tive steps in this SQA analysis. First, we identified all features of the selected SQA sites 
that related to our MR. Second, we clustered similar features across sites and derived 
commonly applied DP. Third, we matched the list of design principles with the MR de-
rived from literature to determine whether the DP already addressed the MR completely 
or if additional DP were necessary to account for the particular requirements of an orga-
nizational context. If we identified a gap, we propose additional DP for SQA sites that 
are deployed in organizations. 

4 Meta-Requirements Discovery 

4.1 Knowledge Management 

To prevent the loss of valuable knowledge, companies rely on strategies to manage 
knowledge effectively. Knowledge Management (KM) is “…the systematic and ex-
plicit management of knowledge-related activities, practices, programs and policies 
within the enterprise. Consequently, the enterprise’s viability depend directly on: (1) 
the competitive quality of its knowledge assets and (2) the successful application of 
these asses in all its business activities […]” [36]. The KM process consists of know-
ledge (1) collection, (2) storage/retrieval, (3) transfer and (4) application [37]. Pre-
vious research provides a vast body of knowledge on collection, storage/retrieval and 
transfer. However, as Choi et al. state “… no matter how much knowledge is shared 
among team members, it cannot enhance team performance unless it is effectively 
applied” [38, p. 866]. Research on KM systems suggests that knowledge application 
increases, if the provision of knowledge is tailored to actual user needs – in particular 
to users’ actual business process [39]. Consequently, we suggest that the (1)  
collection, (2) storage and especially retrieval, and (3) transfer of knowledge in a 
user-to-user support platform must be aligned to current user needs in order to enable 
knowledge application. This requires that the system be aware of the business context 
the knowledge is applied. 
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MR1: A user-to-user support platform should monitor the user context in 
order to provide access to knowledge based on current needs. 

 
Before the emergence of Web 2.0 applications, many companies relied on technol-

ogies such as databases or repositories in order to collect, store and transfer know-
ledge. However, many researchers like [40–42] realize that such central storage  
locations are used only seldom. Instead, they discover that individuals prefer to ex-
change their knowledge in direct communications [40]. Since organizational learning 
relies on externalization of knowledge, companies need to implement both, documen-
tation of knowledge for indirect knowledge exchange, and multiple communication 
channels to enable direct knowledge sharing [43]. 

 
MR2:  A user-to-user support platform should provide integrated access to 

knowledge both, externalized in documents and provided by experts.  

4.2 Social Presence 

Social presence (SP), i.e., the feeling of human warmth and sociability based on the 
presence and perception of social cues [44], plays a major role in SQA. In contrast to 
face-to-face interactions, few social cues are available in online environments. More-
over, high anonymity leads to various negative effects for interpersonal relationship 
and community formation [45, 46]. As a consequence, many people desire online 
environments to be social as “social cues, such as pictures, can increase positive im-
pressions of group communication (such as online discussions) and elicit warm feel-
ings, causing users to have a more satisfying experience” [47, p. 9]. While SP can be 
designed [48], e.g., by providing options for using higher media richness such as pro-
file pictures, in user-to-user platforms the users themselves have to act (e.g., use  
emoticons) in order to re-embed social cues [49]. Besides a feeling of a social envi-
ronment, trust [50] and enjoyment [51] are further positive outcomes of SP. 

While user-to-user support platforms are mainly designed to ask and answer ques-
tions, users also care about the impressions they make. Thus, beside the task-oriented 
character of SQA, presenting oneself and forming impressions is done by users inten-
tionally and unintentionally [52]. One of the basic design elements of SQA is the user 
profile which gives room for self-expression [15, 53]. However, SQA may allow us-
ers to also ask questions anonymously. While pseudonyms or real anonymity may 
help to lower the barrier to ask questions [54], anonymous postings lack social cues 
and subsequently desirable outcomes of SP. Many studies show that social cues  
let others make judgments about others’ personality and perceived SP subsequently 
[55, 56]. Therefore, we derive the following design principle: 

 
MR3: A user-to-user support platform should stimulate users to include 

many social cues in their user profiles by providing users enough 
room for self-expression. 
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While insights from the field of KM show that direct user-to-user communication 
is demanded, in terms of SP, the question is how this communication is specified. 
Studies have shown that direct communication which includes more social cues can 
positively benefit from SP [44]. However, high levels of SP might not always be ne-
cessary to accomplish a solution for easy to solve problems. For example, a simple 
information transfer through text-messaging can be sufficient [53]. As a result, SQA 
should intend to provide the best technical mediation for the interacting partners. 

 
MR4: A user-to-user support platform should provide options for direct us-

er-to-user communication that reflect the continuum from basic text 
message functions up to the technological state-of-the-art. 

4.3 Gamification 

Deterding et al. [57, p. 10] define gamification as “the use of design elements charac-
teristic for games in non-game contexts”. In terms of SQA, gameful design elements 
are often used as interface design patterns like badges, leaderboards or level rankings 
[57, 58]. Since user participation in online communities is often carried out by only a 
small percentage of the overall users [23, 59], the gameful design is used in order to 
foster user participation and promote quality contributors. In SQA high participation 
and high willingness to share knowledge is essential. Wasko and Faraj show that 
people share their knowledge, if they perceive that sharing increases their professional 
reputation [60]. To this end, gameful design elements, that increase the reputation of 
users, are likely appropriate to support knowledge sharing in SQA. However, a care-
ful design is necessary to harness the benefits of gameful design elements [58]. 
 

MR5:  A user-to-user platform should include gameful design elements that 
activate user behavior to support the use objectives of the platform. 

 
In SQA it is particularly important that experienced users share their knowledge 

with the questioners. Welser et al. notice that users with many contributions do not 
necessarily provide value for the community in terms of knowledge sharing [61]. 
Consequently, gameful design elements for SQA must consider the quality of contri-
butions as a crucial factor thereby an obvious target conflict between the individual 
and the platform operator exists. While knowledge seekers are motivated intrinsically 
to use the platform (motivated by receiving an answer to their question), special atten-
tion must be paid to motivate experts to contribute [62]. In the consumer sector, this is 
done by providing special services to please the best customers. In doing so, organiza-
tions use gameful design elements to enrich their services in order to influence user 
behavior [62]. For example, clothing stores offer special shop hours for premium 
customers or aviation companies provide special service like lounge entry or food 
selection for frequent travelers. In this sense, the application of gamified services 
could also be used in SQA for attracting experts to share their knowledge. 
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MR6: A user-to-user platform should provide gamified services that lead to 
a new cognitive, emotional, social use of the core offer.  

4.4 Social Network Theory 

User-to-user support is based on knowledge exchange among users and, thus, can  
be considered a social network. Similar to SQA, one important aspect of social net-
works is participation, which goes along with the overall long- and short-term success 
of the platform [63]. Social network operators actively try to foster participation by 
establishing a close connection to the users over various communication channels, 
e.g., notification by email. These notifications have been found useful to increase 
participation in social networks [64]. In order to guarantee a rapid progress in the 
question-answer cycle, i.e., from the initial question until the approval of the best 
answer, a SQA may overtake this principle to provide real-time mechanisms to send 
user notifications.. There are multiple ways how such a feature may be implemented. 
For instance, notification icons that flash when a new answer or a comment is given 
to an asked subscribed question are quite common. Other possibilities to establish 
near real-time communication are notifications via RSS feed or email [65]. 

 
MR7:  A user-to-user support platform should inform the users about 

changes in order to speed up the support process by pointing out re-
cent changes. 

 
Another striving feature of social network is self-regulation. For example, this can 

be achieved by dedicated moderators who can delete or re-categorize questions [29]. 
In addition, the task may also be accomplished by active and encouraged users who 
flag redundant questions or merge them together. Beyond that, normal users, in the 
role of an evaluator, may be provided with the opportunity to report abusive behavior 
[66]. It has been shown, that measures of self-regulation are beneficial in the context 
of SQA sites [67]. Thus, it may be considered as MR for user-to-user support. 

 
MR8:  A user-to-user support platform should implement measures for self-

regulation in order to increase the overall quality of both structure 
and content of the support requests and answers. 

5 Analysis of SQA Tools 

In our analysis of popular SQA, we identified 27 DP. Table 1 summarizes the DP and 
relates them to the formulated MR. An “x” indicates that the DP is used to influence 
user behavior in the corresponding SQA.  

The analysis shows that SQA already apply many DP related to the MR that were 
derived from the kernel theories. However, we argue that not all DP can be trans-
ferred simply to an organizational context without modifications. An analysis of poss-
ible modifications and extensions is presented in the following chapter.   
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Table 1. Overview of design principles used in popular SQA 

MR Design principles SO YA SF QR AP 
MR1 Follow watchlist to enable reuse  x x x  

Reputation bounties to motivate use x     
Integration into work context   x   

MR2 Answers can be weighted x x x  x 
Questions can be weighted     x 
Experts are exposed (e.g., through 
badges) 

x x  x  

Direct communication   x x  
MR3 Pseudonyms as user names allowed x x   x 

Free choice of profile picture x x x x x 
Text fields to provide personal informa-
tion 

x  x x x 

History of user activities x x x x x 
Links to users other profiles (e.g., twit-
ter) 

  x x  

MR4 Direct text messaging   x x  
MR5 Badges x  x   

User level system  x   x 
Point system x x x  x 
Number of contributions in user profile x x x  x 
Leaderboard x x x   

MR6 Privileges for users with more points x     
MR7 Notification icon x x  x x 

Sharing of posts  x x x  
RSS feeds x x  x  
E-Mail notifications x x  x x 

MR8 Question improvement (by another user) x   x  
Answer improvement (by another user) x   x  
Community tagging x   x x 
Report abusive behavior  x    

SO = stackoverflow.com; YA = yahooanswers.com; SF = suc-
cess.salesforce.com 

QR = quora.com; AP = discussions.apple.com 
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Table 2. Additional design principles for user-to-user support in an organizational context 

MR Additional design principles 
MR1 Business process integration 
MR2 Integration with internal knowledge bases 
MR3 Post questions anonymously  
MR4 Direct audio- or video-chat 

Collaboration support (e.g., screen-sharing) 
MR5 Quality emphasis of game-based elements 
MR6 Gamified services combined with real life 
MR7 Integrate with enterprise social media, rather than with 

public social media. 
MR8 Establish user hierarchy  

6 Discussion and Conclusion 

This paper investigated design principles for user-to-user support platforms in an 
organizational context. From four kernel theories, we derived eight MR. By research-
ing public web-based SQA, we found a set of DP that address the MR. Based on our 
analysis, we suggest additional DP for user-to-user support platforms that take into 
account the specific requirements of an organizational context. A summary of sug-
gested design principles can be found in Table 2. 

MR1. The detection of the overall context is necessary to provide knowledge that is 
adapted to user needs [39]. For example, Salesforce puts questions and answers in a par-
ticular context of development. An indirect form of context-awareness is the inclusion of 
follower or watch lists. By putting questions and answers in an entire stream of previous 
issues, users can understand current questions easily and adapt their answers accordingly. 
However, none of the SQA under investigation is embedded in actual working process of 
its users. Each platform is realized as a standalone application forcing users to interrupt 
their actual activities in order to ask questions or provide answers. In consequence, users 
are exposed to media disruptions. While it is difficult to define a comprehensive process 
embedment for public SQA, processes are defined within the context of an organization. 
In order to enable efficiency and decrease the amount of media disruption, we argue that 
such a DP will increase the value of the SQA.  

MR2. All investigated SQA provide access to expert knowledge in the form of 
previous discussion streams. By asking questions open to an entire community, indi-
rect communication between knowledge seekers and experts is enabled. In addition, 
weighing questions and answers enable users to get a quick overview on those com-
ments that are most important or helpful. In organizations, however, many answers to 
questions are already captured in company-wide knowledge repertoires. While none 
of the SQA platforms include such externalized knowledge, the implementation of an 
organizational user-to-user support platform needs to consider existing internal know-
ledge bases enabling users to connect their questions and answers to externalized 
knowledge [43].  
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MR3. Creating answers and questions under a pseudonym is allowed for most of 
the analyzed SQA. However, none of the platforms allowed anonymous questions, 
since users had to register with their name and email address. In an organizational 
setting, anonymity, as a way to lower the barrier for asking questions [54], might be 
even more important, for example, people do not want to appear as incompetent, are 
afraid of mobbing or consequences of critical questions. While there were restrictions 
on user names, for profile pictures no obvious restrictions seem to be in place. Also, 
providing text-fields for self-expression (“about me”) seems to be a standard feature. 
Less frequent was the option to make connections to users other profiles such as Fa-
cebook. Finally, histories of user activities (e.g., recently answered questions) were 
implemented in every platform. For an organizational context, room for self-
expression and showing user activities is also important as this may increase SP and 
subsequently a climate of trust [47]. 

MR4. As SQA are mainly designed for public discussions, little direct communica-
tion measures were implemented. Other than Salesforce and Quora, no platform in-
cluded direct user-to-user text messaging. In both existing cases, there were no fea-
tures for self-expression such as emoticons, choice of fonts or text colors. More ad-
vanced direct communication functions such as video-chat, screen-sharing or remote 
desktop control could not be identified at all. In an organization, such features might 
be more important and used: Colleagues might be more willing to take the effort to 
work through a problem together (e.g., by having a shared-screen session). Credits 
taken and reputation gain is less virtual than in public SQA and might even help in 
being promoted. Colleagues also likely have no motives to harm (e.g., via a remote 
desktop session) [45, 46]. Also, the necessary IT infrastructure (e.g., webcams) might 
be implemented more easily under the lead of an IT department. 

MR5. Besides Quora, all investigated SQA include gameful design elements to in-
fluence user behavior. It can be assumed that most of the badges, point and level sys-
tems are applied to motivate user participation. As public SQA strive for maximum 
participation, an organization should put emphasis on knowledge retrieval, transfer 
and application [37]. Thus, in an organizational setting the adjustment of such game-
based approaches differs from public SQA. In particular, we argue that it must be 
ensured that people do not waste their working time to make contributions without 
value [61], just for gaining reputation in the gameful logic of the SQA. In this sense, 
in an organizational setting, game-based elements should focus more on quality than 
quantity adapted to the needs and goals of organizations and their members. 

MR6. Gamified services in the SQA could be rarely identified in our analysis. This 
is likely due to the fact that public SQA have only a virtual binding to its users, so that 
a provision of real services can also only apply virtually. In an organizational context, 
the importance of the SQA can be enhanced by offering services that tackle the real 
world of contributors. For instance, an organization can award real badges instead of 
virtual ones. Moreover, organizations that want to foster knowledge transfer may even 
grant extra work hours for expert users so that they are relieved from other work du-
ties. Here, the core service of more flexible work hours is enhanced with gameful 
experiences in the SQA that support the user’s value creation [62]. 
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MR7. All analyzed platforms have implemented some DP to point out recent 
changes to the users. Apart from Salesforce, all sites featured notification icons as 
well as the possibility to be notified by email or RSS if new posts or comments are 
added. In addition, several platforms allow users to share content on social media sites 
like Facebook or Twitter. This can be seen as an additional mechanism to keep users 
informed and, thus, to speed up response times and foster participation. However, in 
an organizational context, it has to be argued that this type of social media integration 
is likely to be unwanted by the enterprise as it would encourage employees to check 
their private accounts at work. Here, integrating the newsfeed with internal company 
portals or, if used, enterprise social media, may be more promising. 

MR8. With respect to self-regulation, the platforms under investigation differ sig-
nificantly. While Salesforce and Quora have implemented DP that allow other users 
to improve questions and answers as well as to tag existing posts, Yahoo Answers 
only allows users to report abusive behavior. Salesforce on the other hand did not 
allow for any self-regulation. In an organizational context, this aspect of self-
regulation needs to be carefully considered as users are likely to know each other and 
may also be located on different hierarchy levels within the company. Thus, if user-
names are tracked, this may lead to interpersonal issues affecting the working envi-
ronment. This is highly dependent on the organizational culture. Here, allowing for 
anonymous change requests or assigning dedicated moderators (e.g., from the IT  
department) could help to overcome the issues. 
 
Limitations and Outlook. Our study is beset with several limitations. First, our selec-
tion of relevant theories for the derivation of meta-requirements is not conclusive. 
While we believe that focusing on theories in the context of social interaction is a 
valid approach for identifying important aspects for a user-to-user support platform, 
other theories may have been used which would have led to a different set of MR and, 
thus, DP. Second, we only analyzed a small set of the SQA platforms currently avail-
able online. Therefore, it may be the case that some of the discussed improvements 
and current gaps are already addressed to some degree by other platforms. Future 
studies could target these limitations by incorporating other theoretical perspectives 
and expanding the number of analyzed platforms. In addition, research could focus on 
evaluating the potential of the discussed additional DP (e.g., process embedment or 
collaboration support) to improve the support process. 
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Abstract. Human trafficking is recognized internationally as an extreme form 
of violence against women, children, and men. Despite the fact that human traf-
ficking is universally understood to be a burgeoning social problem, a paucity 
of data and insight into this issue exists. Data analytics has immense potential to 
elucidate trends in complex social data and inform future policy. We undertook 
a design science-inspired research approach to build datasets on human traffick-
ing. Three prototypes are presented that describe the methodologies of human 
traffickers, display correlations between calls reporting suspected trafficking  
activity and various demographic data, and explicate the effectiveness of US 
anti-trafficking funding projects. 

Keywords: human trafficking, sex trafficking, data analytics. 

1 Introduction 

In recent decades, discussions about big data have flooded the popular press and prac-
titioner literature [1]. Big data refers large data sets that cannot be stored and analyzed 
by conventional database technologies. Harnessing big data has immense potential to 
elucidate complex social challenges and allow for effective policy interventions. For 
example, the New York City Department of Environmental Protection effectively 
used big data analytics to address illegal dumping of waste into sewers by restaurants. 
Data on restaurants that did not obtain a carting service certificate was combined with 
geo-spatial location tools to statistically estimate the likelihood of illicit activity – 
allowing city officials to eliminate 95% of illegal dumping [2]. 

Unfortunately, few useable human trafficking datasets are currently available. This 
is concerning given the adverse impact that trafficking in persons (TIP) has on socie-
ty; it is believed that 21 million individuals are currently being trafficked worldwide – 
50,000 of which are in the United States [3][4]. Despite policy efforts to eradicate 
TIP, human trafficking is one of the most lucrative and fastest growing forms of orga-
nized crime; its profits, estimated at $31.6 billion per year, are surpassed only by 
those of drug syndicates [5]. Conviction rates show that the risks of human trafficking 
are lower than the risks associated with trafficking illegal drugs or arms. Human traf-
ficking is expected to surpass drug and arms trafficking in its incidence, cost to hu-
man wellbeing, and profitability to criminals within the next decade [6]. While many 
strategies have been tried to combat the issue of human trafficking, serious headway 
has not been made in terms of lowering the prevalence of TIP. 
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The current research overviews policy and data impediments to analytics and ex-
plains how data fusion can provide insight into human trafficking activity. The re-
search represents initial efforts to develop a regional repository of data on human 
trafficking through a design science-inspired research approach. This data repository 
is the artifact that will eventually be constructed. However, prototype efforts were 
first necessary to understand proper procedures for collection, construction, and anal-
ysis of human trafficking related datasets. Three prototypes are presented that de-
scribe the methodologies of human traffickers, display correlations between calls 
reporting suspected trafficking activity and various demographic data, and explicate 
the effectiveness of US anti-trafficking funding projects. These studies demonstrate 
the ability to mine, fuse, and analyze data from various sources to generate intelli-
gence on TIP on a smaller scale. 

2 Data Analytics and Anti-Trafficking Policy 

Despite the success of big data projects, large scale efforts to collect, store, and ana-
lyze human trafficking data have not occurred. Significant policy related advance-
ments have been made since the turn of the century. However, since policy has rarely 
been informed by facts and evidence, it has been ineffective thus far. For example, the 
Trafficking Victims Protection Act (TVPA) was passed by Congress in 2000 and has 
had its funding subsequently renewed in 2003, 2005, 2008, and 2013; in the decade 
following the enactment of the TVPA, only 600 federal convictions for trafficking 
related crimes were secured – an extremely small number compared to the estimated 
prevalence of such behavior [7][8]. 

Policy can only be effective when information exists to inform policymakers’ deci-
sions. Data is lacking for almost every variable relating to trafficking; data collection 
and research is needed to explore what common methods and techniques are used by 
traffickers to evade detection, why a high demand for exploitative sexual behavior 
with non-consenting victims exists, which industries and locations commonly use 
forced labor, what specific variables or factors place individuals at risk for becoming 
victims of trafficking, and et cetera. While complete eradication of human trafficking 
is unlikely, policy can be designed to mitigate the issue significantly. This goal is 
achievable through context specific research and systematic data collection. 

3 Lack of Data 

The dearth of data, insight, and understanding of human trafficking networks can be 
attributed to four reasons: (1) traffickers operate clandestine networks, (2) victims of 
trafficking do not self-identify, (3) inadequate law enforcement efforts, and (4) lack of 
collaboration and data sharing initiatives. Extant explanations for each reason are 
explored below. 
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3.1 Traffickers Operate Clandestine Networks 

Traffickers’ livelihood depends on successful evasion of authorities, and they work 
tirelessly to avoid detection. There is no single modus operandi or code of conduct 
that human traffickers follow, which makes tracking and prosecuting offenders a chal-
lenge [9].  One federal agent noted: 

 
“Last week we had a case where a juvenile was lured into prostitution by a Face-
book account... these girls use [cell] phones, the Internet … Now everything, all 
the ads are being posted through the Internet. Child prostitution and prostitution is 
occurring from a computer to a hotel room [10].” 
 
Many traffickers use front businesses to conceal their illicit activities. For example, 

40-year-old Milagros Katz, and 17 of his colleagues, were arrested on November 20, 
2012 for allegedly using an advertising firm as a money laundering front for a prosti-
tution ring. The New York based firm, Somad Enterprises, Inc., had ties to human 
trafficking networks in China and South Korea – most of its prostitutes were imported 
from these countries. The organization advertised prostitution services on cable access 
TV, Craigslist, Backpage.com, and in other locations. In addition, the firm offered 
‘sophisticated’ services such as airbrushing and search engine optimization (SEO), 
i.e., a ‘propriety auto-posting system’ was developed to allow for rapid posting and 
alteration of targeted ads for prostitutes and employed techniques to ensure that they 
remained at the top of internet search results. The organization laundered payments 
through a bevy of shell companies offering physical therapy services, business con-
sultancy services, antiques, acupuncture, party planning, and more. Additionally, 
Johns were offered the option to purchase drugs, usually cocaine, along with a prosti-
tute. According to New York Attorney General Eric Schneiderman, “It was quite a 
remarkable enterprise…like the mob goes to business school [11].” 

The same technologies used by traffickers can be harnessed to fight TIP. Data col-
lected from digital technologies constitutes an information trail that can be extremely 
useful for identifying, tracking, and prosecuting traffickers. Tools which gather this 
data from disparate sources and inform law enforcement have enormous potential. For 
example, researchers at the University of Southern California Annenberg Center on 
Communication Leadership and Policy (CCLP), recently developed a prototype soft-
ware designed to detect possible cases of sex trafficking of minors online [12].  The 
software scans popular classified ad sites (e.g., Backpage, Adult Search, MyRedBook, 
and Cityvibe) looking for phone numbers associated with postings across different 
sites. In addition, the software scans for certain words and phrases that are likely to be 
associated with trafficking activity, e.g., terms like “visiting,” “18,” and “new.” It is 
impossible to determine with 100% certainty that illicit activity is occurring, but like-
ly instances of trafficking are displayed. This tool, and similar, should be adopted by 
law enforcement anti-trafficking task forces. 

3.2 Victims of Trafficking Do Not Self-Identify 

Violence inflicted by traffickers on victims is often severe. Rape, beatings, torture, 
assault, humiliations, abuse, degradation, threats, isolation, and physical confinement 
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are common techniques employed by traffickers to break the will of human traffick-
ing victims. Individuals rescued by law enforcement typically have acute physical and 
sexual trauma, mental illness, substance abuse, sexually transmitted diseases, and et 
cetera [8]. 

The Silence Compliance Model catalogues the reasons that victims tend to comply 
with traffickers [14]. Victims remain silent for three primary reasons: (1) coercion, 
victims are scared due to exposure to cruelty, brutality, torture, threats of harm to self 
and/or loved ones, and withholding food or other necessities; (2) collusion, victims 
are in survival mode due to dependence (for emotional, drug, or financial reasons), 
isolation, and brainwashing; (3) contrition, victims feel shame, guilt, culpability, re-
morse, regret, worthless, and abandoned. Furthermore, victims often become subject 
Stockholm Syndrome – a psychological phenomenon in which captives experience 
feelings of empathy and sympathy towards their captors [15]. Lastly, victims often 
will not self-identify out of fear that the criminal justice system will prosecute them, 
particularly if they do not fit the image of a young innocent trafficking victim, e.g., a 
victim who was coerced into prostitution to pay off smuggling debts may be too 
afraid of prosecution to cooperate with law enforcement [16]. 

Underreporting results in extreme difficulties tracking the prevalence of human 
trafficking activity. It limits the ability to gather real-time data on TIP, prevents  
accurate measurement of the problem, and impedes efforts to combat trafficking. 
Organizations have begun to collect data on TIP. For example, SumAll.org, a non-
profit organization which focuses on data analytics services, has begun efforts to 
compile data in the fight against human trafficking. SumAll CEO Korey Lee notes, 
“[t]here’s not a lot of data published out there, given that slavery and trafficking are 
illegal across the world. A lot of this information is locked up in PDF reports, hun-
dreds of pages of U.N. documentation, and what not, so it’s not easily accessible and 
available. So we wanted to transform that and make it a little easier to understand 
[17].” The Minnesota Department of Public Safety completes annual studies of hu-
man trafficking, including information on numbers of arrests, prosecutions, successful 
convictions, number of victims (including method of recruitment and discovery). In 
addition, trafficking routes and patterns are recorded, including states and countries of 
origin and destinations [18].  

3.3 Inadequate Law Enforcement Efforts 

Most law enforcement entities do not collect human trafficking related data. Farrell, 
McDevitt, & Fahy surveyed the chief or highest ranking officer in 3,189 municipal, 
county, and state law-enforcement agencies in a methodical attempt to uncover expe-
riences and challenges that these agencies face when fighting human trafficking [16]. 
Their results show that less than 10% of police agencies investigated cases of human 
trafficking between 2000 and 2006 – the period directly following implementation of 
a Department of Justice (DOJ) program to fund anti-trafficking task forces. Agencies 
which did report investigating instances of human trafficking made minimal efforts; 
only 30% reported investigating both primary types of trafficking (labor and sex). 
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Lack of law enforcement initiative results in a failure to identify and combat in-
stances of human trafficking. Training programs, anti-trafficking protocols and poli-
cies, and assignment of specialized personnel in task forces are common actions that 
law enforcement entities can take to combat trafficking. Training programs, which 
provide officers with vital information needed to identify and respond to instances of 
TIP, have been implemented by 19.7% of law enforcement agencies. Human traffick-
ing protocols and policies, which provide a set of instructions on how officers should 
proceed if they believe that they have encountered human trafficking, have been im-
plemented by 9.4% of law enforcement entities. Assignment of specialized personnel 
to combat trafficking is perhaps the most aggressive approach, and only 5.9% of law 
enforcement organizations have implemented such measures. However, Farrell, 
McDevitt, & Fahy’s research found that the odds of identifying TIP cases increased 
132% when training programs were made available to officers, by 288% when proto-
cols and policies were enacted to guide officer identification and response, and by 
98% when specialized personnel were assigned to combat trafficking [16]. 

In short, valuable data is never collected because law enforcement rarely makes 
human trafficking related arrests. Criminal records, location of crimes, conspirators, 
and other insights into the operations of trafficking syndicates gained through police 
activity can be enormously useful in the fight against TIP. However, even when rele-
vant data is collected, it is rarely coded properly to ensure easy access and sharing. 
Furthermore, centralized databases to store trafficking information are virtually non-
existent. Proper data collection can only occur when law enforcement takes a proac-
tive approach to human trafficking eradication. 

3.4 Lack of Collaboration and Data Sharing 

Federal policy efforts to promote interagency collaboration and TIP data sharing in-
clude (1) the 2005 reauthorization of the TVPA, which called for “an effective me-
chanism for quantifying the number of victims of trafficking on a national, regional, 
and international basis,” and (2) the 2008 TVPA reauthorization required the FBI to 
include TIP data as a Part 1 crime in its annual report [19][20]. However, neither of 
these initiatives has resulted in the development of a comprehensive repository of 
information on human trafficking. Additionally, private sector work to collect human 
trafficking data is lacking. 

Various impediments to collaboration and data sharing efforts exist. Restrictive 
laws and regulations can impede data sharing efforts. However, partnerships are 
emerging around data sharing and analysis. For example, the Polaris Project, a non-
profit organization committed to the eradication of human trafficking, has partnered 
with the United States government to manage the main human trafficking hotline in 
America. Since 2007, the Polaris Project has taken 72,000 calls, connected 8,300 
survivors to support and services, and reported 3,000 cases of human trafficking to 
law enforcement. In early 2013, the Polaris Project announced a partnership with 
Google that will result in the launch of the Global Human Trafficking Hotline Net-
work – an initiative committed to providing support to victims globally and leverag-
ing data [21]. This effort highlights how effective collaboration can result in positive 
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outcomes. However, interoperability challenges are often encountered when strategic 
partnerships are established – data is often coded differently and large IT investments 
are required to allow effective data sharing. Additionally, even agencies that have the 
ability to collect the necessary data (e.g., the intelligence community) have not made 
countering human trafficking a strategic priority.  

4 Research Methodology 

Given the current state of data on human trafficking, we chose to conduct a design 
science-inspired research project. Design science is a problem solving technique that 
seeks to create innovations in information systems (IS) through the development of 
new ideas, practices, technical capabilities, products, et cetera [22][23]. Collectively 
referred to as artifacts, new innovations are developed in an iterative manner – arti-
facts are developed, evaluated, and redeveloped continuously. In this paper we high-
light three prototypes from our ongoing investigation that seek to use data analytics to 
uncover nuances of human trafficking. These prototypes can be considered mini-
artifacts that help to uncover effective approaches to large-scale human trafficking 
database construction – the eventual aim of the research team. 

We began our work by asking the following question: what open data is available 
on human trafficking? Mining the web, we found data on human trafficking news 
stories and cases. In addition, we found datasets that contained details of projects 
funded by the US government to combat human trafficking. Using these datasets, we 
began creating our first two prototypes. The prototypes focused on analytics and visu-
alization of data. Next, we shared our outputs, the visualizations, with a series of 
stakeholder groups. These groups represented policy makers, researchers, students, 
and bloggers. Through feedback received, we iterated our models and visualizations. 
Following this, we engaged with one stakeholder, Truckers Against Trafficking 
(TAT), to analyze their proprietary data. True to the tenants of design science, we 
were able to engage this stakeholder by allowing them to add their design considera-
tions to our existing prototypes. TAT data was integrated with our open datasets and 
novel visualizations and analytics were constructed. Based on the outcomes of these 
projects, we have now begun a more intensive engagement with one of the largest 
regional coalitions against human trafficking. All prior prototypes were shared with 
this stakeholder. In addition, it was the transmission of feedback directly between 
stakeholders (in this case between TAT and the Coalition Group) that enabled us to 
secure their engagement and data. A survey has been sent out to the coalition to begin 
to understand the kinds of data each agency has on trafficking and how data might be 
fused together. To the best of our knowledge, this project will be one of the first at-
tempts to build a regional repository of data on human trafficking. Our work draws 
heavily on design science, albeit in an untraditional manner, to build mini-artifacts on 
human trafficking. While still in progress, our approach provides interesting insights 
on how to tackle data-poor problems through design science approaches. 
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5 Three Prototypes on Data Analytics and Trafficking 

5.1 Human Trafficking News Article Analysis 

This research was a prototype effort designed to explicate the viability of open data 
analytics to explore complex social issues. The project took place over the course of 
two months – August and September 2013. The research analyzed the abundant qua-
litative data which exists on human trafficking to uncover behavior patterns indicative 
of TIP activity. Five hundred articles, sourced from local news stations and online 
newspapers, were identified; an algorithm was designed to select articles published 
after the year 2000 that matched the following keywords: ‘human trafficking,’ ‘sex 
trafficking,’ and ‘labor trafficking.’ Stories were collected from major US publica-
tions from all areas of the country, e.g., the New York Times, The Boston Herald, Fox 
News Chicago, CBS Los Angeles, and et cetera. A coding system was developed and 
each article was assessed to determine if it contained all relevant information, i.e., 
perpetrator and victim demographic information (name, age, and location), venue(s) 
where crime occurred, and background data (prior convictions and occupation). Ar-
ticles which did not contain complete information were discarded. Of the 500 ana-
lyzed articles, 39 cases were identified with complete information. These 39 articles 
were coded into an excel sheet for further analysis. 

The results show that perpetrators generally tend to be in their mid-30’s and 75% 
male. Traffickers often target individuals who are young, of low socioeconomic status, 
and lacking parental support (e.g., in the foster care system, homeless, et cetera). Many 
individuals fall victim to trafficking through the process of migration, e.g., in an attempt 
to secure a better future for themselves or their children, individuals are tricked by traf-
fickers promising education, employment, and prosperity in a foreign country. Victims fit 
the profile of economically disadvantaged individuals lured away by the promise of 
money, shelter, and a better life. The results show that human traffickers generally recruit 
victims through one or more of the following methods: romance, offering material bene-
fits, intimidation, imprisonment, offering legal employment, and international smuggling. 
Traffickers who recruit through using romance or offering material benefits methods 
typically spend time wining, dining, and seducing victims. For example, Roshaun Nakia 
Porter was indicted in federal court on April 30, 2012 after five different women told 
officers that they met Porter on Craigslist or seekingarrangements.com thinking they 
were entering into a monogamous relationship. Porter allegedly spent weeks showering 
the women with gifts and special treatment, before forcing them to turn tricks at a Motel 
6 [24]. Intimidation and imprisonment methods involve threatening victims and detaining 
them against their will by force. For example, Donald L. Perinks was arraigned on 
charges of human trafficking and unlawful imprisonment on July 19, 2013. Perkins alle-
gedly invited women to parties at his house, took them captive, forced them to perform 
sexual acts, and threatened to kill them if they resisted [25]. Offering legal employment 
and international smuggling models are typically used on economically disadvantaged 
individuals in developing countries. Traffickers offer financial incentives to victims  
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willing to relocate. However, when victims arrive at their destination, they are forced into 
slavery. For example, Maximino Morales and Melinda Morales pled guilty on May 6, 
2011 to federal charges of harboring Filipino nationals who they had illegally smuggled 
into the United States. Victims promised decent jobs in the United States, but were in-
stead forced to work under abusive conditions in elder care facilities [26]. 

An analysis of crime location uncovered five primary venues where trafficking ac-
tivity occurs: internet, home, hotel/motel, private businesses, and public locations 
(mostly used in combination). Public location was defined as spaces such as parks, 
rest stops, and streets. Private business described locations that were used as decoys 
for human trafficking operations, e.g., such as spas, massage parlors, restaurants, 
elder homes, farms, strip clubs, et cetera. The Internet was the most commonly cited 
venue; as discussed earlier, traffickers have begun rapidly using mobile technologies, 
social media sites, online classified sites, and other online platforms. However, this 
widespread use of the internet may indicate a bias in reporting designed to incite so-
cial commentary about the rapid growth of the internet. Articles which analyzed in-
ternet use tended to cite their intermediary role; traffickers generally initiate contact 
with victims over the internet, and then invite them to meet at a different location. 

The capability to harness and leverage data from non-traditional sources is crucial. 
Open data efforts, which do not make use of sensitive or protected data, often do not 
require much political clout or resources to begin, i.e., projects can be initiated with-
out first obtaining access to restricted data. Further studies should analyze movement 
patterns of human trafficking between geographic regions. Attention should be fo-
cused on large events, specific highways, airports, and et cetera. It is also imperative 
that the sample size be increased to ensure that conclusions drawn can be generalized. 

5.2 Truckers against Trafficking 

A second prototype study on human trafficking was conducted. This research was 
designed to demonstrate the benefits obtained from combining open data with pro-
prietary data provided by Truckers Against Trafficking (TAT). TAT is a nonprofit 
organization that educates truckers in the United States about how to spot and proper-
ly report trafficking activity. The organization’s mission, taken from its website, is to 
“educate, equip, empower, and mobilize members of the trucking and travel plaza 
industry to combat domestic sex trafficking [27]. This project took place during Au-
gust and September 2013. 

The TAT data, which spans a five year period from December 7, 2007 to September 
31, 2013, describes call trends to the National Human Trafficking Resource Center 
(NHTRC). Location data was recorded for each call the NHTRC received. This location 
data was compared with various open data collected from Bureau of Labor Statistics 
(BLS) and the United States Census Bureau on unemployment, education spending, and 
crime for the year of 2009. The year 2009 was chosen as a midpoint for the 5 year data, as 
the most data was available for that year. Tableau (http://www.tableausoftware.com/) was 
used for analysis and visual representations.  

 



 

 

The results showed a sig
to NHTRC violent crimes 
ployment rate (fig. 3). Add
Hope – a nonprofit dedicat
the strength of their legislat

Fig. 1. Violent crimes p
icon – larger icons indicate
gradient displays the numb
calls). While one might exp
human trafficking related c
these states have lower leve

Fig. 2. Education spendi
calls made to the NHTRC b
ber of calls to the NHTRC i
shown in bigger text. Educ
the map with a green shade
al average, and red shade r
ing. Another positive correl

Fig. 1. Violent c

Fig. 2. Education spending

Data Analytics and Human Trafficking 

gnificant positive correlation between number of calls m
(fig. 1), education spending per pupil (fig. 2), and une

ditionally, calls were compared against grades that Sha
ted to eradication of TIP – assigned to each state denot
tive efforts to combat trafficking (fig. 4). 
per 100,000 population by state is displayed using a g
e more crime and smaller icons indicate less crime. A 
er of calls made to the NHTRC (darker red indicates m

pect high levels of violent crime to be correlated with m
calls, the data show just the opposite in Indiana and Ohi
els of violent crime but receive more calls. 
ng per pupil in each state is juxtaposed with the numbe
between December 7, 2007 and September 31, 2013. Nu
is shown as text relative to the value, with greater spend

cation spending per pupil is displayed as a red gradient
e representing greater spending per pupil, above the nati
representing a lower amount allocated to education spe
lation, though slight, is seen between these two variable

 

crime (icon) and human trafficking calls (gradient) 

 

 per pupil (gradient) and human trafficking calls (text overlay)

77 

made 
em-
ared 
ting 

gun 
red 

more 
more 
io – 

er of 
um-
ding 
t on 
ion-
end-
s. 

) 



78 K. Fedorschak et al. 

 

Fig. 3. Unemployment ra
cember 7, 2007 and Septemb
gradient, with states that hav
ment rate shown in green an
rate shown in red. The text d
– greater number of calls are 

Fig. 4. Shared Hope’s let
within the state. Traffickin
blue states received more p
ple, Texas received a lette
number of calls. 

Fig. 3. Unemployment

Fig. 4. Share

This research demonstra
open data is used in com
this research is that only a s
was never fused into a sing
other research teams. Furth

ate and number of calls to NHTRC is mapped between 
ber 31, 2013. Unemployment rate is shown as a green to 
ve an unemployment rate below the U.S. national unempl
nd states with an unemployment rate above the U.S. natio
displays number of calls to the NHTRC and are relative to 

in larger text, lesser number of calls are in smaller text. 
tter grades denote the relative strength of legislative effo

ng-related calls are displayed on a gradient scale – dar
phone calls. The results are often contradictory; for exa
er grade “B” while simultaneously receiving the high

 

t rate (gradient) and human trafficking calls (text overlay) 

 

ed Hope’s state grades (text) and calls (gradient) 

ates the potential for interesting insights to be drawn w
mbination with proprietary data. The major limitation
small amount of call data was analyzed. Moreover, the d
gle dataset – there is no easy way to share this data w

her research should develop data fusion techniques and b

De-
red 

loy-
onal 
size 

forts 
rker 
am-
hest 

when 
n of  
data 
with 
best 



 

 

practices so that comprehen
and shared. Additionally, co
clusions to be drawn with in

5.3 Do Investments in A

The third project conducted 
anti-trafficking investments 
government spending on an
$185.5 million in 2010. Mo
employ innovative technolog
services to trafficking victim
to enhance detection and e
whether these efforts have re
attempts to shed light on the 

A comprehensive dataset
agencies to combat human 
the annual reports of the US 
on the types of projects fund
collected to quantify traffick
Organization for Migration 
(fig. 5). Fig. 5. This graph d
region for 2010, 2011, and 2
between each year; Europe s
the time period, while traffick

Fig. 5. Recorded hum

Data relating to project 
descriptions, regions, and go
not readily accessible, whic
transparency and data sharin
posed to make data on forei
efficacy. However, no data
Persons was available for a
trafficking project descriptio

Data Analytics and Human Trafficking 

nsive databases consisting of fused data can be construc
ompiling call data from multiple sources would allow c
ncreased confidence levels. 

Anti-Trafficking Programs Pay Off? 

a preliminary analysis of the impact of federal governm
made from 2003-2011. Since the enactment of the TVP

nti-TIP efforts has increased from $31.8 million in 2001
onetary aid is used to support law enforcement agencies 
gies to apprehend traffickers, groups providing rehabilitat

ms, and public awareness campaigns in affected communi
eradication of trafficking networks. However, it is unc
esulted in decreased human trafficking activity. This resea
effectiveness of anti-trafficking spending. 

t was constructed to capture funding provided by US fed
trafficking from 2003-2011. We extracted information fr
Office to Monitor and Combat Trafficking in Persons (G/T
ded to combat human trafficking [28]. Additionally, data w
king activity on a global scale; data from the Internatio
(IOM) was collected and statistically analyzed with tabl
displays the number of recorded human trafficking cases
2012. It is interesting to note the shifts in trafficking acti
saw an overall decline in recorded incidents of trafficking o
king in South/Central Asia increased. 

 
man trafficking cases by region for 2010, 2011, and 2012 

investments, funding agencies, recipient countries, pro
overnance characteristics was then aggregated. This data w
ch is surprising given efforts in recent decades to incre
ng. Consider the case of foreignassistance.gov, which is s
gn aid available for anyone to analyze and measure progr
a from the Office to Monitor and Combat Trafficking
analysis. Using a grounded theory approach [29], US a
ons were segmented into granular categories based on th

79 

cted 
con-

ment 
PA, 
1 to 
that 

ation 
ities 

clear 
arch 

deral 
rom 
TIP) 
was 
onal  
leau 
s by 
vity 
over 

oject  
was 
ease 
sup-
ram 
g in  
anti-
their 



80 K. Fedorschak et al. 

 

investment objectives: rule
protection, advocacy, interve
mization. These categories c
for multiple objectives per p
was used as a control variab
cal stability. Transparency 
proxy to control for level of 
detect high-level spatial and 

Fig. 6. A combination o
changes in funding by indiv
funding by agency over tha
awarded fluctuating amoun
example, the total amount 
2010 and then fell from 20
Department of Labor drasti

 

Fig. 6. Changes in ag

Fig. 7. A

e of law, control for corruption, prosecution, prevent
ention, resource, research, victim support services, and vi
could be applied as primary, secondary, or tertiary to acco
project. The World Bank’s Rule of Law Governance Indic
le and served as a proxy to capture countries’ levels of po
International’s Corruption Perception Index was used a
corruption in the country. Visualization software was use
temporal patterns between key variables.  

of a bar and a line graphs are used. The line graph sho
vidual agencies from 2003-2011. The bar graph shows to
at period. From Figure 7, it is clear that US agencies h
nts of funding to combat trafficking over the years. 
awarded by the US Department of State rose from 20

010-2011. In contrast, the total amount awarded by the 
cally dropped from 2010-2011. 

gency funding (line graph) and total funding (bar graph) 

Aid awarded by region and funding category 

tion,  
icti-
ount 
ator 

oliti-
as a 
d to 

ows 
otal 

have 
For 

008-
US 

 

 



 Data Analytics and Human Trafficking 81 

 

Fig. 7. The amount awarded by region and funding category is shown. USAID has 
made significant investments in victim support services, rule of law, advocacy and 
resource categories in USA when compared with other regions. Significant invest-
ments have been made in prevention and protection categories in Africa. In general, 
significant investments have been made by USAID in resources, rule of law and vic-
tim support services when compared to other categories. Victimization has the least 
amount awarded followed by research and protection categories. 

Based on our research approach, we developed hypotheses to estimate the effect of 
US anti-trafficking investment on countries’ compliance scores in three policy areas: 
prosecution, protection, and prevention. The prosecution principle ensures that the 
member countries punish the traffickers and their allies who have violated the rights 
of victims by enslavement. Protection involves assisting and providing adequate ser-
vices to the victims to regain their freedom and reintegrate with their family to start a 
new life. Prevention capabilities ensure that countries adopt and implement compre-
hensive domestic policies and programs to combat human trafficking. Additionally, 
we also tested the effect of countries’ governance characteristics (rule of law and 
control for corruption) on its capacity to combat corruption. Due to the nature of our 
dependent variables, we estimated a panel ordered logistic regression models [30].The 
hypothesis that US anti-trafficking investments would be positively associated with 
improvements in prosecution, protection, and prevention scores was not supported. 
However, the results did show that rule of law and control for corruption has a signif-
icant effect on Prosecution index. Rule of law has a significant impact on Protection 
index. Rule of law had a significant impact on Prevention index. 

We also conducted analysis at the project level. We found that rule of law and control 
for corruption has a significant impact on investments made in Africa, East Asia Pacific 
and South and Central Asia. Both rule of law and control for corruption were not found to 
be significant in Europe and Eurasia region. However, rule of law (and not control for 
corruption) has been found to be significant in the near east region. A separate model  
has been to know the impact of unemployment on overall3P index as unemployment data 
was found to be missing in most of the project related information. Considering the unem-
ployment variable in the model would have reduced the power of the statistical analysis 
(less data, less power). The Unemployment rate was found to be significant (negatively 
related) in impacting the overall3P index. It was found that rule of law and control for 
corruption have a significant impact on overall3P in investments made on advocacy, pro-
tection, prevention, research and rule of law categories. 

The study’s results have several implications at a policy level. Firstly, dividing in-
vestments into smaller categories gave us more information as to where resources were 
lacking and needed bolstering in an effort to help the anti-trafficking movement. Second, 
the results suggest that to fight trafficking, a country’s governance factors must be taken 
into account. Allocating resources to improve these factors could help in combating the 
issue. Third, the study’s results can help guide economic policy with respect to human 
trafficking issues that have multiple variables (such as rule of law, corruption, etc.) and 
time heterogeneity. The analysis highlights the difficulties in assessing the impact of 
effects of anti-trafficking investments and potential biases that may produce spurious 
estimates. Fourth, the study also created a consolidated dataset of US anti-trafficking 
investment information, removing the issues in analyzing multiple, heterogeneous data-
sets to assess the economic impact of these investments on policy outcomes. 

This study exemplifies efforts to coordinate open data from disparate sources.  
It consolidates various investments made to anti-trafficking efforts, and can inform 



82 K. Fedorschak et al. 

 

policymaker in their efforts to make evidence driven decisions. The research is pri-
marily limited by measurement error, which could arise during any course of a funded 
project. Further research should explore investment data across greater time periods 
and across countries. 

6 Future Analysis 

Efforts to collect data from new sources must be undertaken. Mining data on human 
trafficking from social media sources could prove enormously beneficial. The re-
search team is currently poised to undertake efforts to mine data from Twitter and 
other social media sources to elucidate the conversational dynamics that exist between 
anti-trafficking groups. Initially, we aim to gain an understanding of the structure and 
content of human trafficking tweets, i.e., what hashtags are used, where tweets origi-
nate from geographically, which users post human trafficking content, and other rele-
vant information. Example hashtags: #Human Trafficking, #Child Trafficking, 
#Combat Trafficking, #Counter Trafficking, etc. Once a general understanding of the 
mechanisms behind human trafficking communications on twitter is obtained, data 
could be collected using key search terms consisting of messages/tweets (social me-
dia), relevant information (e.g., economics, number of cases registered, and other 
attributes), and location and temporal information. Location information obtained 
from the data could be linked to the census database to display data spatially. In addi-
tion, information pertaining to socio-economic characteristics such as unemployment 
rate, poverty, income status, et cetera could be obtained and used for analysis. This 
could lead to valuable information regarding the temporal and geographical distribu-
tion of human trafficking, socio-economic profiles, general sentiments held toward 
government sponsored anti-trafficking programs, and etc. 

Several free software packages are being examined that could be used to extract 
data based on our search criteria, e.g., NodeXI and oAuth. Additionally, efforts are 
underway to catalogue collected data into a database. This database, which will even-
tually consist of data from myriad social media sources (e.g., Twitter, Facebook, 
Google Plus, Linkedin, Reddit, etc.), would allow researchers to conduct more in 
depth analyses. For example, search term-specific network analyses would allow for 
more in-depth exploration of certain topics and how they differ from others. 

7 Conclusion 

Design science approaches provide us with an ability to create artifacts in an iterative 
manner through mindful engagement of stakeholders. For social problems, such as coun-
tering human trafficking, this approach can help us make headway through building large 
datasets from the bottom-up. While not perfect, the research process described here 
helped us advance the cause of evidence-driven approaches to combatting human traf-
ficking. As previously stated, the eventual aim of this work is to construct a large scale 
database on human trafficking; prototype efforts were necessary for the research team to 
uncover the best approaches to database construction. The prototypes demonstrate the 
ability to mine data from disparate sources and generate intelligence on human traffick-
ing operations. As a first step, news articles were compiled and analyzed for trends and 
patterns. Second, call data from Truckers Against Trafficking compared with various 
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social indicators and mapped visually in Tableau. Lastly, data on US government anti-
TIP spending was collected and analyzed. Further research is necessary before database 
construction can begin, e.g., research which fuses twitter data with open data could pro-
vide insight into TIP. 
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Abstract. Information systems design must balance requirements of privacy 
and accountability for the good of individuals and society. Drawing from an 
evolving theory of scrutiny, we propose a multi-layer protocol to support the 
rigorous application of privacy rules and accountability rules in sensitive online 
applications. We ground our study in the context of the design and development 
of an eHealth system for psychosocial care. Privacy protections are balanced 
with the need to provide for accountable interventions in well-defined critical 
care situations.  
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“No one shall be subjected to arbitrary interference with his privacy, family, home or 
correspondence, nor to attacks upon his honour and reputation.” United Nations: The 
Universal Declaration of Human Rights [18, article 12]. 

“Information accountability means the use of information should be transparent so it is possible to 
determine whether a particular use is appropriate under a given set of rules and that the system 
enables individuals and institutions to be held accountable for misuse.” Weitzner et al. [20]. 

1 Introduction 

The rise of online communities and social media as a vehicle for large-scale social 
interaction has accelerated the penetration of information technology (IT) into both 
private and professional life [1] Arguably, a significant part of contemporary social 
interaction is mediated by, or planned, using IT. While this evolution of human colla-
boration and social life may be beneficial in many ways, it also suggests a significant 
threat to individual privacy. Two forces fuel the threat to privacy. The first force is the 
growth of IT, which in itself enables increased functional capabilities, storage capaci-
ties, networking connections, and surveillance reach. The second force is that com-
mercial actors find value in information about individuals, causing them to seek ways 
to exploit technological opportunities to collect and capitalize on such information. 
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One’s right to privacy, i.e. to “freedom from unauthorized intrusion” [12], is a hu-
man right as declared by the United Nations as seen in the above quote. The recent 
turmoil caused by former NSA employee Edward Snowden’s leaked details of top-
secret government mass surveillance programs shows the timeliness and importance 
of the online privacy discourse. One way to facilitate privacy is by means of provid-
ing anonymity. The topic of anonymous interaction between peers in an online  
community is at the heart of community design. People tend to behave differently in 
cyberspace than in real life, e.g. say and do things that they would not say or do face-
to-face. This shift in behavior is known as the online disinhibition effect [16]. On the 
one hand, behavior may change in a way that is desired by the community provider, 
e.g. encouraging people to read and contribute to discussion fora. On the other hand, 
anonymity creates a risk of undesired behavior that negatively impacts the community 
provider's intentions, such as bullying or provision of links to buy illegal drugs. There 
are well-known examples of the consequences of unethical online behavior from dis-
cussion fora and online newspapers, such as the closedown of user comments on the 
Engadget forum [21]. Consequentially, the community provider may need to proac-
tively monitor peer activity, identify undesired behavior, and take action when such 
behavior occurs. From the community provider perspective, such actions concern 
accountability, i.e. the means by which to hold people accountable when peer beha-
vior deviates from the norms of the community. 

Information accountability relies on transparency in IS design and use [20]. The 
tension between these two ideals – privacy and accountability – causes a challenge for 
designers to preserving privacy, while at the same time ensuring accountability. To 
address the challenge, we have developed a nascent theory of scrutiny – that is, a 
theory concerned with online interactive environments where privacy is guaranteed 
while accountability must be maintained and easily inspected. In Sjöström et al. [14] 
we conceptualized a supportive environment to maintain anonymity, yet one that 
preserves a meta-level of accountability and control. This paper extends our thinking 
on a theory of scrutiny via the design of a multi-layer protocol for supporting privacy 
and accountability in online applications.   

The paper proceeds as follows. In section two we outline the theoretical back-
ground for the design. In section three, we present the multi-layer scrutiny protocol. 
Section four shows an application of the protocol to systematically scrutinize privacy 
and accountability in an organizational context and thus provides an informed argu-
ment [10] regarding the usefulness of the protocol. Section five concludes the paper. 

2 Background 

2.1 Privacy 

Even though privacy is a well-known concept, it has never been as much in focus as it 
is currently. In addition to the technological development, developments in both the 
commercial and the public sector have given rise to increasing privacy concerns. 
Commercial organizations have identified new means to analyze consumers, and  
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government intelligence exploits techniques to identify threats to society by analyzing 
online activity. Albeit deceptively straightforward, the term ‘privacy’ is not easily 
defined. A value-based definition views “general privacy as a human right integral to 
society’s moral value system” [15, pp. 992–993]. While such a definition is highly 
normative, researchers in Information Systems and other social sciences frequently 
adopt other views, such as privacy as “the ability of individuals to control the terms 
under which their personal information is acquired and used” [4, p. 326]. In this work, 
we subscribe to the normative definition, while still acknowledging that the ability of 
individuals to maintain control of their information is an important consideration in IS 
design. A comprehensive survey and meta-analysis of IS research on privacy can be 
found in Belanger and Crossler [3]. 

2.2 Accountability 

According to ethno-methodologist Harold Garfinkel [5, p. vii], actions that are ac-
countable are “visibly-rational-and-reportable-for-all-practical-purposes”, a notion 
that is at the heart also of information accountability in the context of online psycho-
social care. In keeping with Weber’s [19] classical definition of social action, i.e. that 
human behaviour to which the actor attaches meaning and which takes into account 
the behaviour of others and thus is directed in its course, Garfinkel’s view suggests 
that an accountable IS must keep a record of the social actions performed through and 
by means of the system (both their social grounds and their social purposes) as a 
socio-pragmatic instrument for communication [6].  

Weitzner et al. [20] approach accountability from a web infrastructure perspective. 
They propose three architectural features to be incorporated in the future web to faci-
litate transparency and information accountability.  

• First, policy-aware transaction logs that record “information-use events” are 
required. Such logs should be kept by each endpoint in a de-centralized system. 
The point of the logs is that they facilitate follow-up on information use and mi-
suse.  

• Second, they point out the need for a common framework to represent policy 
rules. Semantic web technology would be the foundation for such frameworks, 
which would emerge through the collaboration of large overlapping communities 
on the web.  

• Third, policy-reasoning tools would support users in understanding how the data 
they knowingly or unknowingly share may be used. Such information would be 
made possible through the policy rule frameworks. 

2.3 Levels of Scrutiny 

Drawing from the literature and our experiences in the design of privacy and accoun-
tability for a psychosocial online system, in [14] we describe four modes of scrutiny 
as shown in Table 1. Scrutiny is an activity that involves various stakeholders who 
engage in different types of action in relation to privacy and accountability.  
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Table 1. Four modes of scrutiny 

Mode Scrutinizer Accountable Activity 
Level 0 
Scrutiny 

Community 
member(s) 

Community 
member(s) 

At the peer-to-peer user level, mitigate commu-
nity behavior that does not conform to the orga-
nizational norms 

Level 1 
Scrutiny 

Staff mem-
ber(s) 

Community 
member(s) 

At the staff-to-user level, mitigate community 
behavior that does not conform to the organiza-
tional norms 

Level 2 
Scrutiny 

Provider 
Management 

Staff mem-
ber(s) 

Log and monitor actions to protect privacy 
concerns and uphold accountability 

Level 3 
Scrutiny 

External 
stakeholders 

Provider 
Management 

Audit organizations to validate compliance 
with legislation and ethics. 

The conceptual differentiation between these modes provides a structure to  
analyze an online system with respect to its capabilities to maintain organizational 
responsibilities and accountability, while protecting individual privacy. A fundamen-
tal preposition is that violation of privacy should be either (i) well-motivated based on 
organizational responsibility, or (ii) accounted for by someone.  

Level 3 scrutiny explains the processes in society that shape and force stakeholders 
to comply with ethics and legislation regarding privacy and accountability. This level 
includes traditional external auditing practices but extends beyond what is legally 
required to encompass also tacit expectations that external stakeholders may impose 
on an organization. 

In order for the organization to respond to such external scrutiny, there is a need 
for Level 2 scrutiny. Such scrutiny requires the organization to stay updated about the 
external requirements, and to setup internal processes to log and monitor use (and 
misuse) of sensitive information about individuals. This level is thus comparable to 
the traditional IT controller function in an organization but goes beyond budgetary 
control to include employee behavior in a wide sense. In order to adequately manage 
such control, the organization needs to monitor legislation changes and externally-
imposed requirements for privacy and accountability. 

Potential misuse may stem from Level 1 scrutiny where staff members monitor 
community activity in a responsible manner in accordance with organizational  
policies and external requirements. Less responsible staff behavior is a case of  
information misuse that should be ‘detected’ in level 2 scrutiny.  

Privacy concerns are also subject to Level 0 scrutiny, which refers to the communi-
ty members’ peer control of, for example, personalization of visibility, their ability to 
block others, and report unauthorized content. Level 0 scrutiny also entails activities 
where community members take some responsibility for the societal discourse, the 
community providers’ privacy policies, and staff behavior. 
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3 A Multi-layered Scrutiny Protocol 

We begin the research process of generalizing our findings to a design theory of scru-
tiny that can be applied to a broader range of IS applications. Here we propose our 
initial understanding of how best to balance privacy and accountability via a multi-
layered protocol based on the levels of scrutiny in Table 1. Scrutiny is an activity that 
involves various stakeholders who engage in different types of action in relation to 
privacy and accountability. Our design experiences allow us to inductively identify 
stakeholders in relation to scrutiny: Societal institutions (e.g. government agencies 
and the media), principals (e.g. community providers), agents (staff operating on 
behalf of principals) and peers (community members). 

3.1 The Scrutiny Protocol Matrix 

Given the above-identified stakeholders, we propose the Scrutiny Protocol Matrix 
(see Table 2) showing possible combinations of scrutinizers and scrutinized stake-
holders. The columns in the matrix show four different types of accountability:  
Societal Accountability, Principal Accountability, Agent Accountability, and Peer 
Accountability. The rows in the matrix correspond to the different modes of scrutiny 
outlined in Table 1, denoted as Level 0 – Level 3. The conceptual differentiation be-
tween mode of scrutiny and type of accountability provides a sophisticated structure 
to analyze an organization with respect to its capabilities to maintain organizational 
responsibilities and accountability in relation to relevant stakeholders.  

Societal Accountability means scrutinization of societal institutions and refers  
to society’s self-sanitizing processes in terms of public discourse and policy develop-
ment related to privacy (Level 3), and community provider managements’ (Level 2), 
staff members’ (Level 1) and community members’ (Level 0) monitoring of laws  
and ethics that concern privacy. What is at stake here is the societal responsibility in 
relation to individuals and organizations. 

Principal Accountability means scrutinization of community providers and refers 
to societal institutions’ scrutiny of community providers’ compliance with applicable 
privacy laws and ethics (Level 3), community provider managements’ self-scrutiny, 
such as assessing that internal processes and policies fulfill stated and unstated priva-
cy requirements (Level 2), staff members’ (Level 1) and community members’ (Level 
0) scrutiny of corporate routines related to privacy and accountability. What is at 
stake here is community providers’, as principals, responsibilities towards societal 
and individual interests. 

Agent Accountability means scrutinization of individuals in their professional role 
and refers to scrutiny of staff behavior by societal institutions, such as law enforce-
ment (Level 3), community provider managements’ monitoring of staff members’ 
privacy behavior in relation to internal policies (Level 2), staff scrutinization of their 
own behavior, such as following checklists (Level 1), and community members’ scru-
tiny of staff interventions in the community (Level 0). What is at stake here is staff 
members’ responsibility in relation to individuals, their employer and society at large. 
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Table 2. The Scrutiny Protocol Matrix 

 
 
Finally, Peer Accountability means scrutinization of individuals in their role as 

community members and refers to scrutinization of individuals by societal institutions 
based on direct access to community interaction data (Level 3), scrutiny of communi-
ty interaction data by community provider management to identify privacy violations 
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(Level 2) and by staff members to identify policy violations (Level 1), and communi-
ty members (a) scrutinization of their peers and (b) actions to manage their own pri-
vacy (Level 0). 

The four modes of scrutiny and their interdependencies outline a systematic proto-
col for accountability management in an organization. From the community provider 
point of view, any situation where privacy is breached in Level 1 scrutiny should be 
justified in keeping with the policies defined in the organization and conform to 
measures required to maintain Level 2 scrutiny, and should be logged for accountabil-
ity purposes. If a Level 3 scrutiny is externally initiated, documentation from Level 2 
scrutiny serves as an important source to account for the organization’s actions, etc. 
What is at stake here is community members’ responsibility in relation to peers, staff 
members, community providers and society at large. 

3.2 Scrutiny Flows 

On an abstract level, the interdependencies between the levels of scrutiny include (i) 
the privacy expectations that flow from higher levels to lower levels of scrutiny, and 
(ii) the information flow from lower to higher levels that enables accountability 
through transparent information use and misuse. We refer to these two flows as the 
privacy expectation flow and the accountability flow. The privacy expectation flow 
signals that stakeholders need to identify and interpret legislation, ethics, and policies 
at higher levels. Stakeholders – through their actions – render information traces that 
may be part of the accountability flow.  

Our design work in the online psychosocial care setting continually highlighted 
trade-offs between accountability and privacy – an example of conflicting desires 
between the individual and the community provider. For the organization, there is a 
need to make balanced and well-informed decisions when to breech privacy [3]. If 
such decisions are done without appropriate reflection, there is a risk that it will de-
crease the community’s trust in the organization. Unsolicited breech of privacy may 
also be against ethical standards or legislation. Therefore, in addition to scrutinizing 
what community peers are doing, there is also a need to scrutinize staff behavior. A 
systematic approach within the organization to manage both Level 1 and Level 2 scru-
tiny maintains the provider’s capability to respond to level 3 scrutiny, i.e. external 
parties auditing the provider’s compliance with legislation and ethics.  

In addition to the flows as such, we propose two concepts to support the analysis of 
scrutiny flows. First, flow awareness, which we define as the knowledge within one 
stakeholder category about the meaning attached to the flow by individuals in the 
other stakeholder groups. Second, flow disruptions or ‘flow flaws’, which refer to 
disturbances in a flow preventing relevant information from propagating to subse-
quent levels of scrutiny. 

3.3 A Model of Level 1 Scrutiny 

The scrutiny matrix renders several questions about how to understand each level of 
scrutiny and well as their interdependencies. Here we elaborate further on Level 1 
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scrutiny performed by staff (Figure 1). Scrutinizing the activities in an online com-
munity is based on content scanning, which requires content access. Through scan-
ning, staff may detect an anomaly that needs to be mitigated by corrective action. 
Such actions are performed to maintain stakeholder responsibility. Examples of 
corrective actions include blocking a forum post, banning a user from a community, 
or banning contributions to the discussion. Corrective action may require actor 
access. In some cases, the actor pseudonym is sufficient, e.g. when informing a com-
munity member about a rule. In other cases, the true identity of the actor may be re-
quired, e.g. when a community member violates legislation. In such cases, it may 
threaten individual privacy. From a provider’s point of view, the model suggests that 
responsibilities should be clarified, and that ‘anomalies’ in the content that may 
threaten the organization, need to be mitigated. In the analyzed case study setting 
expanded in the next section, the moderator manual is an example of a design impli-
cation of this view. 

 

Fig. 1. An emerging model of level 1 scrutiny 

4 Scrutiny in the U-CARE System 

In this section, we briefly describe the U-CARE system as embedded in practice, and 
make some initial observations on how the scrutiny protocols are applied at various 
levels of stakeholder responsibility.  

4.1 The Research Program 

The system under study was designed and developed as part of a large multi-
disciplinary research program titled U-CARE. A major component of the project was 
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the implementation of a complex software system for online psychosocial care. The 
program involves researchers and practitioners from psychology, medicine, informa-
tion systems, caring sciences, and economics.  

The research program aims at supporting people with potentially lethal somatic 
diseases to cope with posttraumatic stress caused by their diagnosis, which may lead 
to depression and anxiety. Such stress may also have a negative impact on the treat-
ment of the somatic disease. For example, a depressive state may cause a patient to 
engage in less physical activity, develop sleeping problems, or forget to adhere to 
their medications. Internet-based self-help has proven effective for psychiatric disord-
ers as well as for promotion of healthy behavior [2, 13]. It is promising both with 
regard to treatment efficacy and cost, by using less therapist time per effectively 
treated patient compared to face-to-face therapy [17]. 

The intended online support is based on a stepped-care strategy, which means that 
patients with mild depression or anxiety are directed to a self-help program, while 
patients with more severe depression or anxiety are offered a treatment program based 
on cognitive behavioral therapy (CBT) [13]. On top of this, patients become part of an 
online community, allowing them to interact with peers in discussion forums, online 
chats, and through internal messages.  

4.2 Stakeholders and Privacy Concerns in U-CARE 

The design of the U-CARE software system focused on issues related to information 
accountability, privacy, and anonymity. There are four different types of user-created 
content in the system: Forum threads and forum posts, public and private chat mes-
sages, internal messages (between peers), and public diary entries. Each type of con-
tent is subject to scrutiny, since others may view it. All users – staff as well as patients 
– are informed about the extensive logging of actions that takes place in the system, 
as well as the ‘netiquette’, i.e. the rules of conduct in the community. The stakehold-
er-oriented discussion below outlines at a high level privacy concerns in the U-CARE 
context. 

Peers. From the perspective of individuals, privacy needs to be protected. Sensitive 
data must not fall into the wrong hands. Data should only be used for treatment, and 
(if informed consent is given) for other well-specified purposes. Implications for de-
sign include a need to adopt state-of-the-art technology and practices to ensure that 
data are well protected. Authentication and authorization schemes are necessary to 
appropriately allow access to data. De-identified data and personal identities should 
kept separate in order to increase security.  

Agents. Health staff (e.g. therapists) needs to be able to provide care, insofar as possible 
without accessing the personal identity of the patients. However, when there is a risk for 
suicide or self-destructive behavior, there may be a need to ’breech’ anonymity to take 
appropriate action to get in touch with the patient. For design, this means that most care-
giving activities are performed with preserved anonymity for the patients. However, there 
is a need to be able to breech anonymity under certain circumstances. 
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Principals. As healthcare managers and decision makers, there is a need to explore 
the benefits of new technology, while at the same time maintaining the interests of 
individuals and professionals. An implication for design is that we need to facilitate 
follow-ups of privacy breeches to promote accountability. This motivates a logging of 
patient as well as staff action – and potential misuse of information in particular.  

Societal Stakeholders. Several external stakeholders influenced the design process. 
First, each randomized controlled trial within U-CARE is granted approval from an 
ethical approval board with members appointed by the Swedish government. The 
objective of the board is to assess whether the societal value of a research initiative 
outweighs the potential negative impact (including privacy concerns) on individuals. 
Second, design deliverables (technology as well as practices) need to comply with 
legislation and ethics. An implication for design was that regulations from govern-
ment agencies (e.g. the Swedish National Board of Health and Welfare and the Swe-
dish Data Inspection Board) and legislation were scrutinized to promote a design 
compliant with those regulations. 

4.3 Scrutiny Flows in U-CARE 

In this section, we illustrate the privacy expectation flow and the accountability com-
pliance flow in the U-CARE practice. We adopt the concepts and relations from our 
model of level 1 scrutiny to structure the presentation.  

 
Privacy Expectation Flow. There is a vivid public discourse on issues related to 
privacy. Several cases of misuse and inadequate software design in the health context 
were exposed in Swedish media over the last few years. U-CARE as a community 
provider aims at high compliance with laws and regulations regarding information use 
and privacy. The Swedish Data Inspection Board – or other societal institutions – may 
initiate scrutiny of the organization. Given privacy expectations from societal institu-
tions, legal and ethical aspects of management of participant data are continuous  
concerns, radically affecting the software design as well as managerial routines.  
Examples include the way participant data is logged and accessed, the adoption of 
two-step authentication for participants, role-based privileges to access information, 
and organizational and technical solutions to strengthen information security.  

The privacy expectation flow also includes communication from U-CARE as a 
principal to staff and patients. Internal access policies are provided to staff to guide 
their work (i.e. content scanning and corrective actions), as well as information  
use policies and ‘netiquette’ communicated to patients. Psychologists, researchers, 
and health staff developed a ‘moderator manual’ (Table 3) describing problems  
(anomalies) that may occur that require staff scrutiny of peer activity. For each prob-
lem, there is a suggestion how to address the situation. In total, it consists of 15 ano-
malies, including pornographic content, insults, hate speech, advertising, propaganda 
et cetera. These anomalies represent four categories: Rule violations, medi-
cal/therapeutic claims without or contradictory to evidence, negative spirals, and  
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Table 3. Excerpt from the moderator manual 

Anomaly Example Corrective action(s) 
Self-
destructive 
or violent 
tendencies 

A discussion revolves 
around self-destructive 
or suicidal thoughts. 

Immediately contact the responsible therapist(s), 
who will in turn breech privacy to get in touch 
with the patient(s). Remove the content. 

Respect for 
others 

The real name of another 
participant is exposed in 
a public discussion. 

Remove the content with a comment why it was 
removed. Write an internal message to the subject 
stating that it is not allowed to reveal the identity 
of other patients. 

Promotion 
of illegal 
activity 

A patient recommends 
illegal drugs and how to 
purchase them on the 
Internet. 

Remove the content. Send internal message to the 
subject informing stating that illegal activities may 
not be promoted in the community. Contact the 
police in case there is reason to believe that someone 
is in danger. 

destructive tendencies. Explicit rules for privacy breeches serve as instruments to 
balancing privacy and accountability requirements. In this case the organization’s 
goal is to offer an anonymous environment that should promote people’s health and 
healthy behavior. Each anomaly should be understood as a deviation from what is 
desirable based on a stakeholder responsibility. The anomaly may lead to undesired 
consequence(s) for stakeholder(s). The negative spirals, for example, may lead to less 
healthy behavior, which contradicts the organization’s goals as a caregiver. 

Accountability Compliance Flow. While peer activity in a community may peak 
during non-office hours, there is a need for a filtered content access that supports staff 
in interpreting recent activity. Figure 2 shows the ‘community monitor’, i.e. the user 
interface for content scanning.  

The bar chart at the top indicates the total amount of interactions per day. Below is 
a form to filter activity based on various parameters: Sender, recipient, keyword, mes-
sage type, et cetera. An abuse detection function based on keyword scanning provides 
additional support to staff. Any message that contains abuse keywords is highlighted. 
Severe keywords – such as “suicide” – are more emphasized than the message in the 
example, based on a classification of keyword severity. In addition to the monitoring 
performed by staff, community peers are in control of their own communication. 
They may report forum posts, block other users, and personalize how they wish to 
display their profiles. They may also set their visibility to ‘visible’ or ‘hidden’. In the 
latter case, no other users can see that they are online. 

As shown in Table 3, corrective action does not always require the organization to 
reveal the personal identity of the patient. When identity is revealed, there is a clear 
rationale for it based on the organization’s responsibilities. It is, however, feasible for 
staff to breech privacy at any given time. Any privacy breech will be logged, and the 
organization has setup routines to scrutinize breeches. The IT coordinator has the  
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5 Conclusion  

In this paper, we have drawn on our experiences in performing software systems de-
sign in the domain of online psychosocial care to develop and propose a theory of 
scrutiny. The theory addresses the relationships between accountability and privacy, 
explaining how these concepts relate to the interdependency between four modes of 
scrutiny. We have proposed an initial representation of the theory in the form of a 
multi-layered protocol that assigns clear responsibilities among peers, agents, man-
agement, and external stakeholders in an on-line community.  The protocol supports 
a fuller understanding of the two key flows of privacy expectations and accountability 
and their points of communication and potential disruption. 

The current version of the theory is a generalization from a single case study [11]. 
The current empirical setting – online psychosocial care – has served well to explore 
the problem (due to the sensitive character of personal information). It is, however, 
easy to find other settings where a community provider needs to relate to both ac-
countability and privacy. Without elaboration, we argue that the theory of scrutiny 
would make an interesting foundation to inquire into communities of e-learning (e.g. 
MOOCs), online news, criminology, and scholarly peer review. Community providers 
in these example settings face similar situations where they provide an environment 
exposed to and threatened by social and technical vulnerabilities, which resonates 
with the purpose and scope of the theory. 

Future work will include a more detailed analysis of implications for design 
through a systematic appropriation of meta-theorizing literature in design science 
research [7–9].  
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Abstract. This study presents both a rationale and a method for conducting 
conceptual design science research (DSR) that creates abstract and untested me-
ta-artifacts. The DSR paradigm is centered upon a design-evaluate dynamic, in 
which designs are not only created but also put to the test in working environ-
ments. Yet there are occasions where the initial design theorizing is so challeng-
ing and complex as to warrant a contribution in its own right. Thus, a method is 
proposed for the design of meta-artifacts, based upon the systematic analysis 
and synthesis of existing artifacts. This method is demonstrated in the design of 
a meta-artifact for a novel crowdfunding platform that accommodates the pre-
purchase of information and communication technology hardware products and 
services from businesses of all sizes, including medium-to-large enterprises.  

Keywords: Design Science, Evaluation, Meta-Artifact, Theory-in-Use,  
Crowdfunding. 

1 Introduction 

Several decades have passed since scholars began calling for design-oriented ap-
proaches to Information Systems (IS) research [e.g. 37, 41, 55]. Since then the con-
cept has matured significantly and numerous perspectives have been put forward as to 
how such research should be performed, including approaches that emphasize the IT 
artifact [30], approaches with a theoretical emphasis [26], approaches that seek to 
align design with existing action research techniques [49], and approaches that em-
phasize the pragmatism of a design-orientation [24]. Yet despite variations in focus, 
there has also been significant convergence between different frameworks into one 
cohesive design science research (DSR) paradigm [31, 58]. This convergence helps to 
create a unified paradigm that allows more reliable positioning and evaluation of the 
various types of contributions made by DSR studies [27]. Central to this unified para-
digm are two recurring concepts, namely the role of embedded theory in design [c.f. 
32, 47] and the importance of the evaluation of an IT artifact [c.f. 29, 46]. This study 
focuses on the latter of these concepts, specifically on the occasions where DSR theo-
rizing can be undertaken without evaluation of an instantiated artifact. 

With regard to the role of embedded theory in design, several levels of assumptions 
have been identified that lay the foundation for domain-specific instantiated designs. 
This includes generic ‘kernel theory’ from academia and practice that acts as a broad 
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conceptual lens for design [38, 55], the underlying explanatory models of target sys-
tems that describe causal relationships between technological and behavioral compo-
nents of a target system [5, 33], and the abstract repeatable prescriptive design theory 
that the IT artifact uses to manipulate these technological and behavioral components 
[23, 26]. These layers are not always individually discussed in DSR studies, yet each 
may contribute to the design in some implicit or explicit way [21].  

The second concept is the importance of the evaluation of instantiated artifacts in 
DSR, which is typically contrasted with theory-testing dynamic of traditional para-
digms [e.g. 19, 30]. This evaluation component is especially important in the context 
of DSR because of the aforementioned layers of theoretical assumptions that comprise 
a design. These layers of assumptions present numerous opportunities for errors in 
theorizing, which a rigorous and contextually-meaningful evaluation may bring to 
light [46, 53]. Indeed, such is the nature of design that we often expect our at least 
some of our initial design features to fail, meaning we need to iteratively and repeat-
edly test designs within an actual environment to theorize reliably when adopting a 
DSR approach [29, 51].  

Some scholars argue that the rigor with which an IT artifact is evaluated is what 
differentiates DSR from non-academic activities such as consultancy [44, 58]. Yet an 
absolute and unbending requirement for the rigorous evaluation of IT artifacts may be 
problematic, as Iivari [31, p.50-51] describes: 

“there are two options to demarcate Information Systems as design science from in-
ventions by practitioners. The first is to accept that there is no constructive research 
method that distinguishes the two, but that the difference lies in the evaluation… 
This is one option, but it easily leads to reactive research in which Information  
Systems as a design science focuses on the evaluation of existing IT artifacts rather 
than on the building of new ones… The second option is to try to specify a reasona-
bly rigorous constructive research method for building IT artifacts… I would expect 
that this would make Information Systems as a design science more proactive,  
attempting to lead the evolution of IT and not merely react to it.” 
This study builds on this proposition, namely that there are situations where un-

tested meta-artifacts, if designed appropriately, can present relevant and innovative 
contributions that pre-empt significant industrial developments. The next section 
looks at when such an approach may be appropriate, namely those situations where 
design theory and meta-artifacts are useful, yet their instantiation and evaluation is not 
feasible. Following this, a method is proposed for creating meta-artifacts in a syste-
matic and rigorous manner. Finally, this method is demonstrated in the development 
of a meta-artifact for a novel crowdfunding platform to support the pre-purchase of 
Information and Communication Technology (ICT) products from producers of all 
sizes, including medium-to-large enterprises.  

2 The Role of Conceptual Research in the Theorizing Process 

Just as in DSR, the importance of testing theory in traditional paradigms is well-
established [c.f. 45]. Yet within traditional paradigms it is accepted that theorizing is a 



 Conceptual Design Science Research? How and Why Untested Meta-Artifacts 101 

 

gradual process, and that much of what is reported in a single study represents a snap-
shot of some theory’s ongoing development, rather than a finished product [c.f. 57]. 
Hence, purely conceptual (i.e. non-empirical) research has been common among pub-
lished IS research in recent decades [11, 16, 28]. Despite the lack of empirical testing, 
many of these purely conceptual studies offer significant contributions by synthesiz-
ing vast bodies of existing literature and/or offering radically new insights about some 
phenomena [e.g. 2, 14, 39]. Due to the scale and scope of the conceptual work per-
formed in these studies, it is accepted that a sufficiently large step in the theorizing 
process has been performed, for which the lack of an empirical component is accepted 
as a reasonable limitation. The theorizing process in design-oriented studies is argua-
bly more complex than that of traditional approaches, due to the need to not only 
understand the world as-is but also any number of possible new states [c.f. 51]. Thus, 
there are also likely to be many DSR studies where the initial theorizing process is  
so conceptually demanding and rich as to represent a significant contribution in its 
own right.  

There is another more fundamental reason why DSR studies may seek to conduct 
purely conceptual theorizing work. Unlike traditional approaches which seek to test 
theory by observing an artifact or class of artifacts in use, DSR studies also seek to 
build such artifacts. This allows DSR studies a number of capabilities, such as the 
ability to introduce genuinely novel artifacts into industry as well as to test causal 
relationships in real world situations [32, 58]. It also presents new demands on the 
resources of DSR scholars, who must commit time and effort into build activities that 
are not required for those operating in traditional paradigms [6]. More importantly, 
the development of some artifacts is simply not feasible with the resources available 
to most researchers. On one hand, this may be due to a lack of the financial, technolo-
gical, or personnel resources that are available to businesses operating in the target 
domain. On the other, it may be because the artifact is future-looking in a way that 
means the technological or infrastructural resources required to build it are still 
emerging, thus not yet mature enough to implement. This is illustrated in Figure 1.  

The first issue can be addressed in some instances by partnering with industrial ac-
tors. This assumes that such an opportunity presents itself, that the expectations and 
goals of partners are manageable, and that the industrial partner maintains sufficient 
flexibility to allow sufficient rigor to be maintained in design and evaluation. Such 
opportunities do periodically arise for researchers who maintain high levels of indus-
trial contact. Unfortunately, the second issue is more difficult to address. This 
represents a significant limitation of the DSR paradigm, which as a consequence is 
left incapable of design theorizing that pre-empts radical future technological or infra-
structural developments. Such design theorizing may be highly relevant to practition-
ers operating in affected markets, as findings could be considered at the earliest stages 
in the development of their future products and services.  
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Fig. 1. The set of possible IT artifacts according to available resources  

Thus, there are two instances where purely conceptual design may offer valuable 
and relevant contributions to IS, both of which reflect occasions where the novelty of 
the meta-artifact is particularly high. These are (1) when the scale and scope of  
design theorizing makes the initial stages of design theorizing unusually complex (2) 
when the resources required to build and evaluate an instantiated artifact are not yet 
available.  

3 A Method for Conceptual Design Science Research  

With the ‘why’ in place, attention can now be turned as to ‘how’ appropriate meta-
artifacts could potentially be developed. Note that this is not intended as a single me-
thodological solution but rather as the exploration of one possible approach to injecting 
rigor into initial design theorizing in the absence of the capacity to instantiate and eva-
luate a situated artifact. Non-empirical studies in traditional paradigms do this using a 
range of techniques to compare and contrast existing research relating to the problem 
area [54, 56], as well as to analogize with better-understood phenomena in other fields 
or disciplines [52]. The techniques allow researchers to identify theoretical constructs 
and relationships in existing literature that describe phenomena relevant to the depen-
dent variable being studied. Such constructs and relationships can then inform the crea-
tion of some new theory on the basis of deductive reasoning processes. 

This presents an interesting problem if conceptual DSR studies are to adopt a simi-
lar approach. The novelty of the meta-artifact being developed means that existing 
artifacts studied by descriptive research will differ from it in fundamental and non-
trivial ways. Hence, any attempts to theorize on the basis of such descriptive research 
cannot be presumed to be reliable. Similarly, comparable DSR studies will, assuming 
the adoption of this method is appropriate, be unlikely to cover the breadth of the 



 Conceptual Design Science Research? How and Why Untested Meta-Artifacts 103 

 

behavioral outcomes of the meta-artifact. Put differently, an approach to theorizing in 
DSR studies based purely hypothetico-deductive logic may not appropriate in the 
absence of complementary abductive and inductive reasoning [19].   

One possible solution to this problem is to leverage an assemblage of existing arti-
facts that manifest subsets of the desired behavioral outcomes for the meta-artifact 
being designed. Such behavioral outcomes can then act as ‘meta-requirements’ to 
guide the overall design [c.f. 55]. This parallels with traditional literature reviews, 
where searches are often bound within the context of some dependent variable(s), 
which dictates whether literature is relevant to the review being conducted [35].  

Where the meta-artifact varies from existing artifacts in terms of scale and scope, 
this assemblage of artifacts may fall within similar classes, in the sense that they may 
address related problems in related domains. Where the meta-artifact pre-empts some 
technological or infrastructural developments, these artifacts may be assembled across 
more varied classes. For example, a meta-artifact for some large scale online commu-
nity may be informed by analyzing a range of existing online communities demon-
strating subsets of the desired behavioral outcomes. Conversely, a meta-artifact for an 
online community browsed by users using 3D virtual reality headsets may not be able 
to rely upon closely related artifacts, as they may not capture all of the desired beha-
vioral outcomes. Instead, an analysis may need to be informed by existing online 
communities in combination with virtual world artifacts, motion sensor artifacts, gam-
ing artifacts, etc.  

The next step in the literature review process typically involves conceptualizing the 
topic by investigating the factors that contribute to the core phenomena being re-
searched [e.g. 4, 13, 18, 54]. These can then be compiled into a concept matrix to 
determine relationships between constructs and help construct a theoretical model 
[56]. That approach can also be applied to the construction of a meta-artifact, where 
specific design features can be treated as independent variables and the instantiations 
of design principles. Where behavioral outcomes differ between existing artifacts, the 
design features of those artifacts can be contrasted to identify the elements of design 
contributing to different behaviors. This is illustrated in Figure 2. 

The design features described may represent the technological and infrastructural 
characteristics of artifacts, i.e. the ‘design product’, or procedural characteristics of 
the development method, i.e. the ‘design process’ [c.f. 26, 55]. Analysis of the former 
may be more straightforward in the context of complete and situated artifacts devel-
oped by industrial practitioners. Yet the process by which design features are devel-
oped and introduced can have a significant impact on the outcomes of those features, 
meaning this development process may also need to be considered in some instances. 
Thus, in addition to looking at the static features of a design, in such cases researchers 
may also benefit from leveraging available historic data and observable trends con-
cerning how these features were implemented.  

This process is summarized as follows: 

a) Identify the set of desired behavioral outcomes for the design 
b) Identify a range of existing artifacts that, when taken together, capture the 

desired set of behavioral outcomes 
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c) Identify the differentiating technological, infrastructural, and procedural 
characteristics of the selected existing artifacts 

d) Analyze the relationships between these key design features and associated 
behavioral outcomes and formalize this in the form of a meta-artifact  

 

Fig. 2. The identification of suitable design features from existing artifacts 

This method bases the design of the meta-artifact on design features used in exist-
ing artifacts, rather than relying solely upon theoretical descriptions of artifacts. The 
method shares some of the characteristics of a competitor analysis. However, instead 
of analyzing existing artifacts to determine the value of some behavioral outcomes, 
we are analyzing existing artifacts to determine the relationship between those beha-
vioral outcomes and key design features. The method also shares some of the basic 
concepts of a literature review, however it differs in several important ways. Firstly, 
the unit of analysis in a literature review is typically a theoretical component describ-
ing some artifact(s), rather than the artifacts themselves. Secondly, these theoretical 
components are typically linked together by some descriptive, rather than prescriptive 
relationships. By targeting artifacts directly at a prescriptive level, we can afford de-
sign a greater abductive component and reduce the conceptual burden of translating 
descriptive findings to prescriptive theory (although complex theorizing may still be 
required to translate design practices across domains). This can then be triangulated 
with deductive reasoning that uses existing descriptive theory to hypothesize about 
the underlying causal mechanisms between identified design features and behavioral 
outcomes. Such triangulation allows opportunities for theoretical convergence to sup-
port the meta-artifact, as well as conflicting or tenuous assumptions to be identified.  
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The next section demonstrates how this method could be instantiated in the context 
of a novel crowdfunding platform.   

4 An Example of Conceptual Design: A Crowdfunding 
Platform for Medium-to-Large Businesses  

Crowdfunding is a phenomenon that has emerged in the last number of years, in 
which individuals use web platforms to collectively donate money to other individuals 
or organizations [c.f. 36, 42, 50]. This can take the form of peer-to-peer lending or 
equity investment, or charity, or it can take the form of project-based ‘patronage’ 
[17]. The last of these has received particular attention in IS literature recently [e.g. 7, 
9, 59], due in part to the growth of platforms such as Kickstarter.  

The platforms that enable project-based crowdfunding share the same basic  
dynamic, i.e. donors give to specific projects in return for some reward linked to the 
development of the project. Yet the nature of the different platforms and the types of 
projects they attract differ greatly. For example, while Kickstarter, Indiegogo, and 
RocketHub are all positioned as revenue-generating tools for start-ups and small busi-
ness ventures, a comparison of the three platforms shows that the focus and character 
of each platform varies [c.f. 20]. Kickstarter and RocketHub promote their platforms 
as a means of supporting creativity, and consequently draw a user base that responds 
to novel technological and artistic artifacts. More recently, RocketHub has diverged 
from this focus by partnering with A&E Networks to emphasize the entrepreneurial 
aspect of the platform and allow greater exposure for the individuals and businesses 
behind specific projects [12]. Indiegogo on the other hand describes itself as a means 
of donor empowerment and as a vehicle for projects of passion. Hence, Indiegogo 
attracts more activism and ideologically-motivated projects than the other two plat-
forms. This theme is also similar to that of the emerging platform FundAnything, 
which emphasizes not only business ideas, but also personal causes, medical  
expenses, tuition, celebration, etc. 

4.1 Identify the Set of Desired Behavioral Outcomes for the Design 

One feature of these leading crowdfunding platforms is that they each explicitly target 
the funding of projects put forward by individuals, start-ups, and small businesses, 
rather than those of established medium-to-large corporations. This is interesting, as 
many projects on these platforms seek to attract funding with economic incentives, 
most notably by rewarding donors with the product or service being funded once de-
velopment is complete [15]. In such circumstances, donations acts as a pre-purchase 
of goods, which afford economic benefits to the creator, specifically the capacity for a 
pull-based inventory and inexpensive marketing, [8, 1] and could so also benefit do-
nors by allowing them to purchase these products more cheaply than in standard mar-
ketplaces and keep up to date with new developments.  

Thus, the crowdfunding of products and services from medium-to-large companies 
Information and Communication (ICT) hardware and software producers such as 
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Samsung, Apple, IBM, etc. has the potential to benefit both producers and consumers. 
Yet the absence of any established crowdfunding platform that actively seeks to ena-
ble this form of crowdfunding suggests that coming up with an appropriate design that 
generates real value is not trivial. As the implementation of such a platform is likely 
to require a scale of resources not readily available to full-time researchers, this 
represents a suitable opportunity to demonstrate the method for conceptual DSR.  

In order to obtain the economic benefits described, the desired behavioral out-
comes for the meta-artifact are three-fold (1) The platform must facilitate pre-
purchase motivated users, rather than philanthropic or altruistic donations (2) The 
platform accommodate the crowdfunding of information and communication technol-
ogy (ICT) products and services, and (3) The platform must facilitate high levels of 
interaction between funders and project coordinators.  

4.2 Identify a Range of Existing Artifacts That, When Taken Together, 
Present the Desired Set of Behavioral Outcomes 

In addition to the four platforms already discussed, several other project-based crowd-
funding platforms have emerged with different approaches, typically specializing in 
some creative domains. For example, PledgeMusic is a ‘direct to fan’ platform in 
which artists seek the finances necessary to produce music or music-related products, 
such as books and tickets to live events. Core crowdfunding dynamics are also sup-
ported by traditional retail dynamics by which artists can sell released work to fans. 
Pozible is similar, dedicating itself to the crowdfunding of creative and artistic 
projects, including music, film, books, paintings, and theatre. Taken together, these 
six crowdfunding platforms manifest the desired behavioral outcomes. In terms of the 
prevalence of pre-purchase-based rewards, this is most common on the specialized 
music/art platforms, particular on PledgeMusic, where pre-purchase dynamics are 
ubiquitous.  These dynamics can also be seen frequently on both Kickstarter and 
RocketHub, though many projects prefer other types of rewards, such as accompany-
ing paraphernalia and accreditation. Pre-purchase is least common on Indiegogo and 
FundAnything, in which rewards are often purely philanthropic, humorous, or social 
in nature.  

In terms of the prominence of crowdfunding campaigns for ICT products and ser-
vices, each of the four generic platforms includes a large number of high-end technol-
ogy products within dedicated technology sections of the websites. For Kickstarter 
and RocketHub, this subsection represents a standalone subsection of the website, 
whereas for both Indiegogo and FundAnything the technology section is embedded 
with ‘entrepreneurial’ and ‘business ideas’ sections, respectively. Unsurprisingly, for 
both PledgeMusic and Pozible the prominence of ICT products and services is low, 
although the technology section included on Pozible does include some related items, 
such as headphones and smartphone applications.  

Lastly, the interactivity of all of the crowdfunding platforms is high. For each plat-
form, creators are encouraged to maintain a profile, leave regular updates, and answer 
comments and questions presented by potential or actual donors. However, campaign  
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organizers on PledgeMusic and Pozible are also encouraged to build a relationship 
with donors by offering additional bonus content, uploading videos that show how 
production is progressing. In the case of PledgeMusic, this also often involves upload-
ing portions of completed music prior to full release.  

4.3 Identifying the Differentiating Technological, Infrastructural, and 
Procedural Characteristics of the Selected Existing Artifacts 

Four key differentiating technological, infrastructural, and developmental characteris-
tics are evident in the sample of six crowdfunding platforms, namely (1) The funding 
scheme used (2) The manner in which the platform collects fees (3) The theme-
specificity of projects seeking funding, and (4) The capacity for anonymous dona-
tions. A fifth characteristic arguably exists concerning whether the rewards offered to 
donors vary according to the level of donation. However, as all of the sample plat-
forms rely upon a tiered system of rewards, this characteristic is not relevant.  

As described already, the theme-specificity of Kickstarter, RocketHub, Indiegogo, 
and FundAnything is low, as projects are funded across a wide range of domains. 
Pozible is more specific than the previous four platforms and maintains a predomi-
nately artistic focus. However this distinction is less in recent times, during which 
Pozible’s scope has broadened to also include boutique food producers and even 
scientific research. PledgeMusic on the other hand remains highly specialized, with a 
focus entirely on music-related projects and a majority of campaigns dedicated to 
music production.  

The funding structure falls into two categories. Kickstarter, PledgeMusic, and Poz-
ible use a fixed funding scheme, in which a target sum is set by campaign coordina-
tors. If this this sum is reached then the donations are processed and deposited to the 
coordinator. If it is not reached, then donations are returned to donors. RocketHub, 
Indiegogo, and FundAnything use an alternative flexible funding scheme. Here a tar-
get is again set, however while the campaign coordinator may receive additional ben-
efits for reaching their target, donations are deposited to them immediately, regardless 
of whether or not this target is reached.  

These funding structures also impact on the manner in which each platform col-
lects fees. The three flexible funding platforms charge 8-9% of all funds collected, 
which is reduced to 4-5% if the target is reached. Kickstarter, PledgeMusic, and Pozi-
ble charge a fee only when a target is reached and a campaign coordinator collects 
funds. For Kickstarter and Pozible this fee is set at 5%, although on Pozible this drops 
to 4% on for project creators who have run previously successful projects. Payment 
processing fees of 2-5% are charged for each of these five platforms in addition to 
standard fees, which vary according to the types of payment options used and where 
payments originate. PledgeMusic differs from the rest, as a standard fee of 15% is 
deducted as soon as a target is reached, which absorbs all payment costs. In addition, 
PledgeMusic withholds 25% of the remaining sum until the project has been com-
pleted and the finished musical product is uploaded to the site.  
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Lastly, the capacity for anonymous donations also falls into two categories. Kick-
starter, RocketHub, and PledgeMusic do not allow for anonymity and list both the 
identity of donors, as well as the amount contributed. This is contrasted by Indiegogo, 
FundAnything, and Pozible which allow donors not to disclose their identity, or alter-
natively, not to disclose the amount donated. These differences in design features and 
behavioral characteristics are illustrated in Table 1.  

4.4 Analyze the Relationships between these Key Design Features and 
Associated Behavioral Outcomes and Formalize This in the Form of a 
Meta-Artifact  

A fixed ‘all or nothing’ funding structure appears more suitable to the pre-purchase of 
products and services. This is likely because the target set in fixed funding campaigns 
is intended to represent the amount required to develop the proposed product or ser-
vice. Hence, from a pre-purchase perspective it may be preferable to cancel the trans-
action if the product or service cannot be developed as initially described. On the 
other hand, where donations are ideologically-motivated donors may be more forgiv-
ing of late or incomplete products or services [40]. A fixed funding structure also 
appears more suitable to facilitate high levels of interaction between funders and 
project coordinators. This reflects the additional levels of hype and interest that are 
generated as a campaign reaches its conclusion under fixed funding conditions, whe-
reby those involved look to discover whether or not production will go ahead [10].  

In combination with a fixed funding structure, the set fee used by PledgeMusic ap-
pears most suitable to the pre-purchase of products and services. By not varying the 
amount, donors and campaign coordinators have more certainty regarding the value of 
and offering and can arguably plan their developments and rewards more accurately 
as a result. In addition, because of the up-front payments made in crowdfunding 
transactions, donors are arguably in need of protection from bad business practices 
[22]. Therefore, by withholding a proportion of payment until the product or service 
has been delivered to donors, the need for trust is lessened and donors are protected 
by a greater economic motivation for the campaign coordinator to fulfill their  
obligations. This may be important in the absence of the strong ideological compo-
nent of other crowdfunding platforms. 

Higher theme specificity within a platform also appears to further support the pre-
purchase of products and services. This is presumably because donors that are inter-
ested in buying specific products or services are more inclined to frequent sites where 
those products or services are prominent. Conversely, donors who are interested in 
supporting projects for other reasons, such as a desire to enable artistic creativity, 
entrepreneurialism, or philanthropic goals, are less likely to be concerned with the 
specific nature of the product or service [3]. Theme-specific platforms also appear to 
demonstrate higher levels of interaction between funders and project coordinators. 
This may be because donors frequenting domain-specific platforms are likely to pos-
sess strong existing motivations to investigate and purchase items in that domain. 
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Lastly, the capacity for anonymous donations appears more suitable for pre-
purchase motivated users. This is not intuitive, as one may assume that anonymity in 
purely economic transactions is more desirable than for ideological donations. Yet the 
desire for anonymity in crowdfunding donations is typically fuelled by social or repu-
tational concerns, e.g. because donors are conscious of the size of their financial con-
tribution, they are conscious of donating to their own projects, or they are out of sync 
with the donations preceding them [9]. Thus, it makes sense that there is less need for 
anonymous donations where donations are motivated by the pre-purchase of goods, 
rather than social or reputational concerns.  

Thus, a meta-artifact for a crowdfunding platform that facilitates the pre-purchase 
of ICT products and services from manufacturers of all sizes, with high levels of inte-
raction between funders and project coordinators, should include the following design 
features: 

o A fixed ‘all or nothing’ funding scheme should be applied, rather than a flex-
ible scheme 

o A set fee  should be deducted that absorbs transactions and payment 
processing costs, and that withholds some proportion of payment until the fi-
nished product or service has been delivered to donors 

o The site should be limited in theme to ICT products and services, rather than 
encouraging funding campaigns across unrelated domains 

o There should not be the capacity for anonymous donations, but rather these 
donations should be attributed to specific people and institutions 

5 Discussion and Conclusions  

This study has presented a rationale and method for conducting conceptual DSR, i.e. 
DSR that creates untested meta-artifacts in a rigorous and repeatable manner. By de-
monstrating a role for conceptual DSR, the potential has been created for innovative 
and pro-active design studies in IS. Moreover, the method presented for such studies 
shows how a range of existing artifacts with subsets of the desired behavioral out-
comes can be systematically analyzed to create a predictive meta-artifact. This idea of 
using existing artifacts and practices to inform design is not new, several researchers 
[e.g. 38, 48] have advocated the idea that legitimate kernel theory for design may be 
developed on the basis of practical 'theory in use'. However this study has demon-
strated how such ‘theory in use’ can be systematically analyzed and synthesized in a 
manner comparable to established techniques for the analysis and synthesis of aca-
demic literature.  

The usefulness of this method was demonstrated in the design of a meta-artifact for 
a novel crowdfunding platform to support the pre-purchase of ICT hardware products 
from manufacturers of all sizes, with high levels of interaction between funders and 
project coordinators. This example showed how such a platform could be mindfully 
designed, based upon the success of existing platforms with subsets of the desired 
behavioral outcomes. The meta-artifact offers a secondary contribution to the crowd-
funding space by presenting an inter-platform perspective on crowdfunding. This not 
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only theorizes as to how the proposed platform could be designed, but also examines 
the relationship between specific design features and the nature of crowdfunding on 
existing platforms.  

A further contribution is offered to the DSR space by offering a critical reflection 
of one of the key pillars of DSR, namely the importance of evaluating a situated IT 
artifact. The intention in this paper is not to diminish the importance of such an evalu-
ation for empirical DSR studies. Anyone who has performed IT-related design work 
has probably experienced that even the most well thought out of designs often fails to 
perform as expected ‘when the wheels hit the road’. Thus, there is little doubt that a 
high proportion of empirical work is key to the quality of the broader DSR paradigm. 
Rather, the argument put forward in this study is that there are occasions where the 
initial stages of design theorizing offer both a significant practical contribution, as 
well as the theoretical richness to ‘explain, predict, and delight’ [57]. Hence, opening 
up this avenue of research may facilitate new forms of innovative and relevant DSR.  

This leads onto the central limitation of the study, namely the lack of discussion 
concerning how situated artifacts are impacted by specific contexts. Recent develop-
ments in IS have highlighted the complexity of the process by which technologies 
become embedded within real-world socio-technical systems [e.g. 34, 43]. It is for 
this reason that DSR studies often speak of the theoretical component specific to such 
situated artifacts, e.g. as level 1 contributions [27], as demonstration [44], or as proto-
types [25]. This challenges the ability to reliably abstract from existing artifacts in the 
proposed method, the reliability of the meta-artifact developed, as well as the ability 
to predict future technological developments. Such concerns are appropriate for all a 
priori design theorizing, yet such theorizing nonetheless represents an important stage 
in design, without which any planned utility-seeking interventions would be impossi-
ble. The proposed method offers a means to do this theorizing in a way that maximiz-
es the theoretical rigor of this step of the design process. Furthermore, such a delinea-
tion of the early design process means that, should the meta-artifact be instantiated 
and tested in the future, the interpretation of emerging findings can more readily be 
related back to existing research and practice. Thus, this method for conceptual design 
theorizing, rather than offering a complete design process, offers a useful means of 
engaging with design challenges that may not otherwise be addressed at the height of 
their relevance.  
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Abstract. This research analyzes patterns of artifact generation and knowledge 
contribution of design science researchers based on a meta-analysis of contem-
porary work. We derive these analyses based on prior classifications of design 
science artifacts and knowledge outcomes. Our analyses reveal a complex pic-
ture of what is produced and how by scholars in the design science community. 
The results allow us to characterize the evolution of design science research 
community, and point to possible gaps. We also show that empirical analyses of 
prior efforts are needed to complement the prescriptive work in the design 
science community. We hope that our findings will provide the research com-
munity a platform to reflect on their own work, improve the ability of individu-
al researchers to position and communicate their work, and point to possibilities 
for building a cumulative knowledge base.  

Keywords: design science research, knowledge outcomes, meta-analysis. 

1 Introduction  

Compared to other research paradigms such as natural and social sciences, design 
science research is in early stages of formulating its norms and practices ([38], [11]). 
Fundamentals such as what design science is or is not [3], methodologies ([34], [43]), 
evaluation methods ([6], [49]), and many other foundational elements that provide the 
means to legitimize design science research are being proposed and debated. Al-
though mature scientific paradigms can have similar debates (see, e.g. [46] and [53]), 
they tend to refine rather than define the discipline, often building upon established 
norms for conducting scientific research. These norms include concepts and terms 
that have highly specific meanings, e.g., research questions, propositions, hypotheses, 
findings, etc. This enables scientists to communicate their research by following the 
(evolving) norms and accepted terminology within their communities. Recent work in 
design science research is aimed at establishing such norms and conventions.  

We take a different perspective to contribute to this stream of work; – we offer a 
meta-analysis of contemporary research produced by the design science research 
community. Our intent is to understand the outcomes and knowledge contributions 
generated by the community via actual design science research (DSR) efforts. Our 
work is inspired by the intuition that while philosophy of science proffers how  
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research should be done, one needs to observe contemporary research to understand 
how it actually gets done. This is particularly true for design science research, where 
much work related to the building of innovative IT artifacts remains “hidden,” i.e., 
only the researchers’ perspectives about key artifacts and knowledge contributions are 
reported. Motivated by this intuition, we seek to answer following research question:  

• What are the patterns of artifact generation and knowledge contributions by  
researchers via actual DSR efforts?  

To address this question, we conduct a meta-analysis of published research in the 
design science conference. Our approach consists of four phases: selection of a corpus 
of papers, extraction of relevant data from papers in the sample, identification of arti-
facts and knowledge contributions, and discovery of patterns. The work iterated to 
interpret the outcomes described in DSR efforts; it also involves a mapping of these 
outcomes to prior statements about DSR artifacts and knowledge contributions.  

Based on this meta-analysis, we make the following contributions. First, the analy-
sis brings to the surface patterns of DSR artifact outcomes and knowledge contribution, 
including the influences acting on these. Second, the patterns allow an interpretation of 
how the DSR community is evolving. Third, we point to gaps and possibilities for 
future work to understand and prescribe norms for scholarly DSR work.  

2 Background and Prior Work  

We base our work on the idea that while philosophy of science [36, 20] and discipli-
nary work about DSR [11, 31, 39] have made definite advances in how research 
should be done, it is equally important to understand how contemporary research 
actually gets done. To understand the progression of thought about design science, we 
begin with a review of early work on DSR that recognized the fundamental differenc-
es between the sciences of design and the natural sciences, leading to the development 
of conceptual foundations of design science. This included the definition of the core 
building blocks underlying a design-based approach to science (see, e.g., [44, 45]). In 
the IS discipline, Walls et al. [51] identified design theory as a form of knowledge 
generated in DSR. March and Smith [25] classified DSR outputs into constructs, 
models, methods, and instantiations.  Hevner et al. [14] extended this stream by pro-
posing two categories – foundations and methodologies – that form the knowledge 
base in information system research framework. The first category, foundations, in-
cluded artifacts proposed [22] along with theories, frameworks, and instruments. The 
second category, methodologies, focused on evaluation through data analysis tech-
niques, formalisms, measures, and validation criteria. Kuechler and Vaishnavi [18] 
provided a perspective on how mid-level theories are generated when design re-
searchers develop artifacts informed by kernel theories. More recently, Gregor and 
Hevner [11] extended the multi-level characterization of knowledge outcomes from 
Purao [37] with a longitudinal view to emphasize increasing levels of maturity across 
Level1 - a situated implementation, Level2 - nascent theory e.g. constructs and design 
principles, and Level3 - a mature design theory. Another form of knowledge out-
comes – design principles – has also received much attention. Sein et al [43]) propose 
formalization of learning into design principles as part of an action design research 
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approach (a sub-class of design science), and Gregor et al. [12] further classify and 
develop design principles into principles of form and function. These ideas build upon 
work that originated outside the design science community, such as technological 
rules to characterize products of management research [47], and Mode 2 know-
ledge[8]. Romme [40] extends this perspective by mapping it to design research as 
ideal-typical mode of research and further develops the idea of technological rules. 
Table 1 summarizes DSR Outcomes and Knowledge Contributions closely following 
the review above, along with examples. The table shows Outcomes that refer to the 
type of artifact designed by researchers; and the Knowledge Contributions that refer 
to the type of knowledge such as a theory, proposition, or a design principle, that is 
generated when researchers design and build the artifact. Although not comprehen-
sive, the list is indicative of the recognition of various forms of outputs of DSR ef-
forts. Our categorization is driven by prior statements related to such outcomes in 
design science research because of our focus on understanding how contemporary 
design science research actually gets done compared to how it should be done. More 
detailed analyses of different kinds of artifacts generated via DSR (following a larger 
sample of papers) are available elsewhere [30]; and a summary that conflates artifacts 
and knowledge outcomes for the early years from DESRIST is available in [41]. 

Table 1. A selective review of prior work about DSR outcomes and knowledge contributions  

Source Outcome; Description Example (by authors) 

March and 
Smith [25] 

Construct: A conceptualization to describe 
problems and their solutions within a domain 

Roles in Group Decision 
Support Systems  

Model: A set of propositions or statements 
expressing relationships among constructs 

Situation models in GDSS 
problem types 

Method: A set of steps used to perform a task. 
Methods are based on a set of underlying 
constructs (language) and a representation 
(model) 

Generation and evaluation of 
ideas, automated facilitation 
in GDSS 

Instantiation: Realization of an artifact in its 
environment 

An implemented GDSS  

Gregor and 
Hevner [11] 

Level 1: Situated implementation of artifact Not provided 

Source Knowledge Contribution; Description Example (by authors) 

Walls et al. [51]
Design theory: A prescriptive theory that 
outlines design paths intended to produce 
effective information systems in a class 

Design theory in the context 
of Executive Information 
System.  

Gibbons et al. 
[8] 

Mode 2 Knowledge: Application-based know-
ledge to solve a problem 

Design of hypersonic aircraft  

Romme [40] 
Design proposition: "In situation S, to 
achieve consequence C, do A 

Circular organizations, con-
sensus driven decisions 

van Aken [47] 

Technological rule: a chunk of general know-
ledge, linking an intervention or artefact with 
a desired outcome or performance in a certain 
field of application. 

In a factory, the use of con-
straining capacity group 
should be optimized.  

Generative mechanism: mechanism that pro-
duce an outcome in a particular context 

The constraining capacity 
group determines the output 
of factory as a whole. 
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Table 1. (Continued.) 

Kuechler and 
Vaishnavi [18] 

Mid-range theories: Derived from kernel 
theory, can lead to testable hypotheses  

Grammatical element sa-
lience in conceptual 
modeling  (GESCM) 

Sein et al. [43] 
Design principles: Knowledge about creating 
artifacts that address a class of problems  

Real-time capture for compe-
tence management systems 

Gregor et al.  
[12] 

Principle of form: structural aspects of the 
artifact that facilitate achievement of goals 

For a jug: a shape that can 
hold liquid.  

Principles of function: series of actions that is 
necessary to achieve artifact’s goals 

For a jug: a handle to lift the 
jug  

Gregor and 
Hevner [11] 
extending [37] 

Level 2: Nascent theory as constructs, design 
principles, etc. 

Not provided 

Level 3: Design theory Not provided 
 
The selective review suggests some interesting interpretations. First, although the 

problem has vexed scholars for some time, there have been few comprehensive efforts 
to characterize DSR outcomes and knowledge contributions. Second, the work shows 
tension between theory-based and atheoretical outputs (although along a continuum 
instead of only extremes). Third, a cohesive structure of these different classes of 
outcomes/knowledge contributions is difficult to build across the proposals. However, 
overlaps across different proposals are clearly evident.  For example, Level1, situated 
implementation [11], maps directly to instantiation, or realization of an artifact [25]. 
Finally, the table shows several dimensions scholars have used for classification, such 
as the dichotomy between substantive or operative knowledge (e.g., [47], drawing on 
[5]); type of artifact [25]; and maturity levels ([11] drawing on [37]). This review, 
thus, provided a sensitizing framework that informed our meta-analysis.  

3 Research Method  

The research problem calls for a review of contemporary DSR efforts following a 
systematic approach [52]. Quantitative meta-analysis can derive from the desire to 
summarize the findings of a research stream (usually via statistical analysis) or it can 
take the form of assessments that quantify the findings in variant ways ([10, 23, 54]). 
The research effort, however, goes beyond an analysis of textual content in published 
work, as in, for instance, a review of literature. The meta-analysis in this study re-
quired two additional elements. First, we allowed the textual analysis to be informed 
by statements about DSR outcomes and knowledge contributions (see summary in 
previous section). Second, we followed an iterative approach, repeatedly revisiting the 
papers because it allowed us to see modes of description as similar to or different 
from those encountered elsewhere. These two practices generated both a thematic 
description of each paper and a characterization of the outcomes and knowledge out-
comes. Our effort was, thus, different from that reported in [31], where the authors 
examined only the title and abstract for a much larger set of papers to identify, what 
they termed design range and reach. In contrast, our process was more iterative, in-
depth, and clearly subject to prior knowledge and biases on the part of the research 
team, which consisted of a first researcher who has been an active member of the 
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design science community, a second who is a new entrant to the community, and a 
third whose interests span beyond the design science community. The process  
unfolded as follows. The second researcher analyzed a small set of papers. The out-
comes were discussed with the first researcher. This process revealed new  
possibilities for interpretation that were added to the next round. Increasingly larger 
subsets of papers were analyzed in this manner punctuated by discussion. A final 
discussion with the third researcher provided a fresh perspective on the findings and 
interpretations.  
 

 

 

 

Fig. 1. Research Approach (extending Webster and Watson 2002) 

The results, in the form of key attributes of research papers and characterization of 
outcomes and knowledge outcomes, were then used to discover patterns. The discov-
ery of patterns itself was an iterative process. The overall research approach, thus, 
consisted of the following phases – selection, extraction, characterization, and analy-
sis. Figure 1 outlines the research approach, which is elaborated next.  

3.1 Selection of Corpus  

The corpus for this meta-analysis was obtained from conference proceedings of 
DESRIST, the flagship design science conference in the IS discipline. The selection 
criterion was that the publication should report an actual DSR effort. The sample was 
further restricted to publications between 2011 and 2013 based on two key criteria. 
First, a limited scope of papers allowed an in-depth study (compared to [28]). Second, 
papers limited to DESRIST conferences provided a uniform context. Finally, it 
provided a window broad enough to study patterns but narrow enough to avoid 
interference from other factors such as time and different levels of research maturity. 
The papers excluded from the meta-analysis were, thus, papers such as literature 
review (e.g. [50]), prescriptions of methodologies or models for conducting DSR (e.g. 
[9]), and purely empirical evaluation (e.g., [4, 33]). The selection of 56 papers formed 
the corpus. Table 2 shows a summary of the population and the corpus selected. 

Table 2. Selection of DSR Articles 

Source  Papers published  Papers analyzed 
DESRIST 2011 34 14 (41%) 
DESRIST 2012 30 16 (53%) 
DESRIST 2013 45 26 (58%) 
Total 109 56 (51%) 
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3.2 Content Extraction  

Following the approach described above, the content extraction phase proceeded in an 
iterative manner. During the first phase, we identified and extracted basic information 
such as a research-summary, artifact description, and the class of problems addressed 
by the authors. For example, examining the work by Lempinen et al. [21] yielded the 
following: “Summary (findings from an ADR project in a public organization where a 
new inter-organizational system was built, focusing on power relations between 
stakeholder organizations); class of problems (development problems related to 
stakeholder engagement and power differences); kernel theory (theories of organiza-
tional power); artifact description (a method for the development of an inter-
organizational system); and knowledge outcomes (design principles such as early 
engagement and balancing stakeholder interests).” During this phase, we also carried 
out two more steps. The first was to classify the artifacts produced into : (1) construct, 
(2) model, (3) method, or (4) instantiation [25]. The second was to determine whether 
the researchers had expressly stated the knowledge contributions in the paper. For 
example, Lahrmann et al. [19] expressly outlined the knowledge outcomes as design 
principles; whereas Olsen et al. [32] chose not to expressly call out the knowledge 
outcome generated from their design effort. Extraction of content from each paper in 
this manner was important because it allowed the research team a shorthand to  
understand and characterize each paper. 

3.3 Characterizing Knowledge Outcomes 

Following the initial content extraction, we further examined the papers to character-
ize the knowledge generated by the authors, by comparing the knowledge contribu-
tions reported against the different knowledge forms (see Table 1).  However, we 
allowed new knowledge forms to emerge if they could not be directly mapped to ex-
isting knowledge forms. During these iterations, we focused on characterizing two 
properties: (1) the type (see Table 1) and (2) the source of knowledge contributions.  

The first property, type of knowledge contribution, was elaborated earlier along 
with a selective review of prior work (see Table 1). The second, source of knowledge 
was discovered during the analysis. For example, in some cases, authors of these 
works clearly reported prior (kernel) theories that informed and influenced their re-
search (similar to the arguments in [51]). In other cases, the authors emphasized that it 
was the design process itself along with the accompanying research activities that 
generated the knowledge outcomes. We found this characterization similar to the 
notion of learning via building, i.e., knowledge generation from design and produc-
tion [2] or the idea of substantive knowledge [5]. A third possibility was that know-
ledge was gained by putting the artifact to use, in simulated or real settings (similar to 
operative knowledge [5]). Here, one may argue that the source of knowledge was the 
interaction between the artifact as designed and the environment.  

Although these statements appear to be fairly straightforward, we found that it was 
extremely difficult to tease apart the influence of these different sources. In many 
cases, multiple sources appeared to contribute to the knowledge generation effort. 
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Through a process of iteration and refinement, therefore, we, identified the following 
categories for sources of knowledge. The first category, artifact design, captured the 
source of knowledge as attributes of the artifact itself. This included internal attributes 
related to the structure or behavior of the artifact as well as external, use-oriented, 
functional properties of the artifact, whether influenced by kernel theories or not. We 
acknowledge that this category appears to conflate the internal and external proper-
ties. However, the intent was to distinguish this category from the other. The second 
category was identified as the process of designing the artifact. This included the 
activities and processes that gave rise to the design, re-design and implementation of 
the artifact; as well as the research-oriented activities that accompanied the design 
process. This phase – characterizing knowledge outcomes –proceeded in a deliberate 
manner, with identification of the type and source of knowledge contributions in each 
paper in the corpus with an ongoing check as the outer-loop (see Figure 1).  

3.4 Discovering Patterns 

The final phase included a re-examination of results to discover patterns. Following 
the tradition of quantitative meta-analysis research [54], this phase was carried out via 
exploratory analyses: generation of several tables and graphs. Each was subjected to 
cross-checks against others and interpreted to discover patterns. The relatively small 
number of papers describing actual DSR efforts and expressly stating knowledge 
contributions did not permit an extensive search for statistical patterns. Instead, we 
supplemented the analyses by returning to the papers to understand the details and 
further cement the interpretations. The outcomes are elaborated next.  

4 Findings: Analysis and Interpretations 

4.1 Conducting Design Science and Articulating Knowledge Contributions 

The first observations from our analyses are aimed at articulating actual DSR conduct. 
From the 109 papers we examined, 56 actually described DSR efforts (see Table 2 
earlier). Out of these 56, only 24 (less than half) articulated the knowledge contribu-
tions e.g., design theory, principles etc. Figure 2 shows these outcomes.  
 
 

 
 
 
 
 
 
 

Fig. 2. DSR efforts reporting knowledge contributions  
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Papers that did not report actual DSR efforts were often aimed at investigating 
concerns such as the role of theory [48], prescriptions for evaluation [35], and metho-
dological concerns [16]. These are appropriate as the DSR community tries to clarify 
underlying assumptions. Nevertheless, the relatively low number that report actual 
DSR efforts was alarming, in our view. It is also possible to interpret this data by 
arguing that the design science community is still nascent and, therefore, scholars in 
the community are still learning how to identify / articulate the findings. We analyzed 
the data further over the years. Figure 3 shows these results.  

 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 3. DSR efforts reporting knowledge contributions (over time) 

The results show that over time, papers that report DSR efforts have grown, propor-
tionally. The number of papers that expressly articulate knowledge contributions 
shows a modest increase (4, 9 and 11 from 2011 to 2013), although its proportion 
shows an inconsistent pattern (44% in 2011, 56% in 2012, 42% in 2013). Together, 
these numbers suggest that DSR efforts are gaining momentum but scholars in the 
community are not consistently articulating the knowledge contributions yet.  

4.2 Generating Different Types of Artifacts with Design Science Research 

The second set of observations focus on the type of artifacts generated by scholars in 
the design science community (see Figure 4). We follow the classification of artifacts 
– (1) construct, (2) model, (3) method, and (4) instantiation [22]. Our results show 
that many scholars report multiple artifacts generated from the DSR effort. The ag-
gregate analysis shows that 39 out of 56 report an instantiation, 30 report a model, and 
21 papers report a method (See Figure 4). As an example, Looy et al [24] report a 
model for a decision tool designed to choose a business process maturity model while 
Lahrman et al. [19] report a method for maturity model construction and its instantia-
tion. The results are encouraging because a high proportion of papers either report the 
result as an implementation or a model that can serve as a step towards implementa-
tion. The large proportion of models is also encouraging because they are a precursor 
to theory generation. Our findings echo those in [1] where research on decision  
support systems using the DSR paradigm was reviewed.  
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Fig. 4. Generating artifacts via DSR efforts (number and proportion) 

We investigated the data further to locate co-occurrence of different types of out-
comes. For example, we found that out of the 39 papers that reported an instantiation, 
20 (51.3%, reported as conditional probability) also described a model, 11 described a 
method, and 1 described a model as well as a method; only 7 reported an instantiation 
without an underlying model or method. Such lack of explication can hinder the 
knowledge articulation effort. Similar distributions were found in papers that reported 
other outcomes. We re-iterate that our intent was to compare how design science re-
search is actually done compared to statements about how it should be done. As a 
result, more detailed analyses similar to those elsewhere (e.g. [30]) are not reported 
here. Table 3 shows the results of this analysis.  

Table 3. Patterns of co-occurrence among different artifact types 

Artifact  Number (of 56) Conditional Probability 
Instantiations 39  
Instantiation only  7 17.9% 
Model + Instantiation  20 51.3% 
Method + Instantiation  11 28.2% 
Model + Method + Instantiation  1 2.6% 
Models 30  
Model only  8 26.7% 
Model + Method   1 3.3% 
Model + Instantiation  20 66.7% 
Model + Method + Instantiation  1 3.3% 
Methods 21  
Method only  7 33.3% 
Method + Instantiation  11 52.4% 
Construct + Method  1 4.8% 
Model + Method   1 4.8% 
Model + Method + Instantiation  1 4.8% 
Constructs 1  
Construct + Method  1 100% 
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Together, the conditional probabilities describe how DSR scholars combined the 
different outcomes as part of their efforts. For example, out of the 30 papers that 
described a model, 20 (66.7%) also described an implementation. Another notable 
outcome is the occurrence of ‘method’ in isolation (e.g., without an implementation) 
in 7 out of 21 papers (33.3%) that reported a method. We also note that only one 
reported what may be considered (arguably) a comprehensive outcome: a way of 
seeing a phenomenon (model), a way of working (method), and an implementation 
(instantiation).  

4.3 Knowledge Contributions from Design Science Research Efforts 

We further examined the 24 papers that explicitly stated their knowledge contribu-
tions (see Figure 2). Table 7 shows their knowledge contributions with illustrative 
examples, relying on the authors’ own articulation.  

Table 4. Self-reported knowledge contributions in contemporary DSR efforts 

Contribution Number An Example [Source] 

Guideline 2 (8.33%) 
Differentiate functional requirements and incorporate more sub-
jective information needs in Management Support Systems. [26] 

Lesson 
2 

(8.33%) 
The design of environmental scanning systems is a top-down 
business project, and it should be communicated that way. [26] 

Proposition 
3 

(12.5%) 

Adaptive parity proposition: the modularization in a volatile 
environment is the level where organizational adaptability is in 
parity with environmental volatility. [29] 

Hypothesis 
2 

(8.33%) 

Impact of volatility hypothesis: As volatility increases for a 
choreography with a level of service abstraction set to mirror that 
of the “true” modular structure, the performance of the choreo-
graphy will degrade. [29] 

Design  
Principle 

9 
(37.5%) 

Balanced Inter-organizational system (IOS): Stakeholders’ inter-
est towards the IOS and power define their willingness to take 
part in the IOS [21] 

Design Pattern
2 

(8.33%) 

Preventive Control Pattern: Ensures that a check routine is auto-
matically executed in conjunction with a certain process. Only if 
the check routine passes, the activity can complete. [42] 

Design  
Requirement 

2 
(8.33%) 

Domain Specific Modeling Method for Multi-Perspective Hos-
pital Modelling should provide a domain-specific modelling 
language for modelling clinical pathways. [13] 

Design  
Recommenda-
tion 

1 
(4.17%) 

The bunch of management reports which typically exists in com-
panies can easily be clustered through an electronic index and 
two types of information channels. [17] 

Generative 
mechanism 

1 
(4.17%) 

Generative mechanisms for design of successful service engage-
ments in KIBS domain: Development of high level interests, 
Perception of benefits, Creation of a value proposition, Organiz-
ing resources, Reconciling different values [22] 

Total 24  (See Figure 2) 
 

The knowledge contributions show varying frequencies of occurrence, with ‘de-
sign principle’ being most frequent. The total number of papers is small with many 
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cells less than 5, which can make any further statistical analyses, even nonparametric 
statistics, suspect. We did, however, examine how the authors conceptualized these 
knowledge contributions. One substantive finding from this analysis was that the 
knowledge contributions reported sometimes did not distinguish between descriptive 
and prescriptive knowledge. Consider, for example, the work by Lempinen et al. [21], 
who reported the building of an inter-organizational system (IOS). They described the 
design principle “Early Engagement” (in a prescriptive form) and a design principle 
“Balanced IOS” (in a descriptive form). This is an important distinction because much 
writing on DSR characterizes it as a science aimed at generating prescriptive know-
ledge (e.g., [44], [47]). The second key observation comes from a comparison of re-
ported knowledge contributions (Table 4 above) against expected ones (see Table 1 
earlier). A comparison across the two paints a striking picture (see Table 5 below).  

Table 5. Knowledge contributions in DSR: Expected vs. Reported  

Knowledge Contributions Expected Found in reported DSR efforts 
Design Theory (Walls et al. 1992) 
• Mid-range theory (Kuechler and Vaishnavi 2008) No 
• Level 3: design theory (Gregor and Hevner 2013) No 
Mode 2 Knowledge (Gibbons et al. 1994) 
• Technological rule (van Aken 2004) No 
• Generative mechanism  (van Aken 2004) Yes 
• Design proposition (Romme 2003) Yes 
• Design principle (Sein et al. 2011) Yes 

• Principle of form (Gregor et al. 2013) Reported as Design Pattern, Re-
quirement or Recommendation • Principle of function (Gregor et al. 2013) 

Informally-specified knowledge contributions 
• Not a prescribed outcome in DSR  Guideline  
• Not a prescribed outcome in DSR Lesson  
Knowledge contributions about interaction with context 
• Not a (directly) prescribed outcome in DSR Hypotheses  

Table 5 shows two clear patterns. First, theory generation, although desirable, may 
be too demanding for DSR efforts (at least early work reported in conferences). We 
hope that this pattern will be less dominant with more work and a move to publications 
in archival journals. The second pattern suggests that some knowledge contributions 
(e.g. guidelines and lessons learned) may be of value, even if less well-specified. We 
see these as early versions of Mode 2 knowledge (e.g. via initial design-evaluate 
cycles), which may evolve into design principles or design propositions. Finally,  
we note that some knowledge contributions are also available as hypotheses that 
describe intended utilitarian outcomes, stated in a tentative form, i.e., subject to 
empirical tests indicating a need to test fitness of the designed artifact for a purpose 
(similar to [9]).  
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4.4 Variations in Source of Knowledge Contributions 

The next set of analyses was aimed at understanding the source of knowledge contri-
butions. This was a difficult proposition because it required inferring the mechanisms 
followed by the researchers to generate the knowledge contributions. As a first step in 
this process, we identified whether the researchers used any kernel theories as drivers 
for the research effort. Table 6 shows the results.  

Table 6. Use of kernel theory in DSR efforts (see also Figure 2) 

Papers reporting DSR efforts Kernel theor(ies) 
used 

Kernel theor(ies) 
not used 

Total 

Articulated knowledge outcomes  15 (62.5%) 9 (37.5%) 24 
Did not articulate knowledge outcomes 10 (31.3%) 22 (68.7%) 32 
 25 31 56 

The data showed that less than half (25 out of the 56) of the papers that reported 
DSR efforts identified kernel theories that influenced their work (few reported more 
than one). This number was spread differently across the papers that articulated / did 
not articulate the knowledge outcomes. Of the papers that articulated the knowledge 
outcomes, 62.5% specified kernel theories. This proportion dropped to 31.3% in pa-
pers that did not articulate knowledge outcomes. Over time, the number of papers that 
did not specify kernel theories actually increased, from 43% (6 out of 14 in 2011) to 
69% (18 out of 26 in 2013). We note that our sample consists of conference publica-
tions where researchers may present early stage work. This may explain a greater 
focus on material artifacts rather than theoretical foundations.  

To explore whether these are tenable explanations, we investigated the manner in 
which DSR scholars reported the knowledge contributions. The source of knowledge 
contributions from DSR efforts can be: (a) the design of the artifact itself, including 
any influence from kernel theories, or (b) the design / design research process adopted 
by researcher, including any influence from the research process. When the source is 
the design of an artifact, the knowledge contribution may be described in terms of a 
structural form or functional elements; when the source is an activity performed by 
researcher as part of the design / design research process, the knowledge contribution 
may be described in an action oriented form. Table 7 shows these results. 

Table 7. Variations in source of knowledge contributions from DSR efforts 

Source  Count* Example 
Design of the Artifact, including influence from kernel theories 

Form 11 
Values of design parameters such as size, color, and tone of the 
warning messages in anti-phishing system [7] 

Function  18 Elements of user interface to improve usability of an eWallet [32] 
Design / Design Research Process, including a focus on specific design or research tasks 

Design Process  19 
Desirable activities in a design process for management support 
systems to improve user acceptance [28] 

Research Process 3 
Lessons from instantiating a recommendation system for coordinat-
ing immigrant child vaccination in Sweden [15] 

* The total is higher than 24 because some papers describe multiple knowledge outcomes. 
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The results show that scholars in the DSR community reflect on both the designed 
artifacts as well as the processes that lead to the construction of these artifacts with a 
slight bias towards the former. The numbers also indicate that in most cases, scholars 
rely on multiple sources of knowledge.  

5 Discussion and Future Research 

These analyses suggest a number of possible interpretations. The most important con-
cerns are the relative scarcity of actual DSR papers (see Table 2), the lack of explicit 
knowledge contributions in DSR (less than half of those papers, see Figure 2), and the 
different forms of knowledge contributions reported in actual DSR efforts compared 
to statements about DSR knowledge contributions (see Table 5). Together, we find 
that these results point to a lack of consistency among scholars in the DSR communi-
ty, which can be an obstacle to building a cumulative knowledge base. 

Not present in our analysis is a reporting of the scientific validation processes that 
would support the position that knowledge contributions had, indeed, been made (ra-
ther than simply asserted). DSR has a thin layer of such principles, mainly in the 
evaluation phase. We simply note that the lack of widely accepted validation prin-
ciples may be hindering development of the DSR community. Over the last century 
the quantitative social sciences have evolved a set of terms for concerns that are im-
portant to this mode of inquiry, e.g. causation (internal validity), generalizability (ex-
ternal validity), measurement (content and construct validity; reliability), prediction 
(practical or predictive validity), and so forth. It would not be too far a stretch to say 
that the success of the social science paradigm is in some measure a tribute to the 
wide dissemination of these research standards in that community.  The creation of 
analogous principles for DSR is not out of the realm of possibility. The articulation of 
such scientific principles would serve the DSR community well, in our view. 

Returning to the data, they show that the dominant form of outcomes generated via 
DSR efforts is artifact instantiations although a number of researchers also generated 
models, often in conjunction with instantiations (see Table 3). These results indicate a 
focus on material artifacts more than abstract artifacts. We hope that as the design 
science community matures, we will see a more widespread occurrence of abstract 
forms including models and methods that must accompany instantiations. The inci-
dence of an instantiation along with a model is also encouraging because it shows that 
researchers are not content with developing a model but take the additional step of 
implementation to subject the model to the rigors of translation into software. 

A third significant finding was the use of kernel theories in only about half the pa-
pers reporting DSR efforts. This may indicate that design science research that is 
aimed at generating novel contributions begins as an atheoretical endeavor and only 
in retrospect and with much reflection can the researchers identify kernel theories that 
may provide a foundation for the work. We report these findings against the backdrop 
of an active debate: whether design science research should be informed by kernel 
theory (e.g., see [3], and how the absence of kernel theory can hinder explanation 
about why a design works [11]).  
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Next, the findings related to the source of knowledge contributions are interesting 
because they point out an important characteristic of DSR efforts. Both, the designed 
artifact as well as the process of design/design research can be sources of knowledge 
(see Table 7). In conjunction with the use of kernel theories, the emergence of know-
ledge contributions from DSR efforts can be complex because it can be influenced by 
the design / design research process, the kernel theories selected, as well as the  
designed artifact. These overlaps were evident in the results in Table 7. 

Together, these patterns suggest one overwhelming concern. Although the design 
science research community has attempted to prescribe the knowledge contributions, 
these prescriptions may not have taken into account the peculiar nature of actual DSR 
efforts. As a result, the prescriptions may not match the realities of conducting DSR. 
We hope that the results reported in this paper will encourage further work that re-
cognizes both, positions from philosophy of science as well as the nuances of actual 
DSR efforts. In particular, distinctions across different knowledge contributions and 
sources of knowledge may need more time and deeper thinking. Ensuring that we 
acknowledge the actual practice of DSR efforts will allow the emergence of norms for 
identifying and articulating knowledge contributions in a more consistent manner. 
The terms used to characterize knowledge contributions (e.g., design principle or 
guideline) are still in need of clear definitions. The informal knowledge contributions 
found in actual DSR efforts (see, for example, the bottom rows in Table 5) have no 
articulation in design science. As the DSR community clarifies these, including but 
not limited to maturity, sequence, and formalisms in each knowledge form, we hope 
that the attempts to establish such norms will be based on an inductive process that 
recognizes both the foundations from philosophy of science as well as actual DSR 
efforts in the community. Not recognizing the latter may lead to dysfunctional out-
comes that unnecessarily straightjacket the design science researchers or force charac-
terizations that run counter to the instinctive foundations of design science as aimed at 
intervention, problem-solving and creation of novel artifacts. This is a cautionary note 
we extend to the design science community.  

We conclude by acknowledging that our analysis is restricted to DESRIST publica-
tions over a three-year period. It is possible to expand the set to include additional 
years as well as publications in other venues that publish DSR outcomes. In spite of 
this limitation, we hope that our work has provided a first step in a dialog to combine 
both prescriptive work and empirical analyses as the DSR community engages in an 
effort to develop and establish norms for conducting and reporting DSR efforts, and 
develop a cumulative knowledge-base.  
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Abstract. Smart Cities has emerged as an important research challenge among 
IS researchers in recent years. The grand claims that have been done about the 
potential of Smart Cities are grounded in a wide range of IT-related artifacts 
that were designed in theory and/or implemented in practice. Today, due to the 
growth of the level of knowledge maturity in this context, IS research in this 
field is more focused on the development of a nascent Smart City theory. The 
key concepts introduced in literature were collected through an eight-steps sys-
tematic literature review [19] and analyzed using [20]’s concept definition ma-
trix. Based on this, this paper aims at reflecting upon research methodologies 
for conducting IS research in this field, and demonstrates the suitability of Ac-
tion Design Research [43]. A Smart City research project that successfully used 
this methodology is also described to further support this statement.  

Keywords: Smart Cities, Action Design Research, Systematic Literature Review. 

1 Introduction: IS Research on Smart Cities 

Smart Cities is more and more acknowledged as a relevant research challenge among 
IS researchers. The term Smart City was firstly introduced in [1]. In this seminal  
article the Smart City mission is defined as:  

“The urban centre of the future, made safe, secure environmentally green, 
and efficient because all structures are designed, constructed, and main-
tained making use of advanced, integrated materials, sensors, electronics, 
and networks which are interfaced with computerized systems comprised of 
databases, tracking and decision making algorithms”. [1, pp. 2] 

However, greater attention by IS researchers started with the grand claims made by 
IBM [2][3] about the potential for such initiatives. Particularly the authors referred to 
the introduction of the concept of “city as a system of systems” [2, pp. 11]. In other 
words, their visionary articles aimed at demonstrating the potential value that is ex-
pected to be achieved through the application of different ICT solutions across a 
number of city’s core systems, such as Transport, Communication, Water, and Energy 
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to mention few. Then, their integration and interconnection would allow the creation 
of a holistic “system of systems” that is able to embed these city’s core systems, and 
so to enable both a more efficient and effective management of the overall city [4], 
and a positive impact on its “triple bottom line” (economy, environment, society) [5]. 
Thus, the grand claims that have been done about the potential of Smart Cities are 
grounded in a wide range of IT-related artifacts that were designed in theory and/or 
implemented in practice. For example, their implementation across different city’s 
domains can enable Intelligent Transportation Systems (e.g. [6]), or can increase wa-
ter (e.g. [7]) and energy supply (e.g. [8]) efficiency, to mention some general in-
stances. In the following years the IS research around Smart Cities significantly 
changed. In detail, the goals shifted from specific technological problem-solution 
analysis to more comprehensive studies regarding, for instance, innovative measure-
ment frameworks [9] or overall strategies and business models [10][11]. In other 
words, from specific instantiation and implementation of software and process solu-
tions, the IS research around Smart Cities is now concerned more with defining op-
erational solutions, and so with structuring a new Smart City theory. In order to study 
how the research is moving in this way, we adopt Gregor and Hevner’s framework 
[12] that outlines three levels of “contribution types” for Design Science Research 
(DSR) (see Figure 1). The DSR artifact has different natures [13] and the one that is 
assumed partially determines the type of contribution to knowledge. Other factors 
such as the state of the field of knowledge and the academic research conversation to 
which the research outcome is to be communicated are further variables that might be 
included when analyzing the nature of knowledge contribution [12]. 

 
Fig. 1. Design Science Research Contribution Types [12, pp.342] 

In Figure 1, it is clear that the authors predict different levels of contribution types in 
relation to the level of maturity of the knowledge around the topic (i.e. “problem maturi-
ty”, [12, pp. 344]). As seen, the context of Smart Cities is then maturing and quickly 
evolved in academic literature since the publication of the seminal articles above men-
tioned. A plethora of suggestions regarding ICT solutions (artifacts) to make cities 
“smarter” is available in the literature to date [14]. Subsequently, a fundamental need to 
reflect on the Smart City concept, its construction and underlying assumptions to enable 
transparency and new readings was highlighted [15]. In other words, “cities currently 
face a problem of standardization of the main building blocks of smart/intelligent cities 
in terms of applications, business model, and services. Standardization would dramati-
cally reduce the development and maintenance costs of e-services due to cooperation, 
exchange, and sharing of resources” [16]. Referring to the left cell in Figure 1, the ma-
turity of the knowledge regarding Smart Cities is growing due the exponential growth of 
related academic publications. This shift is reflected in a change of the content and of 
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the focuses upon which IS research on Smart Cities is conducted (from level 1 to level 2 
in Figure 1). This paper aims at identifying a suitable research methodology for con-
ducting IS research in the current context of Smart Cities. As a consequence, we con-
ducted a systematic review of the literature (presented in section 2) to investigate the 
main concepts that IS authors introduced in this field to define what a Smart City is and 
which are the conceptual elements involved in such initiatives. It will allow us to identi-
fy a suitable research methodology (section 3) to systematically drive the research activ-
ities in the context of Smart Cities. Finally an example of a Smart City IS research 
project is provided in section 4, before the conclusions, where the main contributions of 
this paper are outlined. 

2 Smart City Systematic Literature Review 

Despite the plethora of suggestions regarding the design and instantiation of  
IT-related artifacts to improve the city’s social, economical and environmental per-
formances, the Smart City concept is still emerging, and the work of defining and 
categorizing it is in progress [17]. In fact, most of the definitions provided come from 
individual research needs or perspectives [18]. As a consequence we conducted a 
systematic literature review (SLR). This process adhered to Okoli et al’s 8 steps [19] 
that are: (1) Purpose of the Literature Review, (2) Protocol and Training, (3) Search-
ing for the Literature, (4) Practical Screen, (5) Quality Appraisal, (6) Data Extraction, 
(7) Synthesis of Studies, and (8) Writing the Review. Within the following sub  
sections, all of these steps will be described.  

 
(1) Purpose of the Literature Review: in our case, this study was conducted to 

analyze the progresses of the stream of research connected to Smart Cities. Particular-
ly, the main aim of this study is to extract all the relevant concepts that have been 
used in defining Smart Cities, and which are believed to be its enabler factors.  

(2) Protocol and Training: within this second stage of the process, the specific steps 
and procedures to be followed have to be detailed. First, the key review questions must 
be defined. Consistently with the objectives outlined in step 1, two key review questions 
(RevQ) arose: what does the term Smart City mean? (RevQ1); which are the homoge-
neous dimensions that fully encompass all the enabler factors of Smart Cities? (RevQ2). 
The approaches that were followed were similar for both the RevQs. In detail to answer 
RevQ1 the first step was to collect all the definitions that have been published in litera-
ture. In order to systematically analyze these definitions, we defined a common syntac-
tic structure made of different categories. The next step was about the development of a 
concept matrix, using as guidance the methodology proposed in [20]. Its development 
allowed us to have a complete overview of what have been said, how many times, and 
what a comprehensive definition of Smart Cities should include. The same approach 
was followed for RevQ2. The only difference was the subject under analysis. In fact, the 
analysis has taken into account all the contributions in which there was a clear attempt 
of defining and conceptualizing the Smart City concept with dimensions. These  
attempts can range from frameworks to simple lists of enabler factors. This process  
was externally validated by experts in the field of Smart Cities, and from experts in 
systematic literature review within the academic field.  
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(3) Searching for the Literature: The requirement for an article to be considered 
for this study was the presence of the word “Smart City/Smart Cities” either within 
the abstract, or the keywords, or the title of the paper. The sources of literature collec-
tion that we considered were three; in first place we looked at the most important 
journals’ websites following journal rating charts such as the “AIS Basket of 8”; then, 
open access databases (Google Scholar) and specific subject databases (ACM Digital 
Library) were also included. In total we collected 908 articles. We then applied first 
exclusion criteria to titles (e.g. language), and there were 442 articles that were or-
dered and searched, and considered further.  

(4) Practical Screen: The output of this step has to be a complete list of the litera-
ture that is considered for the review. In our case we went through it twice. First we 
reduced the total amount of articles by reading the abstracts of all the papers we had 
previously collected. Then, we carefully read all the papers. In particular, we verified 
their consistency with the two RevQs. In Figure 2 a summary of the process we  
implemented is provided.  
 

 

Fig. 2. Literature Selection Process 

As a result we considered 12 contributions for answering RevQ1 and 30 for RevQ2.  
(5) Quality Appraisal: this step involves a closer examination of the articles in or-

der to assess their quality. However, given the novelty of the topic (almost 95% of the 
articles were published in the last two years), there were not problems relating to the 
amount of articles.  

(6) Data Extraction: at this stage, a complete list of articles that comprised all of 
the materials needed to answer our RevQs was available. Therefore, we isolated the 
information relating to the two relevant objectives for this study. We listed all of the 
definitions in a table. We then extracted all the dimensions used to conceptualize 
Smart Cities. The output of this step was a complete list of relevant concepts from 
which we could synthesize our study and derive our conclusions.  
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fundamental milestones in building the technological background for Smart Cities, 
named the Spatial Intelligence of Cities [22]: Ambient Intelligence [23], Digital City 
[24], and the Intelligent City [25]. Respectively, they refer to the instrumentation, 
interconnection and intelligence steps presented in [2]. 

Furthermore, developing human resources and social capital are recognized, to-
gether with technology, as one of the enabler factors for Smart Cities by authors, e.g. 
[26]. According to literature, collaboration, participation, engagement, and partner-
ships are key words related to this field [5]. Hence, we need a collaboration model to 
actually establish technological and social components as enablers for Smart Cities. 
To support these approaches, researchers advocate the use of the “triple-helix” model 
which focuses in particular on relations between university, industry and government 
at an urban and regional scale [27]. Within this perspective, Living Labs methodolo-
gies [28] are stressed as being significant. Living Labs can be seen as a User-Centered 
Open Innovation Ecosystem [29] that aims at the integration of concurrent research 
and innovation processes within a “3P” (Public-Private-People) Partnership. Consis-
tently, the balance between bottom-up and top-down strategies must be strengthened. 
To achieve these goals managerial interoperability across city's smart services, appli-
cations, and organizations is required [21]. At this point of development, we are in a 
good position to implement a Smart City strategy. Initially, we can state that the final 
goal of a Smart City is to provide services [5] in order to: improve city's inhabitants' 
quality of life [1], decrease city's carbon footprint [30], facilitate a sustainable  
economic growth [31], and increase or add efficiencies.  

As a result of this process we identified all the key themes related to Smart Cities. 
At this stage we know what has been said, how many times and what a comprehen-
sive definition should include. Thus, we define Smart City as “an urban area  
that leverages its technological and social infrastructure implementing people-
private-public partnerships supported by innovative governance in terms of policies, 
leadership and proper ongoing management principles, to enable smart information 
services, aiming at improving its critical capabilities”. This definition encompasses 
all the critical aspects that arose from the literature currently available.  

3 Choosing a Suitable Research Methodology 

In the previous section we presented a SLR study on research to date within the topic 
of Smart Cities. Particularly, the concept definition matrix methodology allowed us to 
highlight what are considered the relevant concepts about conducting research in this 
emerging field. Furthermore, connecting to the introductory section of this paper, we 
highlighted with examples which is the current level of knowledge contribution of IS 
research projects in this field in relation to the level of knowledge maturity (see  
Figure 1). Hence, the aim of this paragraph is to find a suitable research methodology 
in order to enable the creation of prescriptive knowledge in terms of nascent Smart 
City design theory [32], considering all the relevant aspects arose from the SLR study. 
Particularly important for this scope is to consider the “Approach” category within 
both the concept definition matrixes previously introduced (see Figure 3 and [14]). 
Accordingly to literature, collaboration, participation, engagement, and partnerships 
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are key words related to this field [33] [5]. Hence, Smart City projects need a collabo-
ration model to actually establish technological and social components as actual enab-
lers for Smart Cities. To promote these approaches the largest portion of literature 
refers to a model called “triple-helix” which focuses in particular on relations between 
universities, industries and government at an urban and regional scale [27]. This pers-
pective is critical to bridge the gap between short-term city development priorities 
(demand pull) and long-term technological research and experimentation (technology 
push) [16]. This approach has been widely demonstrated by several case study re-
searches as successful (among others [9][11]). As a consequence, one of the critical 
success factors for Smart Cities research projects is considered to be the establishment 
of a strong “Public Private Partnership” in which local government, IT industries and 
universities are involved in a highly participatory approach to design and deliver in-
novative artifacts in this domain. The main aim is placed at leveraging the awareness 
of the mechanisms that characterize cities (from the government side), and the tech-
nological infrastructure associated with cities (from the IT company side), with the 
knowledge arising from extant academic theory (from the university side). In this 
landscape, in the early stage interaction between these three main actors involved, the 
problem that is wanted to be solved arises. Particularly, the local government high-
lights a specific issue regarding the specific city context. Researchers from academia 
import a theoretical standpoint, by rigorously analyzing the progresses of literature 
connected to the specific problem. In the case in which a solution is not available in 
literature, a research gap is identified, and as a consequence a solution needs to be 
designed. The outcome, i.e. the artifact, is meant as a thing that has, or can be trans-
formed into, a material existence as an artificially made object or process [34]. It is 
clear that, if considering the dearth in existing theory only, Design Science Research 
(DSR) is a suitable research methodology. DSR is defined as a construction-oriented 
view of IS research in which the main focus is around designing and building innova-
tive artifacts [13]. Moreover, “the artifact should be relevant to the solution of an 
unsolved and important problem”. Thus, “the development of the artifact should be 
achieved from existing and proved theories and knowledge and should be a solution 
of a defined problem” [35].  On the other hand, if we consider the challenge articu-
lated by the local government, a specific organizational solution is needed. As a con-
sequence the rationale for the choice of DSR as the proper research methodology 
becomes weaker. According to [36], researches using design science are initiated by 
the researcher interested in developing technological rules for a certain type of issue. 
In fact, in DSR the organizational intervention is considered to be secondary [37]. 
Particularly the DSR methodology sees as a first priority to gain complete awareness 
about the problem, then design the artifact, followed by its evaluation, tracing the so 
called “build and then evaluate” path. As a consequence, the organization plays an 
active role within the evaluation of an artifact that had been already designed. Not-
withstanding, some key authors in the topic of DSR (e.g. [13]) believe that the organi-
zation can play a key role also in shaping the problem that is wanted to be solved. 
However, none of them sees a participatory design of the solution itself as one of the 
main features of the methodology. Hence, if we did consider only the local govern-
ment side of the research motivation, we would probably choose Action Research 
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[38], which can be seen as the combination of theory and researchers’ intervention to 
solve immediate organizational problems [39]. It is clear here that the organization is 
at the core of this research approach. However, once the organization-related solution 
is designed and evaluated, various forms of the organizational context are inscribed 
into the artifact [40]. As a consequence the contribution to existing knowledge might 
suffer due to the lack of insights for the generalization of the problem and solution 
instances. 

Thus, concerning this methodological challenge related to IS research in the con-
text of Smart Cities, we have to incorporate an “action component” within a DSR 
approach, in order to meet the needs of the local government and ensure an original 
contribution to existing knowledge. In literature an interesting (and consistent to this 
study) attempt to combine these two approaches was done in [41, pp.9], and it is 
drawn from [42]. The scheme that is considered here involves a naturalistic evalua-
tion, as opposed to the artificial one, as the class of artifacts that are taken into  
account are much more involving conceptual elements rather than technical ones  
(see Figure 1, Level 2 of DSR Contribution Types). We see here that the organiza-
tional involvement (the action research component) happens only during the evalua-
tion of the already developed artifact. In the case of Smart Cities there are two main 
differences and inconsistencies. In first place, the local government (and so the organ-
ization), has to be involved since the very first stage of the research. Secondly, the 
artifact has to be designed and developed in a highly participatory approach with the 
organization and the practitioners (from the IT company side). We can conclude that 
both DSR (in its original formulation) and Action Research are not suitable for IS 
research projects in the field of Smart Cities. However, we can conclude that IS re-
search in Smart Cities needs to be DSR that recognizes that the artifact emerges from 
the interaction with the organizational context (i.e. local government). 

A method that addresses these issues is Action Design Research (ADR), which is 
defined as a “research method for generating prescriptive design knowledge through 
building and evaluating ensemble IT artifacts in an organizational setting” [43]. Its 
particular contribution is linked to the implementation of design science research to 
solve an organizational-related problem defined as an instance of a class of problems, 
in which the evaluation is conducted in a highly participatory process [44]. The ADR 
cycle is based on four main research stages: (1) Problem Formulation, (2) Building 
Intervention and Evaluation, (3) Reflection and Learning, and (4) Formalization of 
Learning. The first step involves the definition of the problem that is required to be 
solved. Here, the problem has to be identified, articulated, and scoped. Particularly 
important at this stage, is to relate the organizational problem to a broader class of 
problems. This first stage of the methodology is drawn upon two principles: (1) Prac-
tice Inspired Research and (2) Theory-Ingrained Artefact [43]. Generally, research on 
Smart Cities has been initially motivated by “practical” (as opposed to theoretical) 
issues. Some examples are the widely mentioned urbanization trend, the growing 
responsibility of cities for the world carbon footprint, and the dramatic change in the 
demographic composition of the population [45], that are stressing cities’ balances 
and infrastructures. More specifically, earlier in this section we have underlined how 
the issue arising from the local government is translated and related to a research gap 
in theory by the academic side of the research team. Hence, a wide range of academic 
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publications in IS literature in the context of Smart Cities demonstrates the effort that 
researchers are making to address these challenges with a theoretical perspectives, 
creating a range of original contributions to existing theories. The second stage of the 
ADR methodology is related to the process of building, intervention, and evaluation 
(BIE) of the artifact. Here again some principles are proposed in the ADR seminal 
article [43], that are (3) Reciprocal Shaping, (4) Mutually Influential Roles, and (5) 
Authentic and Concurrent Evaluation. After discovering initial theoretical contribu-
tion targets, the methodology also distinguishes between an IT-dominant-BIE (that is 
mainly focused on innovative technological design) and an organization-dominant-
BIE (this format is related to the decision making processes within the organization). 
Both of these BIE types identify a highly participatory process, consistently with the 
calls for collaborative approaches made by several authors in the topic of Smart Cities 
(among others [46][47]). In detail, as concluded in [48], cities can be considered as 
densities in networks among at least these three relevant dynamics: that is, in the in-
tellectual capital of universities, the industry of wealth creation, and their participation 
in the democratic government which forms the rule of law in civil society. The effects 
of these interactions can generate spaces within the dynamics of Smart Cities where 
knowledge production can be exploited. The evaluation phase is seen as a concurrent 
step, rather than a separate stage (principle 5). This particular approach allows identi-
fying anticipated as well as unanticipated challenges related to the final solution. The 
importance of such an approach is ingrained in the concept of Living Lab [28], which 
it was demonstrated to be a successful way to design innovative artifacts in the con-
text of Smart Cities by bringing together “interdisciplinary experts to develop, deploy 
and test new technologies and strategies for design that respond to this changing 
world” [49] (see also Special Issue on the Journal of Knowledge Economy [50]). The 
third step of ADR is crucial to ensure the contribution to knowledge of this research 
project, and it focuses on the reflection and learning process. This stage is drawn on 
the principle (6) Guided Emergence. In the context of IS research on Smart Cities, the 
final artifact is the result of the interplay that encompasses the relationship between 
the theories used and their application to the specific urban environment (including 
the local government, i.e. the organization) – related challenges [48]. Finally, the last 
stage proposed in [43] (i.e. Formalization of Learning) emphasizes once again the 
importance of having a (7) Generalized Outcome that can be further developed into 
general solution concepts for a class of field problems. The IS Smart City researcher 
is responsible of relating the specific city – solution to a significant contribution to 
theory by extracting the design pattern [51], understood as a generally reusable tem-
plate solution to commonly re-occurring challenges (see [52]). The research outcome 
is then a theory-ingrained artifact, where theories allow the research team to both 
structure the organizational problem as an instance of a class of problems in literature, 
and guide the design [32]. The generalized outcome is achieved through the ongoing 
reflection and learning step, and the final formalization of learning one, by extracting 
the design principles [51] from the specific organizational-related solution. In this 
way, the organizational related problem can be solved without precluding the creation 
of an original contribution to existing knowledge.  

Concluding, we found in ADR a relevant approach for providing systematic  
methodological guidance for current IS research conducted in the context of Smart 
Cities, and we demonstrated its suitability by relating its main principles to the key 
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notions arose from a SLR study. This statement will be further demonstrated within 
the next section, in which it will be provided an example of successful application of 
ADR in a Smart City research project regarding the development of a Sustainable 
Connected City Capability Maturity Framework (SCC-CMF) [52].  

4 ADR in Smart Cities: The SCC CMF 

The aim of this section is to describe a successful usage of ADR in a Smart City re-
search project. It was conducted by a research team that included representatives from 
the academic field (National University of Ireland Maynooth and Dublin City Univer-
sity), in collaboration with Dublin City Council (DCC) and Intel Corporation, and 
was focused on the development of a Smart City maturity model (SCC CMF) [52]. In 
this paper we focus on outlining how the research activities that were implemented 
are consistently related to the 7 principles of ADR [43]. In other words, we focus on 
the methodology that was used, rather than on the content of the final artifact itself 
that was already widely described in [52].  A “quadruple-helix” approach [53] was 
adopted, where the awareness and the influence of the city authority as well as the 
technological experience and insights of Intel Corp., could be combined with rigorous 
research from the academic field (ADR, Principle 4). Moreover, the involvement of 
representatives from the city council and citizens of Dublin ensured the presence of 
the “people component” in the people-private-public partnerships collaboration model 
that was established, which is considered critical in any Smart City project [16]. 
Hence, a strong partnership between the stakeholders involved was officially estab-
lished [56], and it was followed by initial meetings in which objectives, roles of each 
member of the research team, priorities and deadlines were clearly defined. Thus a 
long-term commitment to the project was achieved (ADR, Principle 3). The first mo-
tivation for this research project came from an organizational-related problem. The 
DCC senior management team highlighted the need they had for a comprehensive 
model in order to assess the current position of the city’s Digital Master Plan. Accord-
ing to Dublin Lord Mayor Naoise O’Muiri’, the master plan will be modelled with the 
idea of promoting initiatives to create an “everywhere digitally connected and sus-
tainable city, from home to workplace, from streetscape to public park and from 
healthcare to education” [55]. At this stage we can conclude that the research was 
Practice Inspired (ADR, Principle 1). In the city’s managers opinion a solution 
should be also able to define an improvement strategy in relation to the city’s charac-
teristics, priorities, and constraints. On the other side, a SLR to identify the related 
research opportunities and gaps within the existing literature base was conducted. 
Here, it was found that, despite the definition of many static indexes to assess the 
“smartness of cities”, e.g. [5][54], there was still a lack of dynamic assessment models 
[9]. Thus, after a highly participatory preliminary analysis of the project between the 
parties involved, two initial research questions were formulated: (1) How can Smart 
Cities be assessed in relation to their current and future ability of delivering services 
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enabled by ICTs? (2) How can insights be given to city’s managers to increase and 
optimize such capability?  

It is clear here that the research addresses an organizational-related problem (DCC) 
defined as an instance of a class of problems identified through the SLR study. After 
discovering initial theoretical contribution targets, the research team had to select and 
customize the BIE cycle. Within the continuum between an IT-dominant-BIE and an 
organization-dominant-BIE, the project was much closer to the second option, as the 
artifact was designed with organization’s participants input and ideas (ADR, Principle 
3). Within the BIE cycle, the first version of the artifact was achieved as a part of a 
PhD program, by applying a theoretical lens to the dearth of existing theory, and by 
the usage of several research techniques (e.g. Grounded Theory [57], 8-steps SLR 
[19]), as described in [58] (ADR, Principle 2). The possibility of leveraging this first 
stage of the model by embedding the experience and competences from both DCC 
and Intel resulted in a significant change and improvement of the artifact, again con-
sistently with Principle 3 of ADR. Furthermore, as documented in [52], an ongoing 
evaluation of the artifact was achieved by involving Dublin City stakeholders since 
the first version of the solution was designed. Particularly, a city workshop was con-
ducted involving city stakeholder representatives from those areas of the city in which 
Smart City ICT-related solutions are expected to be implemented. Among other activ-
ities that were implemented (e.g. individual and group-based assessment of the cur-
rent level of maturity of Dublin City), the stakeholders had a further group discussion 
on potential improvements that can be done within the SCC CMF. Here they hig-
hlighted their ideas about future initiatives, potential benefits, as well as the chal-
lenges and obstacles that have to be overcome to allow their full implementation. As a 
consequence, the BIE cycle identifies a highly participatory process with the evalua-
tion phase that can be seen as a concurrent step, rather than a separate stage (ADR, 
Principle 5). As a summary, the solution evolved since its first version through its 
usage by end users (i.e. responsible for the Dublin Digital Master Plan), and the inputs 
collected from stakeholders within the city (ADR, Principle 6). Concluding, by ex-
tracting the design pattern [52], the research team ensured that the outcome achieved 
with the design of the SCC CMF goes beyond the specific city solution (i.e. Dublin) 
(ADR, Principle 7). Despite filling the research gap previously identified, this re-
search project gave constructive insights to the Smart City IS research community on 
how to systematically standardize this complex field. Furthermore, the SCC CMF is 
now being used to facilitate “quantitative benchmarking across cities” and as a 
“standalone city assessment instrument” [52]. In addition, the presence of researchers 
from academia facilitated this process, as their main interest was to keep the process 
rigorous and systematic. 

Concluding, in this section an example of successful application of ADR in a 
Smart City project was described. Its consistency with [43]’s methodology was dem-
onstrated by relating the research activities that were widely described in [52] to the 7 
principles of ADR. These relationships will be summarized in the concluding section 
of this paper (see Table 1).  
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Table 1. ADR Principles in IS Smart City Research 

ADR Principles [43] IS Smart City research SCC CMF [52] 

Practice-Inspired  

Research 

Smart City research activities are 

problem-inspired, from mega 

trends (e.g. urbanization) that are 

stressing cities’ balances and 

infrastructures [2]. 

The research project had as a starting 

point the issues articulated by the 

senior management team within DCC, 

i.e. need for an artifact to inform the 

strategy to become a Smart City. 

Theory-Ingrained  

Artifact 

The practical problem is related to 

a research gap in literature, and IS 

theories systematically drive the 

activities involved in the design of 

the artifact. 

A mix of theories and research tech-

niques was used for systematically 

drive the research activities (e.g. 

Grounded Theory [57], Maturity 

Models [59], 8-steps SLR [19]). 

Reciprocal  

Shaping 

The effects of the interactions-

between local government, IT 

industry, and academia-generate 

spaces within the dynamics of 

cities where knowledge produc-

tion can be exploited [48].

The involvement since the beginning 

of the project of DCC (i.e. the organi-

zational setting) ensured a participato-

ry approach in designing the SCC 

CMF, which was then inevitably 

influenced by the specific context. 

Mutually 

 influential roles 

The IT artifact is developed in a 

Triple-Helix environment [27], 

where IS theories (academic side) 

inform the practical knowledge 

related to the city (government 

side) and its technological land-

scape (IT industry side), and vice 

versa. 

The final artifact is the result of the 

leverage of the awareness of the 

mechanisms that characterize cities 

(from Dublin City Council), and the 

technological infrastructure associated 

with cities (from Intel Corp.), with the 

knowledge arising from extant aca-

demic theory. 

Authentic and  

Concurrent  

Evaluation 

The importance of such an ap-

proach is ingrained in the concept 

of Living Lab [28], which was 

demonstrated to be a successful 

way to design innovative artifacts 

in the context of Smart Cities [50]. 

An ongoing evaluation of the artifact 

was achieved by involving Dublin 

City stakeholders since the first ver-

sion of the artifact was designed. 

Additionally, end users (i.e. responsi-

ble for the Dublin Digital Master Plan) 

actively participated in the design of 

the artifact. 

Guided  

Emergence 

The artifact is the result of the 

interplay that encompasses the 

relations between the theories 

used and their application to the 

specific urban– related challenges 

[48]. 

The solution evolved since its first 

version through its usage by end users 

(i.e. responsible for the Dublin Digital 

Master Plan), and the inputs collected 

from stakeholders within the city. 

Generalized  

Outcomes 

The IS researcher is responsible of 

relating the specific city – solution 

to a significant contribution to 

theory by extracting the design 

pattern [51]. 

The SCC CMF goes beyond the spe-

cific city solution. It is currently being 

used to facilitate “quantitative ben-

chmarking across cities” and as a 

“standalone city assessment instru-

ment” [52] 
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5 Conclusions 

This paper demonstrates the suitability of Action Design Research [43] to systemati-
cally focus on the complex research challenge associated with the topic of Smart  
Cities. As a summary we propose Table 1, in which the relations between the 7 prin-
ciples of ADR with both general IS research on Smart Cities and the particular case 
described in the previous section (i.e. the SCC CMF), are outlined. 

To support this statement, we firstly used [12]’s framework to describe the pro-
gresses to date of IS research in Smart Cities in terms of current research contribution 
targets in relation to the level of maturity of the knowledge in this field. Based on this, 
we conducted a SLR in order to investigate the key concepts upon which IS research 
on Smart Cities is currently grounded. The systematic identification of these concepts 
allowed us to both outline the methodological challenges that Smart City research 
projects are currently facing, and to demonstrate how ADR can be a suitable approach 
in this highly collaborative and practice inspired research landscape. Particularly, we 
showed how the main concepts arising from the SLR study are consistent with the 7 
fundamental principles of ADR. In addition, we provided an example of successful 
application of ADR in this research domain, by focusing on the research activities 
implemented in the design of the SCC CMF [52]. 
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Abstract. One central goal of design science research (DSR) is to generate, ex-
tract and communicate knowledge about the design of an artifact. Design 
science researchers ultimately strive to contribute knowledge in the form of ma-
ture design theories; mere descriptions of the artifacts are not regarded as suffi-
cient contributions to knowledge anymore in scholarly publications. There is an 
increasing body of guidelines on how to produce and publish mature design 
theories. However, not every research project is in that state. To publish inter-
mediate results (i.e. nascent theories), only general, abstract publication 
schemes can be found in the recent literature making it difficult to publish de-
sign knowledge at that intermediate level. In this paper, we contribute an exten-
sion of an existing publication scheme, tailored towards the publication of such 
intermediate, work in progress design knowledge in the form of prescriptive  
design principles. This scheme was designed with respect to the complexity of 
today’s information systems IT artifacts. To demonstrate the scheme’s applica-
bility, we will apply it to one of our recent scholarly publications in the CSCW 
area. We argue that this publication scheme extension will help to communicate 
design knowledge in earlier project stages, which allows a faster feedback to the 
knowledge base that will enable a broader community to participate in the 
“search process” for an optimal design solution. 

Keywords: Design science research publications, design principles, design 
theory. 

1 Introduction 

Design oriented research is well established in IS research, particularly in Europe  [1]. 
There is a vast body of literature that generally describes DSR in theory as well as in 
practice (i.e. [2–5]). There is general consensus that design science focuses on the 
acquisition of new knowledge through the design and evaluation of artifacts. “The 
fundamental principle of design science research is that knowledge and understanding 
of a design problem and its solution are acquired in the building and application of an 
artifact.”[6]. But when it comes to practical research projects, the definition of what 
design science exactly is, starts to blur. The existing publication guidelines aim to be 
applicable for a wide variety of fields, methods and artifacts and therefore lack  
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specificity required to stringently describe practical projects in specific fields. 
Baskerville [7] highlighted the current ambiguities and misunderstandings by filling 
most of the space in an editorial describing what design science is not [7] and he is 
using one paragraph to advise the reader to make up their own minds by treating the 
DSR related articles in that journal issue as “best examples”. Moreover, Gregor et al. 
[8] conclude that there is still a lack of clear understanding what defines a contribu-
tion to knowledge in the publications from DSR projects. To address the aforemen-
tioned problem, Gregor et al.’s article [8] provides a detailed framework for  
knowledge contributions and a schema for publishing DSR projects but in the end 
stays on an abstract level in order to be applicable to all kinds of practical DSR work. 

For more mature knowledge however, i.e. design theories, there are several guide-
lines available [9, 10] on how to publish them, but not every research project is in that 
mature state. But as design science is regarded as an ongoing “search process” [2], it 
is from our point of view vital that design knowledge is contributed to the community 
especially in early stages. Otherwise the search process would be carried out by  
individuals rather than within a larger community. 

Therefore, this paper aims to close that gap by extending Gregor et al. [8] in order to 
give specific guidance on the description of the artifacts and their design rationales 
with a focus on innovative information systems. Thus, the over all objective for that 
schema extension is to foster the publication of nascent design knowledge in scholarly 
publications. (In DSR terminology, this could also be called solution objective for the 
artifact, as discussed later in this article.) 

This is a rather practical goal. However, by working on an artifact to reach this goal 
we can also contribute to the scientific knowledge base of DSR with its stream of 
literature on the publication of DSR results. The research question therefore addresses 
a gap in the current body of literature:  
 
Research Question: How can early design knowledge on information systems arti-
facts be rigorously communicated through nascent design theories at any time in the 
research process? 
 

To motivate the need for an extended DSR publication schema we report shortly on 
our experiences in communicating DSR. The past DSR activities in our research 
group often targeted the design of innovative IT artifacts in collaborative work envi-
ronments like advisory service encounters. Although we (and our research group) 
published DSR related articles in the past years in the domain of travel agencies [11, 
12] and the financial industry [13–15], we often faced a number of problems during 
the writing process, which sometimes even hindered the publication of valuable de-
sign knowledge. (1) During the course of such a projects, design knowledge exists at 
various levels of maturity at any given point in time (i.e. the time of writing). When 
publishing results from DSR activities we were often obliged to communicate know-
ledge with different levels of maturity simultaneously in order to describe our artifact 
and its design rationales stringently. However, we found it challenging to mix those 
levels of maturity while demonstrating overall rigor in a publication. (2) As the design 
space of possible artifacts is very large, it is in general impossible to address all  
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design decisions in one single publication. Thus a selection of design aspects targeting 
the specified design goals have to be made and communicated transparently in order 
to avoid an impression of a random selection to readers. (3) As DSR activities are 
typically performed in a cyclic sequences [3] knowledge materializes at different 
stages in the process. This often does not seem to fit well into generic and linear  
structure of DSR publication schemas. 

To address those problems, we will discuss the current literature on publishing DSR 
contributions to knowledge with a focus on designing and implementing IT-artifacts 
in real world contexts. We contextualize the current literature and existing publication 
schemes with our observed practical publication challenges and identify existing gaps.  
We then review the related literature and identify the necessary components and con-
structs to base the proposed framework upon.  The main contribution of this article is 
the extended publication schema based on Gregor et al. [8] and a demonstration of its 
application to one of our previous research projects. The paper ends with a discussion 
of the proposed schema and its value to future research. 

2 Related Work 

The discussion of how to publish design knowledge already started decades ago. 
Walls et al. [16] provided a first structure for design theories. Walls et al.’s design 
theories were structured around 4 major components: “meta-requirements”, “meta-
design”, “kernel theories”, and “testable design hypothesis”. The first component 
“meta-requirements” covers the description of the system objectives. The word “me-
ta” was used to distinguish the project specific requirements from the more generic or 
abstract requirements covering the class of problems a design theory addresses [16]. 
The second component, the “meta-design”, deals with describing the design abstrac-
tions, describing the essential rationales of the design solution. Again, the “meta”-
prefix distinguishes the concrete artifact instantiation form its more generic or abstract 
counterpart in the design theory, that addresses a whole class of systems [16]. The 
third component, “kernel-theories” are meant to include justificatory knowledge for 
the developed theories.  The fourth and last component, “testable design hypothesis”, 
is used to provide evaluation criteria for the meta-design with respect to the  
meta-requirements [16]. 

Gregor et al. [8], also incorporating the work of Walls et al., developed a much 
more practical and recent framework for presenting design science research. This 
general framework provides a structure for complete DSR articles and includes the 
sections introduction, background, method, artifact description, evaluation, discus-
sion and conclusion. For each section, the authors prescribe the nature of the expected 
content. However, as the article strives to addresses all possible kinds DSR projects, 
the descriptions are on an abstract and generic level. While most of the framework’s 
sections may be directly applicable in many practical research projects, at least two of 
them are currently too general to be directly applicable. One of them is the “descrip-
tion of the artifact”. In this section, the authors are required to give a “[…] concise 
description of the artifact at the appropriate level of abstraction […]” [8]. But no 
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guidance is given on how to describe the design of a complex information system. 
The other too generic section is the discussion section, where in the case of complex 
socio-technical systems an “[…] explicit extraction of design principles may be 
needed” [8].  There, too, no guidance is given on how to publish information in a 
rigorous way. Arguably, both sections might be the most important ones when it 
comes to demonstrating a contribution to knowledge using Gregor et al.’s publication 
scheme, especially as it is key to demonstrate an appropriate level of rigor [2] in such 
work. Gregor et al. [8] address that challenge by proposing two frameworks to cate-
gorize scholarly articles by (i.) the type of knowledge contribution, and (ii.) the level 
of knowledge maturity (and hence abstraction).  The frameworks provide three cate-
gories for knowledge maturity (ranging from “situated artifact instantiation” to “ma-
ture design theories”), and four categories of knowledge contribution types (“routine 
design”, “improvement”, “exaptation” and “invention”). Kuechler et al. [17] pub-
lished a  framework to support the generation of intermediate design theories. They 
coined the term DREPT (“design relevant explanatory / predictive theory”) to de-
scribe that type of theoretical knowledge. While providing a detailed framework to 
support theory generation from an epistemological and thus justificatory point of 
view, only sparse guidance is given on how to publish those results.  

When designing innovative information systems in practice, many design decisions 
have to be made. Scholarly publications (should) ideally convey that design know-
ledge by extracting the essence of those innovative design factors. However, we 
found it hard to classify them into one distinct category of Gregor et al.’s frameworks 
[8]. On one hand, as for any innovative system of real world complexity, not all de-
sign decisions are justifiable by existing prior knowledge (or have been decided upon 
consciously or intentionally at all). If all design decisions were completely justifiable 
by prior knowledge, it would not be possible anymore to contribute to scientific 
knowledge bases as no new knowledge could be added. Such designs would be cate-
gorized as “routine design” and would be unpublishable by definition [8]. Thus, 
frameworks like [17] are not even applicable to portions of the design space, as the 
design knowledge is just to immature. On the other hand, based on our practical expe-
rience, it seems not even possible to fully describe the design for a class of systems 
within a single category of knowledge contribution or knowledge maturity. Know-
ledge contributions of real world systems are rather likely to fall into several (if not 
all) categories simultaneously. Some aspects of the system might be routine design 
(i.e. using existing platform libraries) while others might be transferred from foreign 
domains (exaptations) while still others might be improved versions of previously 
implemented constructs (improvements). A lack of clarity at this level could be a 
severe thread to the overall impression of the publication’s rigor if not properly  
explicated. 

A similar issue arises with communicating practical design knowledge on different 
levels of maturity. Gregor et al. [8] have developed a hierarchy of maturity levels, 
ranging from “artifact instantiation” up to “mature theories”. However, as we often 
face the need to describe whole classes of information systems, it is again unlikely for 
a publication to only transport knowledge at one distinct level of maturity. But apart 
from that practical aspect, presenting abstract and generic knowledge (like design 
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2.2 Design Principles as a way to Encapsulate Entities of Design Knowledge  

To accomplish the task of encapsulating design knowledge of mixed levels of maturi-
ty and forms of contribution, we will use the concept of “design principles” as the 
primary format for formalizing design knowledge. At first glance, “design principles” 
seem to be a well-known and accepted form to convey design knowledge in design 
theories [10]. Gregor et al. acknowledge design principles as one way amongst others 
to communicate nascent design knowledge [8] as well as a corner piece of knowledge 
communication within mature design theories [9].  

Van den Akker [20] offers the following generic structure of a design principle: “If 
you want to design intervention X (for the purpose/function Y in context Z), then you 
are best advised to give that intervention the characteristics A, B, and C (substantive 
emphasis), and to do that via procedures K, L, and M (procedural emphasis), because 
of arguments P, Q, and R." [20]. Depending on the nature of the design principle it 
may or may not be necessary to include both ABC as well as KLM. When the design 
principle focuses on process aspects KLM might be appropriated, where ABC may be 
more relevant when system features are to be described. PQR provide the grounding 
for the design principle.  

However, this structure contains no explication of either the maturity level or the 
type of knowledge contribution per se. One candidate to operationalize the maturity 
level of a single design principle is its level of justification. For design principles used 
within design theories, Goldkuhl [18] suggests different forms of possible justification 
which he termed “grounding” that helps justify “theorized practical knowledge”. The 
four grounding strategies are displayed in Figure 2 and a short summary of each strat-
egy will be given in the following. 
 
Conceptual grounding: Conceptual grounding is adequately expressed when all the 
concepts and phenomena related to a prescribed action and its goals are precisely 
defined through definitions and reasoning [18]. 
 
Value grounding: For every prescribed action a clear reference to an addressed goal 
should be presented, and, at the same time, the measure of goal achievement must be 
described [18].  
 
Explanatory grounding: Justification for the prescriptive statements can be given 
through the incorporation of abstract theories, for example, like “kernel-theories” 
[18]. Kuechler et al. [17] provide a detailed description of how those external theories 
are epistemologically related with prescriptive or explanatory statements.  
 
Empirical grounding: Through empirical grounding (in terms of instantiation and 
evaluation of the prescribed action) it can be investigated whether or not the pre-
scribed action works in practice [18].  
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motivate (1) the problem from a practical perspective and define the central solution 
objective of the artifact. After reviewing the existing literature associated with the 
problem, we derive the requirements for the artifact (which is, in our case, the publi-
cation scheme) (2). Based on the background literature we develop the publication 
scheme (artifact) (3). We demonstrate (4) the artifact’s applicability by following the 
publication scheme’s structure with one of our previously published scholarly articles. 
The artifact is evaluated (5) by demonstrating one successful application with the 
aforementioned publication and by logic argumentation (discussion section) of why 
that artifact solves the described problems. This article fulfills the purpose of commu-
nicating the results (6). 

4 Developing the Publication Schema 

To guide the development of an appropriate publication scheme, we first synthesize a 
set of meta-requirements (MRQs), summing up our initial practical problem discussed 
within the context of the related work: 

 
MRQ1: The publication scheme shall allow the simultaneous presentation of design 
knowledge at different levels of maturity.  
 
MRQ2: The scheme should clearly explicate the type of the contribution as well as 
the level of rigor that is available for each contribution to design knowledge. 
 
MRQ3: The scheme should clearly explicate the selection process for the design 
knowledge. 
 
MRQ4: The publication scheme shall allow the presentation of design knowledge 
from both, ex-ante and ex-post, abstractions simultaneously.  

 
To express the rationales for design decisions within a DSR project, we propose the 

structure in Figure 3. This structure emerged by combining the work of Walls et al. 
[16], Goldkuhl et al. [18], Gregor et al.[8, 19] and Kuechler et al. [17].  From top-
down, and according to Walls et al.[16], solution objectives (SO) should be defined 
for the whole socio-technical system in question. A clear argumentation of why that 
objective is important in a certain context is mandatory. Walls et al. suggest to define 
the class of problems the design theory addresses through the definition of meta-
requirements for the artifact. We argue, that Walls et al.’s meta-requirements are just 
refinements to the solution objectives as defined before. Thus they should be deriva-
ble from them. This is expressed in Figure 3 by the use of dashed arrows representing 
the semantics of “derived from” to link meta-requirements to solution objectives.  
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described structure, further conceptual grounding can be performed by describing the 
domain’s constructs and phenomena, the system is designed within [18], in detail. To 
ensure solid conceptual grounding, all those constructs and phenomena need to be de-
fined properly. Empirical grounding can be achieved by applying the design principles in 
the course of the artifact’s construction. Design principles are instantiated through design 
decision in the artifacts. Depending on the design of the evaluation, it might or might not 
be possible to provide direct empirical evidence to single design principles. Often, all 
design principles are applied altogether and the system is evaluated in terms of its solu-
tion objective achievement. This clearly is the weaker (implicit) form of empirical 
grounding but it is still valuable as a global indicator of success. But through observa-
tions, made during the course of evaluation, it might still be possible to draw inferences 
to particular design decisions, especially when they have led to problems or did not work 
as intended. Explanatory grounding provides one of the most rigorous forms of groun-
ding. Strong logic argumentation and/or the use of external theories (kernel theories) [16, 
18] can provide the required justification level here. 

To sum up the discussion on grounding a single (nascent) design principle, we pro-
pose the structure presented in table 1 for the presentation of a multi-grounded design 
principle covering all described grounding strategies except of empirical grounding, 
because this requires the evaluation to have been executed. 

Table 1. Proposed structure of a design principle 

Section Contents 
1. Value grounding Describe the requirement the principle should help to 

fulfill. 
2. Conceptual grounding Make clear how the constructs used within the design 

principle interrelate with the domain objects. Clearly 
define any constructs not jet described. 

3. Explanatory grounding If possible, provide explanations why the design prin-
ciple should work in theory. Either justify the principle 
by logic argument or reference existing knowledge 
(maybe kernel theories) presented in the background 
section. 

4. Prescriptive statement Precisely formulate an action that is applicable in the 
artifact’s design. 

4.1 Proposed Adapted Publication Schema 

To give practical advice on the publication of nascent design theories through design 
principles, we consolidate the previous aspects discussed into one publication schema. 
The aim was to merge the developed structures (figure 3 and table 1) into an existing,  
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accepted and often cited publication scheme. The resulting scheme is an adapted ver-
sion of Gregor et al.’s generic template for DSR publications [8] which has been  
extended (formatted in italics) to integrate the previously discussed constructs: 

Table 2. Publication scheme adapted from Gregor et al. [8] (Extensions and refinements are 
formatted in italics) 

Section Contents 
1. Introduction Problem definition, problem significance/motivation, introduction 

to key concepts, research questions/objectives, scope of study, 
overview of methods and findings, theoretical and practical signi-
ficance, structure of remainder of paper. 
 
Definition of the solution objectives (SOs) the intervention strives 
to achieve with a link to already described problems. The research 
gap should also be given here. An outlook to the scientific contri-
bution that emerges should be given as an outlook for the paper’s 
discussion. 

2.  Literature 
Review 

Prior work that is relevant to the study, including theories, empirical 
research studies and findings/reports from practice. 
 
If existing design-principles or design theories are used, they have 
to be referenced here. As a conclusion of the literature review sec-
tion, the gap in current literature should be stated. 

3. Method The research approach that was employed. 
4. Communica-
tion of design 
knowledge 

1. Meta-Requirements (MRQs) for the artifacts with clear reference 
to the SOs. 
 
2. A list of synthesized design principles (DPs) following the struc-
ture proposed in table 1. For each DP, its instantiation in the arti-
fact should also be described here. 
 
4. Representation of the artifact as a whole as good as possible 
(screenshots of software, photographs of the environment it is  
supposed to be used within, etc.)  

5. Evaluation Presentation of the evaluation results. Presentation of data to 
support or reject the fulfillment of the SOs. If data is available to 
support or reject individual DPs it should be presented here. 
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Table 2. (Continued.) 

6. Discussion 1. Epistemologically close the loop between the sum of the design 
interventions and the achieved objectives.  
 
2. If data (observations) are available that allow inferences on 
more detailed levels, link them back to MRQs or DPs whenever 
possible. If some of the design interventions did not work as in-
tended, give possible explanations and point out further research 
opportunities. 
 
3. If the evaluation motivates new design principle or refinements 
to previous ones (through the process of passive causal analysis 
[19]), derive new potential design principles (or refinements) here 
following the same structure as proposed in table 1. Of course in 
this case, empirical (ex-post) empirical grounding cannot be pro-
vided but may be subject for further research.  

7. Conclusion Concluding paragraphs that restate the important findings of the 
work. 
Restates the main ideas in the contribution and why they are 
important. 

5 Application 

To demonstrate how the publication schema could be applied in practices, we analyze 
one of our previous scholarly articles [15] that followed this structure. The article 
covers the topic of interpersonal relationship building when IT artifacts are collabora-
tively used in a dyadic setting. It communicates the results of a multi-cycle DSR 
project in the financial sector. In particular, that article contributes meta-requirements 
and design principles for IT-artifacts supporting interpersonal relationship building in 
financial advisory service encounter. As the research was carried out in a two-cycle 
DSR process, the scheme was slightly adapted to present the results in a cohesive 
manner. We will shortly discuss the structure of the article along the sections of the 
extended publication scheme (table 2): 

 
Introduction: In the introduction we briefly motivate the necessity to understand 
relationship-building in technology supported service encounters. A research question 
is formulated accordingly and a very rough outline of the paper is presented. Further-
more, the cyclic DSR setting is outlined and the specific structure of this DSR project 
is sketched as: build-evaluate (prototype 1)  abstraction & conceptualization  
build/evaluate (prototype 2).  As in this case the solution objective is justified by the 
empirical findings originating from the first evaluation, its presentation has been 
shifted to the “Communication of Design Knowledge” section.  
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Literature Review: The relevant literature covering the role of IT-artifacts in advisory 
encounters as well as literature covering relationship building in face-to-face collabo-
ration is presented here. The design and primary evaluation of the first prototype was 
presented (in a seperate section) directly after the literature review part, as it was al-
ready published. However, for the purpose of that publication, the original evaluation 
of the first prototype was extended by the (previously unpublished) results regarding 
the failed relationship building aspect. 

 
Communication of Design Knowledge: This section was split into two parts (meta-
requirements / meta-design & instantiation) to ease the reading. In a first step, the 
solution objective of the artifact was presented: “Establish effortless relationship 
building in IT supported face2face advisory encounters”. From there on, the (meta-) 
requirements are derived from three sources: existing literature, observations during 
the first evaluation, and a newly developed model of failed relationship building at-
tempts. The derived requirements covered the design artifacts software, physical set-
ting (environment), and process (organizational structure). Five meta-requirements 
were presented. One sample meta-requirement (originally called generic requirement 
in that article) governing the environmental aspects was: “The physical effort to 
switch into the relationship building space has to be low. Avoid the need for body 
movement at all.”  For each requirement, justification was given by means of refe-
rencing existing literature, the developed model or the evaluation observations (nota-
bly the first evaluation which was treated as an ex-ante evaluation). 

In the meta-design & instantiation part, design-principles were presented and their 
instantiation within the artifact was described. Every design principle references at 
least one requirement and thereby provides value grounding. We strived for proper 
conceptual grounding by assuring that all constructs and entities were explained in the 
previous sections. Explanatory grounding was given in the form of logic argumenta-
tion. One sample design principle was: “Design-Principle 3 (to address generic re-
quirement 3 and 5): Place the participants on adjacent sides around the table so that 
the RBS and AWS are reachable with minimal body and head movement. ”1. Through 
the reference of the requirements value grounding is provided. To provide explanato-
ry grounding, the relevant literature in the “literature-review” section is referenced 
directly with the design principle. To prepare the empirical grounding, explanations 
on the specific instantiation is given directly after the description of the principle: 
“[…] we raised the table by 15 cm to a comfortable height of approx. 70 cm. This 
allowed the participants to sit in a slightly tilted, diagonal position and use the table as 
an arm rest […]. “ 

 
Evaluation: The evaluation contained a qualitative part of observations and interviews 
made with the participants as well as a quantitative measure of relationship building. 
Relationship building was operationalized indirectly by the time the participants mutually 

                                                           
1 RBS and AWS are abbreviations of two (physical) states, participants could be within. Either 

a person works on the artifact (AWS) or he engages in relationship building (RBS) by seeking 
eye contact with the other person. 
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face gazed. From video recordings of the settings the gaze durations were sampled and 
compared between the two prototypes. 

 
Discussion: In this section the results were discussed with respect to the overall solu-
tion objective as well as with respect to the previously defined requirements. We 
could demonstrate that the prototype, with our design principles implemented, could 
meet the solution objectives. However, a rigorous empirical grounding for individual 
design principles could not be achieved with the evaluation design used, as discussed 
in the limitations section. 

6 Discussion and Conclusion 

By applying the presented publication scheme, and its inner structure of the design 
principles to scholarly publications, we can address the practical problems discussed 
in the introduction. The problem of mixed knowledge maturity levels vanishes, as the 
scheme foresees design principles to communicate design knowledge, which can be 
formulated at all levels of maturity. The maturity of design principles can be expli-
cated by their degree of justification, thereby not threatening the overall impression of 
rigor for the whole publication if only some design principles are immature. If all 
grounding strategies are successfully instantiated for all presented design principles, 
strongest rigor is demonstrated at this level. The selection of requirements for publica-
tions now follows a clear process: A requirement is included within a publication if 
design decisions (which are prescribed in the form of design principles) address it and 
at the same time the requirement is derivable from one or more of the presented solu-
tion objective. The structure explicitly foresees the communication of ex-ante and ex-
post knowledge creation, while being always transparent on the rigor, and, thus, also 
on the maturity level of the communicated knowledge.  

As we have shown in this article, it is likely for any practical DSR project to incor-
porate design knowledge on different levels of maturity on the meta-design level. 
However, also on the meta-requirements level, knowledge of different maturity levels 
can be incorporated. In the case of this article, the meta-requirements are derived form 
practical problems and gaps in the current literature. All meta-requirements address 
the central solution objective to “foster the publication of nascent design knowledge 
in scholarly publications”.  

From a DSR perspective, this article can also be seen as a nascent design theory by 
itself. This article provides central design principles on how to publish nascent design 
theories. The statement “Use the proposed structure in order to publish design know-
ledge” is prescriptive in a way that it suggests an action and formulates the desired 
goal. We provided proper grounding throughout the article by applying the described 
grounding methods: First, by a clear introduction of the relevant concepts based on 
existing literature. Second, conceptual grounding was provided for all relevant con-
structs used in the publication scheme. Third, value grounding was achieved by  
describing a desired goal, motivated by practical problems, and why that goal is im-
portant to the community. Fourth, only little explanatory grounding is provided, as it 
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would involve theoretical models of how the publication process within the scientific 
community works and why. Most reasoning for the structure and constructs within the 
scheme are therefore of “conceptual grounding” or “value grounding” type. Empirical 
grounding is provided in the form of “proof by construction” [22] (also mentioned in 
Hevner [2]), as we presented one article that we could published with that structure 
applied.  

Nevertheless, the empirical grounding in this article has to be treated as ex-ante 
evaluation because a large empirical base of published (or rejected) articles is still 
missing.  Hence the design knowledge communicated within this article is at an in-
termediate maturity level and further research might be necessary to provide stronger 
(i.e. empirical) justification as well as refinements and adaptions to the described 
publication schema following the spirit of DSR as a “search process” carried out by 
the community. 

In this paper we have discussed several practical writing problems of DSR related 
articles. By reviewing publication guidelines found in current literature, we identified 
a lack of specificity to describe design knowledge of practical DSR projects. Based on 
the literature on the concepts and methods of design research we derived a conceptual 
framework to arrange the knowledge entities within a publication (figure 3) in order 
to foster “conceptual grounding” [18] and “value grounding” [18] within those publi-
cations. The central entities of that schema are design principles as a way of formaliz-
ing design knowledge as prescriptive statements. We then applied the notion of  
multi-grounding from Goldkuhl et al. [18] to express the maturity level of a single 
design principle in terms of its “degree of grounding”. To anchor those multi-
grounded knowledge descriptions within a publication schema, we extended an exist-
ing scheme [8]. As a first instantiation, we could present one scholarly article that has 
been published following the prescribed structure.  Hence, with this article we contri-
bute a publication scheme that addresses our practical publication problems by pro-
viding a step-by-step guideline to publish design knowledge at any level of maturity 
and in any stage for practical DSR projects on innovative IT artifacts.  
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Abstract. More and more digital natives are populating the management levels 
of organizations. As such managers have higher expectations toward informa-
tion systems (IS) accommodating their user self-service preferences, a more 
business-driven requirements analysis for management support systems (MSS) 
plays an increasingly dominant role. The objective of this paper is to develop 
both a set of MSS requirements that is more business-driven than the state of 
the art and—applying this approach—initial design guidelines for a new self-
service MSS design. We demonstrate utility with a single-case study, evaluate 
our approach against the state of the art, and propose avenues for future re-
search. The findings should lead to a better MSS design and be applicable to 
other IS domains as well. 

Keywords: New-generation managers, management support systems (MSS), man-
agement reporting, information systems (IS) analysis and design, self-service IS, 
requirements analysis, principle of economic efficiency. 

1 Design Problem 

Management support systems (MSS) are information systems (IS) which are intended 
to support managerial work [1]. As an umbrella term, MSS covers management infor-
mation systems (MIS), decision support systems (DSS), executive information systems 
(EIS), and—more recently—knowledge management systems (KMS) and business 
intelligence (BI) systems for managers [2]. Besides planning and preparing financial 
statements [3], the most important MSS function is (management) reporting [4]. 

Accommodating user preferences is particularly important for MSS design because 
the higher managers are positioned within an organization, the more likely they have 
multifaceted work experience that nurtures a highly individual attitude toward IS [5]. 
User preferences in IS research describe differences in the ways individuals want to 
use IS and have been a research topic since the 1970s. Mayer et al. [6] outline that, as 
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early as 1979, Zmud [7] asserts that “individual differences do exert a major force in 
determining IS success,” for example, the technology acceptance model [8] and the IS 
success model [9] prove that user preferences play a predominant role in IS success. 

Redesigning MSS is currently an interesting subject for two reasons: Firstly, digital 
natives increasingly populate organizations along with digital immigrants, who lear-
ned to engage with IS as adults and developed into mobile IS users over the years 
[10]. These new-generation managers make decisions faster than they have in the past 
[11] and want self-service MSS to support them to do so [11, 12]. Secondly, thanks to 
technical progress such as multi-touch, direct-manipulation user interfaces in recent 
years, even senior managers should be able to operate IS themselves [13]. Under these 
considerations, we state our research questions as follows:  

• What is a set of requirements that is more business-driven than the state of the art? 
• Applying this approach, what are initial design guidelines for a new self-service 

MSS design? 

In our context, business-driven means that we derive requirements from new gen-
eration managers which are not only conceptually or technically possible but also 
economically feasible. 

We follow design science research (DSR) in IS [14] and apply Peffers et al.’s [15] 
six-step process model. We motivate our research by identifying gaps in MSS design 
for new-generation managers and suggest a more business-driven set of requirements 
to address them (Sect. 1). After that, we reflect the state of the art and derive a future 
MSS research agenda (Sect. 2). Then, we propose a set of business-driven MSS eva-
luation criteria (Sect. 3), demonstrate utility of our proposal in a case study (Sect. 4), 
and—applying this approach—conclude with initial design guidelines for a new self-
service MSS design. We evaluate our approach against the state of the art (Sect. 5) 
and suggest avenues for future research (Sect. 6). 

2 Literature Review 

2.1 Search Strategy 

Following vom Brocke et al.’s four step process for literature research [16], we started 
with a journal search. As Webster and Watson [17] claim that major contributions are 
in the leading outlets, we chose IS outlets provided by the London School of Econo-
mics [18]. The search was based on the three scholarly databases AIS Electronic 
Library, EBSCOhost, ProQuest and we considered title and abstract. In addition, the 
standard Google search was used to cover recent practitioner contributions. With just 
six publications, our first keyword search focused on MSS and management reporting 
leads to an inadequate number and content to start our research (marked with “*” in 
the appendix “publications researched in the literature review”). 
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Thus, we did both expanding our journal base with six ranked accounting journals1 
and complementing our search string. Based on prior research [19] our new keyword 
search (Table 1) within the new journal base yielded a total of 759 hits. After qualify-
ing their titles, we end up with 60 hits. We scanned their abstracts and ended with 46 
publications in total. A final back and forward search revealed 63 relevant publica-
tions (see appendix). 

Table 1. Keyword search string 

  OR

A
N

D
 

 Management 
support  
system 

Executive 
information 
System 

Management 
accounting 
system 

(Group)  
Decision support 
system 

Management 
information 
systems 

Business  
intelligence 

O
R

 Schedule Stakeholder Recipients Management board Board of directors 
Management  
accounting 

Requirements Reporting Report Management 

2.2 Framework for Classification 

We structured the publications we examined in terms of the elements of IS design 
they employ and the meta categories of research in which they can be located. 

A. Elements of IS design [20]: (1) User requirements are prerequisites, conditions or 
capabilities needed by managers using IS to solve a problem or achieve an objective 
[21]. They can be considered from both a functional and non-function perspective 
[22]. Functional requirements address “what” IS are supposed to or must do (purpose). 
Non-functional requirements, in contrast, reflect “how well” IS performs within its 
environment fulfilling its function [23]. (2) Design guidelines go beyond requirements 
to serve as predefined actions specifying how MSS are brought to life [24]. They 
cover the span from a generic type [14] to a more in-depth IS specification we  
propose in this paper. Models outline IS features or combinations of these [25]. Com-
plementary methods describe the process of designing MSS [26]. (3) A more busi-
ness-driven IS design should cover a user analysis segmenting user groups and differ-
ent user group characteristics that influence managers’ MSS use. The effects of use 
occurring to managers while using IS, complement our framework for literature re-
search for a better MSS design proposal [27, 28]. 

B. Meta categories of research: Publications can be classified by their basic research 
approach and scientific domain. (4) The research approach covers twofold. Publica-
tions with a behavioral focus explain phenomena from practice and rely on observa-
tions as well as empirical methods. Design approaches involve ideas and frameworks 
for IS recommendations to create a better world [14, 20]. (5) Another relevant classifi-
cation in our work is the research domain in which the researched publications are 
released. Since MSS levitate between the domains of management literature and IS 
we chose these domains as our categories. Figure 1 depicts our results. 

                                                           
1 Accounting Review, Contemporary Accounting Research, Journal of Accounting Research, 

Management Accounting Research, Review of Accounting Studies, and Journal of Manage-
ment Accounting Research. 
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(3) Business-driven IS design is comprehensive: With only five publications, there 
is a lack of business-driven IS design guidelines for MSS. A configuration model 
which accommodates the growing range of managerial working styles was proposed 
by Mayer et al. [6]. Further Armstrong et al. [40] analyzed managers’ cognitive styles 
and propose improvements regarding MSS design, such as modes of information 
presentation and the flexibility of interfaces for individual working styles.  

(4) Research approach could be more differentiated: In three out of four publica-
tions, we found DSR in IS applied. Thus, more research should be conducted with a 
behavioral approach, in order to obtain more differentiated results. In DSR in IS, we 
propose that artifacts should be evaluated more often by means of a multi-case study. 

(5) MSS with a focus on management reporting is covered neither in the IS nor the 
management literature: We only researched 13 publications in management literature 
on this topic. When reporting is examined, the focus often lies on external reporting to 
the capital market and investors [41]. Publications covering internal management re-
porting generally consider what should be reported [42, 43] and to whom [29], but fail 
to describe how this should be done. This outlines a lack of MSS literature focusing 
on management reporting regarding requirements and guidelines. 

Summarizing our findings, there is a lack of a rigorous, ready-to-use set of busi-
ness-driven user requirements from a new-generation manager business perspective 
with a distinct selection of criteria. Furthermore, initial guidelines for self-service MSS 
with focus on management reporting are also conspicuously absent. 

3 Alternative Method 

3.1 Principle of Economic Efficiency 

The principle of economic efficiency is a well-known paradigm in business research 
which addresses the ratio between benefit and cost [44]. Thus, we propose business-
driven evaluation criteria for MSS in contradiction to list approaches, structured equa-
tion models (SEM), TAM and IS success models. They should be oriented towards 
what is economically feasible (benefit-cost ratio) and not what is conceptually or tech-
nically possible. The following section is based on our prior research [19, 45]. 

Even if the IS costs can be identified by nature and amount, the ability to quantify 
IS value is limited [46]. Applying the “black-box method” [47] we differentiate bet-
ween the basic criteria of IS output and input (Fig. 1). System capabilities (IS output) 
refer to the relevance of MSS to support managers’ information needs. 

Resource requirements (IS input), in turn, refer to the input needed to generate the 
IS output, such as primary information and manpower in terms of cost and time.  

3.2 First Level of Specification: Design Criteria 

We specify IS output by four design criteria following the St.Gallen Business Engi-
neering approach [48] and Mayer et al.’s instantiation for MSS design [11, 19, 49].  

The first layer of our design criteria, strategic positioning (“what” question) de-
scribes what purpose MSS fulfills accommodating different user requirements. In the 
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conceptual design layer (“how” question) we describe MSS reports threefold regar-
ding their content, visualization (“look & feel”), and process. The layer of business/IT 
alignment focuses on the flexibility of the underlying IT accommodating changing 
requirements within the layers above. In our context this layer covers the capability to 
handle changing information requirements and working styles in a timely manner 
[50]. IT components focus on the contribution of new IT-enablers for MSS design. By 
doing so, this fourth and final layer answers the “what with” question. IS standard 
components such as data warehouses are not examined, since they should not differ in 
detail and thus this aspect should be less interesting for research. 

IS input specifies the required resources and therefore the effort to design MSS. 

3.3 Second Level of Specification: Evaluation Criteria 

While the design criteria remain at a more general level, we specify MSS evaluation 
criteria (EC) for all design criteria. They are derived from our literature review 
(Sect. 3), complemented by findings from both an expert focus group consisting of 
heads of management accounting or group business intelligence of large international 
companies from the competence center “corporate management systems” at the Uni-
versity of St.Gallen [51], and from our single-case study (Sect. 4).  

The MSS purpose (EC 1) can be specified in terms of its recipient in the company. 
Besides management, we researched supervisory boards and parties responsible for 
external communication (e.g., investor relations) as complementary stakeholders of 
MSS design [29, 52, 53]. This criterion is rated by the scope of the report recipients, 
consistency, and synergetic efficiency. 

The reporting content can be specified by four evaluation criteria. Firstly, the selec-
tion of key performance indicators (KPIs, EC 2) is evaluated in terms of its complete-
ness in several information categories: profit and loss statement, balance sheet, cash 
flow statement, value-based management (including a value driver tree for traceabi-
lity), as well as the current use of non-financial indicators [11, 30, 54]. Secondly, we 
take into account the extent to which the information clusters of financial accounting, 
management accounting, cash flow and liquidity management, compliance manage-
ment and program management are covered [11, 55]. Furthermore, the KPIs are ana-
lyzed regarding their dimensions of analysis (e.g., divisional or regional) and temporal 
reference (i.e. actual or forecast, EC 3). The criterion is rated by the completeness of 
coverage of the mentioned information clusters, adequate information breakdowns, as 
well as a solid mixture of actual, planned and forecast values. The last criterion in this 
category, advanced performance management (EC 4), covers the use of ancillary re-
porting concepts like compliance/risk management, environmental scanning systems, 
and exception reporting [37, 38, 56]. The level of completeness of the aforementioned 
concepts is used for the rating. 

To assess the visualization capabilities, we evaluate the graphic design and data 
visualization of MSS (EC 5) in terms of layout and the use of different types of in-
formation media like mobile devices and static documents [13], the existence of dif-
ferent types of dialog control [32], the use of different graphic types with or without 
interaction [32, 57], as well as self-service user guidance. 
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The MSS reporting process (EC 6) is evaluated by means of the reporting schedule 
which covers when recipients receive which report version, such as flashes (a shorter 
or preliminary report) or final reports [58]. The earlier the management receives the 
MSS information, the more time it has for decision-making. 

Business/IT-alignment is appraised by the customization capabilities and we pro-
pose specifying IS flexibility. EC7 explores the question of how flexible MSS can 
accommodate individual information requirements [57] and working styles [6]. 

IT components evaluate the use of new IT-enablers in MSS design. This includes 
mobile (MSS) use scenarios (EC 8) focusing on the management reporting [59, 60]. 
Different information media (e.g., paper, PDF, website) are also evaluated (EC 9) [61]. 
Furthermore, collaboration/commenting (EC 10) features are rated by their capability 
to cover commenting and newer technologies such as RSS feeds or instant messaging 
[62, 63]. The final criteria in this layer evaluate the coverage of real-time management 
leveraging in-memory technologies (EC 11) [39, 64], as well as predictive analytics 
on big data (EC 12) [33, 65] in terms of their completeness and benefits. 

Finally the effort (EC 13) consists of cost (i.e. budget spent on the MSS conceptual 
design, implementation, and maintenance of the IS) and time, i.e. time spent gene-
rating the most important MSS reports [66, 67]. 

Table 2. Evaluation criteria for MSS design 

 

Principle of 
economic 
efficiency 

Design criteria Evaluation criteria Description 

Solution 
capabilities 
(IS output) 

Strategic 
positioning 
(WHAT) 

Purpose EC 1 Stakeholder and com-
plementary reports for 
additional recipients 
[29, 52, 53] 

• Who are the recipients of the 
report?  

• What is the coverage and volume 
of the reports?  

Conceptual 
design (HOW) 

Content EC 2 Key performance 
indicators (KPIs)  
[11, 30, 54] 

• What KPIs are primarily used?  
• Are they traceable by a value-

driver-tree? 
EC 3 Dimensions of  

analysis [11] 
• Which information clusters are 

covered?  
• How are the performance indicators 

split up? 
• What is their temporal reference? 

EC 4 Advanced  
performance 
management [37, 38, 
56] 

• Which ancillary concepts are 
applied in the management reports? 
Compliance/Risk management, 
environmental scanning? 

• Exception reporting: Is it possible 
to define exceptions? 

Visualization EC 5 Graphical design and 
data visualization 
[32, 57, 68] 

• How is the first “look&feel” and is 
the basic screen design consistent? 

• Which types of (interactive) 
graphics are used?  

• Are drill-functionalities, filter, and 
sorting mechanisms supported? 

Process EC 6 Reporting  
process [58] 

• When are which reports provided 
to recipients?  

• When do the recipients discuss the 
reports? 

Business/IT-
alignment 

Flexibility EC 7 Flexibility [6, 57] • How flexible is the MSS for 
accommodating individual 
information requirements and 
working styles? 
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Table 2. (Continued.) 

 

4 Demonstrate 

We demonstrate the utility of our findings by means of a single-case study and—
applying our approach—conclude with some initial design guidelines for a new MSS 
design. We chose a case study approach, because it examines real-life situations and, 
thus tests the utility of artefacts for “creating a better world” [20]. A single-case study 
examines a subject in-depth and is therefore useful when a phenomenon is broad and 
complex. However, a case study approach is prone to bias as a result of subjectivity, 
which has been addressed by the authors accordingly, as described below. 

We applied our set of requirements (Sect. 5) to a large raw materials and technolo-
gy company (2012, revenue: USD 40 bn.; employees: 156,000). This company was 
selected, because its MSS capabilities have recently been reworked and should thus 
be a representative state of the art from practice. 

The objective of the project was to evaluate the MSS status with a focus on mana-
gement reporting and to investigate the benefit of new IT-enablers such as mobile or 
predictive analysis. We used a five-point Likert scale [69] to evaluate the company’s 
MSS EC by EC (Table 1). The first point on the Likert scale indicates that the EC is 
not fulfilled at all, while a “five point” rating shows that it is achieved completely. 

A team of three researchers (authors of this paper) and three company representa-
tives—the heads of management accounting, planning, and risk, as well as the head of 
group reporting—were present at all times to reduce misunderstandings, subjectivity, and 
ensure a comprehensive documentation (i.e. transcript of audio recording) of all relevant 
information. We chose the following approach for our data collection: (1) Basic presenta-
tion of the MSS by the company’s representatives and joint “Q&A” with the researchers 
to provide a general understanding, (2) analysis of the (monthly) top management report  
 

IT components 
(WHAT  
WITH) 

New IT-
enabler 

EC 8 Mobile use  
scenarios [59, 60] 

• How comfortable is it to adapt 
stationary desktop design to smart 
devices (e.g., report transformation 
for smart devices)? 

EC 9 Information  
media [61] 

• Are there different information 
media (Paper, PDF, web, app) 
available to the recipients? 

EC 10 Collaboration/ 
commenting [62, 63] 

• Is it possible to add comments to 
support collaboration across the 
company? 

EC 11 Real-time  
management [39, 64] 

• Is in-memory technology used to 
foster new kind of insights or faster 
processes? 

EC 12 Predictive analytics  
on big data [33, 65] 

• Are techniques from statistics, 
modeling, machine learning and 
data mining integrated into big 
data? 

Resource 
requirements 
(IS input) 

Effort Adequacy EC 13 Cost and time 
adequacy [66, 67] 

• What is the budget and time 
allocation for MSS design and 
implementation? 

• What is the budget and time 
allocation for on MSS operation 
and maintenance? 
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and the associated executive summary (“front page”), (3) a semi-structured detailed inter-
view using our criteria list, explaining each EC, and letting the company representatives 
respond, followed by two feedback rounds to discuss certain topics in-depth, (4) present-
ing our findings to the representatives and giving them the opportunity to discuss the out-
come, (5) final (minor) adjustments by the researchers. The findings lead to the following 
design guidelines for a new MSS design: 
(1) Value-driver trees are losing relevance (EC2)—an EBIT decomposition is gai-

ning importance. Detailed value-driver trees (with regard to value-based mana-
gement) are no longer in the focus of new-generation managers, instead, EBIT 
(earnings before interest and taxes) decomposition is becoming more significant. 
A visual decomposition into the components could help managers to understand 
the individual impact factors on the final KPI. 

(2) Exception reporting currently uses separate information media (EC4)—
therefore MSS should be able to send proactive “push” information when a cer-
tain threshold is crossed. In order to use MSS as a single “point of truth,” we 
propose an integration of exception reporting. The manager could set different 
thresholds for performance indicators and is notified if the threshold is exceeded. 
He or she is then able to perform an instant analysis and reply with edits or 
comments, without leaving the app. 

(3) “Modern” graphics are lacking (EC5)—a table-centric reporting can be enri-
ched by (micro)charts. Microcharts offer, within a small space (especially rele-
vant for mobile MSS devices), a good overview of recent developments and 
contextual information. In addition, they can reveal even more details on de-
mand, by showing tooltips. 

(4) There is a lack of leveraging for the new IT-enabler (EC8-12)—“mobile” is on 
the list for 2014 as most important. The company neither uses mobile devices to 
support their managers, nor any kind of in-memory technology to accelerate its 
reporting process or enable new insight analyses. An implementation of mobile 
use with tablets is planned, so as to facilitate self-service use of the MSS. 

(5) Commenting/collaboration functions are lacking (EC10)—different media and 
commenting/collaboration features should be integrated into MSS. A basic com-
menting function for every KPI would be a first step, especially with regard to 
the growing self-service use of MSS. The managers can use the functions to 
check back with the accountants, and for discussions with other managers or an-
notations for upcoming meetings (e.g., monthly regional meeting). 

Evaluating time & cost adequacy (EC13), the application of our method was limited. 
The company could no longer quantify their expenses for the MSS in retrospect and 
—looking forward to a multi-case study—such information is too sensitive to share. 
We propose that this is not a major issue with respect to the applicability of our me-
thod, because the costs of new MSS designs can be calculated and are usable for in-
ternal consideration. 

As a result, the researched company is taking our findings for further MSS deve-
lopment. Especially in aspects where the current MSS performed subnormally, chan-
ges are required. Therefore, these findings can be used as a set of requirements for the 
evaluation of MSS frontend applications for mobile and stationary usage. 
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Fig. 2. Evaluation of the company’s MSS according to our criteria list (case study results) 

5 Evaluate 

To evaluate our approach on hand, we differentiate between rigor and relevance [70]. 
Relevance is given when the research addresses the problems faced and the opportu-
nities afforded by the interaction of people, organizations, and IT [14]. Rigor is achie-
ved through application of scientific theories, methods, experience, and expertise [71]. 
Comparing our findings and associated lessons learned from the case study with the 
state of the art (Sect. 2) we can discuss our approach as follows: 

The principle of economic efficiency enjoys broad acceptance in business mana-
gement research. Thus, it marks a rigorous (and generally accepted) starting point for 
requirements analysis structuring the examined requirements criteria [45]. This should 
be true for developing EC which are based on the findings from a literature review 
and complemented by findings from a manager expert group. This two-sided approach 
should lead to a relatively complete set of distinct requirements. 

This paper confronts organizational changes in management (the upcoming digital  
natives) and MSS accommodating the rising self-service issues and increasing mobi-

Evaluation criteria

Strategic 
positioning
(WHAT)

Purpose EC 1 Stakeholder and complementary 
reports for additional recipients

EC 2 Key performance indicators 
(KPIs)

EC 3 Dimensions of 
analysis

EC 4 Advanced 
performance management

Visualization EC 5 Graphical design and data 
visualization

Process EC 6 Reporting 
process

Business/IT-
alignment

Flexibility EC 7 Flexibility

EC 8 Mobile 
usage scenarios

EC 9 Different 
information media

EC 10 Collaboration/
commenting

EC 11 Real-time management/
in-memory technology

EC 12 Predictive analytics on
big data

Resource 
requirements
(IS input)

Effort Adequacy EC 13 Time & cost
adequacy

1    2     3     4   5 

Principle of 
economic 
efficiency

Design criteria Company

Solution 
capabilities
(IS output)

IT 
components 
(WHAT WITH) 

Conceptual 
design
(HOW)

Content

New IT-
enabler

as-is
profile



174 J.H. Mayer et al. 

 

lity of a new-generation managers. Developing a set of MSS requirements from their 
perspective ensures relevance and hopefully direct advice for practice. 

Thus, our method on hand should lead to better results than single criteria or list 
approaches. In comparison to SEM, our approach is more hands-on, however, it still 
maintains traceable and the results are transparent in terms of intelligibility. 

However, there are limitations as well. The expert focus group's suggestions can 
only approximate the reality. A larger group of managers could have been interviewed 
on-the-job to get a broader perspective of requirements for the criteria list. Additional-
ly a single-case study prevents a meaningful quantitative evaluation and with just a 
single case it entails subjectivity. 

Summarizing this short evaluation, we believe that our set of evaluation criteria for 
self-service MSS is a first step to improving MSS design with regard to requirements 
from a new-generation managers’ perspective. 

6 Avenues for Future Research 

Taking the self-service MSS design for a new-generation managers as an example, 
this paper developed both a set of requirements that is more business-driven than the 
state-of-the-art and initial design guidelines for an new IS design. 

To improve the utility of our approach, future research is needed. A first avenue is 
to complete the single-case profile with findings from a multi-case study. Further-
more, these as-is profiles should be complemented with a to-be profile. It should cover 
the perspectives from new-generation managers on future MSS design or summarize 
most important forward-looking findings from an expanded literature review. 

Besides the initial guidelines for a new MSS design (software perspective), managers’ 
end-user device selection (hardware perspective) should be examined. It should not be 
difficult to define a company’s choice, but how to examine patterns for such a selection is 
likely to be more challenging [6]. Furthermore, managers’ MSS use situations should be 
captured more in detail. Gender, age, temperament, self-efficacy in IS knowledge, exper-
tise, and prior IS experience could be taken into account, as well as cultural factors. 

The functional perspective on MSS design should be specified as well, especially 
whether there are changes due to the 2008/2009 economic crisis and the ongoing  
financial turbulences in Europe [11]. Last, but not least, the approach on hand has been 
applied to MSS design as an example. However, as another avenue of future research, 
the findings should be applicable to other IS domains as well. 
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Abstract. Customers are increasingly demanding integrated solutions so that 
Product-Service Systems (PSS) have been proliferated in the global economy. 
The resulting PSS effects of utilization are of versatile nature for both suppliers 
and demanders. Especially the field service is characterized by the integrated 
provision of product and service wherefore service technicians need support by 
mobile information systems (IS). Although different PSS Engineering methods 
exist, a fundamental base, including the triple of Product, Service and the sup-
port through IS, is needed for the conceptual development of PSS. Therefore, 
within the Design Science Research (DSR) field established concepts are  
inspected for their applicability in the PSS Engineering process. Goal of this 
contribution is to extend the scope of information systems in order to derive a 
methodology which enables a design science oriented development of IS as an 
essential part of PSS. 

Keywords: Product-Service System, Service Science, Design Science Research. 

1 Introduction 

The number of Product-Service Systems (PSS) has increased proliferated in recent 
years, which is reducible to a growing share of the service sector [1]. According to 
current statistics, the German economy for example registered a growth of the per-
formance of the service sector in 2012 in defiance of a simultaneous decrease of the 
manufacturing and building industry [2]. Especially in leading industrialized countries 
the service sector represents a considerable ratio of the gross domestic product (GDP) 
which makes it to an indispensable branch of industry in the global economy [3][4].  

In order to persist in the economic competition, companies increasingly internalize 
to act as a solution provider on the market, which are highly characterized by their 
combined offer of both products and services [5]. This results from the fact that cus-
tomers are increasingly demanding integrated solutions to meet their individual needs 
[6]. In this way, a value generation in form of hybrid value bundle takes place, which 
is also called hybrid value creation [7][5]. Also known under the name Product-
Service System, the concept of the integrated provision of goods and services offers 
benefits and potentials for providing companies [8]. Monetary benefits [6], a clear 
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distinction from competitors and as well as increasing customer satisfaction [9] and 
the concomitant enhanced customer loyalty [10] may result as useful effects from 
PSS. 

Since the machinery and plant engineering constitutes an important industry and is 
also characterized by the use of services as parts of their portfolio, PSS are discovered 
especially in this industry field [11]. In addition to the manufacture of machinery and 
equipment, the Technical Customer Service (TCS) is furthermore taking care of prod-
uct-specific requirements and is, to this end, in interaction with the customer [12]. 
The tasks service technician has to cope with are characterized by diversity which 
makes an assistance system to a necessity to master the service complexity. Beside 
technical problems, the TCS also has to be equipped with commercial skills that are 
incurred as part of a service process, such as procurement of spare parts, guarantee 
measures and invoicing [13]. In addition, the TCS has an important function by its 
role as an interface to the customer [14], what makes him able to provide feedback 
about product-specific and customer-specific properties back to the company [15]. 
The quality of service is mainly influenced by the TCS, which is why a support of the 
service technician for service delivery and an efficient arrangement of the considered 
PSS is indispensable [16].  

A research gap exists thereby through the fact that PSS-Engineering (PSSE) me-
thodologies in the context of Design Science Research (DSR) have not been analyzed 
to date. The scope of our work is the investigation of existing PSSE methodologies 
and the development of a design science oriented PSS approach in order to create 
evaluation-driven, relevant and rigorous PSS. 

The following section describes the concept of Design Science Research as an ini-
tial situation for the construction of a design science oriented PSS. In Section 3 the 
concept of Product-Service Systems is introduced by investigating relevant compo-
nents of PSS. Further, an analysis of PSS-Engineering methodologies reveals former 
used approaches in the field of PSS research. On this basis, we established a DSR 
oriented Product-Service System Engineering Methodology, which is presented in 
Section 4. In Section 5 we will transfer our developed concept into a case study of the 
machinery and plant engineering to show the application. Section 5 concludes our 
approach and indicates further research. 

2 Design Science Theory 

2.1 Concepts of Design Science Research 

The design science paradigm is a legitimate Information System Research paradigm 
to create an innovative Information Technology (IT) artifact to address a certain prob-
lem [17][18]. To specify this paradigm HEVNER ET AL. has established seven guide-
lines that describe characteristics of well carried out research [17]. These guidelines 
are also reflected in the Design Science Research (DSR) Cycle View presented in 
figure 1. The Design Cycle as the core cycle iterates between building artifacts and  
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evaluating them against certain requirements [18] until the utility, quality and efficacy 
is rigorously proved [17]. These certain requirements are considered in the Relevance 
Cycle that not only provides the problem to be addressed but also defines the satisfy-
ing criteria for the final evaluation of the research result [18]. As DSR is motivated to 
improve the environment [19] by solving a relevant business problem with innovative 
and purposeful artifacts, HEVNER ET AL. argues that a combination of technology-
based artifacts such as system conceptualization, organization-based artifacts like 
structures and people-based artifacts as for example training and the process for build-
ing these, have to be designed [17]. DSR artifacts can be in the form of constructs, 
models, methods and instantiations applied in the development and use of information 
systems [20]. 

For being rigorously proved, the Rigor Cycle is aimed at providing grounding  
scientific theories and methods along with domain experience and expertise [18]. 
Those evaluation methods, which are obtained in the current knowledge base, contain 
observational methods like case or field studies as well as analytical, experimental, 
testing and descriptive methods [17]. Furthermore, the Rigor Cycle not only provides 
foundations but also return new knowledge generated by the conducted DSR [18]. 
Finally, the results of DSR have to be presented to researchers who study the artifacts 
in context and extend them, to practitioners who implement them in a technical way 
and to a management-oriented audience that apply the artifacts within the organization.  

Environment

Application Domain
- People
- Organizational Systems
- Technical Systems

Actual Problems 

Design Science Research

Build Design Artifacts 
& Processes

Evaluate

Knowledge Base

Foundations
- Scientific Theories & 
Methods

- Experience & Expertise

- Meta-Artifacts (Design 
Artifacts & Design 
Processes)

Design 
Cycle

Rigor Cycle
- Grounding

- Additions to KB

Relevance Cycle
- Requirements
- Field Testing

 

Fig. 1. Design Science Research Cycles [18] 

PEFFERS ET AL. developed a Design Science Research Methodology (DSRM) 
Process Model [21], which i.a. obtains the DSR guidelines and the understanding of 
the DSR Cycles mentioned before (see figure 2). The first step (1) comprises the iden-
tification of the problem to show the relevance. After that, (2) the objectives of a solu-
tion are defined and (3) the actual designing and development (d&d) phase begins. 
After the first instance of the artifact has been build, the functionality will be demon-
strated in a convenient context (4). In the more formal evaluation phase (5), it should 
be observed how well the designed artifact suits to solve the defined problem using 
relevant metrics and analysis techniques. Thereafter, the process either iterates back to 
the d&d phase to improve the artifact or, if the artifact is already satisfying, the com-
munication of the results (6) takes place.  
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Fig. 2. DSRM Process Model (referring to [21][37]) 

In reality not every DSR process proceeds from step 1 until 6. Hence, PEFFERS ET 

AL. defined possible research entry points like a problem-centered (start-step: 1), an 
objective-centered (start-step: 2), a d&d-centered (start-step: 3) or a client/context 
initiation (start-step: 4). [21] As we can see DSR is conducted in an iterative research 
process with the aim to generate new knowledge. The presented DSR research contri-
butions already propose frameworks for the successful usage of generic DSR and 
provide elementary concepts for a clear contribution into the application environment. 
As the DSR methodology is already established to create innovative IT artifacts and 
IS should be an essential part of PSS engineering, the insights of DSR are used to 
improve the PSS Engineering process, which is presented in the following.  

3 Product-Service System  

3.1 Constituent Parts of Product-Service Systems 

PSS represent hybrid products that consist of an immaterial component, the service 
part, as well as a material good, the product [22][23]. While traditionally products and 
services are developed independently and organized in different departments, the 
concept of PSS targets to an integrated product and service offering [4]. Depending 
on the PSS configuration variable amounts of service and product can be present and 
the ratio can continuously change over time, for example due to technological devel-
opments or of changing customer needs [8]. Figure 3 illustrates the structure of PSS. 

Service RatioProduct Ratio

S

P=100%
S=0

S=100%
P=0

P=50%
S=50%

P

 
Fig. 3. Structure of Product-Service Systems (referring to [24][7]) 
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To make a quantitative differentiation of the ratio of PSS components, a distribution 
on a percentage basis of each PSS part can be made [7]. The less service ratio (S) in a 
PSS is present, the higher is the product proportion (P). As long as both components are 
used as a combination the integration can be called a Product-Service System. Only if 
one of the PSS components is discontinued and e.g. merely the proportion of product is 
100%, the composition is no longer a PSS and thus no hybrid power bundle. Elementary 
for the success of PSS providers is the knowledge about customer behavior with regard 
to the use of products and potential sources of errors during the usage [4]; especially, if 
they provide both product and service from a single source.  

3.2 Product-Service System Lifecyle 

Towards a PSS, requirements of different origin can exist. PSS developers, -providers 
and within the context of PSS involved stakeholders as well as customers that demand 
for PSS have claims on a Product-Service System, which need to be fulfilled and 
regarded in the development process. In addition to these actors, additional compo-
nents of a PSS are also software and processes that are required for a value proposi-
tion [25]. A special requirement and at the same time also essential characteristic of 
PSS is the extension of the product life cycle, because within a product's life cycle it 
is possible to provide in all of its phases a physical good combined with services [7].  

In order to include the needed requirements for a PSS systematically already in the de-
velopment phase, the consideration of existing industrial structures is necessary. Hence, it 
is important to support the developer of a PSS with the integration into an overall concept. 
Figure 4 illustrates the considerable elements of a PSS within a lifecycle [25]. 

Actor

Software Processes

Product-Service System
S

P

Service RatioProduct Ratio
P=100%
S=0

S=100%
P=0

P=50%
S=50%

 

Fig. 4. Underlying Requirements of a PSS-lifecycle 

A PSS is essentially marked by the use of product and material interests, the use of 
software and processes, and by means of actor’s value proposition. The life cycle of 
PSS consists of the phases of PSS-planning, -development, -realization 
and -dissolution [25]. Essential elements of a PSS are, in addition to the service  
and the product, the interplay of actors, software and the identification of processes. 
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For the design of PSS it must be clearly defined, which actors are present, which are 
in interaction with the PSS, what processes exist and what software is needed to  
run the expenses incurred in connection of PSS activities efficiently. So, before a 
user-oriented design of PSS can take place, the requirements of the user need to be 
considered first.  

3.3 Engineering Methodologies for Product-Service Systems 

In the field of service research a plethora of conceptualizations of PSS already exists 
but only few consider specific methodologies for Product-Service System design from 
the view of development [26].  

The wider approach of SPATH AND DEMUß examines services during product de-
sign and determines the development of PSS as a socio-technical system, which is 
characterized by the interaction on human and machine. The foundation for the design 
is appropriated through an integrated requirements engineering within the develop-
ment process of the physical good [27].  

MCALOONE treat the development of Product-Service Systems in two different 
ways. First of all, they take the product life cycle and afterwards attach a dedicated 
service lifecycle to the usage period of the product. So, they propose to design servic-
es when they are needed during the use of the product [28]. 

Another approach for the design of Product Service Systems was found by WEBER 

ET AL. and their application of the Property-Driven-Development (PDD) on Product-
Service Systems. They basically decide between structure-based and behavior-based 
characteristics of Product-Service Systems and design them through different itera-
tions in an integrated way also regarding customer integration by beginning with cus-
tomer needs [29]. 

THOMAS ET AL. describe the design of PSS by employing an engineering cycle. 
The focus is given for material and service characteristics that are designed in an iter-
ative process consisting of two cycles (customer cycle and developer cycle) on the 
base of customer requirements. The development, which ends with the finished PSS, 
begins with recording customer requirements and, consequently, with the problem 
identification. Furthermore, the integration of the customer and developer cycle al-
lows also both the demonstration and the evaluation of the created artifact [26]. 

According to ISAKSSON ET AL., the development of PSS represents the engineering 
work to transform requirements to solutions which means that the engineering design 
of PSS has a wider range of what design parameters are available. The provided 
process of a functional product development (FDP) starts with the integration of cus-
tomer needs and the objective of developing a solution [30]. 

BOUGHNIM AND YANNOU see the development of PSS similar to service develop-
ment and provide a map of a PSS system using the Blueprinting Method according to 
SHOSTACK [32] and regarding all processes, actions and interactions inside as well as 
outside the company [31]. 
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MAUSSANG ET AL. identified, in their research of current approaches for designing 
PSS, two different research priorities, the design of PSS from the system point of 
view and the design from the product point of view. From a system point of view the 
designer of the PSS focusses a new combination of technological artifacts on the basis 
of functional parameters while within the product point of view the designers consider 
that both services and products should be developed in an integrative manner. Based 
on that, they have designed a two stage approach for PSS development. First the ele-
ments of PSS are defined and second a detailed design phase is determined to define 
technical solutions [33]. 

Another PSSE methodology is presented by LEE AND KIM who investigate the 
functional modelling of PSS by including also information of service providers and 
receivers. They provide a functional modelling framework to facilitate the arrange-
ment of product and service elements to produce various PSS concepts [34]. 

TAN ET AL. defined four dimensions and methodology steps which cover the essen-
tial design elements of a PSS. The analysis of value proposition, product life cycle, 
activity modelling cycle and the actor network enable the alignment as well as a good 
understanding of how products and systems work [35].  

Overall, for all the approaches the focus is given for the design of services and 
products combined, iteratively and on the basis of customer demands. However, the 
basis for most of the modern services and products is the IT-Infrastructure that serves 
as enabler. This is why the product-service engineering methods have to be adapted to 
include the development of IT artifacts. From the analysis of the methodologies pro-
posed in literature we ascertained that most of them focus implicit on the first three 
DSR process steps embracing the problem identification, definition of the objective of 
a solution as well as the design and development of PSS. Merely, the PSSE metho-
dology from THOMAS ET AL. contains five steps of the DSRM Process Model accord-
ing to PEFFERS ET AL. including the demonstration phase by the transition of the  
engineering process result, the construction of a PSS and back to the customer, where 
also the evaluation takes place [21]. Based on our literature findings we construct in 
the following adjusted design science oriented PSSE methodology drawing on 
THOMAS ET AL. The superior aim is to transfer DSR methodologies on PSS research  
in order to show the applicability and relevance of the design science paradigm to 
service science.  

4 Construction of a Design Science Oriented Product-Service 
System 

Although the DSR approach is primarily aimed at the field of Information Systems, it 
has implication for information technology associated areas such as engineering dis-
ciplines [18][35]. So far it has been used to construct a wide range of socio-technical 
artifact as for instance decision support systems, governance strategies, methods for 
the IS evaluation and chance interventions [36].  
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Due to the build-evaluate pattern of DSR, it is only about proving the usefulness of 
an artifact. According to SONNENBERG AND VOM BROCKE a rigorous DSR process 
also requires the validation of the artifact design decisions before evaluating the  
artifact in the field [37]. Hence, they proposed three principles that should be consi-
dered in the building phase. They claim to have multiple evaluation episodes during a 
single iteration of the DSR process to evaluate not only the usefulness of the artifact 
(exterior modes: ex post evaluation) but also the constituents and the design decisions 
(interior mode: ex ante evaluation). In addition to that, the prescriptive knowledge 
should be documented in a particular way, meaning that i.a. also justificatory know-
ledge (why an artifact may work in a given context) or information about the exposi-
tory instantiations to reason about the feasibility and applicability at build time in the 
interior mode. Performing the documentation already during the build phase and not 
just after the evaluation has been conducted, immediately effects the way the upcom-
ing evaluation can be accomplished. [37]  

This is why the given PSSE Framework [26] should be extended by evaluation 
cycles in the build phase as it is shown in figure 5. Considering that, SONNENBERG 

AND VOM BROCKE propose exemplary evaluation criteria and evaluation methods, 
which are used in the following [37].  

Communication
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Properties
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Product and 
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PSS Actual 
Properties

PSS

Developer

Customer

Definition Synthesis Analysis Production

Rigor Cycle

Knowledge 
Base

(E1) (E2) (E3)

(E4)

 

Fig. 5. Extended Design Oriented PSSE Framework (referring to [26]) 

After the customer requirements have been translated into target properties and  
the material products and service characteristics have been defined, they should be 
evaluated against criteria such as the applicability, the suitability, the importance,  
the novelty and the feasibility using methods like a literature review, reviews of  
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practitioner initiatives, interviews of expert or focus groups or surveys with customer 
(E1). Having conducted the evaluation, the characteristics became justified design ob-
jectives. To evaluate the actual PSS properties for getting a validated design specifica-
tion criteria like the feasibility, simplicity, completeness, consistency and operationally 
should be considered. Those can be evaluated by demonstration or simulation, ben-
chmarking or again surveys and interviews (E2). After the actual PSS properties have 
been defined and a component has been build, the artifact should be proved of  
applicability in an artificial setting. By prototype experiments or demonstrations of the 
components to a focus or expert group the ease of use as well as the effectiveness and 
efficiency, the robustness and the suitability of the instance can be evaluated (E3). The 
fourth evaluation step (E4) already exists in the present PSSE Framework: By evalua-
tion through the customer for instance in a case study, a field experiment or a survey the 
artifact instance can be validated in a naturalistic setting. As described in Section 2 
HEVNER ET AL. considers a three cycle view to conduct DSR [18]. The relevance cycle 
view and the design cycle view have been implemented already through the four evalua-
tion steps (E1-E4); however, the rigor cycle is still missing so far. Heretofore, there is 
not any knowledge management activity explicitly designated. To ground the PSSE 
steps and to add further knowledge to improve the internal and external PSSE processes 
and results, a knowledge base has been added to the framework. Depending on the con-
fidentiality degree it should be considered, whether the new insights are going to be 
communicated to the scientific community or solely to the internal corporate knowledge 
base for instance in case of key PSS. 

5 Case Study 

To show the applicability and the associated additional value of our developed design 
science oriented PSS approach a case study of the wind power market is presented in 
the following. Although the case study is fictional, the insights and experiences are 
based on a project with a real PSS development. Due to actual discussion of renewa-
ble energies the sector of wind power is raising with annual growth rate about 28% 
over the past 15 years [38]. 

The regarded wind energy plant provider is already experienced in building the 
provided products; uncertainties especially appear by the conception and implementa-
tion of services to offer a combined solution. The most important results of the case 
study are presented in figure 6. 

The provider got a request of investors in form of the management of an invest-
ment fond who demanded to build a new wind energy park in the north of Germany. 
Given by the fact that the investors are just a group of financiers without any capabili-
ties to care of the wind power plants themselves, they were searching for a solution 
provider who offers a package of combined products and services to warrant a viable 
wind energy generation. 
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Fig. 6. Results of the Case Study 

The recorded customer requirements consisted of four wind energy plants that 
should be viable 99% of the year. In a next step, the customer requirements were 
translated into the PSS target properties as a basis to communicate in the specialized 
terminology: 99% viability requires that the plant runs at least 362 days in a year im-
plicating that there are only three days in a year to service and maintain the plants. 
The characteristic synthesis from the target properties for the PSS was mainly charac-
terized by the experience of the developer. In the following, the central material  
products and service characteristics are presented without discussing the detailed 
construction process, because the paper focusses on concept of hybrid bundle and not 
on the construction of a product itself. Due to the properties of short service cycles, 
the developer determined the product to be constructed as an easily maintainable 
plant. Spare parts have to be stored in close-by stocks with a convenient infrastructure 
and the TCS consisting of the service center and the technicians themselves have to 
be available 24 hours a day. After the characteristics had been defined the first evalua-
tion cycle started. Experts in form of PSS researchers were interviewed about the 
feasibility, simplicity, completeness, consistency and operationally of the concept. 
Meanwhile, it became apparent that the wind energy plants have to be online to im-
mediately report back malfunction. The concept of an online plant was added to the 
characteristics and the actual PSS Properties were defined: the products and the IT-
systems were designed and a training concept for the TCS technicians was created. 
Subsequently, the plant itself was evaluated by simulation to get an impression of the 
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effectiveness and efficiency as well as the robustness. The simulation was successful 
due to the fact, that the wind energy plant provider is already experienced in building 
the plant itself as mentioned above. Furthermore, the TCS process was evaluated by 
reasoning. The process models were analyzed and potentials for improvement were 
detected: to support the complete process chain, the TCS technicians have to be  
connected via mobile service support system. To meet the short service time, the 
technician have to receive the order with all necessary plant information at the point 
of service, in case of repair services he needs to order the spare parts immediately and 
after having finished his service he has to document his work steps for further service 
requests. For the specification the outcomes of the second evaluation were added and 
a first prototype of the mobile service support system was built. Thereby the develop-
ers draw on the scientific knowledge base using the concept of Use Cases, to con-
struct a support system, that considers every possible use case representative for all 
eventual activities of TCS processes (for further information see [39], [16] and [13]). 
The instance of the first prototype was evaluated in an artificial setting. An experi-
ment conducted by the developer and selected TCS technicians took place. On that 
point, the whole process beginning by the wind energy plant reporting back a mal-
function up to the TCS technician repairing the plant using the mobile service support 
systems was tested. As a result an incorrect data flow between the technician and the 
service center was detected. In the next step, the errors were fixed and the scenario 
could be evaluated in the field. Necessary to that, the PSS was shown to the customer 
and the earlier contacted expert group of researchers. Due to the fact, that the focus 
group was satisfied, there was no further iteration of the PSSE Cycle necessary.  
The PSSE Cycle was finished with the roll-out of the product and signing the service 
contracts.  

During the PSSE process the developers not only referred to already existing re-
search theories and practical methods but also stored the relevant information about 
the customer requirements, the specification of the PSS and the construction itself into 
the internal knowledge database to create the possibility to transfer them to further 
developments. In addition to that, the innovative mobile service support system was 
presented to researchers and practitioners on a leading trade fair for industrial tech-
nology in Germany. 

6 Discussion of the Results 

Lessons learned from the case study were in particular that the revised framework 
provided the user and developer of a Product-Service System with more input from 
different participants. With the inclusion of different groups such as experts, custom-
ers, users, etc. the development team had the chance to evaluate and judge the poten-
tial PSS from different views already during the development phase. Those additional 
evaluation activities lead to several insights that supported the developer, especially 
the inexperienced one, with the creation of a successful PSS. The chance of having a 
PSS that successfully cover the customer expectations and needs improves. However, 
one of the downsides of this approach is the extended development period and the  
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higher costs. This might be in particular in a fast moving market an unwanted effect 
that has to be assessed thoroughly before taken into account. In the case study pre-
sented within this paper the market does not awaits the fast moving actions which is 
why the PSS Development approach is appropriate. In addition to that, oncosts for 
adaptations after the finished product has been presented drop for the reason that the 
customer and expert groups are already included in the build phase where adaptations 
are not that enormous as in the aftermath. 

Another positive aspect of the approach was the inclusion of the Knowledge Base. 
Although most of the companies use the knowledge they gain implicitly in their next 
projects this explicit approach of adding all information to a dedicated database in 
order to reuse parts of them is beneficial. As the Knowledge Base might as well be 
further used in cooperation with scientists this leads to the positive aspect that new 
scientific findings might get included in new PSS and vice versa. Altogether the as-
pects of the revised framework assist the development of successful PSS and add vital 
parts to the conventional approach. 

7 Conclusion and Outlook 

The development of Product-Service Systems needs to be viewed from a process- 
oriented perspective in virtue of the complexity that exists in the provision of an ap-
propriate integrated solution to meet customer needs. Especially in the service field, 
an optimal design of processes and supporting activities is important for the service 
delivery in order to create customer satisfaction and loyalty. For this purpose, the 
development of PSS has been considered from a methodological point of view with 
due regard to the Design Science Research paradigm. Thereto, elementary concepts of 
DSR which need to be considered during the design of an artifact and that are suitable 
for the process-oriented design of PSS were introduced. A PSSE approach was de-
rived by investigating existing literature in PSS research and exemplified by a case 
study of the TCS within the wind power market. The combined consideration of these 
two research fields allowed us the construction of a design science oriented Product-
Service System methodology as a basis for the support of the design of PSS processes 
in the context of hybrid value creation. This paper is a first step to extend the scope of 
information systems containing a design science oriented development of IS as an 
essential part of PSS.  

Our derived PSSE methodology does not claim to be exhaustive but rather presents 
an integrated approach on how a PSS can be developed conceptually and considering 
DSR requirements. In order to improve the validity of our findings, in future we sche-
dule to extend the scope of our investigation by different branches to achieve more 
results with the aim to provide a guidance and signpost for the design of PSS. Further 
we plan to examine applied approaches and engineering methodologies within re-
search projects comprising the development of PSS in order to ascertain distinctions 
and to reveal potentials for the improvement of our presented PSSE methodology. 
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Abstract. Enterprises from time to time have to go through radical changes, of-
tentimes referred to as enterprise transformations (ETs). Depending on the type 
of ET that is conducted, different information requirements exist. In order to 
support ETs, a reference information model should therefore distinguish differ-
ent ET types. Based on the empirical analysis of ETs that is used to determine 
four ET types with different information requirements, we construct such a ref-
erence model in the paper at hand. The application of the model is exemplified 
with the case of enterprise architecture management as an information provider. 

Keywords: enterprise transformation, information model, enterprise architec-
ture management. 

1 Introduction 

Enterprises from time to time have to go through changes that are not routine but 
fundamental and radical. These changes are designated as enterprise transformations 
(ETs) [1]. ETs substantially alter an organization’s relationships with its key consti-
tuencies like customers or suppliers [1]. Examples of such fundamental changes are 
adaptions of the business model [2], mergers and acquisitions [3], or introductions 
and replacements of enterprise-wide information technology [4, 5, 6]. Conducting 
ETs is challenging and many efforts fail [5, 7]. ETs are also discussed under the terms 
“business transformation” [8, 9, 10, 11] or “organizational transformation” [6, 12, 13, 
14]. 

Research concerning ETs is conducted since decades in different research discip-
lines; including information systems (IS) research. However, Besson & Rowe [15] 
conclude that past and current work mostly focusses on psychological and socio-
cognitive inertia (e.g., employee resistance) – socio-technical and economic inertia 
are underestimated, or seem to be overlooked in ET research. We thus consider ETs a 
topic that offers huge research potentials for IS researchers due to the holistic perspec-
tive that IS can offer about people, tasks, and technology. Supporting ET managers 
with this perspective also provides significant potentials for practice. 

During an ET, many stakeholders are involved which have extensive and diverse 
information requirements. These oftentimes need to be fulfilled by ET managers (e.g., 
program managers, C-level executives). Providing decision relevant information for 
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an ET is a mission critical task [16] and the availability of information at the right 
time to monitor and troubleshot the ET is described as a major success factor [17].  

ET information requirements can be met by sourcing and integrating information 
from many different information systems. Since ETs affect the entire enterprise, the 
most important information is usually sourced from enterprise-wide information sys-
tems like transactional (ERP) systems, data warehouses, function-specific information 
systems (e.g., Human Relations), or project/program management IS. Important 
sources of information are systems that are already build to support enterprise-wide 
coordination – like, e.g., Enterprise Architecture Management (EAM) information 
systems. In order to utilize these systems in an ET, an information reference model 
would be helpful, that allows identifying the relevant information requirements. 

However, depending on their drivers, their criticality, affected functions, and other 
contingencies, ETs are very different. As a consequence, the information require-
ments of ETs are different. Therefore we need to understand the different types of ET 
from an information perspective in order to provide appropriate and tailored informa-
tion support. Our goal therefore is not to propose a ‘one size fits all’ information ref-
erence model for ET support, but instead to leverage the knowledge prevalent in  
design science research to construct a reference information model that allows distin-
guishing different ET types. Thus, we pose the following research question: 

 
RQ: How can information requirements in ETs be structured in a reference  

information model that allows distinguishing different ET types? 
 

We proceed as follows: We discuss related work in section two. We go on with intro-
ducing our research and design approach. We present results from the classification 
process of ETs from an information requirements perspective in section four. A dem-
onstration based on EAM as an information provider is presented in section five. The 
paper is concluded with a summary and limitations in section six. 

2 Related Work 

In academic research, typically two understandings of change are prevalent [18]: On 
the one hand, evolutionary views assume that organizational change is incremental 
and continuous. Fundamental differences result from the accumulation of small 
changes over long periods. On the other hand, punctuated equilibrium models [19] 
assume that fundamental organizational change occurs in short periods of disconti-
nuous, revolutionary change, which punctuate long eras of relative stability 
represented by incremental, convergent changes [14].  

ET research is rooted in the latter research stream. Examples of such fundamental 
changes are ETs of the business model [2], mergers & acquisitions [3], or introduc-
tions and replacements of enterprise-wide IT systems [4, 5, 6]. Especially because of 
the latter example and the assumed potential of IT to impose ETs [20], the topic gains 
attention in the IS community [e.g., 21, 22].  

When transforming an enterprise, a high number of decisions, some of them with 
major consequences, have to be taken. In order to take these decisions on a thorough 
foundation, manifold information has to be collected and consolidated in short time 
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[23, 24, 25, 26]. Thus, a fit between the information requirements and the information 
provision is crucial [16, 27, 28, 29].  

However, what is missing in order to take appropriate design decisions for the infor-
mation provision are details about the information needed most. Thus, a classification is 
valuable that allows distinguishing different types of ETs and explicates the occurring 
information demands. While very few classifications exist in order to distinguish ETs 
[e.g., 1], none of them classifies ETs from an information requirements perspective. We 
aim at closing these gaps by understanding, which types of ET exist from an information 
requirements perspective and providing an information reference model for ETs. 

Reference models are well-known in IS research. Such a model is considered to be 
a conceptual framework that can be used as a draft for IS design and development 
[30]. Reference models exist for different areas, e.g., logistics [31] or quality man-
agement [32]. In order to be useful, reference models need to be adaptable to certain 
situations in an efficient manner and thus need to provide guidance on their adaption 
[33]. We aim at integrating the determined ET types in order to simplify the adaption 
and configuration of the proposed model. 

3 Research Approach 

Existing classifications of ETs focus on the respective goals, not on information re-
quirements. However, to allow for a tailoring of information systems concerning the 
information requirements of an ET, we need a classification that is based on these 
requirements (and not, e.g., the ET goals). In order to derive such a classification and 
to identify ET types based on the information requirements, we base our research 
process on the guidance given by Winter [34] and Bucher & Klesse [35]. 

3.1 Identification of Contingency Factors and Information Requirements 

In order to understand the diversity of ETs, we need to identify relevant contingency 
factors and information requirements. Basically, these are differentiated into three 
groups: the environment of the ET (“the organization”), the ET itself (goals, reasons, 
figures, etc.) and the information requirements of ET managers. 

In order to identify contingency factors concerning the ET and the organization, we 
conducted a literature survey in databases (EBSCO and ISI) and top journals of informa-
tion systems and management science. We followed the Basket of Eight [36] (eight jour-
nals) and the European JOURQUAL ranking [37] (journals ranked equal or higher than 
B in the partial rankings information systems (26 journals) and management (21 jour-
nals)). We applied the search term “(((organizational OR enterprise OR business OR 
radical) AND transformation) OR “radical change“)” in the title in combination with the 
term “(type* OR archetype* OR class* OR categor* OR taxonom* OR segment* OR 
dimension*)“ in the abstract. The search revealed 397 results in total, after reviewing the 
abstracts; we considered 23 papers relevant for further analysis. We further included 
sources from forward and backward analysis. We surveyed these sources (mostly empiri-
cal studies or cases) in detail, in order to extract concrete contingency factors for the 
analysis. Examples are goals of the ET [38], affected departments [39], reasons for the 
ET [14], and figures like the involved resources [e.g. 40]. 
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In order to analyze the information requirements during ETs, we incorporate work 
that we conducted earlier. In two papers we identified information needs that ET 
managers potentially would have. One study is based on literature [41] the other on 
interviews with experts [42]. We consolidate the identified information items from the 
studies above in one list (see the provided information model in figure 2 for details) 
with different groups of information and the single information requirements. This list 
is provided to the ET experts as part of the study. The goal is to identify, whether all 
of these information requirements were existing during all ETs, or if differences could 
be identified. 

3.2 Empirical Analysis 

We provided the contingency factors and information objects to four practitioners in 
one organization in order to evaluate if they were comprehensible and if major aspects 
were missing. The participants had different job positions that deal with ETs (e.g., 
project managers, process manager). We wanted to make sure that the contingency 
factors and information objects are unambiguous and can be judged in reasonable 
time. During this pilot phase we noticed that filling in the questionnaire takes about 
30 minutes. Due to the complexity of the problem domain we consider this amount of 
time reasonable. 

During the pilot phase some information objects needed to be rephrased to increase 
their clearness and to preserve the meanings from the source papers. In addition, this 
pretest was meant to identify further contingency factors or information objects that 
we would need to add. Interestingly, no more factors were added by the experts, 
which might serve as a quality indicator for the ones we originally choose. 

After the pre-test, we provided the questionnaire to a total of 30 highly knowledge-
able informants that are able to describe ETs as the unit of analysis. These were for 
example ET managers, CEOs, or program managers. The informants were asked to 
rate the items based on a five point Likert scale [43]. We were able to collect data 
from a variety of industries (see table 1, multiple answers allowed). We consider in-
cluding multiple industries an advantage due to avoiding industry-specific bias and 
thus increasing the general applicability of the artifact. 

Table 1. Overview of participating industries 

Industry Amount 

Education 1 

Power Supply 7 

Financial Services 6 

Healthcare 3 

Information & Communication 8 

Production 4 

Transport & Logistics 1 

Insurance 2 

Other 3 
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4 Design Process 

4.1 Identification of Enterprise Transformation Types 

We conducted a hierarchical cluster analysis (Ward’s method, squared Euclidian dis-
tance) based on the information requirements illustrated above (see the concrete in-
formation items in Fig 2.). In order to use as many cases as possible for the analysis, 
we handled missing values by replacing the missing with column (variable) means. If 
more than 10% of values were missing, we omitted the case. This procedure left us 
with 21 ETs that were used for the cluster analysis.  

An important challenge when designing a reference model is to determine the 
number of configurations it supports. Whenever too many configurations exist, the 
number of organizations decreases were a particular configuration can be applied. A 
‘one size fits all’ model or a model that supports too few configurations, on the other 
hand, is not considered to be useful because specific requirements cannot be met to a 
sufficient extent [44, 45]. We determined the number of configurations for our model 
based on the goal to provide meaningful guidance for the ET support but at the same 
time adhere to statistical criteria.  

A two cluster solution would have been most appropriate concerning the cluster 
distance (measured by the squared Euclidian distance). However, with this configura-
tion, cluster one would contain two cases while the second cluster would contain the 
others. With a three cluster solution, clusters would not be a helpful foundation for 
design since differences of information requirements among the clusters were not 
concise. In the four cluster solution, clusters are more differentiated concerning their 
information requirements and hence provide more appropriate guidance for the design 
step. Five or six cluster solutions do not provide enough differences to warrant anoth-
er differentiation in the following model design. In consequence, we choose a four 
cluster solution to guide the following design steps. Figure 1 provides an overview of 
the summarized mean values in the respective groups of information.  

 

Fig. 1. Information demands in the different clusters  
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Cluster one, strategic alignment, represents ETs that are driven by strategic 
changes or the introduction of new products and necessary changes in the IT. Corpo-
rate management, but also IT departments guide these ETs. The strongest goal is op-
timization (thus, achieving more efficiency, e.g., in processes or IT systems). A 
second goal is increasing the flexibility of the company (thus, being able to react to 
future changes in the market environment). Information that was considered most 
important in this cluster is related to strategy (e.g., business strategy, ET drivers) or 
goals (e.g., goal descriptions). Information that was considered least important is 
about locations, information relevant to outsourcing, information about affected 
stakeholders. Furthermore, information about shareholders, suppliers, internal guide-
lines, and IT security were of least importance. The average level of information con-
sidered necessary, is rather in the middle (compared to the other clusters). 

Cluster two, market alignment ETs, represents ETs that are driven by the introduc-
tion of new products and services or by changes of the addressed market segments. 
ETs are guided by corporate management and marketing departments. It seems to be 
consequent that goals of these ETs are mostly repositioning in the market and optimi-
zation of internal structures. Thus, in this cluster, the changes in the market environ-
ment already happened and triggered a respective reaction by the organization. On 
average, the information requirement in cluster two is higher than in the first one. 
Information that is considered to be important in this cluster is similar to the strategic 
alignment cluster concerning the top-most important ones – especially concerning 
strategy and goals. However, some information is important that is highly related to 
the cluster-specific goals, e.g., skills of employees, product portfolio, legislative rules, 
customers, etc. Less important information is about benefits, current costs as much as 
quantitative and qualitative monitoring of the success.  

Cluster three, management-driven ETs, represents ETs that are driven by changes 
in corporate management and changes of the company structure. They are guided by 
corporate management. The strongest goal is repositioning. For this kind of ETs the 
market environment, an overview of projects, redundancies between those projects, 
etc. were considerably important. However, most values about the importance of the 
information are very small compared to the other clusters and the overall average of 
the dataset. ETs in this cluster do not need much information because they are con-
ducted by managers that rely solely on their experience implementing their vision 
about the organization. Thus, from an information perspective, the support in this 
cluster can only occur on a very low level. 

The ETs represented by cluster four, operational optimizations are driven by 
changes of the environment (e.g., legal-wise) and by necessary adaptations of sup-
porting IT systems. Additional drivers are performance crises or structural changes in 
the company. It is not surprising that such ETs are guided by the technology/IT de-
partments and the corporate management. The main goal is optimization, partially 
also repositioning. Most important information that is specific in this cluster is about 
applications, IT infrastructure, redundancies between projects, capabilities of em-
ployees, processes, etc. What are considered least important information are ET driv-
ers, market environment, and most information about external stakeholders. Thus, the 
ETs that are described in this cluster are mostly internally visible and external impact 
is less considered.  
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Based on the findings from literature and the empirical analysis, we are able to de-
sign a reference model that consolidates these findings. 

4.2 Design of an Enterprise Transformation Information Model 

We used the clusters above, in order to provide guidance, which information are most 
considerable in which ET type. We found the median to be an appropriate decision 
criterion due to its stability concerning outliers. When the information item was rated 
with the median value itself, it was included in the ET type. Thus, the model below 
(figure 2) allows for configuration of information systems concerning the four diffe-
rentiated ET types. This allows for a much more efficient application of the model 
depending on the ET type, the organization has to conduct.  

The model is comprised of eleven information groups that contain more detailed 
information items. For each information item an indicator label is assigned that pro-
vides configuration guidance. Each ET is supposed to mostly belong to one of the 
clusters introduced above. Once the ET type is determined, the indicator color next to 
the information item provides guidance about the relevance of the information item 
for this specific ET type. When the indicator is colored white, the information item is 
not relevant for the corresponding cluster. Consider for example the information item 
“important steps” in the “strategy” information group. It is relevant for all types of 
ET, except the management-driven (Cluster 3) ones. 

Due to the level of abstraction in the model, we do not provide detailed relations 
between the information groups, since information needs to be combined and ex-
changed in many ways that are depending on the concrete ET in the concrete organi-
zation. In very broad terms, the information groups relate together as follows: In order 
to prepare a sufficient strategy for the ET, the transformation’s most important steps, 
its market environment, its drivers, and the business strategy are needed to be known. 
Based on the ET strategy, ET managers need to determine the goals of the ET. Strate-
gy and goals of the ET define how the ET changes business and IT structures. Based 
on the goals, strategy, and existing structures, different design options can be pro-
posed and evaluated. Operationally, the ET has to be broken down in projects and 
project portfolios that leverage the available skills and resources. During the ET, the 
performance needs to be monitored. Different stakeholders that are involved in the ET 
need to be known and addressed. They impose social factors that heavily influence 
the ET. In order to ensure the success of the ET, risks need to be assessed and han-
dled. All of the above aspects can be improved by applying methods that are designed 
in order to support ETs. 

In concrete ETs, however, organizations need to further discuss and evaluate the 
model concerning their particular ET. In addition, organizations need to determine, 
which departments, disciplines, or information systems can provide which informa-
tion that is considered to be necessary. On the other hand, designers of, e.g., informa-
tion systems can use the model to analyze, in which ETs their system could be applied 
and add value. We use the IS enterprise architecture management (EAM) in order to 
demonstrate its role for the information supply in different ETs in the next section. 
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Fig. 2. ET reference information model 
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5 Demonstration: EAM as a Configurable Information 
Provider for Enterprise Transformations 

In this section, we demonstrate, how the model designed before can be used in order 
to determine, if an IS could be used to support an ET. Further, we demonstrate how it 
can contribute to the information provision. We take EAM as an example for an IS 
artifact that can be tailored concerning different ET information requirements. 

Enterprise architecture (EA) as such is understood as (1) the fundamental structure 
of a government agency or a corporation, either as a whole, or together with partners, 
suppliers, and/or customers as well as (2) the principles governing its design and evo-
lution [46, 47]. Enterprise architecture management (EAM) is concerned with the 
establishment and continuous development of EA in order to consistently respond to 
business and IT goals, opportunities, and necessities [48]. 

Since ETs occur, when the deep structure of an organization is changed [15], the rela-
tion between the two disciplines becomes obvious: enterprise transformation means to 
change the structures of the enterprise, while EAM can provide information about these 
structures [49]. In general, huge potential is seen for EAM to support ETs [50].  

We took the information objects presented in the model above and evaluated, if they 
can be provided solely by EAM, partially by EAM, or not at all by EAM. We applied a 
five point-Likert-Scale in order to rate the support based on the content meta-model of 
the Open Group Architecture Framework (TOGAF) [46] and additional literature sources 
(see [41] for more details about the rating procedure and the used literature). See Table 1 
for the results of the analysis concerning the general EAM support of ETs. 

Based on the table above and the ET information model, we can distinguish the 
EAM support for the different ET types.  

ETs of the type “strategic alignment” is only partially be supported by EAM. The 
required information in terms of strategy and goals can be provided very well. Infor-
mation about business structure, project portfolio and IT structures are in general not 
strongly requested within this ET type. Thus, lots of the information that EAM could 
provide would not be necessary for this type. The EAM support thus would be much 
focused (e.g., on business requirements, processes, or capabilities).  

The ET type “market alignment” is much stronger supported. In these ETs the en-
terprise needs to be realigned with the market, thus, plenty of information about the 
current structures is needed. This information can be very well provided by EAM. 
Since these ETs occur very sudden, the information needs to be available quickly – 
thus, it is very valuable if it is already documented. In consequence, EAM can provide 
information about strategy, goals, business structures, IT structures as much as the 
project portfolio and further ones. Of course, the necessary information could neither 
exclusively nor completely be provided by EAM – when it comes to stakeholder or 
social factor related information, EAM can only provide minor support. 

The ET type “management driven” is almost not supported by EAM. The only in-
formation that can be provided is about the market situation. Since this information 
can anyway only partially be provided by EAM, the model shows that EAM is not the 
preferred discipline/information system to support the ET type. 
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Table 2. EAM support of ETs 

Information EAM Support 

Strategy Support differs, business strategy and drivers could be provided very 
appropriately, market situation rather partially, important steps (e.g. 
in terms of a roadmap) could be provided very well. 

Goals Goals and requirements are direct meta-model elements of EAM, 
information to determine budgets and develop business cases could 
be partially provided. 

Business  
Structure 

Knowledge about structures is often considered the core of EAM, 
thus these are all direct part of the content meta-model and the sup-
port is very strong. 

Project Portfolio Information about projects and skills are also considered core of 
EAM. 

Design Options EAM can partially contribute in providing design options, however, 
many more stakeholders need to be involved. 

Methods The content meta-model does not consider ET methods, minor sup-
port could be possible since architects are often keen on methods. 

Social Factors Social factors are usually not contributed by EAM. Establishing and 
designing a common language is part of EAM. 

Performance EAM is able to collect benefits of ETs and additional qualitative 
measures. Financial side is out of EAM scope. 

Stakeholders Concerning Stakeholders, EAM is able to provide information about 
contracts, suppliers and internal stakeholders of the ET since these 
are content meta-model elements. 

Risks Guidelines/standards can be provided. 

IT Structure Providing Information about IT structures is core of EAM. 

For “operational optimizations” EAM again can provide valuable information. 
According to the model, strategic aspects are almost not important and ETs of this 
type rather require fundamental knowledge about the business and IT structure of the 
company in order to realize optimizations. Thus, these ETs directly address again the 
core of EAM. 

Figure 3 illustrated the summary of the EAM system support differentiated by ET 
type. 
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Fig. 3. EAM system support differentiated by ET type 
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information requirements. The demonstration shows that certain types of ET can be 
much better supported by IS than others. Our contribution to the body of ET literature 
therefore is a model that allows for providing information during ETs much more 
focused. Further, the model provides a dense overview of information that is neces-
sary in ETs. 

In order to identify, how the best information support for the identified ET types 
can be assured, the demonstration that we conducted should be repeated with other 
information systems beyond EAM. Candidates are ERP systems, business intelligence 
systems, or other enterprise-wide IS.  

Some limitations occur in the presented research. It could be the case that further 
clusters exist that we did not identify due to a limited amount of transformation cases. 
This problem occurs whenever complex real-world phenomena are researched and 
abstracted in a model. Future work and an increased empirical foundation of the mod-
el will show, if the identified types need to be revised or if they will be confirmed. 
Due to the highly knowledgeable informants that we collected the responses from, we 
are reasonably confident to assume the latter. Further, each ET in the evaluated set of 
data is described by one respondent. Due to the manifold roles that conduct ET man-
agement (e.g., program managers, C-level executives), role-specific differences about 
required information could occur. Based on the current amount of data collected, we 
are not able to account for these differences. However, such different information 
requirements by different roles provide an interesting field for future research. 

Additional future work planned in the project is to provide the model to practition-
ers that deal with EAM during ETs. Focus groups or interviews with these experts 
will provide valuable feedback and input to the model in order to further increase its 
applicability and utility, especially in the domain of EAM. We invite researches that 
primarily deal with other IS to extent and apply the model in their domains.  
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Abstract. As business requirements become increasingly challenging in
today’s fast changing environments, cross-organizational collaboration
gains more and more attention for a successful business process design.
Since many organizations may work on similar processes with some vari-
ations, configurable reference models have been proposed as a key aspect
for a flexible process design. However, the complexity introduced by such
models remains an open issue. The designer ends up with one model that
integrates a family of process variants making the process design and up-
date a complex task. In this work, we propose to assist the designer with
configurable process fragments. However, instead of building the config-
urable process fragment from existing process models, we propose to use
event logs as input. Such recorded executions capture the real behavior
of processes which cannot be derived from their designed models. Then,
using these logs we derive guidelines that direct the configuration of the
resulted fragment. Our approach has been implemented as a plugin in
the ProM framework and tested using a collection of event logs.

1 Introduction

The fast changing in today’s business requirements forces organizations to adopt
new paradigms for increasing their processes’ adaptability. In such a highly dy-
namic environment, process design becomes a complex, time-consuming and less-
effective task. Therefore, multiple organizations tend to share their processes
experience in a common infrastructure to enable learning best practices from
each other [1]. To this end, configurable process models [2,3] have been proposed
to enable a flexible cross-organizational collaboration.

A configurable process model integrates a family of process variants into one
consolidated model using configurable elements. At design-time, configurable
elements are configured by selecting only the relevant parts according to process
design requirements. In this way, business designers can derive individual process
models that fit to their specific needs without an extra design effort. Recently,
some approaches proposed to build configurable process models from a collection
of existing process variants [4–6]; Others tried to mine one configurable process
model out of collections of event logs [7–9]. However, these approaches have
three main drawbacks. First, they may encounter the problem of managing the
complexity of the resulted configurable model when input variants are large and
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varied [10]. Second, they provide only the possibility of deriving and reusing
entire existing process models. And last, they do not assist the configuration of
the process by exploring the usage of existing processes.

In our previous work [11], we addressed the first issue by proposing an ap-
proach that assists business designers with configurable process fragments built
from process models. Nevertheless, process models are not a source always avail-
able and do not provide the real behavior of their executions. To this end, process
mining has gained a huge interest in business process management researches [12]
as event logs record the real behavior of the processes and they are always avail-
able in all today’s information systems. Therefore, in this work, we propose to
use process mining techniques to discover the configurable process fragment from
a collection of event logs. Moreover, to handle the second and third issue, we
propose a frequency-based approach that guides the configuration of the resulted
fragment. Concretely, we explore the (in)frequent executions in the event logs in
order to derive ranked guidelines that help in deriving a suitable configuration.

The remainder of this paper is structured as follows: Our motivation is pre-
sented in Section 2. In Section 3, some notions on configurable process fragments
and process mining are provided. Section 4 elaborates our approach to mine a
configurable process fragment. In Section 5, we detail our proposition to extend
the discovered fragment with guidelines. Section 6.2 illustrates our experimental
results. Some related work is depicted in Section 7 and we conclude in Section 8.

2 Motivation

Let us consider a car rental agency that has two branches in different countries.
These branches execute different variants of the same process that slightly differ
in their structure and behavior according to the country and customers needs
(see Fig. 1). The two variant models depicted in the right of Fig. 1 and modeled
in BPMN (Business Process Modeling Notation) illustrate the corresponding
event logs (on the left of Fig. 1). In the first variant, the customer submits a
request through a web form (activity x) which is received by the agency (activ-
ity a). Then, it checks the customer’s credit (activity b) and the car availability
(activity c). Based on a processing step (activity z), if the request is accepted,
its details are saved (activity d). Afterwards, the user profile is updated (activ-
ity f) and a confirmation email is sent to the customer (activity e); and last
a customer feedback is received (activity p). In the other case, the request is
aborted (activity g) and a cancellation email is sent to the customer (activity
h). In the second variant, the customer sends his request by email (activity y).
Compared to the previous variant, the customer personal information (activity
i) is registered along with checking customer’s credit (activity b) and car avail-
ability (activity c). After the request is saved (activity d), either a confirmation
(activity e) or cancellation email (activity h) is sent. And before receiving the
customer feedback (activity p), new services are offered (activity o). If the request
is rejected, others’ cars propositions are given (activity l). Next, they are sent to
the customer (activity m) and the request is archived (activity n). Each process
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Fig. 1. Two event logs with their corresponding variant models of a car rental process

execution is logged as an instance in the event log; For example, in Fig. 1(a),
five instances of the execution xabczdefp are logged.

Suppose that (i) a new branch is opening and needs to define its own process
or (ii) an existing branch needs to enhance or create a new variant of its existing
process. In the first case, the business designer starts modeling the process with
the activity “a” followed by the activity “z”. At this point, she may need some
assistance to complete the process. In the second case, the designer may need to
enhance or create a new variant from her process model by modifying only some
parts causing efficiency degradation of the process; for example by modifying
the fragment that includes the activity “z”.

To benefit from past experience, one solution would be to search in the ex-
isting process models the activities that occur frequently with the selected one.
However, designed process models do not provide information on their usage and
they may be inaccurate when their real executions deviate from their expected
described behavior. In addition, process models are not always explicitly defined
and the only information we have is the recorded logs. Therefore, we propose in
this work to discover from a collection of event logs a configurable process
fragment that includes the selected activity (i.e. in our example “z”) and its
interactions with its neighbors. Afterwards, using the observed behavior in the
event logs, we derive guidelines that assist the designer in deriving a frequently
executed individual fragment. For instance, the designer may be interested to
know that the activity “check car availability” is often executed with “check
customer’s credit” but rarely with “register customer information”. Such infor-
mation cannot be derived by looking only to the designed fragment model.

3 Preliminaries

3.1 Configurable Process Model

A process model can be represented as directed graph with labeled nodes that
we call Business Process Graph. This notation is derived from the common con-
structs of most graph-based process modeling languages such as EPC (Event-
Driven Process Chain), BPMN, UML, etc.
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Definition 1. (Business process graph). A business process graph
G = (N,E, T, L) is a labeled directed graph where:

– N is the set of nodes,
– E ⊆ N ×N is the set of edges connecting two nodes,
– T : N → t is a function that assigns for each node n ∈ N a type t where

t ∈ {activity, gateway}
– L : N → label is a function that assigns for each node n ∈ N a label such

that if T (n) = activity, then L(n) is its name, and if T (n) = gateway then
L(n) ∈ {∨,∧,×} where ∨ = OR, ∧ = AND and × = XOR.

Let G = (N,E, T, L) be a business process graph and n ∈ N . We define
the pre- and postset activity of a gateway g ∈ N as the set of preceding and
succeeding activities in its incoming and outgoing branches respectively.

Definition 2. (preset activity • g, postset activity g •). The preset activity
of a gateway g ∈ N is denoted as • g = {a ∈ N : ((a, g) ∈ E) ∨ (∃g1, g2, .., gk ∈
N : (a, g1), (g1, g2), ..., (gk, g) ∈ E)}. Similarly, the postset activity of g is denoted
as g • = {a ∈ N : ((g, a) ∈ E) ∨ (∃g1, g2, .., gk ∈ N : (g, g1), (g1, g2), ..., (gk, a) ∈
E)}.

For example, in Fig. 2, ∧1 • = {a, b, i}, ∨5 • = {h, f, e}, etc.
A configurable process model is a process model that integrates multiple model

variants through configurable elements. A configurable element is an element
whose configuration decision is made at design-time [3]. Configurable el-
ements can be gateways and/or activities. A configurable gateway has a generic
behavior which is restricted by configuration. For example, a configurable “∨”
can be configured to an “∧” or an “×” with(out) restricted incoming or outgo-
ing branches. A configurable activity can be included (i.e. ON ), excluded (i.e.
OFF ) or optionally included (i.e. OPT ). Moreover, configuration decision can be
assisted with guidelines that specify a suitable configuration for a given config-
urable element. In our approach, configurable elements are gateways since their
configurations include those of the activities. For instance, a restricted outgoing
configurable gateway’s branch excludes the corresponding postset activities (i.e
the corresponding activities are OFF ). In addition, we propose an approach to
derive guidelines ranked with high, medium or low depending on whether such
configuration is highly, moderately or weakly recommended.

Definition 3. (Configurable process model). A configurable process model
is denoted as Gc = (N,E, T, L,B,C,G) where:

– N,E, T, L are as specified in Definition 1;
– B : N → {true, false} is a boolean function returning true for configurable

nodes;
– C : N → conf is a function that assigns for configurable gateways a valid

configuration conf (see Definition 4);
– G : N → (C,R) is a function that assigns for a configurable node a guideline

(c, r) ∈ (C,R) where c is a configuration and r ∈ {high,medium, low} is a
corresponding rank.
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Definition 4. (Configuration C). Let Gc = (N,E, T, L,B,C,G) be a config-
urable process. For each gc ∈ N such that T (gc) = gateway ∧ B(gc) = true,
we define its configuration C(gc) =< g, • g > in case gc is a join gateway and
C(gc) =< g, g • > in case gc is a split gateway where T (g) = gateway such that:

1. g � gc where � is a partial order that specifies which concrete gateway may
be used for a given configurable gateway, i.e. g � gc iff T (gc) = “ ∨ ” or
T (g) = T (gc)

2. g • ⊆ gc •, i.e. g has restricted outgoing branches in case gc is a split gateway;
3. • g ⊆ • gc, i.e. g has restricted incoming branches in case gc is a join gateway.

An example of a configurable model is depicted in Fig. 2, where configurable
nodes are denoted by thick circles and an excerpt of guidelines are attached
as a text annotation. One possible configuration of the configurable “∧1” is
C(∧) =< ∧, {b, c} > as ∧ � ∧ and {b, c} ⊂ {b, c, i}.

3.2 Process Mining

Process mining is a field in the process management that includes the set of
techniques for extracting process information from event logs. The process dis-
covery is defined in the context of process mining and aims at discovering a
process model from recorded event logs [13–15]. A record, called trace, is a valid
execution of a process. A trace t = a1a2...an is a sequence of executed activities
where a1 is the start activity and an is the end activity; |t| = n is the length of t
and t[i] is the ith activity. The set of traces relative to a process form the event
log L = {ti : 1 ≤ i ≤ |L|}. The alphabet A = {a1, a2, ..., am} defined over L is
the set of distinct activities in L where |A| = m denotes its cardinality.

We denote by (a ≺ b)t the precedence relation between a and b in the trace t
iff ∃ 1 ≤ i < j ≤ n, ai = a ∧ aj = b. Based on the precedence relation, we define
four ordering relations that can be derived from an event log L.

– Causal relation a → b iff ∀t ∈ L : a, b ∈ t =⇒ (a ≺ b)t ∧ ¬(b ≺ a)t, i.e.
for all traces containing a and b, a always appears before b.

– Parallel relation a b iff ∃t1, t2 ∈ L : a, b ∈ t1 ∧ a, b ∈ t2 =⇒ (a ≺
b)t1 ∧ (b ≺ a)t2 , i.e. there exists a trace t1 in which a appears before b and
another trace t2 in which b appears before a.

– Conditional relation a b iff ∃t ∈ L : a ∈ t ∧ b /∈ t, i.e. there exists a
trace in which a appears without b.

It is worth noting that an obvious mapping function M exists between the re-
lations in a business process graph G and a corresponding event log L where:
M(∧)= , M(×)= and M(∨)= ∧ .

4 Mining Configurable Process Fragments

This section elaborates our approach to mine a configurable process fragment
out of collections of event logs. Assuming the existing of an event log repository,
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we define � = {Li : i ≥ 1} as the set of available event logs and � = {Ai : i ≥ 1}
as the set of the corresponding alphabets. First, we extract from each event log a
sublog relative to the neighborhood context of a selected activity (Section 4.1).
Then, we merge the extracted sublogs into one sublog in order to mine one
process fragment in which we identify the configurable elements (Section 4.2).

4.1 Deriving the Neighborhood Context Log

The neighborhood context log of an activity a ∈ A derived from an event log
L represents the portions of traces in L that contain “a” and its neighbors’
activities. A neighbor activity is an activity connected to “a” via a causal, parallel
or conditional relation (see Section 3.2). Since a causal relation a → b is general
and assumes the existence of a flow of activities from a to b, we define its length
k denoted as a →k b in order to limit the causal neighbors of a. This definition
in inspired from an earlier work on Petri-nets semantics [16]. Two activities a
and b are in a kth-causal relation if there exist k flows between them.

Definition 5. (kth-causal relation): two activities a and b are in a kth-causal
relation in the event log L denoted by a →k b iff: (a → b) ∧ (∃t = a1a2...an ∈
L : ai = a ∧ ai+k = b : 1 ≤ i ≤ n such that ∀ tx = a1a2...an : tx �= t, ai =
a ∧ ai+l = b =⇒ k < l).

For example, in the event log in Fig. 1(a), b →2 d since b → d and in the second
trace (i.e acbzdfep) there is one activity z between b and d.

Based on a selected length k, we extract the neighborhood context log Lk
a

relative to the activity a by projecting the traces in the initial log L on the
activities that are in 1 to kth-causal, parallel and conditional relations with a.
Formally, a projection function is defined as:

Definition 6. (Projection Pr(L,A)). A projection function Pr defined over
an event log L restricted by an alphabet A is defined as follows: ∀1 ≤ i ≤ |L| :
ti ∈ L ∧ ti[j] /∈ A, 1 ≤ j ≤ |ti| =⇒ ti[j] = “− ”.

Definition 7. (Neighborhood context log). The neighborhood context log of
an activity a derived from the event log L and its corresponding alphabet A is
denoted as Lk

a = {ti} where:

– ti = tPr
i \ (−)∗, and

– tPr
i ∈ Pr(L,Aa) where Aa = {a}∪ {ai : ai ∈ A} such that (a →l ai ∨ ai →l

a, 1 ≤ l ≤ k) ∨ (a ai) ∨ (a ai).

For example, in Fig. 1(b), the activities b, c, i, d and l are in 1st causal re-
lation with z and the activities a, e, h m and n are in 2nd-causal relation.
There are no parallel and conditional relations with z. The alphabet for k = 2
is Az = {z, a, b, c, i, d, l, e, h,m, n} and the neighborhood context log is L2

z =
{(abcizde)5, (acbizdh)3, (acibzlmn)4, (aibczlnm)3}.
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4.2 Mining the Configurable Process Fragment

In order to mine a configurable process fragment, we propose to extract from
each event log Li ∈ � the neighborhood context log Lk

a of the activity a. Then, we
merge the corresponding neighborhood context logs into one sublog �k

a = ∪Lk
a.

This sublog is used as an input for an existing mining algorithm in order to dis-
cover the corresponding process fragment which describes the behavior recorded
in the merged sublog, yet it is not configurable. This is because existing mining
algorithms are not able to explicitly specify the configurable nodes. Therefore,
we provide in the following a simple approach to identify configurable gateways.

Let G = (N,E, T, L) be the discovered process fragment from the merged
sublog �k

a. We say that an activity a is a shared activity if it is mined from
multiple neighborhood context logs Lk

a ∈ �k
a; In other word, a is shared if it

belongs to multiple alphabets, i.e. a ∈ ∩i≥2Aa such that i is the number of the
corresponding alphabets. Otherwise, it is an unshared activity. Therefore, a
split (respectively join) gateway is configurable if:

– it has at least one shared activity in its postset (respectively preset), or
– it has at least two unshared activities in its postset (respectively preset) and

those activities are mined from different neighborhood context logs (i.e. they
belong to different alphabets).

Consequently, we define a configurable process fragment as:

Definition 8. (Configurable process fragment). Let G = (N,E, T, L) be
the discovered process fragment from the merged sublog �k

a. We define the cor-
responding configurable process fragment Gc = (N,E, T, L,B,C,G) as:

– ∀g ∈ N such that T (g) = “gateway” ∧ g is a split gateway, then B(g) =
true iff (∃ai ∈ g • : ai is shared) ∨ (∃a1, a2 ∈ g • : a1, a2 are unshared
∧ a1 ∈ Ai ∧ a2 ∈ Aj ∧ i �= j). The same holds for a join gateway, however
we handle the gateway preset instead of its postset.

– C follows Definition 4
– G is defined in Section 5.

Fig. 2. The discovered configurable fragment of the activity z within 2-neighbor areas

An example of the discovered configurable process fragment relative to the
activity “z” in Fig. 1 for k = 2 is depicted in Fig. 2. For example, the split
gateway “∧1” is configurable since the activity b ∈ ∧1 • is shared (Note that
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c and i are also shared activities); “∧4” m,n ∈ ∧4 • are neither shared nor
unshared and mined from different logs.

This example shows that even with a small number of configurable elements
(i.e. 5 configurable gateways in our case), deriving a suitable configuration is
far from trivial. The number of possible configurations may be too large. For
instance, if the configurable fragment has x configurable gateways, the number
of possible configurations is O(2

∑x
i=1 yi) where yi is the cardinal of the preset or

postset of the configurable gateway xi. Therefore, the designer will be interested
to know which activities are often executed together and how they interact in
order to select a proper configuration. For example, to configure the gateway
“∧1”, she would like to know that activities b and c are often executed together
but rarely with i so that she selects the configuration C(∧1) =< ∧, {b, c} >.
In the next section, we present a frequency-based approach to derive guidelines
that assist the designer in deriving a suitable configuration.

5 A Frequency-Based Approach to Mine Guidelines

This section elaborates our approach to derive guidelines that assist the config-
uration of the discovered process fragment. Basically, we propose to explore the
recorded executions in the merged sublog in order to recommend the frequently
executed paths as ranked guidelines. These guidelines are dynamic in the sense
that they are updated after each configuration step in order to take the already
chosen configurations into consideration. First, we model all traces recorded in
the merged sublog in a frequency-based suffix tree (Section 5.1). Then, for each
configurable gateway, we rank its possible configurations with high, medium or
low depending on their frequencies recorded in the suffix tree and taking into
account the previously chosen configurations (Section 5.2).

5.1 A frequency Suffix Tree for Configuration Executions

Let Gc = (N, T, L,E,B,C,G) be a configurable process fragment discovered
from the merged sublog �k

a = ∪Lk
a. A configurable split (respectively join) gate-

way gc ∈ N can be represented with respect to its type and postset (respectively
preset) as gc =< gc, gc • > (respectively gc =< gc, • gc >) where each configu-
ration C(gc) =< g, g • > is one possible specialization of gc. In the sublog �k

a,
a configuration can be recognized by identifying the parallel and/or conditional
relation (see Section 3.2) between its preset or postset activities. Since the log
traces are sequences of executed events, finding a specific configuration in an
event log can be mapped to a string pattern matching problem. For example,
finding a configuration C =< ∧, {a, b} > refers to searching for a parallel re-
lation between a and b; that is, searching for the traces including a and b in
different orders. We say that C has been executed x times if, in �k

a, the postset
activities g • appears x times in the g relation.
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In light of the above presented insight, we propose to use suffix trees [17] to
model all possible executed configurations and their frequencies. A suffix tree is
an efficient data structure for storing all possible substrings of a given string in
a linear time [18]. It provides linear-time solutions for string pattern matching
problems and has been widely used in biological domain for DNA sequence
analysis. A suffix tree for a string S having l distinct characters is a rooted
directed tree where each edge is labeled with a nonempty substring of S and
each internal node has at least two children. Two edges issued from the same
node cannot have the same labels. Furthermore, the concatenation of the edges’
label of every path from a root to an internal node represents a suffix of S.
Some variants of the suffix tree have been proposed such as the probabilistic
suffix tree [19] and the weighted suffix tree [20]. In our work, we propose to
use a frequency-based suffix tree where each node is labeled by the frequency of
occurrence of the suffix starting from the root to that node in the corresponding
event log. An example of a frequency suffix tree is illustrated in Fig. 3.

In order to build the frequency suffix tree, we propose to project the merged
sublog �k

a on the postset and preset activities of configurable split and join
gateways respectively. The projected sublog is called Configuration sublog.

Definition 9. (Configuration sublog). A configuration sublog Lc built from
a merged sublog �k

a and a configurable process fragment Gc is defined as Lc =
{ti : ti = tPr

i \ (−)∗} where tPr
i ∈ Pr(�k

a, A
c)} and Ac = {ai ∈ N : i ≥ 1} such

that ∀aj ∈ Ac : 1 ≤ j ≤ i, ∃g ∈ N : B(g) = true ∧ aj ∈ g • in case g is a split
gateway or aj ∈ • g in case g is a join gateway.

For example, the configuration sublog Lc built from the process fragment in
Fig. 2 and the sublog �2

z where k = 2 is Lc = {(bcdef)5, (cbdfe)4, (bcgh)2, (cbgh)3,
(bcide)5, (cbidh)3, (cibl)4, (ibcl)1}. This configuration log is the projection of �2

z

on the alphabet Ac = {b, c, i, g, l, d, f, h, e} as “∧1”, “∧2”, “×3”, “∨5” and “∨6”
are configurable and b, c, i ∈ ∧1 •; b, c, i ∈ •∧2; h, f, e ∈ ∨5 •, etc.

54 54 40 4 22

19 14 1 16

gh

4

...

9 1 8 2

Fig. 3. An excerpt of a frequency suffix tree

Afterward, we build the generalized frequency suffix tree for the configura-
tion sublog using Ukkonen’s algorithm [18] which is a linear-time algorithm for
building incrementally the suffix tree for a set of strings. An excerpt of the re-
sulted frequency suffix tree for the configurable fragment in Fig. 2 is illustrated
in Fig. 3. For example, in this tree, the suffix bc is executed 19 times.
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5.2 Deriving Ranked Guidelines

Using the frequency suffix tree, we compute for each configurable gateway the
frequency of execution of all its possible configurations. Then, based on a spec-
ified execution frequency threshold, we attribute to each configuration a rank
r ∈ {high,medium, low}. This process is repeated after each selected config-
uration in order to recompute the configurations’ frequencies of the remaining
configurable gateways with the previously chosen ones.

In the followings, we show that using the frequency suffix tree, we compute
the frequency of an “∧” configuration, from which we derive the frequencies of
the “×” and “∨” configurations using the set and statistical theories. We show
the split gateway case; the same holds for a join gateway. To find the frequency
of an “∧” configuration C =< ∧,∧• >, we search for all suffixes containing the
postset activities in different positions. For example, searching in the suffix tree
in Fig. 3 for the configuration C =< ∧, {b, g, h} > returns the suffixes bcgh, bgh,
etc. For each matched suffix m, we denote by fm its frequency of occurrence. For
example the frequency of the matches bcgh and bgh are fbcgh = 1 and fbgh = 1
respectively. In order, to find the frequency of the “∧” configuration C denoted
by F∧ •, we sum the frequencies of all found matches:

F∧• =
∑

i

fmi (1)

The execution of an “×” configuration represents the cases in which the cor-
responding postset activities are not executed together, and that of an “∨”
includes the “∧” and “×” executions (see Section 3.2). Therefore, we propose to
use the set theory to represent the executions of each activity in the postset as
a set. Consequently, the “∧” configuration represents the intersection of the cor-
responding postset sets, the “×” configuration represents their exclusive union
and the “∨” configuration represents their union (see Fig. 4). Then based on the
statistical theory, we compute the frequency of an “×” configuration denoted as
F×• as:

F×• =
n∑

i=1

fai −
n∑

k%2

k ×
∑

k

F∧Ak
+

n∑

k%2+1

l ×
∑

l

F∧Al
(2)

where n = |× •| is the cardinal of the postset of “×” and Ak (respectively Al) is
the set of k (respectively l) permutations of first transitive postset. For example,
the frequency of execution of the “×” configuration C =< ×, {b, g, h} > is
F×(b,g,h) = fb + fg + fh − 2× (F∧(b,g) + F∧(b,h) + F∧(g,h)) + 3× F∧(b,g,h).

The frequency of execution of an “∨” configuration denoted as F∨• is the sum
of F∧• and F×•. Since F∨• would be the highest in all cases, we omit ranking
the “∨” configuration in our work, and we let its choice to the designer.

In order to rank a configuration C =< g, g • >, we compute its frequency
ratio RC as:

RC =
FC•

max(∪iFCi•)
(3)
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A B

A  B A x B

A B

A v B

A B

Fig. 4. The representation of the three relations ∧, × and ∨ using the set theory

where FC is the frequency of the corresponding configuration andmax(∪iFCi•) is
the maximal frequency of all possible configurations of the corresponding gate-
way. A ratio equal to 1 denotes that the corresponding configuration appears
in all possible executions, while a ratio equal to 0 denotes that it has been
never executed. Based on RC , we propose a set of thresholds to assign a rank
r ∈ {high,medium, low} where:

r =

⎧
⎪⎨

⎪⎩

high if 0.7 ≤ RC ≤ 1

medium if 0.3 ≤ RC < 0.7

low if 0 < RC < 0.3

(4)

Using Definition 4 and the above equations, we detail in Algorithm 1 the
steps for deriving a list of ranked guidelines for configurable elements. The al-
gorithm is applied after each configuration step. It takes as input the suffix
tree, the set of configurable gateways and the set of previously selected con-
figurations; it provides as output a list of ranked guidelines. Initially, there is
no configured gateways, therefore for each configurable gateway we rank its
possible configurations and we add them to the list of guidelines (Lines 3-8,
14-15). Afterwards, after each selected configuration (Lines 18-19), we update
the configurations rankings of the remaining configurable gateways by taking
into account their frequency of occurrence with the previously selected ones.
To do so, we create the logical formula LF by intersecting the previous con-
figurations with the current one (Line 10). For example, in Fig. 2, suppose
that C(∧1) = C(∧2) =< ∧, {b, c} >, and C(×3) =< ×, {g, d} >; to com-
pute the frequency of occurrence of C(∨5) =< ∧, {f, e} >, one possible con-
figuration of “∨5”, along with C(∧1) and C(×3), we derive the corresponding
logical formula LF = (b ∧ c) ∧ (g ∨ d) ∧ (f ∧ e). Since, the frequency of an
“∧” configuration is the basis for deriving the others frequencies, we trans-
form the logical formula LF into its disjunctive normal form DF (i.e. the
disjunction of conjunction) (Line 11). Having DF , we can now compute the
final frequency F×DF (Line 12). For example, the disjunctive normal form
of LF is DF = (b ∧ c ∧ f ∧ e ∧ g) ∨ (b ∧ c ∧ f ∧ e ∧ d) = A ∨ B where
A = b ∧ c ∧ f ∧ e ∧ g and B = b ∧ c ∧ f ∧ e ∧ d; the corresponding frequency
F×{A,B} = FA +FB − 2×F∧{A,B} which corresponds to the frequency of occur-
rence of the configuration C(∨5) along with C(×3) and C(∧1). The correspond-

ing execution ratio is RC = F×DF

max(∪FC(∨5))
. In this way, we update the guidelines’

rankings after each selected configuration by taking into consideration the pre-
viously selected ones until all configurable gateways are configured.
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Algorithm 1. Algorithm for deriving ranked guidelines

1: input: suffix tree S, list configurable gateways Lc = {Gc
i =< gci , g

c
i

•a−→>}, list of
selected configurations L = {Ci =< gi, gi • >}

2: output: list of ranked guidelines Lguid

3: while Lc �= φ do
4: for Gc

i ∈ Lc do
5: Get the set of all valid configurations based on Definition 4
6: for each possible configuration C do
7: if L = φ {Initially no configured elements} then
8: Compute the frequency F×C and/or F∧C according to the gateways’ type
9: else
10: get the logical formula LF = ∧|L|

i=1Ci ∧C where Ci is a previously selected
configuration and C is the current one

11: Get the disjunctive normal form DN of LF
12: Compute the frequency F×DN of DN
13: end if
14: Compute the corresponding execution ratio RC

15: add the guideline G =< C, r > to the list Lguid where r is the rank corre-
sponding to RC

16: end for
17: end for
18: add the selected configuration to L
19: remove the corresponding configurable gateway from Lc

20: end while

6 Validation

6.1 Proof of Concept

We have implemented our approach as a plugin in PRoM framework 1 which
is a flexible framework for process mining environment. We extended the al-
pha algorithm [21], an existing mining algorithm, to mine a configurable pro-
cess fragment. The output of the alpha algorithm is a Petri net. Therefore, we
used the EPCConverion plugin available in PRoM to convert the petri net into
the EPC notation. Since the computation of disjunctive normal forms (see Sec-
tion 5) is NP-complete, we used a Shared Binary decision Diagram (SBDD)
solver 2 that can derive disjunctive normal forms in a polynomial time. Due
to the space limitation, further information about the plugin can be found at
http://www-inf.it-sudparis.eu/SIMBAD/tools/mineFrag.

6.2 Experiments

Using our developed plugin, we conducted experiments on a set of generated
event logs from a shared collection of business process models which has been

1 http://www.promtools.org/prom6/
2 We used the BDDC calculator available at: http://www-verimag.imag.fr/
~raymond/tools/bddc-manual/bddc-manual-pages.html

http://www-inf.it-sudparis.eu/SIMBAD/tools/mineFrag
http://www.promtools.org/prom6/
http://www.promtools.org/prom6/
http://www-verimag.imag.fr/~raymond/tools/bddc-manual/bddc-manual-pages.html
http://www-verimag.imag.fr/~raymond/tools/bddc-manual/bddc-manual-pages.html
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used for the experiments reported in [22]. The set consists of 719 event logs for
560 different processes. The average number of traces in each log is between
50 and 299 traces. There exist in total 3003 distinct activities, from which 996
appear in multiple event logs (i.e. in average, an activity appears in 2 to 115 event
log). In order to have focused results, we reduced the number of logs by taking
those that contain the activities appeared in 10 to 20 logs. We were left with 223
event logs. To test the efficiency of our approach, we compute (i) the structural
and behavioral precision and recall metrics proposed in [23] in order to quantify
the amount of equivalence between our discovered configurable fragment and
the previously existing ones, and (ii) the amount of reduction in the number of
possible configurations using our guideline-driven approach.

Precision and Recall Metrics: The precision and recall metrics are well
known metrics for evaluating the relevance of retrieved information. In our work,
a high precision denotes the ability of the configurable fragment to generate only
the existing fragment models, while a high recall denotes that the configurable
fragment has a generic behavior and is able to derive new fragments that do not
exist before. In [23], structural and behavioral precision and recall metrics were
proposed in order to quantify the amount of equivalence between two process
models. Structural precision and recall compare two models M1 and M2 based
on their graphical structure and are defined:

Precision(M1,M2) =
|E1 ∩ E2|

|E2| ; Recall(M1,M2) =
|E1 ∩ E2|

|E1| (5)

where E1 and E2 are the set of edges in M1 and M2 respectively. Behavioral
precision and recall compare two models M1 and M2 on the basis of an existing
event log L that record a typical behavior and are defined as:

Precision(M1,M2, L) =

∑
t∈L

#t
|t|

∑|t|−1
i=0

|enabled(M1,t[i],L)∩enabled(M2,t[i],L)|
|enabled(M2,t[i],L)|

|L|

Recall(M1,M2, L) =

∑
t∈L

#t
|t|

∑|t|−1
i=0

|enabled(M1,t[i],L)∩enabled(M2,t[i],L)|
|enabled(M1,t[i],L)|

|L|
(6)

where enabled(M1, t[i], L) returns, if it exists, the activity in M1 enabled by
the event t[i] in L. In our experiment, for each repeated activity, we discover
its corresponding configurable fragment; then we discover the individual process
fragments from existing event logs. We compute the precision and recall metrics
of each of the individual fragments with the configurable one. The results for
the minimal, maximal and average values are reported in Fig. 5(a) and the
percentage of configurable fragments having a precision and recall values greater
or equal to 0.5 are illustrated in Fig. 5(b). These results show that the precision
and recall metrics record high values which is a desired result since our aim is to
reproduce existing fragments (i.e. high precision) as well as new fragments that
do not exist before but that are inspired from existing ones (i.e. high recall).
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(a) Min., max. and avg. values of the
precision and recall metrics

(b) Percentage of configurable frag-
ments having a precision and recall
values greater than 0.5

Fig. 5. Precision and recall metrics values

Evaluating the Space of Valid Configurations: In this experiment, we
compute the average number of all possible configurations for each configurable
process fragment. Then, we show that using our guideline driven approach, we
restrict this number by assisting the designer in deriving a suitable fragment.
We take the scenario for deriving the configurations having a rank r = high.

Table 1. The average number of possible configurations

configurable Total possible configurations
elements configurations r = high

Avg. # 25 68× 1019 1565

The results reported in Table 1 show that, using our approach, the space of
possible configurations is strongly reduced while assisting the designer in deriving
a frequently executed fragment.

7 Related Work

The work presented in this paper is inspired from [2, 3] where configurable pro-
cess models are introduced. To build a configurable process model, some ap-
proaches propose to merge a set of process models [4, 5], others try to discover
a configurable model out of collection of event logs [7–9]. However, the pro-
posed approaches tend to merge or discover entire process models, thus they can
encounter the problem of managing the complexity of the resulted model [10]
making the design phase a complex task. In our previous work [11], we proposed
to merge a set of fragment models into one configurable fragment. Whereas in
this work, we propose to build a configurable process fragment from a collec-
tion of event logs that capture the real behavior of processes. Furthermore, we
propose a frequency-based approach to assist the configuration of the discovered
fragment through guidelines.

Buijs et al. [7] analyzed four approaches for mining configurable models. Their
experimentation results show that the approach initially presented in [8] in which
the event logs are merged into one log in order to mine one generale process model
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is beneficial for providing a model that considers the behavior and frequencies as
recorded in the event logs. Different from them, instead of merging entire event
logs, we extract from each event log a sublog relative to the neighborhood context
of an activity and we merge the extracted sublogs into one subloglog in order to
mine one fragment model. In order to identify the configurable elements, they
“re-play” each single event log on the discovered model while in our approach,
we propose a simple approach based on the shared and unshared activities in
the mined fragment.

Jansen-Vullers et al. [9] propose an approach to derive a configuration (i.e
an EPC model) given that a C-EPC exists and a log containing only data on
the frequency of executed activities. They formulate the problem as an Integer
Linear Programming in order to find the best configuration. In our work, we
also derive configurations based on the frequency of execution. However, in our
case the event logs record the sequence of executions, thus, we use a frequency-
based suffix tree to solve the problem. Furthermore, we dynamically derive a
configuration based on each selected configuration step.

La Rosa et al. [24] propose a questionnaire-driven approach for configuring
reference models. They propose a framework built on a set of questions defined
by domain experts and answered by designers experts. Compared to their work,
we propose to use the knowledge resulted from process usage in order to derive
configurations. We model the execution histories of processes in a frequency
based suffix tree and use it to guide the configuration by recommending the
frequently executed configurations together.

8 Conclusion

This paper provided an approach for assisting the business process design with
configurable process fragments. We proposed an approach to mine a configurable
process fragment out of collection of event logs. Since a configurable fragment
captures a generalized behavior, we also proposed a dynamic guideline-driven
approach to assist the configuration process using a frequency-based suffix tree.

In our future work, we intend to extend our configuration approach in two
directions. First, we aim to take into account, besides the frequency information,
other interesting information from the event log such as the performance informa-
tion. For instance, an activity infrequently executed but with a high performance
(e.g. short time, high quality) may be more valuable to be recommended in the
configuration process. Second, we want to address the behavioral (deadlock-free,
livelock-free) and syntactical correctness of the configured fragment by mining
only those guidelines that preserve such correctness.
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Abstract. The evaluation of design science (DS) artifacts is a frequently dis-
cussed research issue, and many approaches have been developed for this DS 
activity. However, it is often stated that these approaches only provide rudimen-
tary support for determining the appropriate evaluation methods for an individ-
ual DS project. In this paper, an evaluation method for a Business Process  
Improvement (BPI) pattern approach, which is currently under development, is 
elaborated. For that purpose, findings from reviewing relevant literature as well 
as general DS evaluation criteria are investigated to derive an evaluation  
method for the BPI pattern approach. 

Keywords: Business Process Improvement, Patterns, Evaluation. 

1 Introduction 

Organizations nowadays are faced with permanent changes emerging from various 
sources (e.g. technological progress, increasing customer expectations, growing com-
petitiveness, etc.) [1]. Thus, organizations have to be more and more flexible and 
responsive to quickly adapt e.g. to changing needs of customers [2]. All of these 
changes have to be considered in the daily work routines of organizations, which are 
represented by their business processes [3]. Thus, it is not surprising that BPI has 
gained major importance over the years [4]. Several approaches for BPI were devel-
oped all of them aiming at making business processes more effective and efficient, 
e.g. by increasing the output quality or by cutting development costs [5] (exemplary 
approaches: “Business Process Reengineering” [6], or “Process Innovation” [7]). 
However, taking into account that BPI projects are often encompassing and non-
recurrent (see e.g. [2, 8]) makes the comparison of different approaches and the selec-
tion of the most appropriate one a challenging task. In spite of this large range of  
approaches in the field of BPI, it is remarkable that the implementation of improve-
ment, i.e. the actual steps necessary to provoke improvement, is hardly addressed at 
all in BPI literature [9]. Thus, most approaches stop after the analysis of problems and  
identification of possible improvements (e.g. by means of generic activities like 
brainstorming) for a business process without covering the subsequent actual imple-
mentation of the necessary changes [10, 11]. To approach this problem, structured 
descriptions of former successful improvement measures for given problem state-
ments are useful [12], so-called BPI patterns. By means of patterns, language-based 
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examples for successful problem solutions can be provided [13]. The attractiveness of 
a pattern approach lies in the simple dissemination of abstracted knowledge [14], the 
reduced development time of new solutions [15], or the predictable outcome of their 
application [16]. The embodiment of the BPI pattern approach is a structured list of 
successful improvement measures in the form of patterns which can be used depend-
ing on the underlying objective to be dealt with in a BPI project. 

The overall research project, which this paper is part of, follows the Design 
Science research (DSR) paradigm, which, in a nutshell, seeks to create artifacts for 
specific tasks [17] to solve identified organizational problems [18]. The subsequently 
necessary evaluation of these created artifacts is a central activity and of utmost  
importance in DSR [19]. However, the question of how to actually perform the evalu-
ation of created artifacts is controversially discussed (see e.g. [20-22]). Thus, despite 
there being numerous different evaluation methods, current literature provides little 
support for a researcher as to how to actually perform the evaluation [22, 23]. Be-
sides, a proper DS evaluation may also be dependent on the constructed artifact type 
itself as well as on the artifact’s underlying design assumptions. For example, apply-
ing new artifacts in case studies is a common evaluation method. However, a potential 
problem herein lies in the limited generalizability of single cases (see [21]) which e.g. 
hampers statements about assumptions made in a DS project. Against this back-
ground, and as there is no universal formula for DS evaluation, this paper treats this 
topic by reconsidering the applicability of different evaluation methods and concen-
trates on an individual DS project this evaluation has not been performed yet. It also 
discusses important issues associated with this goal, which are addressed in this  
paper, on the one hand by reviewing related work to analyze how the evaluation is 
performed therein, and, on the other hand, by considering general criteria that are 
important for evaluating DS artifacts. Together, inferences for evaluating the BPI 
pattern approach are drawn resulting in a method for the thorough evaluation of the 
BPI pattern approach. 

The remainder of this paper is organized as follows. In section 2, relevant terms 
and topics that are essential for the paper at hand are introduced. The BPI pattern 
approach is presented in section 3, as far as it is needed for the research objective of 
the paper. In the section 4, insights from reviewing related work are discussed. After 
that, section 5 presents general criteria that have to be considered for the evaluation of 
DS artifacts. In section 6, the evaluation method for the BPI pattern approach is pre-
sented based on the findings generated from the preliminary work in the paper. Final-
ly, section 7 concludes the paper and gives an outlook for further research. 

2 Theoretical Background 

2.1 Business Process Management and Improvement 

The comprehensive concept of business process management (BPM) can be described 
as the “general managerial approaches of process orientation” [4]. Aligning an organ-
ization according to its business processes is meanwhile “regarded as a competitive 
advantage and fundamental to business success” [24]. BPM represents a life  
cycle comprising seven steps (identification, modeling (as-is), analysis, improvement 



 Developing the Evaluation of a Pattern-Based Approach for BPI 227 

 

(to-be), implementation, execution (to-do), monitoring/controlling) [25]. A major 
challenge still remains the fourth step of the life cycle (“improvement (to-be)”) that is 
addressed in this paper, in which the basis for the positive effects of BPM is provided 
by configuring a business process in the best possible condition. The concept of BPI 
was originally coined by Harrington (1991) in his book “Business Process Improve-
ment”. According to him, BPI results in some kind of change and enhances the effec-
tiveness and efficiency of a business process [26] which consequently improves its 
performance and increases the degree of accomplishing organizational goals [27]. 
These changes can occur at one (or more) of the elements of a business process, 
which are activity, control-flow, resources, organizational units, organizational as-
signment, input, output, and information flow [27]. 

2.2 Characteristics of the Design Science Research Paradigm 

DS has gained high popularity in the field of IS and has become a legitimate IS re-
search method [14, 28, 29]. Literature about DS offers a plenitude of general research 
activities which are problem identification, objectives of solutions, and evaluation of 
generated artifacts [30]. A process for carrying out DSR is the design science research 
methodology (DSRM) by Peffers et al. [31] which represents a synthesis of DS 
processes in IS and other disciplines and is used by various research projects in the 
field of DS [20]. The DSRM consists of six steps as depicted in Fig. 1. 

 

Fig. 1. Design Science Research Methodology (DSRM) [31] 

A DSR project has to be based on a solid theoretical foundation. It can be disad-
vantageous to over-emphasize the artifact which is not based on an adequate theory 
base, because the utility of the result stands or falls with a well-designed artifact and 
its inherent design criteria [18]. Thus, all assumptions underlying the construction of 
an artifact, which at the same time imply criteria for its evaluation, have to be transpa-
rent and made comprehensible in the best possible way, e.g. by embedment in the 
accepted knowledge base. There are various possibilities for the embodiment of arti-
facts, i.e. the output of a DS project. A widely accepted classification of artifacts  
[22, 32] distinguishes between methods (e.g. algorithms and practices), models (e.g. 
abstractions and representations), instantiations (e.g. software products or imple-
mented processes), and constructs (e.g. vocabulary and symbols) [17, 18]. 

2.3 Guidelines for the Evaluation of Design Science Artifacts 

Each artifact type which is built has to be evaluated scientifically to determine if the 
desired progress is achieved [17]. Without a rigorous evaluation of a created artifact, 
this DS outcome can be regarded as an unconfirmed declaration that the artifact meets 
its purpose [23], which makes it impossible to effectively judge the overall research 
efforts [17]. Thus, according to the results of the evaluation, it can be verified if the 
created artifact „works“, i.e. if it is purposeful [18]. Additionally, as design is sup-
posed to be an iterative activity, these results may provide valuable feedback about 
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the initial design process and possible refinements that can be made to raise the quali-
ty of the resulting DS artifact [18]. Many approaches for carrying out an evaluation of 
a DS artifact have been proposed which are considered partly artifact-specific and 
partly artifact-neutral [20]. Thus, choosing the right evaluation approach has to be 
made against the background of the particular artifact [21, 31]. If the artifact is rather 
technical (e.g. an algorithm in programming code) and presents the artifact type  
method, dynamic aspects like the run-time performance would typically be of high 
interest which can be verifiable e.g. by means of an evaluation method which simu-
lates artificial data to measure appropriate run-time metrics. If, on the contrary, the 
artifact is more of a theoretical nature (e.g. a conceptual model about a real-world 
phenomenon), which applies to the artifact type model, the validity and thus rigor of 
the artifact construction is of primary importance, i.e. an evaluation method has to 
address aspects of completeness and correctness of the artifact (verifiable e.g. by ex-
pert evaluation). Peffers et al. aimed at considering the artifact’s influence for evalua-
tion by considering the question if there are certain characteristics of artifacts that lead 
to certain kinds of evaluation methods [21]. As a result, they identified some patterns 
of evaluation types and DS artifacts which may provide researchers with examples as 
to how to carry out DS evaluation depending on an individual artifact [21]. The ana-
lyzed evaluation method types are approved in DS [21] and are listed in Tab. 1. 

Table 1. Evaluation Method Types [21] 

Method Type Description 
Logical  
Argument 

An argument with face validity. 

Expert  
Evaluation 

Assessment of an artifact by one or more experts (e.g. Delphi study). 

Technical  
Experiment 

A performance evaluation of an algorithm implementation using real-world data, 
synthetic data, or no data, designed to evaluate the technical performance.  

Subject-based 
Experiment 

A test involving subjects to evaluate whether an assertion is true. 

Action  
Research 

Use of an artifact in a real-world situation as part of a research intervention, 
evaluating its effect on the real-world situation.

Prototype Implementation of an artifact aimed at demonstrating the utility or suitability 
of the artifact. 

Case Study Application of an artifact to a real-world situation, evaluating its effect on the 
real-world situation.

Illustrative 
Scenario 

Application of an artifact to a synthetic or real-world situation aimed at illu-
strating suitability or utility of the artifact.

In recent years, various frameworks for the selection of an evaluation method, 
which all synthesize former evaluation approaches and which do not only focus on the 
to be evaluated artifact, have been proposed. The framework by Pries-Heje et al., in 
essence, constitutes of the dimensions “what to evaluate” (design process or design 
product), “when to evaluate” (ex ante/ex post), and “how to evaluate” (artificial vs. 
naturalistic evaluation) [22]. Cleven et al. proposed a framework consisting of 12 
variables, which are “approach”, “artifact focus”, “artifact type”, “epistemology”, 
“function”, “method”, “object”, “ontology”, “perspective”, “position”, “reference 
point”, and “time” [20]. Each of these variables, which, according to the authors have 
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been considered relevant in former research works, can assume different values and 
altogether form an evaluation method for a DS artifact. Sonnenberg/vom Brocke in-
troduce evaluation patterns that “reflect the structure of DSR processes, DSR evalua-
tion criteria, as well as existing DSR evaluation frameworks.” [33] Thus, they also 
aim at identifying what has been done to evaluate DS artifacts, and record their find-
ings in the form of reusable patterns, which are described according to their “intent”, 
“context and applicability”, “description”, “implications”, and “examples”. These 
evaluation patterns can provide evaluation support for other DS projects with similar 
characteristics as the ones a pattern is recorded for. The above discussed approaches 
are surely helpful to reveal what possibilities exist to configure a certain evaluation 
method in general and support a researcher in doing so. However, by means of these 
approaches, it is not as simple as that to identify what evaluation approach should 
exclusively be applied in a particular DS project, without further analysis. The under-
lying situation or context, respectively, of a DS project obviously require for different 
needs of evaluation. If a DS project e.g. is rather practice-oriented and serves for the 
development of a new solution for a particular organizational need, the relevance of 
the created solution i.e. is the new solution really capable to solve the problem “in the 
real world”, is the crucial question for evaluation (e.g. by means of subject-based 
experiments). If, in turn, a DS project strives to enhance the scientific knowledge 
base, evaluating the rigor and accuracy of the design process are the salient points 
(e.g. by means of an expert evaluation). Thus, characteristics like e.g. the problem 
domain, objectives of a solution, artifact design, artifact construction, and the artifact 
type represent situation-specific characteristics that have to be taken into account.  
Consequently, it seems necessary that for the ultimate configuration of an evaluation 
method these individual characteristics of a DS project are determinative and always 
have to be reflected against existing possibilities for evaluation. Thus, for the research 
at hand, an examination of existing evaluation approaches and their beneficial aspects 
can serve as a basis for further analysis and eventually for the configuration of the 
evaluation method for the BPI pattern approach. 

3 The BPI Pattern Approach 

The BPI pattern approach builds on previous BPI approaches adopting their effective 
aspects (procedure according to [11]) and adds as a new concept the special focus on 
the actual measures that are undertaken to transform a business process from its “as-
is” to a desired “to-be”-state (“act of improvement”). The overall research project 
follows the DSRM by Peffers et al. (see sect. 2.2.), the included DSRM-steps 1 to 4 
have already been dealt with in previous research papers and are subsequently only 
addressed in short. The problem description (DSRM-step 1: “Identify problem & 
motivate”) of the overall research project, namely the missing support of the “act of 
improvement” of current BPI approaches, has been elaborated in section 1 (and in-
depth in [27] and [12]). The development of reusable BPI patterns to address the iden-
tified deficit of DSRM-step 1 is the objective of the proposed solution (see [12]) 
(DSRM-step 2: ”Define objectives of a solution”). A formalization of the BPI pattern 
approach was performed by developing a data model of a BPI pattern (DSRM-step 3:  
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”Design & Development”). This was reached by means of a literature review about 
pattern notations in the field of IS (see [12]). The next step in the DSRM is to show 
the general applicability of the developed solution (DSRM-step 4: “Demonstration”) 
which, in case of the BPI pattern approach, was already successfully shown in a case 
study (see [34]), which also resulted in first findings about the general usefulness of 
the approach, which is the subject of DSRM-step 5 (“Evaluation”). The paper at hand, 
together with the papers mentioned further up in this section, all represent parts of the 
final DSRM-step 6, the “communication” of the results of the overall research project. 

As the evaluation of artifacts (DSRM-step 5) is considered a main activity in DS 
[17] which asks for a rigorous examination of the utility, quality, and effectiveness of 
a DS artifact [18] and since this is the DSRM-step which is currently in progress, this 
issue is of special attention in the paper at hand. As the artifact type has an influence 
on the choice of a proper evaluation method (see sect. 2.3), it is important to define 
the artifact under consideration clearly. Thus, a careful look on the achieved results is 
necessary to determine what exactly is to be evaluated. As a first result, the relation 
between the derived attributes of a BPI pattern is shown by the corresponding data 
model (from [12]), which is depicted in Fig. 2. 

BPI Pattern
Name 
Example

Problem
Name
Description
Consequences

Context
Name
Characteristics

Solution
Name
Measures

Mechanism
Name
Instruction

Building Block
Name
Model

1

1..*

1 1..*

11..*

1

1..*

0..*

Effect
Name
Cost
Time
Quality
Flexibility

1
1..*

Performance 
Indicator

Name
Perf. Measures

1..*

1..*
1..*

 

Fig. 2. Data Model of a BPI Pattern [12] 

By means of this data model, the principal functioning of a BPI pattern can be  
explained. Every BPI pattern has a certain name and provides an example of its suc-
cessful application. A BPI pattern provides a solution for a specific problem under 
consideration of the underlying context. The solution must be complemented by a me-
chanism occurring at an element of a process (e.g. delete activity) and can optionally 
be provided by a building block, i.e. a graphical representation of the proposed solution 
(i.e. pre-built models for implementation). Regarding the selection of suitable BPI 
patterns, they contain indications about their estimated effects (in terms of cost, time, 
quality, and flexibility). For measuring the success of applying a BPI pattern, it has to 
provide appropriate performance measures (e.g. waiting time etc.) to determine if the 
application has resulted in the desired change. Altogether, the identified attributes 
along with the data model contribute to a clear definition of BPI patterns and provide 
the basis for their derivation, i.e. the creation of single instances of BPI patterns. As a 
second result, a procedure for applying BPI patterns was proposed in the aforemen-
tioned case study [34], which is illustrated in Fig. 3 and explained afterwards. 
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Examine the context statements 

of these patterns
Prioritize patterns if necessary Apply the determined pattern

Search for patterns whose problem 
statements match the 

problem which is to be solved

Search for patterns whose effects

match the pursued goal

 

Fig. 3. Alternative procedures for the selection of a BPI pattern [34] 

In a BPI project, the search for an appropriate pattern can either be started with a 
scan of the problem statements of all patterns and a filtering of relevant ones, or, if a 
specific goal is pursued, a search for those patterns which match the pursued goal (for 
both possibilities both steps have to be executed). Next, the context statements of the 
remaining patterns have to be investigated for aspects that hinder the application of a 
pattern. If several patterns remain after this step has been performed, the best solution 
has to be prioritized to be ultimately applied. In the case of the BPI pattern approach, 
according to the presented results, different artifact types can be identified making an 
evaluation even more challenging. The BPI pattern data model (see Fig. 2) represents 
the artifact type model, because it prescribes the general structure of a BPI pattern and 
the relationships among its inherent elements [17]. A derived BPI pattern, in turn, can 
surely be regarded as the artifact type instantiation of the superordinate BPI pattern 
type (and is therefore an operationalization of the BPI pattern data model) [17]. Last-
ly, considering the entire procedure of improving business processes (see Fig. 3) 
where BPI patterns (instances) are applied at the stage of anticipating the actual im-
provement, the procedure corresponds to the artifact type method, as it represents a 
“set of steps used to perform a task” [17]. Thus, for developing a proper evaluation 
method for the BPI pattern approach, these three different types of artifacts model, 
instantiation, and method, which were identified have to be taken into account. 

4 Evaluation of Pattern-Based Approaches in the Field of BPM 

As regards this paper which aims to show the way to thoroughly evaluating the BPI 
pattern approach it is interesting to see how related work has so far dealt with this 
topic. Thus, other pattern-oriented approaches in the field of BPM, i.e. research works 
that aim at providing reusable proven knowledge about BPM (see sect. 4.1) are inves-
tigated as to how the evaluation in these approaches is performed, or, if an evaluation 
is not performed, what indications are given as to what the evaluation must look like 
(see sect. 4.2). The focus is intentionally extended to the general field of BPM and  
to corresponding works that have a pattern-based approach of business processes  
in view, even if some of them cannot directly be attributed to supporting the act of 
improving business processes.  

4.1 Procedure for the Selection of Related Work 

Instead of conducting an exhaustive literature review (see [37]), it was considered 
more appropriate to perform an in-depth analysis of a limited number of carefully 
chosen papers that pursue a comparable approach as we are doing with the BPI  
pattern approach (so-called “representative literature review” by considering a sample 
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from a multitude of possible articles, see [37]). This procedure (as e.g. performed in 
[38]) is justified by the fact that a keyword search for pattern-oriented research works 
in BPI was not adequate. This was due to the fact that on the one hand relevant papers 
did not mandatorily have to speak of “patterns” when referring to reusable solutions. 
Research works about “best practices”, “methodologies” etc., utilizing reusable prov-
en knowledge about BPM were included as well. On the other hand, only those ar-
ticles should be included in the analysis which utilize patterns (or reusable solutions) 
that are applicable for improving business processes. In addition, an in-depth analysis 
of literature sources was necessary to identify those articles which share the same 
characteristics and requirements regarding the DS project (problem domain, artifact 
type etc.). This careful analysis is done to make reliable statements because the evalu-
ation of a DS artifact depends to a large extent on the individual characteristics of a 
DS project (see sect. 2.3). 

Thus, by means of a backward-/forward search [39] for pattern-oriented research 
works in the field of BPM, which started when beginning our DS project 3 years ago 
(see [27]), and evolved up to today, 34 articles were identified as being relevant to be 
analyzed. Next, only papers covering the artifact types that are contained in our own 
approach (model, instantiation, and method, see sect. 3) were considered as being 
useful. Thus, 3 papers that covered the artifact type construct were withdrawn. 

Summarizing, the derived procedure for determining literature that deals with pat-
tern-oriented approaches in BPM covering the artifact types model, instantiation, and 
method led to 31 papers that were analyzed. The criteria for examining these papers 
were the principal content of the paper (to assess the similarity to our own approach 
and enable an accurate analysis), the corresponding artifact type, i.e. what type of 
artifact the developed solutions in these works were assigned to. Finally, the type of 
the performed evaluation procedure (if available) was determined according to the 
different possible types of evaluation (based on Tab. 1 in sect. 2.2). On the basis of 
the results of this analysis, which are discussed in section 4.3, inferences could be 
drawn for deriving the evaluation method for the BPI pattern approach (see sect. 6). 

4.2 Results of the Analysis 

Following, the results of reviewing related work about the evaluation of pattern-based 
approaches in BPM are discussed. First, it should be noted that more than half of  
the investigated research works do not perform an evaluation of their pattern-related 
approach at all (17 out of 31 reviewed papers) ([5, 16, 36, 40-53]).  

As to the remaining approaches which did conduct an evaluation, it was interesting 
to see what evaluation types (according to Tab. 1 in sect. 2.3) were applied to what 
kind of artifact types. To identify and allocate the evaluation types, it was necessary 
that a paper had a clearly evident section explicitly dealing with evaluating its under-
lying approach. For example, the simple mentioning of the utility of an approach in 
the concluding remarks of a paper was not regarded as sufficient to be allocated as a 
“logical argument”. From the group of 17 papers which did not perform an evalua-
tion, five at least made statements about what was planned in further research regard-
ing an evaluation. Thus these papers will also be considered in our following analysis. 
As the results of our own DS project comprise the three different artifact types model, 
instantiation, and method, the key findings of the analysis are discussed in an artifact 
type-specific manner: 
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Artifact Type Model 

• Barros proposes domain-specific reusable patterns that encapsulate high-level do-
main-specific business knowledge and logic [35]. Evaluated by means of a case 
study, the author justifies the utility of the patterns predominantly with the fact that 
appropriate solutions are available and do not have to be found “ad-hoc”. 

• Stephenson/Bandara utilize an action research approach for pattern-based process 
modeling. Similarly to Barros, they report benefits like accelerated time frames and 
provisioning of quality (reusable) process models [54]. 

• In the papers of Andersson et al. and Jung/Sprenger, no evaluation is performed. 
Andersson et al. state that their created patterns are so far hypothetical and that an 
(subject-based) experiment is required to prove the validity for practical purposes 
[5]. Jung/Sprenger mention discussion rounds with experts as necessary for vali-
dating their derived model of business process patterns [36]. 

Artifact Type Instantiation 

• Gschwind et al. propose patterns for business process modeling which are based on 
workflow control-flow patterns to provide support for modeling business processes 
[15]. After demonstrating their approach in three different scenarios (focusing on 
applicability), they prove its utility by describing a prototype implementation. 

• Nagayoshi et al. introduce conceptual level patterns for reducing exceptions in 
business processes of organizations [55]. Their assumed patterns in business 
processes are verified by means of a case study in a Japanese company. Due to the 
single case the authors admit a rather low generalizability of their patterns. 

• Zimmermann develops a tool which utilizes patterns for process description sup-
port based on a framework for describing a process description formalism [56]. 
The patterns are evaluated by two user tests (Subject-Based Experiment). 

• Rogers/Salustri create a pattern language for quality function deployment [50]. 
They do not perform an evaluation in their work, but aim for testing and validating 
their patterns with industry partners (Subject-Based Experiments). 

Artifact Type Method 

• Hanafizadeh et al. develop a method for strategic business process redesign to 
evaluate the alignment of best practices from literature with an organizational 
strategy [57]. The method is tested in a case study aiming at showing the relevance 
of the identified best practices and the verification of their selection process. 

• Reijers/Limam Mansar suggest a framework of best practices that can support the 
development of a radically improved process design [48]. A case study serves for va-
lidating the framework especially focusing on the question if the framework covers 
the mandatory aspects practitioners look for when redesigning processes [58]. 

• Norta/Grefen propose a concept for electronic sourcing by means of patterns that 
improve the coordination of service provisions across several tiers of supply chains 
[59]. They show the utility of their framework by means of a case study. 

• Paludo et al. develop a concept for business process patterns to be used in software 
developing [60]. A case study serves to show the relevance of the derived patterns, 
but has, however, a narrow focus and thus low generalizability. 



234 P. Griesberger 

 

• Pourshahid et al. introduce a framework for an automated suggestion of business 
process redesign patterns based on monitoring results [61]. By means of a case 
study, they demonstrate both their feasibility and utility for a real-world process. 

• Turetken et al. introduce a set of patterns for capturing domain-specific representa-
tions of compliance requirements [62]. They apply their concepts in two case studies, 
whose objectives are testing the applicability and examining the expressiveness of 
patterns, i.e. if patterns are able to express requirements of diverse concerns. 

• Niedermann et al. propose a platform for (semi-)automated optimization during the 
stages of process design, execution and analysis by means of patterns [16]. In an 
associated work they provide an example that shows the utility of employing their 
patterns (illustrative scenario) [63]. 

• Smirnov et al. present a concept for deriving so-called action patterns, which can 
be used during process modeling and are derived from a collection of process 
models by means of association rules mining [64]. In terms of validation, they 
conduct a technical experiment with the help of the SAP Reference Model. 

• Zellner proposes a framework for deriving patterns for business process redesign 
[65]. The usefulness of these patterns is validated conducting a laboratory experi-
ment (Subject-Based Experiment). 

Tab. 2 summarizes the distribution of employed evaluation approaches (in columns) 
on the considered artifact types (in lines) in the investigated papers in which an evalu-
ation was conducted (plus the intended evaluation approaches in brackets). 

Table 2. Distribution of employed evaluation types 
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Model 0 0 (1) 0 0 (1) 1 0 1 0 2 (2) 

Instantiation 0 0 0 1 (1) 0 1 1 0 3 (1) 

Method 0 0 1 1 0 0 6 (1) 1 (1) 9 (2) 

TOTAL 0 0 (1) 1 2 (2) 1 1 8 (1) 1 (1) 14 (5) 

4.3 Discussion of the Results of the Analysis 

While performing the analysis described in the previous section, several general is-
sues associated with the evaluation of DS artifacts arose. First, the majority of the 
approaches seem to interpret “evaluation” solely as demonstrating the utility of an 
artifact, i.e. the artifact’s effectiveness. For example, an often stated positive effect of 
the use of patterns is that much effort is saved which would otherwise be wasted in 
developing new solutions from scratch (see e.g. [35]). In our opinion, evaluations 
should additionally make indications on how well a derived artifact supports the crea-
tion of a solution to a problem, in the sense of Peffers et al. who described evaluation  
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as “Observe and measure how well the artifact supports a solution to the problem“ 
[31], i.e. the artifact’s efficiency. Second, it is important to consider if an evaluation 
rather pursues a practical or a theoretical purpose. Practitioners have completely dif-
ferent interests in and demands on a new solution (e.g. concerning applicability as-
pects) than researchers (focusing more on the development process of a new solution) 
[33]. A problem encountered with a rather practice-oriented evaluation occurs when 
DS projects are performed in too close cooperation with industry partners. In addition 
to the often prevailing need for early results, a too narrow view on the participating 
industry partner complicates general conclusions [14]. Moreover, business environ-
ments are subject to ongoing changes (see sect. 1), which might discount the value of 
generated artifacts in the future. Besides, the fact that 17 out of the 31 papers consi-
dered do not perform an evaluation confirms the statement that in DS more impor-
tance is attached to the creation and design of new artifacts („build“-activity) than to 
the question if the developed artifact really meets its purpose (“evaluate”-activity) 
(see [66]). However, the investigated works which do perform an evaluation all miss 
an important aspect, namely to raise the question - before evaluating their approaches 
- what type(s) of evaluation exist and which one(s) of them actually is (are) suitable to 
give evidence about the quality of a created artifact. Thus, there is no comparison 
found in these works of (dis)advantages of different evaluation approaches for partic-
ular solutions. As it was already ascertained that the different evaluation approaches 
aim at different goals (see sect. 2.3), the question arises what really constitutes an 
adequate evaluation which does not just show the utility of an artifact, but also proves 
that it is better than anything that already exists. Thus, the results from the analysis 
conform to a fact mentioned earlier on, namely that there is no real consensus about 
what is desirable or acceptable in evaluating DS artifacts (see [21]). To solve  
this issue, the consideration of general evaluation criteria is helpful allowing for an 
assessment of the artifact performance against those criteria (see [17]). 

5 General Evaluation Criteria 

The evaluation of the BPI pattern approach has to take the three different artifact 
types model, instantiation, and method into account (see sect. 3). Appropriately, 
March/Smith propose a set of artifact-specific evaluation criteria (see Tab. 3), which 
are useful for deriving an eligible evaluation method. Some of these criteria are exclu-
sively applicable to a single artifact type (e.g. “model” can be evaluated by the criteria 
“fidelity with real world phenomena”); on the other hand, there are artifact types;  
e.g. “method” and “instantiation”; which can both be evaluated by means of the crite-
ria “efficiency” (see [33]). Besides these artifact-specific evaluation criteria, e.g. 
Hevner et al. enumerate artifact-neutral criteria which can be applied to evaluate the 
quality of DS artifacts. These criteria, which coincide with the ones by March/Smith, 
are “functionality”, “completeness”, “consistency”, “accuracy”, “performance”,  
“reliability”, “usability”, and “fit with the organization” [18].  
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Table 3. Artifact-specific evaluation criteria ([17], cited from [33])  

Criteria Model Instantiation Method 
Completeness X  
Ease of use X 
Effectiveness X  
Efficiency X X 
Fidelity with real world phenomena X  
Generality X 
Impact on environment and the artifact’s users X  
Internal consistency X  
Level of detail X  
Operationality X 
Robustness X  

Summarizing, the decision of which evaluation criteria to use has to be made care-
fully considering the underlying context (resp. business environment) of a DS project 
(see also sect. 2.3), in the sense of justifying the utility of an artifact, if it satisfies the 
underlying requirements and if it really can be used to solve the problem it was 
created for (according to [18]). Besides, it is desirable to contrast the efficiency of 
problem solving by means of a new artifact with previously developed approaches by 
way of an evaluation in this case, too. 

6 Evaluation Method for the BPI Pattern Approach 

It has already been shown in [34] by means of a case study that our BPI pattern ap-
proach is feasible and useful. As we have been continuing our work, besides giving 
further proof of the utility of using BPI patterns, we demonstrate that actual progress 
has been achieved [17], i.e. considering the question as to what extent the usage of 
BPI patterns for supporting the act of improving business processes is better than 
relying on customary approaches for that purpose. Therefore, by considering the re-
sults from sections 4 (beneficial aspects from reviewing related work) and 5 (artifact-
specific evaluation criteria, see Tab. 3), we pursue the following evaluation method. 

Concerning the BPI pattern data model (artifact type model), we aim at interview-
ing experts (as in [36]) or conducting Subject-Based Experiments (as in [5]) (e.g. by 
questioning the effort for training) to assess the adequacy of the data model, which 
also includes the question if the included attributes are complete and conform to real-
world requirements. Likewise, it is to be verified that the description of BPI patterns 
based on the data model is detailed enough to reach the underlying objective, namely 
to provide proper reusable means that provide abstracted knowledge to support the act 
of improving business processes (in accordance with [18]) and facilitates its dissemi-
nation (see [14]). In addition, we strive for a prototypical implementation of the data 
model in an adequate data modeling tool (similar to [15]). Thus, it is imaginable to 
enhance current business process modeling tools by implementing BPI patterns as 
situational measures, by which the efficiency of their application can be assessed (as 
in [36]), e.g. the time saved for the development of new solutions (see [15]). 

Regarding the procedure of selecting an appropriate BPI pattern out of a repository 
(artifact type method), it has to be generally possible to apply a solution that helps to 
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reach the objective of a BPI project by running the whole procedure (operationality) 
(e.g. by means of indicators such as the number or quality of suitable solutions, or the 
adaptability to differing needs). Thus, case studies or illustrative scenarios are suitable 
approaches to evaluate the BPI pattern procedure by comparing it with previous BPI 
approaches. However, a reported problem with case studies is that a too specific  
context hampers the generalizability of the results (as in [55, 60]), as real-world cir-
cumstances may influence the applicability [21]. Notwithstanding, assistance for ge-
neralizing research results obtained by case studies exists [67]. Besides, an illustrative 
scenario that enables the definition of an ideal context [21] allows for a comparison of 
different BPI approaches. The generated effort to apply the different BPI approaches 
enables feedback about the efficiency and the ease of use. 

The evaluation of a single BPI pattern (artifact type instantiation) is a little more 
complex. Hevner et al. remark that instantiations show that models, methods, or con-
structs can be implemented in a working system and enable a concrete assessment of 
an artifact’s suitability to its intended purpose [18], i.e. the expected outcome (see 
[16]) . The original intention of a single BPI pattern is that it provides proven practic-
es from former BPI projects, which are described on the basis of the BPI pattern data 
model, to ensure their proper application by considering the underlying context (envi-
ronment). Thus, the contents of BPI patterns are validated by the fact that they already 
led to improvements (effectiveness). For verifying their efficiency, it is possible to 
capture the above-mentioned illustrative scenario, which e.g. treats a typical problem 
of business processes and analyze how well this problem can be solved by means of 
single BPI patterns (e.g. by measuring cycle-times, process cost, or customer satisfac-
tion) and what adjustments might lead to an improvement of their application. 

7 Conclusion 

There is an emerging trend regarding the reuse of proven knowledge of processes in 
the form of patterns [52]. However, most of the works share the lack of only margi-
nally treating the topic of evaluating new solutions in respect of their underlying  
objectives (see sect. 4). An adequate evaluation of DS artifacts is a crucial task though 
[18], as, eventually, the results of the evaluation may provide evidence that the de-
signed artifact is useful [19]. In general, there is plenty of literature on what possibili-
ties exist to perform an evaluation of a DSR artifact (see sect. 2.3). However, at the 
same time, it is stated that researchers are not sufficiently provided with guidance on 
how an evaluation exactly should be conducted [23]. 

The contribution of this paper lies in addressing the issues that arise when evaluat-
ing DS artifacts by discussing a specific DS project, the BPI pattern approach, which 
is currently under development. Thus, the aim of this paper was to develop an indi-
vidual evaluation method for a specific DS project and not to propose an evaluation 
method for DS projects in general. The results of this research are supposed to stimu-
late the widespread discussion about how to carry out DS evaluation. 

This research is, however, not without limitations. The review of related work 
makes no claim for completeness, since only a representative sample of papers was 
analyzed. Nevertheless, as the evaluation of artifacts strongly depends on the given 
characteristics of a DS project, which makes a simple adaptation of former approach-
es impossible (see sect. 4), considering a total of 31 articles provides insight into how 
similar approaches treated the issue of evaluating new solutions. 
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In future research, we will concentrate on carrying out the derived evaluation me-
thod. An important issue will be the exact determination of performance indicators to 
prove the usefulness of the overall BPI pattern approach. 
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Abstract. Process improvements provide a structured approach for organisa-
tions to improve the way they operate. A number of process improvement me-
thodologies such as ISO9000, TQM, Six Sigma, Lean, and Agile have been 
proposed over the last few decades and subsequently software tools have been 
developed to apply these methodologies. However determination of process ca-
pability to measure improvement is predominantly conducted by expert process 
assessors and consultants with proprietary frameworks. We propose the use of 
the international standard for process assessment ISO/IEC 15504 for a transpa-
rent measurement of process capability. We also demonstrate development of a 
software tool based on the standard that can facilitate organisations to assess 
their processes efficiently. In this paper, we explain the development, imple-
mentation and preliminary evaluation of a software-mediated process assess-
ment approach in the area of IT Service Management at a large public-sector IT 
organisation in Queensland, Australia. This paper’s contribution is the integra-
tion of the design science research methodology with the task-technology fit 
theory for the development of the software tool as a research artefact. For prac-
titioners the project demonstrates transparent and efficient assessment of IT 
service processes to facilitate continual improvement. 

Keywords: Process Assessment, IT Service Management, Task-Technology 
Fit, Design Science Research, ISO/IEC 15504. 

1 Introduction 

Organisations have adopted methodologies such as ISO9000, TQM and Six Sigma for 
better business performance in terms of process effectiveness and efficiency [1]. Soft-
ware developed to apply these methodologies such as Business Process Modelling 
tools have expedited process adoption and improvement [2]. However, measurement of 
process improvements, i.e., process assessments lack uniformity and transparency in 
the way they are conducted [3]. The lack of software tools for process assessments may 
be attributed to the lack of a standard structure in the way process assessments are 
conducted. Moreover it is reported that process assessments are costly and time-
consuming [3, 4].  

ISO/IEC 15504, the international standard for process assessment, was initially de-
veloped for the assessment of software development processes [5]. However this 
standard has now emerged as a general process assessment standard. COBIT has  
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recently adopted this standard for the assessment of IT governance processes [6]. In 
response to the paradigm shift of IT’s focus from technology to service provision, the 
standard has published a process assessment model for IT services [7]. We intend to 
develop a software tool based on the model enabling organisations to self-assess IT 
service processes. Review of prior studies has found that software tools are primarily 
designed to support assessors in process assessment. In contrast, the software tool we 
developed is targeted for IT organisations to self-assess their IT service processes. 

According to research conducted by Gartner, investment in IT services exceeded 
that in IT devices, IT systems and enterprise software in 2012 and is forecast to con-
tinue [8]. It is obvious that businesses will increasingly evaluate IT in terms of what 
value is offered by IT services rather than how the technologies are managed. The IT 
Service Management (ITSM) discipline has embraced a process approach along with 
service-oriented thinking in managing IT for business. The popular ITSM framework, 
Information Technology Infrastructure Library (ITIL®) and the international standard 
of ITSM (ISO/IEC 20000) stress the importance of process improvement for better IT 
services. In practice, ITSM is endorsed by an internationally active practitioners’ 
forum called itSMF but there is limited scholarly work in this discipline [9].  

The research problem that motivates this research is (a) the  lack of transparency 
in the way process assessments are conducted and (b) the lack of efficiency for orga-
nisations to repeatedly conduct process assessments.  

We propose an approach called Software-mediated Process Assessment (SMPA): a 
standards-based process assessment approach by which organisations can self-assess 
their processes using a software tool. A research project in collaboration with academ-
ics, practitioners and standards committee members with combined expertise in ITSM 
and process assessment was initiated in 2011 to develop and evaluate the SMPA ap-
proach. The research team includes an industry partner, one of the world’s leading 
assessment solution providers that provided its software platform to develop our tool. 
The research question of our research project is: How can the software-mediated 
process assessment approach be developed and used in an IT organisation? The 
objective of this paper is to report the development, implementation and evaluation of 
the software tool developed for the SMPA approach. We conduct this research as a 
Design Science Research (DSR) [10] project. The unique contribution to knowledge 
from this research is the application of fit profile from task and technology require-
ments to explicate rigorous design principles in building a software tool that addresses 
IT organisation problems of lack of transparency and efficiency in assessments. 

The introduction section discussed the research problem and research question. 
The following section provides an overview of existing ITSM process assessment 
approaches. The research methodology is discussed next. The artefact development 
and demonstration are then explained in detail, followed by an account of the evalua-
tion of the tool. The conclusion summarises the findings and suggests an agenda for 
future work. 

2 Review of Prior Studies 

In this section, we firstly review the existing approaches in ITSM process assessments 
in order to articulate the research problem of lack of transparency and efficiency in 
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the prevalent approaches. We then provide an overview of the task-technology fit 
theory and the international standard of process assessment, ISO/IEC 15504 that are 
used in this design science research project. 

2.1 Existing Approaches of ITSM Process Assessment 

There are several commercial ITSM process assessment tools (e.g. [11]). These bes-
poke services can be considered as a black box since the rationale behind the assess-
ment activities is not disclosed. We found three prominent ITSM Process Assessment 
approaches from the literature review: (a) Tudor’s ITSM Process Assessment pro-
vides an overall approach to conducting process assessments based on ITIL and 
ISO/IEC 15504 [12]; (b) Standard CMMI Appraisal Method for Process Improvement 
(SCAMPI) using CMMI for Services (CMMI-SVC) as the measurement model [13]; 
and (c) ITIL Process Maturity Framework assesses ITIL processes based on five  
defined levels of maturity [14].  

The existing ITSM process assessment approaches advocate their measurement 
framework for transparent process assessment. All process assessment approaches 
discussed in the literature and proprietary process assessment services offered by 
consultants in the IT industry appear to be based on one of the two related measure-
ment models: Capability Maturity Model/ Integration (CMM/ CMMI) and the interna-
tional standard of process assessment ISO/IEC 15504. Both measurement models for 
process capability determination originated from the software engineering discipline 
and are largely harmonized in their measures [5]. Moreover, the role of ISO/IEC 
15504 as a consistent measurement framework for ITSM process assessment was 
confirmed by a systematic literature review [15].  

Apparently none of the existing process assessment approaches encourage or dem-
onstrate use of software tools for an efficient self-assessment of IT service processes 
for organisations. Several initiatives reported about the use of software tools in ITSM 
process assessments are either proprietary (hence not transparent and efficient) or 
developed only for the assessors to use (hence does not promote efficient self-
assessments by IT organisations). We did not find any published research or industry 
initiatives towards developing a transparent approach to conduct self-assessments of 
processes by IT organisations. We base our research on this identified gap. Further-
more, there are industry reports of high costs and unstructured assessment approaches 
discouraging ITSM process assessments even though organisations see value in the 
idea of assessments [16]. Therefore this problem is also relevant in the IT industry. 

2.2 Transparency and Efficiency Challenges 

Addressing transparency and efficiency are two major challenges of process assess-
ments [3]. These challenges are taken into account as important problems that must be 
solved with the proposed tool. 

Transparency. For our task of process assessment, transparency is the concept of 
facilitating any course of action with accessible information regarding the assessment. 
Transparency can be improved by aligning the assessment activities with the ISO/IEC 
15504 standard that provides guidance on conducting the assessment process. Moreo-
ver, there are process assessment tools that are 100% compliant with the normative 
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and informative parts of the ISO/IEC 15504 standard (such as SPICE-Lite Assess-
ment tool or SEAL software assessment tool). These assessment tools provide an 
interface to the assessors in assisting them to record evidence for standard indicators, 
rate process capabilities and produce assessment reports. These assessments are trans-
parent in the sense that they align with the standard.  

However there is still lack of objectivity in the assessment approach particularly in 
terms of data collection, analysis and presentation. The existing ITSM process as-
sessment approaches have challenges in regards to transparency because they use 
interviews to map participant opinions to the standard indicators which are subject to 
interpretation by both the participant and the assessor. Moreover, assessment results 
are based on subjective evaluation of the assessors for process capability determina-
tion and process improvement recommendations. The issue of transparency is  
therefore a significant hurdle in conducting an objective and standardised process 
assessment. We therefore consider transparency is a critical task challenge that needs 
to be addressed by the tool. 

Efficiency. Efficiency determines the degree of economy with which any assessment 
consumes resources, especially time and money [17]. We believe efficiency can be 
achieved in process assessments since a number of process assessment activities can 
be automated with the use of the tool. This translates to significant cost savings from 
not using expensive assessors and consultants while enabling repeated self-
assessments for IT organisations. This opportunity can address the efficiency chal-
lenges for process assessment. We therefore consider efficiency as our second task 
challenge to consider while developing the tool. 

2.3 Task-Technology Fit 

In DSR projects, researchers are advised to use established kernel theories to inform 
and justify the research work [18]. We present the task-technology fit (TTF) theory 
[19] as the kernel theory in our research to advise how the task challenges of process 
assessment and technology requirements for a new software tool fit together to articu-
late artefact design and development. The choice of TTF theory is justified by the 
core focus of the research question to build a technology solution in response to task 
challenges. 

TTF theory proposes that IT is more likely to have a positive impact on individual 
performance if the capabilities of the IT match the tasks that the user must perform 
[20]. TTF deviates from self-reported user evaluations and looks at the “fit” between 
the technology features and the task requirements to be supported by the technology. 
TTF theory was later applied for evaluation of group performance by verifying the fit 
with group support systems technology [19]. Since then the theory has been applied to 
a diverse range of information systems and is considered one of the prominent theo-
ries to explain the impact of IT on performance. We adopt Zigurs and Buckland's TTF 
theory for two primary reasons: (a) the software tool is a decision support tool  
that shares similar technology dimensions as proposed in the theory, viz. communica-
tion support, process structuring and information processing; and (b) our approach of 
designing an ideal fit profile to match task and technology is supported by this theory. 
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2.4 International Standard for Process Assessment 

It is important to have a brief review of the international standard for process assess-
ment, ISO/IEC 15504 which is the basis of the SMPA tool development and evalua-
tion. The standard defines six process capability levels (CL0 to CL5) which in turn 
consist of a total of nine process attributes (PA1.1 to PA5.2) and further consist of 
generic practices [21]. Process assessment must be compliant with the ISO/IEC 15504 
requirements where the assessors collect objective evidence against process indicators 
to determine capabilities of a process and to ultimately improve processes in an orga-
nisation. A process reference model provides all the indicators to determine process 
performance (CL1) which is specific to each process. Likewise the process assess-
ment model provides generic indicators to determine higher levels of process capabili-
ties in a standard manner. Fig. 1 illustrates the structure of the ISO/IEC 15504 process 
assessment model with five steps of process capability levels. 

 

Fig. 1. Process Assessment Model based on ISO/IEC 15504 [21] 

3 Research Methodology 

We use Design Science Research (DSR) methodology [22] because this research is 
motivated to develop a novel artefact in order to solve an organisational problem [10]. 
We follow the six DSR methodology steps: problem identification and motivation, 
objectives of a solution, design and development, demonstration, evaluation, and 
communication [22]. We integrate the TTF theory process model with the DSR me-
thodology and use it to explain the development and evaluation of the artefact. 

The challenges of lack of transparency and efficiency in ITSM process assessments 
represent the first DSR phase of problem identification and motivation. The second 
DSR phase, objectives of a solution can be defined from the three technology dimen-
sions derived from the TTF theory [19]: communication support; process structuring; 
and information processing. We use the technology dimensions as technology re-
quirements for the tool development. Ultimately alignment between task challenges 
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and technology requirements is represented with an ideal fit profile that proposes a set 
of design considerations for the tool development. The process of building the fit 
profile and ultimately the tool aligns with the design and development phase of 
DSR.  

While most of the existing process assessments rely on process-specific indicators 
that demonstrate objective evidence of process capabilities, the software tool facili-
tates a top-down approach where assessment at each level is defined with a goal and 
then assessment is guided by explicit questions and metrics that are set to goal attain-
ment. A top-down approach in process assessment ensures that the measurement fol-
lows a transparent workflow of assessment activities. This concept is guided by the 
Goal-Question-Metric (GQM) approach. The GQM approach defines a measurement 
model for software metrics on three levels: goal (conceptual level); question (opera-
tional level); and metric (quantitative level) [23].  

 

Fig. 2. Research Methodology based on [19] and [22] 

A case study organisation was selected as test site for the tool to execute the dem-
onstration and evaluation phases of DSR. Evaluation is planned during three stages 
of the research: tool development evaluation; tool experience evaluation; and SMPA 
approach evaluation. The method of evaluation is qualitative investigation through 
semi-structured interviews with IT service managers and process performers at the 
case study organisation. We present this paper as a publication of the communication 
phase of DSR to obtain feedback regarding the development and evaluation of the 
artefact. 

4 SMPA Tool Design and Development 

TTF theory has been associated with evaluative research where a fit of task require-
ments is sought from existing technologies [24]. We extend the application of TTF 
theory to understand the development of a new technology for particular task chal-
lenges. This approach is particularly suitable for DSR to exert rigour in explaining 
development of novel artefacts. This also makes sense in the practical world: we have 
learnt that requirements must be carefully considered before designing and develop-
ing a technology solution to overcome task challenges. Therefore, integration of TTF 
theory in the DSR process is a novel research approach illustrated in Fig. 2 and we 
propose this integration as a unique contribution of this paper.  
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In the context of the development of the tool, we now discuss three stages of tool 
design and development. In the first stage, requirements for assessment workflow and 
automation to be supported by the tool are discussed (technology requirements) based 
on task challenges. A fit profile is then established to provide a set of design prin-
ciples to guide the development of the tool as the second stage. This is followed by 
the third stage of tool development based on the design principles of the fit profile. 

4.1 Process Assessment Technology Requirements 

We examine the existing challenges of lack of transparency and efficiency in the task 
of process assessment that need to be overcome by the software tool. We group our 
task challenges as a typical “decision task” since process assessments are conducted 
to make informed decisions on improving processes continually. According to the 
TTF theory, technology requirements for the challenges of a decision task must focus 
on “information processing” and “process structuring” dimensions of technology for 
enhanced performance [19]. We use the term "technology requirements" rather than 
"technology dimensions" as used originally in the theory. This is because we are not 
evaluating existing technology dimensions for a fit but trying to develop a technology 
solution that fits task challenges to technology requirements. The technology pro-
posed for the software tool runs on a cloud-based platform for assessment facilitation 
and a web-based interface for online surveys. 

• Process Structuring. The tool must define the assessment process workflow by 
which the entire procedure is conducted as explicitly documented in the standard 
[21]. Assessment workflow steps have been proposed to define a structure in the 
activities: Definition, Preparation, Assessment, Analysis, Results Presentation and 
Closure phases [12]. The technology requirements of process structuring should 
lead to the development of the tool that can facilitate the entire assessment process 
in a transparent manner. Transparency is achieved with the use of a software tool 
since the software can provide comprehensive coverage of all questions relating to 
the standard using online surveys. The approach of asking questions directly to the 
assessment participants and allowing the software tool to objectively calculate 
process capabilities based on the survey responses promote transparency. Moreo-
ver, the assessment report produces recommendations based on the ITIL®  
framework stored in the knowledge base of the software tool, thereby promoting 
transparency for process improvements since the recommendations are based on 
the questions that align with the assessment model of the standard. 

• Information Processing. The ability to automate activities of process assessment 
is considered as the information processing requirement for the development of the 
tool. The steps of assessment data collection and validation, process capability  
ratings and reporting of the assessment results requires gathering, aggregating, eva-
luating and finally presenting information. Therefore, having an efficient informa-
tion processing capability is an important requirement for the tool. Efficiency is 
achieved by the use of online surveys instead of assessment interviews for data col-
lection; and the generation of process improvement recommendations based on the 
DSS tool. Process assessments using a software tool can enable cost-effective and 
repeatable assessments so that the organisations can spend their time and resources 
on process improvement activities rather than conducting assessments. 
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4.2 Design Principles 

In this project, a fit profile provides design principles for the tool development based 
on the task challenges and technology requirements. The fit profile as shown in Table 1 
answers the research question that we posed in section 1: how can the software-
mediated process assessment tool be developed and used in an IT organisation? 

Table 1.  Fit profile as design principles 

Process Assessment  
(Task challenges) 

SMPA tool  
(Technology  
Requirements) 

Tool Design  
Principles 

Resources 
Needed 

Transparency Process  
Structuring 

Facilitate Assess-
ment Workflow 

International Standard for 
Process Assessment 
(ISO/IEC 15504) 

Efficiency Information  
Processing 

Automate Assess-
ment Activities 

Decision support systems 
(DSS) tool 

In order to facilitate assessment workflow to address transparency issues,  
alignment with the international standard for process assessment is critical while de-
veloping the tool. Together with a thorough review of the standard [21], its process 
reference model [25] and the assessment model for IT services [7] were used. Similar-
ly a DSS tool provides decision support by processing relevant information. We use a 
software tool to automate assessment activities during collection and analysis of 
process data directly from participants; and presentation of assessment results in  
the form of process capability and recommendations for decision support in process 
improvements. 

We used the fit profile to present two design principles and the two key resources 
we needed before commencing the actual tool development. Based on the design 
principles and using the resources from the fit profile (see Table 1), our research arte-
fact was developed to address the task challenges using technology requirements. 

4.3 Development of the SMPA Tool 

The GQM approach has been previously applied in the software industry. However 
use of this approach to develop a process assessment tool in ITSM is novel. The in-
ternational standard defines a reference model where each process is defined in terms 
of purpose and outcomes [25]. Attainment of the process purpose by meeting the 
outcomes defines the “goal” component of the software tool. 

Likewise, the standard provides a set of base practices to fulfil the process out-
comes and a set of generic practices for Level 2 (process management), Level 3 (stan-
dardisation), Level 4 (quantitative measurement) and Level 5 (innovation) of process 
capability. These practices are used as assessment indicators by an assessor in a for-
mal assessment. In our context, the emphasis is on providing information that can 
drive improvement of IT service processes. The practices specified in the standard 
were mapped into a set of 177 assessment questions. The tool allocates these ques-
tions to the respondents based on three process roles: process performers, process 
managers and process interfaces. This defines the “question” component of the tool. 
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Finally every question is rated using the scale: “Not” (N), “Partially” (P), “Large-
ly” (L), “Fully” (F) and “Not Applicable” (NA) as defined in the standard. This rating 
is a knowledge metric of the process stakeholders. Rather than the assessment team 
making a subjective choice of the indicator rating, the software tool objectively meas-
ures feedback from the process stakeholders directly from the questions and provides 
a transparent metric to determine process capability. 

The application of an objective GQM approach for assessment workflow of the 
tool is the key facilitator for a transparent process assessment. The features of the 
SMPA tool automate many of the assessment activities as discussed next. 

Assessment Data Collection and Validation. The tool accumulates responses from 
all the concerned process stakeholders using an online survey interface. Every ques-
tion also features a free text comments box to capture qualitative contextual data that 
can be analysed to validate responses and provide specific recommendations. The 
approach of asking questions directly in a web-based survey environment represents a 
faster and more efficient data collection method compared to assessment interviews 
with the same level of rigour in service research [26]. 

Process Capability Determination and Rating. The software tool determines the 
final score for each process at each capability level. This is done by calculating the 
mean value of all the responses for a level by all the respondents. The coefficient of 
variation (CoV) of all the responses is also computed by the tool:   where  is the coefficient of variation,  is the standard devi-

ation and  is the mean value of x responses for a particular process capability score. 
CoV is useful in determining reliability of the process score based on dispersion of 

the responses. The mean and the CoV are simple statistical measures to understand 
what the critical mass of assessment respondents think about the processes being  
assessed. This is a new feature of the tool that is not explicitly stated in the standard. 

Assessment Reporting with Process Improvement Recommendations. The SMPA 
tool is not only a stand-alone survey engine, it has embedded a knowledge base that 
stores contextual recommendations for process improvements tied to every assess-
ment question. Using the knowledge base developed from best practice guidelines 
(ITIL®) for process improvements in ITSM, the tool performs gap analysis based on 
the collected response metrics and produces a report with improvement recommenda-
tions. We developed the knowledge base with recommendation items at the question 
level for four IT service processes in our research project. For every question when 
the mean rating is either "partially" (P) or "not" (N), i.e. there is an element of risk in 
the process activity, a recommendation item associated with each question is ex-
tracted from the knowledge base and the accumulated knowledge items are compiled 
to develop the final assessment report with process improvement recommendations. 

5 SMPA Tool Demonstration 

Agreement was reached with a large government organisation to trial the SMPA tool. 
The IT service department of the organisation has over 55 IT service staff and delivers IT 
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services to residents across a large area in Australia servicing over 150,000 residents. The 
IT service department provides 34 identified services supporting IT functions in the or-
ganisation and typically manages 300 service requests per week. 

Three ITSM processes were selected for assessment: Problem Management, Change 
Management and Configuration Management based on a process selection approach that 
provides decision support in selecting critical processes to improve [27]. Prior to imple-
menting the SMPA tool, in April 2013 we conducted a conventional interview-based 
process assessment led by an experienced ISO/IEC 15504 certified expert assessor  
following the RAPID methodology [28], hereby referred as the manual assessment, at the 
organisation to enable the comparison of the SMPA outcomes with those of a manual 
assessment. The manual assessment scope was agreed to Capability Level 3 for the three 
processes. The manual assessment determined that while the capability of Problem Man-
agement and Configuration Management processes were both rated at Level 2 (Managed), 
the Change Management process was assessed at Level 0 (Incomplete) as shown in  

Table 2. The process capability ratings in  
Table 2 were determined based on the objective evidence collected during inter-

views by three assessors. The final results were signed off following expert judgment 
by the lead assessor as fully complying with ISO/IEC 15504 standard. 

Table 2.  Process Capability results from the manual assessment 

Processes Assessed Process Attributes 
 1.1 2.1 2.2 3.1 3.2 
Problem Management F L L L L 
Change Management P L L L P 
Configuration Management F F L L L 

The trial of the online SMPA tool was conducted from October to November 2013. 
To facilitate the assessment, the organisation nominated a senior IT service manager 
who was trained to use the administrator’s console of the tool. The assessment ques-
tionnaire was completed by three process managers, five process performers and five 
other process stakeholders for the three processes. The SMPA tool collected survey 
responses and generated an assessment report. The assessment report presented dif-
ferent process capability scores as shown in Table 3. The SMPA tool determined that 
the Problem Management process was at Capability Level 1 (Performed) while the 
Change and Configuration Management processes were assessed at Level 0 (Incom-
plete). The report also provided 319 process improvement recommendations and 
listed 46 user comments from the respondents.  

Because of the information processing capability of the SMPA tool, there is no 
human judgment used in determining the process capability ratings. The scores were 
derived purely based on the analysis of the assessment data captured by the tool. Be-
sides the ratings, Table 3 also presents the reliability score for each rating as shown in 
parenthesis. The reliability score is based on the number and variation of responses 
(CoV) and is determined based on the following simple rule: High (H) if CoV < 30%; 
Moderate (M) if 30% ≤ CoV ≤ 50%; and Low (L) if CoV > 50%. The process capabil-
ity results from the manual assessment are significantly different to the SMPA tool. 
These differences are discussed in section 6.2. 
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Table 3.  Process Capability results from the SMPA tool 

Processes  
Assessed 

Process Attributes 

 1.1 2.1 2.2 3.1 3.2 4.1 4.2 5.1 5.2 
Problem  
Management 

L 
(H) 

P 
(M) 

P 
(L) 

P 
(L) 

P 
(M) 

P 
(M) 

N 
(M) 

P 
(M) 

P 
(M) 

Change  
Management 

P  
(M) 

P 
 (M) 

P 
(M) 

P 
(L) 

L 
(H) 

P 
(M) 

P 
(M) 

P 
(M) 

P 
(M) 

Configuration 
Management 

P  
(L) 

P  
(M) 

P 
(L) 

P 
(L) 

P 
(H) 

P 
(M) 

P 
(M) 

P 
(M) 

P 
(M) 

6 SMPA Tool Evaluation 

DSR projects require an evaluation phase in order to determine effectiveness of the 
artefact [10]. From the TTF theoretical perspective as well, we have discussed the 
design principles from the fit profile but evaluation of the fit needs to be reviewed by 
examining the utility of the tool at the case study organisation. 

We organise our evaluation based on the design science evaluation framework 
[29]. The ex-ante evaluation took place in several iterations during the design and 
development of the artefact. The use of the TTF theory for a fit profile to obtain de-
sign principles for the tool, adherence to the international standard of process assess-
ment, use of the GQM approach in facilitating assessment workflow, and software 
automation in several assessment activities – all of these contribute as evaluation 
checkpoints for effective tool design and development as detailed in section 4. 

6.1 Tool Experience Evaluation 

To perform the ex-post evaluation we conducted a focus group with the survey partic-
ipants. Soon after the survey closed the focus group was conducted with seven people 
who participated in the SMPA assessments. The discussions sought feedback about 
the experience of the IT service process managers, process performers and other 
process stakeholders using the tool. Based on the Diffusion of Innovation theory [30], 
we constructed a focus group protocol to determine key discussion points that consti-
tuted the five innovation factors of the new technology use: compatibility, complexi-
ty, relative advantage, observability and trialability in order to evaluate experience 
with the use of the tool.  

One of the researchers facilitated the focus group discussion. Participants reported 
that they found the tool easy to use and largely agreed that a self-assessment expe-
rience answering direct questions made the exercise more visible and less costly to 
implement than a manual assessment. For example: 

Assessment Facilitator. “The tool has the advantage of giving you a really broad 
dataset. So you can survey 50 people easily because you don’t have to have them in a 
room at one time…” 
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Process Performer-2. “I can be honest as I am not being watched. I can answer 
truthfully because I’m not going to get in trouble. It gives you a voice. I mean, you 
can be anonymous with a survey and not worry that your boss is sitting next to you.” 

Process Manager-1. “…the survey can be very accurate, and is probably a better 
return on investment because you are not taking up everyone’s time all at once. I 
would imagine it would be cheaper to do rather than have someone [expert assessor] 
across the table for that amount of time…” 

There were also constructive suggestions to improve the relevance and clarity of the 
assessment questions. For example,  

Process Manager-1. “I think the questions were relevant but the interpretation was 
the big barrier … once you understand what was being asked and how it was being 
presented, it became a lot easier to answer the questions”. 

6.2 SMPA Outcome Evaluation 

After the SMPA report had been provided to the organisation in December 2013, inter-
views were conducted with three process managers to enable us to evaluate their percep-
tions on the validity and quality of the reports. Answers to these interview questions 
enabled a comparison of the outcomes of the manual assessment and SMPA approach. 

There was consensus among the three process managers that the SMPA report pro-
duced accurate scores, in particular they commended the reliability score which they 
believed will help to determine the priority areas of improvement. For example: 

Process Manager-2: “What I like about the report from the tool is that it is backed up 
by solid evidence, and the reliability score is fantastic – it helps to determine if we are 
all thinking in the same direction or all over the place – I feel that the reliability score 
is more powerful than the process capability score in some instances.” 

Process Manager-1. “You can take an example of the configuration management 
process, we know that we don’t do that well – in fact you can say the process is not 
even in place. Surprisingly the manual report said that configuration management is 
at Level 2 and I have to disagree. The report from the software rightly scored us a 
Level 0 for this process.” 

All process managers also confirmed that the recommendations from the SMPA tool 
were valid and more actionable than the manual assessment report. 

Process Manager-3. “Since your recommendations are derived from the comprehen-
sive guidelines of ITIL best practices, I think they are detailed enough for effective 
implementation … recommendations provided in the manual assessment are very 
broad and holistic directions.” 

Process Manager-2. “Numbers speak for themselves. We have over 100 process im-
provement recommendations derived from the tool that can be traced back to the 
identified gap at every question. I think the manual assessment report had less than 
20 recommendations that are not very specific.” 
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In an attempt to account for the dramatic differences between the scores of the two 
assessment reports (Table 2 and Table 3), the following suggestions were discussed: 

• The influence of the lead assessor in the manual assessment may introduce bi-
as resulting in judgment based on previous experience, a set of underlying as-
sumptions, and perceptions and interpretations while determining the scores. 

• Different staff participated in the two assessments: the manual assessment had 
10 participants and the SMPA questionnaire was completed by 11 respon-
dents. Only three process stakeholders participated in both assessments. 

• The time lag between the two assessments was six months and a few signifi-
cant changes during this time such as the implementation of a new ITSM tool 
and staff changes might contribute to changes in process capability ratings. 

• The manual assessment was conducted in a group discussion environment in-
cluding stakeholders from all roles for a particular process. Peer group discus-
sions may be biased since senior managers and extroverts may dominate the 
discussion and assert their opinions leaving inactive participation from other 
process stakeholders. This limitation is removed in the SMPA tool as everyone 
had an anonymous and equal say about the processes in a more democratic 
manner through online surveys, therefore improving accuracy in understand-
ing the true picture. 

• Assessment questions were more granular in the SMPA tool. While the ma-
nual assessment focused on high level discussions and the assessors’ judgment 
of specific assessment indicators based on those discussions, the SMPA ap-
proach focused on the standard asking very specific questions for every indica-
tor to determine the process capability. A more granular approach improves 
the authenticity of the SMPA approach but this means a significant time impo-
sition for survey respondents by examining specific aspects of a process in  
detail. 

In summary, the evaluation in terms of tool experience and outcome confirmed the 
potential of the SMPA tool to address transparency and efficiency challenges in 
process assessments in the context of IT service processes. One of the significant 
achievements of the project is the intention to commercialize the SMPA tool by our 
industry partner, providing strong evidence of industry relevance of our research out-
come and therefore maintaining an effective rigour-relevance balance in DSR [31]. 

7 Conclusion 

The existing guidelines for process assessment lack transparency and assessments by 
external consultants are costly to conduct. We have developed an online process as-
sessment tool aligned with the international standards to overcome this problem. The 
challenges to conduct a transparent and cost-effective process assessment and the 
technology requirements to address such challenges have been considered to develop 
the tool with the help of a theoretically grounded fit profile. In addition the growth of 
outsourcing of IT service functions and the use of virtual IT teams around the globe 
means that the tool with its online survey feature can be an efficient technology for 
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repeated process assessments by IT organisations. The SMPA approach addresses 
transparency issues in process assessment by following a goal-oriented measurement 
of IT service processes using a standard process assessment model. 

On reflection, it may have been better to select one process for design and evalua-
tion rather than four since no significant benefits arose in terms of design knowledge 
and contribution with the addition of more processes. The evaluation revealed that it 
was the transformation of generic practices of the standard that requires more work. 
The base practices of the standards were well understood by the survey participants. 
In this regard, we could have focused on the generic practices (capability component) 
for design and evaluation of the tool rather than the process component.  

Our contribution to knowledge is the application of the fit profile from task and 
technology requirements to develop design principles for the project. The integration 
of TTF theory with the DSR methodology is a novel approach. The implication of this 
research in practice is the presentation of a goal-oriented measurement based on the 
GQM approach for transparent and efficient assessments in IT service management.  

We recognise limitations of this research: processes were assessed at only one or-
ganisation. Consequently, we do not claim generalisation of this research and call for 
future research to investigate and evaluate the SMPA approach in more organisations 
and in broader disciplines beyond IT service management. However, the design prin-
ciples used in this study can be applied in other contexts beyond ITSM process  
assessments in the area of assessments of any general process-based management 
system, such as for COBIT in IT governance or in PMBOK or Prince2 methodologies 
for project management. Moreover, in practical terms, we do not claim that the SMPA 
approach can replace a formal and rigorous process assessment. The tool is developed 
with an intention to automate several activities of a standard process assessment and 
therefore enable organisations to repeatedly self-assess their processes for improve-
ments rather than to assess via formal audit such as ISO/IEC 20000 certification. 

In future, following repeated use of the tool, it will be possible to conduct a long-
term outcome evaluation by observing the impact of the SMPA approach on service 
improvement. We believe the research has contributed towards achieving transparent 
and efficient process assessments with a well-structured design and development of 
the artefact. Future evaluation of the research will hopefully uncover more important 
implications for enhancement of the SMPA tool for process assessments. 
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Abstract. This paper presents the design of CM2: a case-based conflict man-
agement system. We envision the system as an aid to understand and manage 
conflict situations by referring to past conflict situations, which are stored as 
Vignettes - vivid yet analytical, theory-laden descriptions. A meta-model, de-
veloped on basis of prior kernel theories, is used to structure and represent the 
constructs and progression of each conflict vignette. The set of vignettes forms 
the foundation of a case-based reasoning system. CM2 implements the storage 
and case-based reasoning mechanisms. The paper illustrates CM2 with a use 
scenario, and concludes with an outline of planned evaluation, discussion about 
implications, and future work.  

Keywords: Conflict management, Conflict management system, Case-based 
reasoning, Meta-model, Vignette.  

1 Introduction and Motivation 

Conflicts are pervasive in all projects [1]. A conflict refers to an interactive process 
that begins with incompatibility between interdependent parties [2, 3]. Prior research 
points out that conflicts may arise because of differences in goals, differences in ways 
of working, or interpersonal dissonance [4, 5]. Managing conflicts is becoming  
increasingly important as modern projects become large and complex [6]. Further, 
contemporary projects often involve several participants from different knowledge 
backgrounds [7], considered essential for unleashing creativity. These differences can 
also sow the seeds for conflicts.  

Managing concurrent, prolonged or diverse conflict (in complex projects) is chal-
lenging for human beings because of inherent limits on our cognitive ability. Our 
actions are often subject to predictable bias and affect, which can lead to undesirable 
consequences in conflict situations [8]. The predictable bias indicates that people 
involved in a conflict will more be influenced by recent experiences. The influence of 
affect suggests that people tend to make irrational decisions with little deliberation 
when they are emotionally involved in a situation. These and other limitations can 
lead to inappropriate or even counterproductive decisions and behaviors.  

A few tools (in the form of software support) have been proposed for conflict man-
agement [9, 10]. These tools either provide communication support (e.g. anonymous 
messages, procedural support, and voting) [11, 12] or offer rational solutions to con-
flicts (e.g. based on quantitative codification) [9, 13]. Although these types of systems 
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provide a suite of tools to manage the underlying data, they do not address the basic 
challenge: providing managers the ability to understand a wide variety of conflict 
situations, and make effective conflict management choices. 

To address this challenge, we design and demonstrate a novel artifact – a conflict 
management system – that can help conflict parties make sense of conflict situations 
and become aware of conflict management behaviors in a systematic manner. To 
build the conflict management system, we follow a design science research approach 
[14–16]. In line with the direction proposed by Ross et al [10], the designed system 
utilizes case-based reasoning, enhanced by kernel theories that help structure past 
experiences about conflicts. These past experiences are captured as vignettes, i.e., 
vivid yet analytic descriptions of conflicts in practice [17]. Each vignette conveys key 
information about a conflict (e.g. claims, actions and strategies), that are structured on 
the basis of a meta-model we derive from kernel theories about conflict management. 
The design is instantiated in the form of a system, called CM2. We describe the archi-
tecture of CM2, briefly illustrate its implementation and demonstrate its use by outlin-
ing a use scenario. Specifications of testable hypotheses and proposed empirical  
evaluation, along with a discussion of implications complete the paper.  

2 Background and Prior Research 

2.1 Conflict and Conflict Management 

Workplace conflict has been intensively studied in the fields of organization, psy-
chology, and communication [1–3] to investigate a number of components of conflict. 
The selective review we present below emphasizes findings from prior research; and 
provides a structure that we can use to understand conflicts.  

Understanding a conflict starts with examining its cause. Prior work suggests three 
broad types of conflicts: task, process and relationship [4]. Task conflicts arise be-
cause of incompatible viewpoints and opinions pertaining to essential ideas of the 
task, such as its goal, logic, and value. Process conflicts are triggered between people 
who have different viewpoints and opinions pertaining to duty, resource delegation, 
and schedule. Relationship conflicts can be traced to adverse emotions and feelings 
between people. Understanding the cause is important because it can both predict the 
outcome as well as suggest strategies for mitigation of consequences. For example, 
prior studies show that task conflicts have the potential to lead to beneficial outcomes 
while process and relationship conflicts can lead to dysfunctional consequences [18]. 

Understanding a conflict situation also means understanding it as a process. Conflicts 
may be conceptualized following a sequential model, or a more nuanced, punctuated 
model. The punctuated process model emphasizes events that occur as a conflict un-
folds. In line with the punctuated equilibrium theory, the punctuated process model 
describes the conflict process as alternating between stasis and transition  
[19, 20]. Here, a transition refers to a short period of time when a conflict shifts sub-
stantially in terms of its intensity and its progress toward resolution. A transition is 
characterized by behaviors and emotions of parties to a conflict. The conflict escala-
tion theory suggests that a conflict may undergo a combination of two types of transi-
tions – conflict escalation and conflict de-escalation [21]. Conflict escalation occurs 
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when a conflict is intensified with mechanisms such as more extreme strategies, emo-
tional involvement, issue generalization, or increased number of participants. Conflict 
de-escalation occurs when conflict parties re-assess the conflict situation and change 
their language and behaviors to more moderate, collaborative ones.  

Knowing the roles played by conflict parties is a precondition for understanding 
their behaviors. The parties involved in a conflict can be broadly classified into two 
categories: principal conflict parties and third parties. The term ‘principal conflict 
parties’ refers to individuals or groups who are interdependent with one another in the 
pursuit of their interests in spite of the incompatibilities between them [2]. The term 
‘third parties’ refers to individuals or groups who intervene into the conflict either to 
fulfill their duties or because they have a stake in the conflict [22]. Understanding a 
conflict situation, thus, requires recognizing the perspectives and actions of both prin-
cipal conflict parties as well as third parties who are affected by the conflict.  

Prior work also outlines conflict management strategies to characterize the general 
intention of the principal conflict parties toward a conflict and the approaches they 
use for coping with the conflict [3]. Scholars have conceptualized conflict manage-
ment strategies in a space defined by two dimensions – concern for self and concern 
for others. Combining these two dimensions results in five styles or strategies that the 
Principal conflict parties can use: collaborating (H-H), compromising (M-M), yield-
ing (L-H), contending (H-L), and avoiding (L-L) [23]. A conflict management strate-
gy, thus, represents a composite construct that characterizes the general orientation of 
a conflict party, not a specific action. This review of prior work (briefly described 
above) provides important constructs and kernel theories that guide this research.  

2.2 Case-Based Reasoning for Managing Conflicts  

Conflict management is a task full of uncertainty. Although conflict management 
strategies provide high-level explanations of conflict behaviors, knowledge about how 
to apply these strategies is still scarce. One important reason is that the behaviors of 
principal conflict parties’ are influenced by a very large amount of external and inter-
nal factors. The relationship between these factors and the behaviors cannot be cap-
tured by structured and un-ambiguous rules. A case-based reasoning strategy provides 
a way to overcome this challenge.  

Case-based reasoning (CBR) is different from rule-based reasoning. It is a prob-
lem-solving strategy based on previous experiences [10, 24]. A CBR system refers to 
a type of expert system or decision support system that applies reasoning based on 
matching of prior cases to the current situation. The intent is to assist users to under-
stand and solve current problems by referring to similar problems that may have oc-
curred in the past. A CBR system achieves this by storing and indexing a sufficient 
amount of previous experiences as cases. When a new problem arises, the user can 
identify past cases and adapt them to address the current problem.  

CBR systems can be designed for two potentially overlapping concerns: problem 
solving and/or problem interpretation [24]. In the first instance, a CBR system is  
designed to propose almost-right solutions to new problems on basis of previous 
problem-solution pairs. In the second instance, a CBR system assists users to identify 
previous cases similar to current problem or situation for the purpose of generating 
deeper understanding and assessment of the current problem or situation. It is possible 
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to analyze the potential usefulness of CBR for conflict management by comparing the 
problems related to conflict management elaborated in prior research, and the  
professed benefits of CBR [25, 26]. Table 1 summarizes these as the potential for 
application of CBR to assist users with conflict situations. 

Table 1. Applicability of CBR for Conflict Management 

Factor Elaboration 
Lowering knowledge 
acquisition costs 

Reduce cognitive efforts used for maintaining a collecting 
of conflict management experience/knowledge  

Reasoning shortcut Avoid repeating all reasoning steps in situations where a 
repetitive conflict occurs or a long chain of reasoning is 
required to understand and make decision for the conflict. 

Reasoning focus Indicate what are essential for understanding and solving 
conflict and reduce emotional impacts. 

Error prevention Avoid repeating mistakes made in previous conflict situa-
tions by indicating what cause failure in the past. 

Learn over time Accumulate knowledge about conflict and conflict man-
agement over time. 

To the best of our knowledge, only two CBR systems have been reported in the 
context of conflict management situations [10, 26]. Both have been designed to iden-
tify conflict resolutions within a limited problem domain (Nature Resource Dispute) 
and therefore, offer little direct help for understanding conflict situations and conflict 
management behaviors in other domains. Additionally, neither system has incorpo-
rated prior scholarly research about conflict and conflict management as kernel theo-
ries into the systems. The work we report breaks from these prior efforts because it 
represents a conscious application of the design science research paradigm and recog-
nition of prior scholarly work as kernel theories that contribute to the design effort.  

3 A Foundation for the Design 

3.1 Conflict Vignettes 

The foundation for our design science effort is a Vignette, analogous to but different in 
important ways from a Case. We make this choice because Cases form the basis of 
CBR systems. In CBR design, a case refers to a set of information that records pre-
vious experience or knowledge. The design of a CBR system involves three considera-
tions: case representation, case retrieval and adaption, and case entry and maintenance 
[25]. Among these, case representation is crucial because it reflects the informational 
components and structure that provides the foundation of the CBR system.  

Case representation is about structuring and formatting previous experience and 
knowledge in a well-packaged form [25]. Each case can be conceptualized in terms of 
a problem and a solution. In a CBR system, this problem description and circums-
tance is codified for the purpose of case indexing and retrieval. Such a design fits 
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situations in which previous solutions can be readily applied to new problems [10]. 
However, this design has limited capacity to assist users to understand new, hitherto 
not encountered, problems and develop new solutions. To overcome this limitation, 
we draw upon and extend the notion of Case, to a new structure we call Vignette.  

We define a Vignette as an analytical narrative of practice. It is constructed to con-
vey information about a series of events taken to be representative, typical, or emble-
matic [27]. With regard to conflict management, vignettes have been shown to be a 
useful approach for conveying conflict management knowledge [28, 29]. In a more 
recent study, Zhang and Purao [17] adapt vignette as the key unit of data collection 
and analysis, pointing out possible benefits of creating and analyzing vignettes in the 
context of conflict management practice.  

As shown in Table 2, vignettes are created to inspire thinking and reflection on 
how and why conflicts occur drawing on theoretical precursors, different from cases, 
which are constructed to explain what it is. Previous studies point out two features of 
vignette – richness and abstraction – that qualify it for analytical purpose [17].   

Table 2. Comparison between Case and Vignette 

 Case Vignette 
Purpose Informative Analytical 

Description Focus Solution Process 
Format Experience-based Theory-based 

Vignettes are rich because they contain the information necessary for readers to 
build a picture of a set of events by activating their imagination and interest [30, 31]. 
Although Vignettes are usually short, they provide adequate information about an 
experience that is limited in scope. By reading a Vignette, a reader is able to capture 
the essence of a past experience and develop a sense of “being there” [27]. A Vignette 
can achieve this by providing moment-to-moment description.  

However, even a richly detailed Vignette is a reduced account and an abstraction of 
the original set of events [27]. It conveys information that reflects and sharpens only 
some details of the original events and leaves out others. The selection is conducted to 
heighten some analytical concepts [27] to stimulate reflection and thinking about 
these aspects [32]. The construction of vignette heavily, thus, relies on both the expe-
rience of creator or experts as well as prior theoretical constructs.  

To ensure both richness and abstraction, we construct a meta-model of conflict 
vignettes on basis of constructs and relationships identified in prior research. Con-
structs represent the information sets that are important for understanding conflict and 
making conflict management decisions. Incorporating these in the meta-model of 
conflict vignettes, in essence, has the effect of treating these prior findings as kernel 
theories [14]. Table 3 shows the set of constructs used in the meta-model. Values of 
some constructs are specified in Table 4.  
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Table 3. Key Constructs in Conflict Vignettes 

Construct Description Source 

Conflict Conflict is a process in which incompatibility be-
tween Claims from Conflict Parties surfaces, and 
may be resolved. 

(Thomas, 
1992) 

Cause Cause refers to the underlying reasons for the in-
compatibility among Claims.    

(Jehn and 
Mannix, 2001) 

Claim Claim represents an intrinsic interest, goal, or opi-
nion of a Conflict Party.  

(Thomas, 
1992) 

Transition Transition refers to a moment when the nature of the 
Conflict shifts substantially.  

(Gersick, 1988) 
(Putnam, 2004) 

Conflict  
Party 

Conflict party refers to individuals or groups who are 
engaged in a Conflict. 

(Thomas, 
1992) 

Role Role reflects the perspective of a Conflict Party in-
volved in a Conflict. 

(Putnam and 
Poole, 1987) 

Strategy Strategy represents the plan that Conflict Parties 
apply for coping with Conflict. 

(Olekalns  
et al., 2008) 

Action Action is the behavior enacted by a Conflict Party 
following a Strategy.  

(Rahim, 2010) 

Table 4. Values of Constructs 

Construct Values 

Cause {Task, Process, Relationship}    
Transition Escalation: {Emotionalization, Extension} 

De-escalation : {Concession, Proposal} 
Role Principal parties: {Pclaim1, …, PclaimN}; Third party: {Mediator} 
Strategy {Collaborating, Compromising, Yielding, Contending, Avoiding } 
Action {Argue for, Argue against, Query, Inform, Emote, Propose}  

The constructs capture the lifecycle of a conflict, i.e., how the conflict may under-
go transitions marked as key moments. The model recognizes that a conflict can arise 
if there are multiple conflict parties, each with a specific role. A conflict may arise, 
escalate and may be resolved based on the claims that each conflict party holds. To 
resolve a conflict, the conflict parties may employ various strategies based on their 
role and their interpretation of the conflict. These strategies are then enacted through 
actions, as the conflict unfolds. These actions may include directly arguing for or 
against specific claims, querying, informing and proposing solutions. As conflict par-
ties interact with one another through a sequence of actions, the accumulated  
sequence of actions can sometimes lead to substantial shifts, i.e. transitions in  
the conflict. Figure 1 shows the meta-model we use to structure the vignettes, which 
includes constructs as well as relationships among the constructs.   
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Fig. 1. A Meta-model for Conflict Vignettes 

3.2 Capturing Vignettes from Computer-Mediated Communication Data 

To achieve richness and abstraction, creating vignettes requires a large amount of raw 
data that cover the fine-details of facts.  One possible source of data (in some situa-
tions), therefore, is computer-mediated communications (CMC). CMC refers to 
communication conducted via IT tools, such as email, mailing lists, forums, and in-
stant messages [33].  

The increasing use of CMC provides an opportunity of overcoming the constraint 
in terms of data availability that has limited prior work on conflict management sys-
tem development. First, CMC data can record a large portion of interaction between 
conflict parties. CMC tools have become the primary (sometimes, the only) commu-
nication channel in some projects. Reviewing messages exchanged between project 
participants, therefore, allows us to rebuild narratives. Second, CMC text includes 
interaction information. All CMC tools require reciprocation between users [34]. 
CMC text as the media between users conveys not only the content of communication 
but also information about how they interact. By examining the structure of comments 
(e.g. messages and replies) [35] and scrutinizing the content [36], the interaction be-
tween users can be conceptualized as narratives. Further, CMC text is able to provide 
a historical view that is more concise and reliable than the memory [37]. Third, CMC 
text has diverse informational content [38] because it tends to be rich in opinion and 
emotional information [39, 40]. For example, Nigam and Hurst [40] analyzed about 
34,000 messages posted on a large collection of newsgroups and found that only 3 
percent of the content contains topical information. Another study by Derks et al. [41] 
shows that emotional communication is more frequent and explicit in CMC than in 
face-to-face communication. The richness of CMC text makes it suitable to extract the 
vivid yet analytical descriptions necessary to generate vignettes. 
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For this research, a set of vignettes were created by examining the CMC data col-
lected from bugzilla.mozilla.org, the online community for reporting and fixing bugs 
in an open source web browser – Firefox. Projects conducted in the community are 
self-organized. After a bug is filed, it turns into a ‘project’ only when fixing it  
requires decision and collaborative efforts. We selected this data source not only  
because it is directly accessible but also because projects in the community address 
features in terms of structure complexity, uncertainty, dynamics and pace, i.e. they 
provide an appropriate breeding ground for conflicts.  

We followed a two-step process to select candidate projects. At the first step, we 
searched all bugs that were filed for Firefox version 3.0 to version 29.0 between June 
2008 and December 2013 when Firefox underwent significant changes in terms of 
market share and upgrade pattern. Out of 948,746 filed bugs, we identified 657, which 
had the right scale for the vignettes: 50 to 120 messages. Early analysis showed that 
bugs with that number of messages were more likely to turn into fully-developed 
conflicts. The number of messages was still a reasonable number for manual 
processing. At the second step, we randomly selected projects from this population 
(657 instances), reviewed them, randomly selected 5% (approximately 30) to con-
struct vignettes. These 30 formed the basis of our design science efforts.    

We constructed the conflict vignettes by manually examining, analyzing and cod-
ing messages exchanged in each bug. To do this, first, we identified the conflict(s), 
including its cause and claims by reviewing all messages. Multiple conflict situations 
were identified in some bugs. Next, we coded the actions performed by the conflict 
parties, as expressed in each message. After that, we combined actions conducted by 
each participant to identify his/her role in the conflict and the strategy toward the 
conflict. Finally, we identified transitions in the conflict process by reviewing the 
actions in sequence. Table 5 presents an example vignette, and Table 6 presents a 
summary of the 30 conflict vignettes we created. 

Table 5. An Example Vignette 

Construct Description 

Conflict Keep or remove the properties context menu item in Firefox.  
Cause Task related 
Claim Claim 1: Remove the menu item 

Claim 2: Keep the menu item 
Transition Escalation: {Emotionalization (12 times), Extension (12 times)}* 

De-escalation: {Concession (1 time), Proposal (5 times)} 
Conflict Party 57 participants 
Role PClaim1: 12 participants;   PClaim2: 31 participants; 

Mediators: 15 participants 
Strategy Participants of PClaim1 mainly apply Contending strategy, supple-

mented with collaborating. Participants of PClaim2 mainly apply 
Contending strategy, supplemented with yielding. 

Note: * Overlaps exist.  
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Table 6. A Summary of Created Conflict Vignettes 

Statistics Results 

Conflicts Task-related (21), Process-related (9) 
Number of Messages Min (8), Max (119), Ave (74) 
Duration Min (1 Day), Max (9 Months) 
Number of Participants Min (7), Max (57), Ave (33) 
Number of Transitions Min (0), Max (28), Ave (15) 
Share of Applied Strategies Collaborating (9%), Contending (81%), Compromis-

ing (6%), Yielding (2%), Avoiding (2%) 

A sample of 30 conflict vignettes was considered sufficient because it allowed a 
representation of many constructs although a few were not fully reflected due to the 
domain features. For example, none of the vignettes showed an independent relation-
ship conflict because all projects are conducted around bugs. We found that the  
dominant strategy was Contending, which could be explained as greater aggression 
correlated with a weak social relationship between conflict parties [42]. We expect 
that Compromising and Yielding are more frequently used in organizational settings. 

4 CM2: A System for Reasoning with Conflict Vignettes 

The set of conflict Vignettes provided the foundation for the case-based reasoning we 
designed. The system, called CM2 (Conflict Management System based on Comput-
er-Mediated Communication), is presented (see Figure 2). CM2 is designed in accor-
dance with the guidelines for CBR system design [25].   

 

Fig. 2. System Architecture – CM2 

At the front end, CM2 includes modules that interact with users to retrieve and dis-
play conflict vignettes. The direct manipulation user interface (see Figure 3) is linked 
to modules for vignette retrieval and vignette display. The vignette retrieval module 
provides two search options, keyword search and condition-based search. The re-
trieved conflict vignettes are presented in plain text format, along a visualization that 
depicts conflict process via timeline. The appearance of the timeline draws upon 
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Timeline and TimePlot, two widgets proposed by CSAIL [43]. The scale and interval 
used in our timeline is calculated based on the number of total messages exchanged 
for a conflict considering that computer-mediated communication is often asynchron-
ous [34]. Following these decisions, data about the conflict vignettes was structured 
and stored in the form of a Vignette-base that was constructed on basis of the meta-
model of conflict vignettes (see Figure 1 earlier). The base is now populated with the 
30 manually generated vignettes. Vignette generation functions that simulate the  
manually process are under design.    

 

Fig. 3. Screenshot of CM2 – Main Window with Search Results 

5 Illustrative Example 

To demonstrate the application of the CM2 system, we follow a use scenario that 
describes how conflict is managed without and with the proposed system.  

5.1 An Illustrative Scenario without CM2 

Grant is the leader of an online community aimed at developing and maintaining open 
source software tools. Members of the community come from a number of back-
grounds. These members, developers and users, use a mailing list to exchange ideas 
and make decisions about software design. Conflicts arise when, for instance, devel-
opers propose incompatible software designs or users express discontent with any 
software changes made by developers. After a new version of a software is released, 
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Grant observes multiple discussions in the mailing list that provide pointers to such 
conflicts. Grant realizes that he needs to better understand and manage these conflict 
situations. He senses that this is a daunting task not only because multiple conflicts 
are going on in parallel but also because of the lack of clues about how these conflicts 
would evolve, and how different participants would react. 

Without any external assistance, Grant can only draw on his experiences to envi-
sion these conflicts, anticipate participants’ reactions, and choose strategies for his 
actions. It is challenging to develop a reasonable vision of each conflict partly be-
cause of the sheer number of conflicts, and partly because he cannot always recall 
similar conflict situations and other participants. As a result, his understanding and 
decisions are largely influenced by his recent experiences, which may be misleading. 
For example, a recent conflict that resulted in favorable experience may cause Grant 
to develop an optimistic attitude to all conflicts he is now facing. This may then cause 
neglect or insufficient attention to the conflicts. Another potential mistake may be to 
misjudge the orientation of a conflict party. Unfavorable experience with an opponent 
in a recent conflict may lead Grant to be more aggressive when he interacts with the 
conflict party, even if the other conflict party tries to adopt a collaborative strategy.  

5.2 Re-visioning the Scenario with CM2 

Using CM2 can help Grant overcome challenges mentioned above. CM2 not only 
provides a repository of previous experience but also helps to organize the reasoning 
process. Without knowing what kind of conflicts he wants to review, Grant can start 
his reasoning by looking at what occurred in the past. As shown in Figure 3, the four 
list panels show the available selection criteria that can be used to search conflict 
vignettes. Each of the criteria has at least one conflict vignette that matches it. 

With the assistance of these criteria, Grant can start his reasoning by categorizing 
the new conflicts and prioritizing them. Let’s assume that Grant decides to start with 
handling task-related conflicts first, considering that they are more relevant to their 
development effort. He is interested in knowing how a typical task conflict evolves, 
how it can be solved in a collaborative way, and how third parties contribute to the 
resolution of a conflict. With these clues, Grant specifies the search conditions and 
searches for conflict vignettes. Figure 3 also shows the search results.  

For each conflict, a Vignette is generated by using key information about the con-
flict narratives stored in the repository. After considering the retrieved vignettes, 
Grand may identify a few conflict Vignettes that are most appropriate to the ongoing 
conflicts. He can investigate those, most relevant, Vignettes by examining them more 
closely. The CM2 system will display all details about the conflict (see Figure 4) in-
cluding parties, claims and transitions. Grant can drill down into each transition and 
examine how the conflict progressed to gain a better understanding and to assess 
whether the lessons may be applicable to the ongoing conflicts. 

With the CM2 system, we envision that Grant would be able to manage conflicts in 
a more organized way. The vignettes would provide Grant a place to start the investi-
gation when new conflicts arise. The kernel theories behind the system would provide 
a set of criteria that Grant can use to categorize and understandi new conflicts. Biases 
such as recency and others will be minimized because Grant would be able to access 
to a large base of vignettes along with pointers to those, which may be potentially 
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useful. With the help of CM2, Grant would be able to develop a more realistic vision 
of new conflicts by referring to relevant conflict situations from the past. Grant would 
also have a better understanding of other conflict parties, especially those he may not 
be familiar with by looking at their pattern of actions. This insight would allow Grant 
an opportunity to adjust his strategy and tactics when he approaches them. 

 

Fig. 4. Screenshot of CM2 – Conflict Vignette Details 

6 Planned Evaluation 

The design science artifact we have outlined – CM2 – is being refined and the base of 
vignettes is being further populated at this time. The evaluation for CM2 will follow. 
In this section, we outline hypotheses pertaining to the performance of CM2 – treating 
it as an instantiation that follows the model outlined in the paper. We specify these 
hypotheses and briefly operationalize how they can be tested [44]. A planned evalua-
tion of this nature is not only essential for developing the knowledge contributions 
from our work [15], but also critical for ongoing design improvement and design 
knowledge accumulation [14]. This mode of specifying a planned evaluation along 
with testable hypotheses follows the work from Muller-Wienbergen et al. [44]. 

Because the design of CM2 is driven by the call for information systems that can 
support users to make better decisions for conflict management behaviors, the hypo-
theses we outline are aimed at this intended use. We expect that using CM2 will help 
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users reflect on conflicts from the past, which will, in turn, result in better interpreta-
tion of the current problem situation and better conflict management decisions. We 
hypothesize that: 

  
H1a: The use of systems instantiated following the CM2 model will result in better 

interpretation of conflict situation than without such use.  
H1b: The use of systems instantiated following the CM2 model will result in better 

interpretation of conflict situation compared to the use of other systems. 
H2a: The use of systems instantiated following the CM2 model will result in better 

decisions for conflict management than without such use.  
H2b: The use of systems instantiated following the CM2 model will result in better 

decisions for conflict management compared to the use of other systems. 
 
To test these hypotheses, we propose a laboratory experiment [44, 45]. H1a and 

H2a would require setting up a control group without access to a system. The experi-
mental design can also be applied to test H1b and H2b with the help of a system that 
helps with basic data management tasks or a naïve version CM2 that does not store 
the vignettes nor provide any recommendations. The research design for the experi-
ment would consist of a control group and a treatment group. Knowledgeable subjects 
would be randomly assigned into the groups. For the actual task (in the case of H1a 
and H2a), the subjects in the control group will be provided with copies of emails that 
have been used for creating the 30 conflict vignettes in their original format. Subjects 
in the experimental group will be provided with the CM2 system.  

The experiment will consist of two tasks that both groups will complete in random 
order [44]. The first task will require them to interpret a new conflict situation; the 
second will require them to make a decision when faced with a new conflict situation. 
Another two new conflict vignettes will be created for the two tasks, respectively. To 
measure the ‘goodness’ of outcomes, we will rely on a pre-populated set of answers 
from a panel experts. The responses from the subjects will be compared against this 
set of answers and rated.  

7 Implications and Future Work 

Conflicts are a part of the modern, distributed workplace that relies on a geographical-
ly distributed and diverse set of knowledge workers. Conflicts, however, need not be 
the “dark side of the workplace.” Instead, they can be beneficial when appropriately 
managed [18]. To assist managers to limit the negative aspects of conflict while pro-
moting its positive aspects, we have proposed the design of a case-based conflict 
management system. The system, called CM2, can assist conflict parties to under-
stand conflict situations and make better decisions by referring to experiences  
gathered from past conflict situations. The foundation for the design we have pro-
posed is the notion of a conflict Vignette. We have defined a Vignette as similar to, 
yet distinct in important ways from a Case in that it is analytical and theory-laden. It 
represents key information pertaining to a conflict, such as cause, claims, transitions, 
actions, strategies, and other relevant information. These constructs are identified 
following kernel theories about conflict management in prior research.  
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The design we have outlined has the potential to make several contributions to 
theory and practice. First, the CM2 system, to our best knowledge, is the first system 
that tries to structure how assistance may be provided to managers for more effective 
conflict management behaviors. Second, the design we propose builds on a meta-
model of conflict Vignettes, which can be applied for capturing and representing vivid 
yet analytical descriptions of conflict episodes. The notion of a Vignette is, in itself, 
an important contribution because it suggests a new structure that provides a new 
foundation for case-based conflict management system. Further, it also provides an 
approach that can be leveraged for capturing and representing theory-laden episodes 
in other domains beyond conflict management. Third, we claim that practitioners may 
benefit from CM2 in that it can improve their conflict management strategies, and 
may eventually develop more constructive attitudes toward conflict.  

We acknowledge that there are some limitations to our design. First, the design ef-
fort and outcome reported in this paper can contribute only a “partial theory,” that 
consists of constructs and a model along with an early instantiation. We describe this 
as the initial step in a journey toward a mature design theory [16]. More evaluation of 
the proposed system is also required to validate the design and understand the pheno-
menon in which the design is embedded. Second, we acknowledge that the usefulness 
of the system is determined by the scale of its repository. The more conflict vignettes 
it contains, the more likely it can provide relevant references to users. While comput-
er-mediated communication produces a large amount of raw data, such data is not 
readily available for use and manual processing can be daunting. Automatic or semi-
automatic approaches are required to help users to generate key information as speci-
fied in this paper through parsing and analyzing the raw communication data. The 
preliminary results from our work show that this can be realized through natural lan-
guage processing techniques and heuristics. The former techniques, such as Recursive 
Neural Tensor Network [46], are able to parse CMC data into atomic information sets 
that can be used to generate conflict vignette constructs based on some heuristics.  
Third, as more conflict vignettes are populated into the system, users will also face 
the new challenge of locating the vignettes that are most appropriate and informative 
for current conflict situation. Some matching functions are necessary for enhancing 
performance of the system. Candidate approaches, such as nearest neighbor retrieval, 
inductive approaches, and knowledge guided approaches can be analyzed and added 
to enhance the system further. These are part of our future research agenda. 
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Abstract. Competitive markets force diverse organizations to intensively man-
age innovation. Many of them set up multifunctional teams responsible for ge-
nerating novel and original ideas. Such teams often face higher risk of conflicts 
and tensions, being an inherent part of creative processes. Impact of this phe-
nomena on creative performance of teams, even though extensively addressed 
in research, remains unclarified. We approach this issue while providing a novel 
interpretation framework inspired by the concept of harmony in jazz improvisa-
tion. We apply it to observations made with project teams in an organizational 
setting, and use it to inform design of a supporting collaborative solution. We 
postulate the need for further work on team harmony and creativity.   

Keywords: creativity, harmony, jazz improvisation, task conflict, teamwork. 

1 Introduction 

The importance of innovative ideas in organizations has grown over the last decades. 
Creative performance of teams plays an important role in this change and requires a 
close consideration. Still, some aspects of group creativity remain unclarified, particu-
larly in the longitudinal, organizational context. A prominent case is the phenomenon 
of intragroup disagreements or confrontations, hitherto interpreted and intensively 
researched in the context of team or group conflict. The output is a partially contradic-
tory and inconsistent body of knowledge [16, 51, 75], failing to provide clear pre-
scriptions regarding collaboration engineering and the design of appropriate support 
systems. The insufficiency may hails from the inadequate framing of relevant find-
ings. Therefore, we introduce a framework relying on the concept of harmony in crea-
tive teams. It originates from the jazz improvisation (JI) metaphor already considered 
in a variety of contexts [27], including organizational change. In order to motivate the 
relation between JI and creative performance, a closer look at the organizational con-
text of creativity, i.e., innovation is discussed.  

Innovation used to be considered anything, but business as usual. Recently, the pa-
radigm has changed, while turning innovation into an inevitable element of business 
and society. Due to the highly competitive markets and customer demands, role of 
innovation management has grown to become one of the organization core business 
processes [28, 68]. Simultaneously, the interest in creativity support has arisen. The 
dependency between creativity and innovation is widely discussed [3, 14, 74]. While 
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creativity is about conceptualization or development of novel and useful ideas for 
products (value creation), innovation is about implementing them in organizations 
(value capture) [2, 25, 74]. Other important factor is the idea novelty. Changes ap-
plied in the course of innovation processes possess the degree of relative novelty, 
while creativity results in absolute novelty [3, 14]. This distinction emphasizes the 
role of creativity for radical innovation. While incremental changes often emerge 
from work practices, radical ideas with large impact flourish under specific circums-
tances, such as dedicated environments or particular organizational climate [70]. One 
of the methods proposed within the concept of ambidextrous organizations [52] are 
separate divisions for exploratory and traditional units, possibly organized in teams. 

Executive, administrative and other ‘daily business’ teams are expected to have 
different dynamics than creative teams, particularly due to the differences in goal 
setting [36, 37]. While using the analogy to music in general [1, 44], one could com-
pare the traditional action teams to classical music ensemble, who interpret the mas-
terpieces of art in a predefined, precisely described frame. At the same time, creative 
teams exhibits similarities with jazz musicians [6, 27], who improvise using unders-
pecified ‘minimal structures’ [4, 35] to create melody through ‘the suddenly arisen 
harmonic organization’ [6]. Considering the managerial sciences, JI is primarily ap-
plied in the field of organizational change and innovation strategies [24, 35, 46, 72], 
as well as marketing [27]. In limited scope, it is also used to moderate creative colla-
boration in groups [6, 13]. Regardless of how popular is the analogy based on melody 
composition in jazz, harmony, also an important dimension of music, has not yet been 
attended extensively.  

In the context of music, harmony “directs the attention to how patterns of conson-
ance and dissonance unfold over time” [1]. It describes the relationship of tones as 
they sound simultaneously, as well as the organization of such relationships in time 
[60]. Whereas in classical music, harmony is the responsibility of the composer and 
the interpreter influences it only in a limited way, jazz musician take care of the har-
mony while they improvise [63]. They create high-tension moments through disson-
ances and resolve them on the go, through movement towards consonant intervals. In 
general terms, dissonance in music describes a situation when simultaneous combina-
tion of two or more frequencies is experienced as unpleasant. Recent studies show, 
that generalization of such experiences is somewhat possible [76]. Speaking figura-
tively, if somebody hits several ‘incompatible’ piano keys at the same time, the sound 
will be experienced as unpleasant by most of the listeners. Dissonance can vary in its 
intensity, and to a certain degree it is included in most music pieces generally consi-
dered harmonious, including even great masterpieces of classical music, not to men-
tion spontaneously emerging jam sessions.  

Terms like harmony, consonance or dissonance hardly ever appear in literature on 
innovation management, and if so, mostly without deeper grounding in the theory. 
Different authors refer to harmony when addressing topics such as cultural differences 
[29], team constellations [49], and team effectiveness [45], in the context of intra-
group tensions or incompatibilities. However, they do not explain the analogy.  
Instead, they fall back to the well-established concepts from psychology, such as con-
flict and agreement. We, acknowledge that there exist a relation between the notions  
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of conflict and dissonance. In particular, when considering task conflict as incompati-
bility of activities rather than dissent of goals [69], the analogy to the incompatibility 
of tones becomes obvious. In this situation, analyzing current literature on perfor-
mance and conflicts in creative teams, as well as its shortcomings, seems to be the 
appropriate starting point.  

Group creativity is approached by a vast amount of studies and is addressed by 
numerous literature syntheses [30, 47, 51, 56–58]. Due to the high capacity for cross-
breeding of concepts, ideas and values, groups are considered potentially more crea-
tive than individuals or nominal group [55, 58, 67]. However, it is met with concern 
how little is known about turning this potential into real value [20, 40]. On the one 
hand, organizational scientist address creativity mostly on the level of individuals [20, 
57]. On the other hand, psychology research discusses collective creativity, primarily, 
while considering brainstorming performance in lab experiments [21, 31]. Neverthe-
less, the emerging body of knowledge provides evidence for positive relation between 
creative performance and numerous other attributes, such as team size and diversity, 
as well as task and goal interdependence, shared vision, participative safety, task 
orientation and communication [30, 57].  

Role of conflict and related factors for creative groups is frequently addressed in 
psychology and in organizational science [51]. Jehn [31] classifies team conflict into 
three categories: task conflict, relationship conflict, and process conflict. Studies 
prove the latter two to be detrimental to creative processes in groups. Interestingly, 
given this framing, no clear statement can be made in favor or against task conflict 
[51]. Still, any kind of disagreement and disharmony in groups may result in relation-
ship conflict, thus negatively influencing creative performance [31, 75]. This is ana-
logous to the dissonance produced by incompatible chords in a jazz performance, 
which, if not resolved or accented properly, may result in a poor aesthetic impression 
overall. We want to extend on this notion of group performance, while answering the 
first research question:  

RQ1. What is the constitution of team harmony in creative teams? 

As indicated before, conflicts may have negative influence on creative teams and 
lead to detrimental effects in a wider context. While there exist multiple IT systems to 
support creative teams at work through enhancing stimulation or providing means for 
parallelization of idea production, little has been done to support management of 
overall harmony in this specific situation [43, 71]. Given the importance of creativity 
for the value chain of modern organizations and potential influence of dissonance on 
creative performance, we seek to provide information on the following: 

RQ2. How to support teams at maintaining harmony by means of IT? 

This contribution is structured along these research questions. In the first line, it 
describes a literature study addressing the harmony-related issues in creative teams. It 
then provides a short summary of an exploratory study conducted prior to the litera-
ture review, which however confirms its results. Afterwards, implications for research 
and work practices are discussed.   
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2 Methodology 

Overall structure of this study follows the paradigm of Design Science Research 
(DSR) [26]. In the introduction, we present the practical relevance of creative team 
research for organizational science and particularly emphasize on harmony, as a po-
tentially influential factor for their performance. Second, we conduct a rigorous litera-
ture review of psychology and managerial science articles to analyze work done on 
conflict in the context of creativity. This leads to a synthesis of our working hypothe-
sis on the potential of team harmony and related constructs, a kernel theory, comple-
mented with prescriptive statements on creative group work. The proposed kernel 
theory is then evaluated based on observations made during an exploratory study done 
prior to the literature review. On the one hand, this procedure enables a better under-
standing of the observed events and tendencies. On the other hand, it deals as a first, 
limited and necessarily subjective [23, 48] sieve for the proposed set of assumptions 
and solutions. The above process forms the first cycle described in this paper, in 
which the concept of team harmony is treated as the artifact under consideration.  

Subsequently, we discuss the possibilities of supporting harmony in creative teams. 
We attempt to match the developed requirements to existing group support systems ad-
dressing creativity. Due to the limited outcome of this inductive elaboration, we deduce 
an exemplary approach resulting from the concept of harmony. We finalize while pro-
posing design principles that rely, primarily, on conceptual, value and explanatory 
grounding [21]. The remainder of this section addresses the particular methodologies 
applied to collect data.    

The process of the literature search is aligned to the guidance proposed by vom 
Brocke [7]. We certainly acknowledge the need for documenting the literature search, 
as well as the literature selection process [53]. Our review is structured accordingly.  

To collect a body of knowledge on relation between harmony and creativity, we 
started with querying several databases with use of the search service offered by 
EBSCOhost (www.ebscohost.com). We limited the choice of active databases to the 
following ones: Academic Search Complete (ASC), Business Source Premier (BSR), 
eBook Collection, EconLit, ERIC, Information Science and Technology Abstracts, 
PsycARTICLES, PsycBOOKS, PsycEXTRA, PsycINFO, SocINDEX. We used the 
following terms connected by Boolean ‘AND’ to query the databases: ‘conflict man-
agement team creativity’.1 The overall number of hits including all listed terms was 
122 (out of them 44 in BSR, 27 in PsycINFO and the remaining ones distributed over 
other databases) and after duplicate removal 82. All returned articles were published 
between 1980 and 2013. Review of all those contributions is out of scope of a confe-
rence paper, therefore we selected a subset according to the following criteria based 
on the coding of abstracts and titles.  
                                                           
1 In our first tries, we queried the databases for concepts related to harmony in creativity, but 

quick investigation of results did not yield any or very few relevant hits (number in parenthe-
sis represent overall hits in scholar journals and the relevant ones given the broad context of 
this article): harmony innovation team (9/1), dissonance innovation team (2/0), consonance 
innovation team (0/0), harmony team creativity (3/1), consonance team creativity (0/0), dis-
sonance team creativity (3/1). Given those results, we decided to focus on the well-
established concept of conflict management, which we consider related to harmony, and  
extend the results by means of forward and backward search if possible (cf. Section 1).  
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• Focus primarily on creative teams or design teams or innovation teams; 
• Focus on dynamics of teams (rather than team constant attributes like diversity); 
• Reference to harmony, conflict or conflict management in the title or abstract; 
• Journal listed in the Association for Information Systems (AIS) summary of MIS 

Journal Rankings [62] extended by the journals in the field of innovation and tech-
nology change management from the ABS Journal Quality Guide [22].  

This procedure yielded a set of 19 journal articles meeting all the criteria. As none of 
the detected literature reviews referred to conference publications, we decided not to 
conduct extensive search in the conference proceedings. Instead, we manually as-
sessed articles from the ACM Creativity & Cognition conference proceedings from 
last 5 years and extended the results set by two further articles. Additional review of 
ICIS 2013, ECIS 2013, and DESRIST 2013 proceedings did not provide any hits. 
However, backward and forward search [73] added another 26 journal articles, pri-
marily from the flourishing field of psychological research on brainstorming perfor-
mance. For the sake of precision and continence of the current publication, we give 
preference to studies conducted in organizations and/or with long term perspective, as 
well as pertinent meta-analysis, that were published between 2000 and 2013. Table 1 
(p. 7) presents the final set of eleven studies along with additional comments and a 
summary of findings.  

To collect knowledge on existing systems addressing needs of innovation and crea-
tive teams we applied a procedure similar to the above one. To start the search 
process, we query for ‘creativity support information systems’. This search returns 
268 hits (345 before the removal of exact duplicates: 146 in BSR, 129 in ASC, and the 
remaining ones distributed over other databases) from years 1980 – 2013. We apply 
the following criteria to the articles based on their titles and abstracts: 

• Focus on information systems and technology research. 
• Reference to influence on creative or innovative performance. 
• Focus primarily on creative teams or design teams or innovation teams. 
• Journal listed in the AIS summary of MIS Journal Rankings [62]. 

This procedure returns 22 results compatible with all criteria. Review of conferences, 
analogue to the one mentioned earlier, yields further three contributions. Forward and 
backward search [73] extends this list by another nine positions. Regrettably, none of 
the systems or designs in the resulting set of studies directly approaches harmony, 
tensions or conflicts in creative teams in an organizational context. An extensive re-
view goes, therefore, beyond the scope of this publication. Nevertheless, we address 
findings from this review in Section 5, while describing an exemplary system to sup-
port harmony in creative teams.   

Another part of the current contribution, the exploratory study, relies upon obser-
vations made with ethnographically informed methods [23, 48] in a specific organiza-
tional context. It was conducted within a graduate course at a European University, in 
which students are encouraged to apply Design Thinking (DT) on a real-life innova-
tion challenge, offered by industry partners. DT is a human-centered approach laid 
out along a structured process in order to produce breakthrough innovation with  
value to organizations and society [8, 17, 59]. It is an iterative procedure addressing 
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need-finding, ideation, prototyping, testing, and (re)defining. This cycle is applied 
repeatedly along a process starting with a design space exploration, followed by long 
divergent and convergent phases, until finalization in a single prototype [11]. Charac-
teristic for this approach is the demand for high ambiguity of ideas and prototypes to 
be achieved in the first stage of the project and number of choices to be made along 
the way towards the final prototype. Consequently, teams are exposed to major ten-
sions at any point of time [65]. Even though, DT itself encourages harmony mainten-
ance, teams encounter problems related to their diversity and distributed collaboration 
setting. Our study in the context of DT course focuses on three teams working from 
September 2012 to June 2013, with no breaks in between. The teams are coached by 
DT experts in two weekly sessions: once on the course level and once on the team 
level. Observations made in several of those sessions, as well as non-structured inter-
views with coaches and team members serve as basis for the study described in Sec-
tion 4. Particularly, we focus on the occurrence of incompatible tendencies in teams, 
and on whether and how the team approaches them on its way throughout the course.  

3 Theorizing on Harmony 

The existing literature does not explicitly approach the holistic notion of harmony, as 
introduced in the current contribution. It does, however, extensively discuss the influ-
ence of tensions and conflicts on team performance, and in particular, creative per-
formance [69]. However, as opposite to the role of dissonance in music, the impact of 
task conflict in creative teams has not been yet fully clarified [30, 51], though it is 
considered a relevant variable [56]. Resolving the conflict dilemma is out of scope of 
this publication. Instead, we propose a concise literature review and identify the most 
relevant constructs and relations to motivate our harmony-centered model of creative 
performance. Based on the extensive literature review described earlier, we selected a 
number of papers summarized in Table 1. We primarily included studies conducted in 
organizational context – we follow the assumption that this context, including team or 
work group history and goals, substantially moderates the important relationships. 
Also, we considered studies that generate or mimic such organizational context in 
university circumstances, if the observations made have a longitudinal character. Fi-
nally, we refer to two extensive literature meta-analysis to show the general tenor on 
relationship between conflict and creative performance of teams.   

Even a short peek on the table unveils the main problem, confirmed by the meta-
reviews [30, 51]: no clear, linear relation between task conflict and creative perfor-
mance can be established. Whereas some studies suggest a linear or curvilinear  
relationship, others prove further dependence on project phase or team type, and addi-
tional factors like information exchange or participative safety. The picture does not 
get clear, even if laboratory studies in psychology, excluded from this review,  
are considered [56, 69]. Designing a system to address tensions in creative teams 
would be, in this situation, at least cumbersome. That is where the harmony-oriented 
approach comes into play.  

 
 
 



 Call for Action: Designing for Harmony in Creative Teams 279 

 

T
ab

le
 1

. 
S

el
ec

tio
n 

of
 t

he
 r

ev
ie

w
ed

 a
rt

ic
le

s 
on

 c
on

fl
ic

t 
an

d 
cr

ea
ti

vi
ty

 s
or

te
d 

ch
ro

no
lo

gi
ca

ll
y;

 a
lo

ng
 w

ith
 t

he
 m

os
t 

re
le

va
nt

, 
st

at
is

ti
ca

ll
y 

si
gn

if
ic

an
t

fi
nd

in
gs

 g
iv

en
 t

he
 c

ur
re

nt
 t

op
ic

. 
C

P
 s

ta
nd

s 
fo

r 
cr

ea
ti

ve
 p

er
fo

rm
an

ce
, 

T
C

 f
or

 t
as

k 
co

nf
lic

t, 
R

C
 –

 r
el

at
io

ns
hi

p 
co

nf
lic

t, 
P

C
 –

 p
ro

ce
ss

 c
on

fl
ic

t. 
T

he
no

ta
tio

n 
us

ed
 f

or
 r

es
ul

ts
: A

 ×
 B

 s
ta

nd
s 

fo
r 

th
e 

co
rr

el
at

io
n 

be
tw

ee
n 

co
ns

tr
uc

t A
 a

nd
 c

on
st

ru
ct

 B
, ↑

 d
ep

ic
ts

 a
 p

os
it

iv
e 

re
la

ti
on

, a
nd

 ↓
 –

 a
 n

eg
at

iv
e 

on
e.

 

 

R
ef

er
en

ce
 

C
ha

ra
ct

er
 o

f s
tu

dy
 

R
el

ev
an

t v
ar

ia
bl

es
 

R
el

ev
an

t r
es

ul
ts

   

Je
hn

 a
nd

 M
an

ni
x,

 
20

01
 [3

3]
 

lo
ng

itu
di

na
l, 

su
rv

ey
-b

as
ed

, 
un

iv
er

si
ty

, p
ro

je
ct

 te
am

s 
TC

, R
C

, P
C

, t
ea

m
 C

P,
 

pr
oj

ec
t p

ha
se

 
TC

 ×
 p

ro
je

ct
 p

ha
se

 =
 in

ve
rs

el
y 

U
-s

ha
pe

d 
fo

r t
ea

m
s w

ith
 h

ig
h 

C
P 

TC
 ×

 p
ro

je
ct

 p
ha

se
 =

 ↑
 (s

ig
n.

 g
ro

w
 o

f T
C

 in
 la

te
 p

ha
se

) f
or

 te
am

s w
ith

 lo
w

 C
P 

Lo
ve

la
ce

 e
t a

l.,
 2

00
1 

[4
2]

 
su

rv
ey

-b
as

ed
, o

rg
an

iz
at

io
n,

 
ne

w
 p

ro
du

ct
 p

ro
je

ct
 te

am
s 

ta
sk

 d
isa

gr
ee

m
en

t (
~ 

TC
), 

in
no

va
tiv

en
es

s (
~ 

C
P)

 
TC

 ×
 C

P 
= 

↓,
 m

od
er

at
ed

 b
y 

fr
ee

do
m

 to
 e

xp
re

ss
 d

ou
bt

s a
nd

 c
ol

la
bo

ra
tiv

e 
or

 
co

nt
en

tio
us

 c
ha

ra
ct

er
 o

f c
om

m
un

ic
at

io
n 

K
ur

tz
be

rg
 a

nd
 

M
ue

lle
r, 

20
05

 [4
1]

 
se

lf-
re

po
rt-

ba
se

d,
 lo

ng
itu

di
-

na
l, 

or
ga

ni
za

tio
n,

 te
am

s 
TC

, R
C

, P
C

, i
nd

iv
id

ua
l 

C
P,

 te
am

 c
re

at
iv

e 
sy

ne
rg

y 
TC

 ×
 in

di
vi

du
al

 C
P 

= 
↑ 

on
e 

da
y 

af
te

r T
C

 o
cc

ur
s 

TC
 ×

 te
am

 c
re

at
iv

e 
sy

ne
rg

y 
= 

↓ 
at

 th
e 

da
y 

TC
 o

cc
ur

s 

C
he

n,
 2

00
6 

[1
2]

 
su

rv
ey

-b
as

ed
, o

rg
an

iz
at

io
n,

 
pr

oj
ec

t t
ea

m
s 

TC
, R

C
, t

ea
m

 C
P 

TC
 ×

 C
P 

= 
↑ 

in
 te

ch
no

lo
gy

 o
rie

nt
ed

 te
am

s 
R

C
 ×

 C
P 

= 
↓ 

in
 se

rv
ic

e 
or

ie
nt

ed
 te

am
s 

D
e 

D
re

u,
 2

00
6 

[1
5]

 
su

rv
ey

 a
nd

 in
te

rv
ie

w
-b

as
ed

, 
or

ga
ni

za
tio

n,
 v

ar
io

us
 te

am
s 

TC
, t

ea
m

 C
P,

 in
fo

rm
at

io
n 

ex
ch

an
ge

, c
ol

la
bo

ra
tiv

e 
pr

ob
le

m
 so

lv
in

g 

TC
 ×

 C
P 

= 
in

ve
rs

el
y 

U
-s

ha
pe

d 
(s

lig
ht

 sh
ift

 to
w

ar
ds

 lo
w

 le
ve

l o
f T

C
) 

TC
 ×

 in
fo

rm
at

io
n 

ex
ch

an
ge

 =
 in

ve
rs

el
y 

U
-s

ha
pe

d 
 

TC
 x

 c
ol

la
bo

ra
tiv

e 
pr

ob
le

m
 so

lv
in

g 
= 

in
ve

rs
el

y 
U

-s
ha

pe
d 

K
ra

tz
er

 e
t a

l.,
 2

00
6 

[3
8]

 
su

rv
ey

-b
as

ed
, o

rg
an

iz
at

io
n,

 
pr

oj
ec

t t
ea

m
s 

te
am

 p
ol

ar
ity

 (~
 T

C
), 

te
am

 
C

P,
 p

ro
je

ct
 p

ha
se

, d
eg

re
e 

of
 in

no
va

tio
n 

te
am

 p
ol

ar
ity

 ×
 C

P 
in

 in
cr

em
en

ta
l i

nn
ov

at
io

n 
or

 la
te

 in
no

va
tio

n 
ph

as
e 

 =
 ↓

 
te

am
 p

ol
ar

ity
 ×

 C
P 

in
 e

ar
ly

 in
no

va
tio

n 
ph

as
e 

= 
in

ve
rs

el
y 

U
-s

ha
pe

d 
  

(i.
e.

, C
P 

hi
gh

 a
t m

od
er

at
e 

le
ve

l o
f C

T,
 C

P 
lo

w
er

 if
 C

T 
hi

gh
 o

r l
ow

) 
H

ül
sh

eg
er

 e
t a

l.,
 

20
09

 [3
0]

 
m

et
a-

an
al

ys
is

, l
ite

ra
tu

re
 

ba
se

d 
TC

, R
C

, c
oh

es
io

n,
 in

te
rn

al
 

co
m

m
un

ic
at

io
n,

 te
am

 C
P 

C
P 

× 
co

he
si

on
 =

 ↑
 ; 

C
P 

× 
in

te
rn

al
 c

om
m

un
ic

at
io

n 
= 

↑ 
; 

no
 si

gn
ifi

ca
nt

 re
su

lts
 fo

r T
C

 o
r R

C
 

Fa
rh

 e
t a

l.,
 2

01
0 

[1
9]

 
su

rv
ey

-b
as

ed
, o

rg
an

iz
at

io
n,

 
pr

oj
ec

t t
ea

m
s 

TC
, t

ea
m

 C
P,

 p
ro

je
ct

 p
ha

se
 

TC
 ×

 C
P 

= 
in

ve
rs

el
y 

U
-s

ha
pe

d 
in

 th
e 

ea
rly

 p
ro

je
ct

 p
ha

se
 (s

lig
ht

 sh
ift

 to
w

ar
ds

 
hi

gh
 le

ve
l o

f T
C

) 

Je
hn

 e
t a

l.,
 2

01
0 

[3
2]

 
in

-c
la

ss
 e

xp
er

im
en

t, 
or

ga
ni

-
za

tio
n,

 w
or

k 
gr

ou
ps

 
co

nf
lic

t a
sy

m
m

et
ry

, g
ro

up
 

C
P 

gr
ou

p 
ta

sk
 c

on
fli

ct
 a

sy
m

m
et

ry
* 

× 
gr

ou
p 

C
P 

= 
↓ 

* 
th

e 
de

gr
ee

 o
f d

is
pe

rs
io

n 
in

 g
ro

up
 re

ga
rd

in
g 

pe
rc

ei
ve

d 
co

nf
lic

t 

Fa
irc

hi
ld

 a
nd

 
H

un
te

r, 
20

13
 [1

8]
 

lo
ng

itu
di

na
l, 

su
rv

ey
-b

as
ed

, 
un

iv
er

si
ty

, d
es

ig
n 

te
am

s 
TC

, p
ar

tic
ip

at
iv

e 
sa

fe
ty

, 
te

am
 C

P 
TC

 ×
 C

P 
= 

↑ 
on

ly
 if

 h
ig

h 
pa

rti
ci

pa
tiv

e 
sa

fe
ty

;  
lo

w
 T

C
 a

nd
 lo

w
 p

ar
tic

ip
at

iv
e 

sa
fe

ty
 c

or
re

la
te

 w
ith

 m
os

t o
rig

in
al

 so
lu

tio
ns

 

O
’N

ei
ll 

et
 a

l.,
 2

01
3 

[5
1]

 
m

et
a-

an
al

ys
is

, l
ite

ra
tu

re
 

ba
se

d 
TC

, R
C

, P
C

, t
ea

m
 ty

pe
, 

pe
rfo

rm
an

ce
, t

ea
m

 C
P 

TC
 ×

 te
am

 p
er

f. 
= 

↑ 
in

 d
ec

isi
on

-m
ak

in
g;

 ↓
 in

 p
ro

du
ct

io
n 

an
d 

pr
oj

ec
t t

ea
m

s 
no

 si
gn

ifi
ca

nt
 re

su
lts

 fo
r T

C
, P

C
 o

r R
C

 ×
 te

am
 in

no
va

tio
n 

pe
rfo

rm
an

ce
 (~

 C
P)

 
 



280 M. Dolata and G. Schwabe 

 

On the one hand, team harmony stems from the previously mentioned JI metaphor. 
This results in the vocabulary choices and dependencies between constructs that de-
scribe the overall team harmony. On the other hand, it uses findings from the field of 
managerial sciences and psychology addressing the task conflict and intragroup ten-
sions. This twofold motivation assures compatibility of the presented paradigm with 
the JI-motivated literature as well as the actual behavioral knowledge base.  

An important issue in improvisation music is the ongoing listening to each other 
[13, 27]. This is a specific form of communication, as the message constructed by one 
musician (melody) is primarily not directed at the band, but the audience. Still, it is 
implicated that band members receive the message and interpret it appropriately. Also 
the creative teams mostly generate solutions addressed at external audience (users, 
customers, and partners), still the communication within the team remains substantial 
to the management of conflicts and tensions, as well as the creative performance [15, 
42]. This dimension of harmony is referred to as mutual listening in our model. 

As discussed before, jazz musicians, especially in jam sessions, generate disson-
ances to provide an emotionally involving performance. Dissonances are also natural 
to the creative processes, and as some research suggests, may be beneficial to the 
overall output. Still, as Jehn et al. [32] conclude, differences or lacking awareness of 
them may be detrimental to work performance. Therefore, we postulate that teams 
need to develop dissonance awareness and shall be supported at it.  

Finally, if dissonances occur, harmony requires to manage them. Some disson-
ances are resolved straight away towards consonance, some others are deliberately 
accented and resolved afterwards. This process does not require dedicated reflection, 
but happens along the course of improvisation. Several studies provide evidence for a 
curvilinear dependency between conflict and creativity, others suggest moderating 
effects of, e.g., collaborative atmosphere [18, 19, 33, 42]. We follow up on their find-
ings and postulate the importance of dissonance resolution in creative teams. Fig. 1 
depicts the proposed harmony oriented view on creative performance along with the 
appropriate design requirements, to be considered when addressing this issue in colla-
boration engineering or design of creative support systems.         

 

Fig. 1. Harmony-oriented view of creative performance and resulting design requirements 

Prevention of Relationship and Process Conflict 

Mutual Listening 

Dissonance Awareness 

Dissonance Resolution 

Stimulation 

Creativity 

DR 3. Provide means for seamless 
dissonance resolution 

DR 2. Provide means for seamless 
dissonance awareness 

DR 1. Provide interaction paradigm 
that encourages mutual listening 
within the team 
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4 Exploratory Study 

This exploratory study deals as an evaluation of the proposed harmony-oriented mod-
el of creative performance. At the same time, it motivates the design of a mechanism 
that shall support creative teams at maintaining their harmony while preserving most 
successful work practices. We focus on three teams chosen to represent the variety of 
collaborative settings encountered in the design thinking course. At the same time, 
those teams exhibit different patterns of harmony. All teams are working according to 
the same process and follow the same three milestones. They, also, use similar IT 
infrastructure mix, including a wiki page for documenting purpose, file sharing ser-
vices and social platforms for asynchronous work, as well as IM-messaging and video 
conferencing for synchronous communication. Additionally, video and picture shar-
ing platforms are used as a storage for the respective media.  

Team A consists of seven members of two universities on different continents. 
Their challenge addresses innovative service design task for financial industry. Team 
members use the whole range of communication media, including biweekly video 
conferences. All of them also meet twice in real in the course of the project. Neverthe-
less, knowledge gaps arise regarding the state and objective of particular tasks.  
Mutual listening fails particularly at the boundary between the two participating uni-
versities. As the task conflict lasts for almost 90% of the project duration, it turns into 
process conflict. The team performance at the first and second milestone is below the 
average. The team is aware of the dissonance and seeks for its resolution during  
the final real meeting, short before the deadline. Team surprisingly performs above 
the average. The final prototype improves significantly over the last days during the 
final co-located session. 

Team B consists originally of five students, however one lefts after the first miles-
tone. It is a three universities – two continents team. Their challenge addresses the 
design of a social platform for sports industry. As opposite to Team A, in the early 
stage, Team B experiences only mild dissonances that are addressed and resolved in 
co-located settings. The team performs extremely well in the first milestone compared 
to others and it is above average in the second one. As everyone agrees on the course 
of action, team decides to distribute the tasks. Starting at this point, mutual listening is 
not as easy as before anymore, dissonances arise, of which the team members are 
only partially aware. The final co-located meeting unveils the dissonances, which the 
team is not prepared to deal with. Consequently, they remain partially unresolved and 
the team performs below expectations and below average.   

Team C consists originally of three, and after first milestone four students, from 
two universities located in the same country. It aims at designing an innovative colla-
boration platform for financial industry. Due to the arrival of new team member, it 
has a period of active harmony maintenance, which is conducted seamlessly along the 
team tasks and activities. Intensive mutual listening produces awareness of disson-
ances, which are either immediately resolved or kept open for a short period of time. 
None of the strategies is detrimental to the team. On the contrary, it supports creative 
problem solution. Whereas the team was considered average in the first milestone, it 
outperforms other teams in the last one.    
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5 Artifact Design 

While analyzing the previous cases, one recognizes the influence of team harmony on 
the overall creative process and the dynamics of particular groups. Creating novel 
products or business models requires constant supply of new ideas, which, in the de-
scribed design thinking course, come primarily from the team as well as the potential 
users and their environment, coaches and project partners. Still, regardless of the idea 
origin, it is the team, who assembles the prototypes while converting the ideas and 
combining them with the domain-specific knowledge and observations. This creative 
process has particularly much in common with improvised jazz music, where music 
emerges harmonic and rhythmical combination of chords. Whereas a jam session is 
mostly a timely limited gathering, creative collaboration as described above is an 
ongoing improvisation performance lasting for several months.  

As previously indicated, the presented teams perform pretty well if working syn-
chronously at the same place. Mostly, they are able to deal with local, short-term dis-
sonances and consonances in a way that supports their creative output. Harmony 
maintenance happens simultaneously to the main activities, without dedicated reflec-
tion and adjustment time. Even though, we cannot assume all co-located sessions to 
be absolutely optimal, the above analysis as well as received feedback suggest that 
they form the highlights of the development process. Traditionally, four modes of 
collaboration emerged which aligned to the dimensions of space (co-
located/distributed) and time (synchronous/asynchronous) [61]. Unfortunately, some 
collaboration patterns, even if successful in co-located and synchronous setting, can-
not be easily transferred and applied to the overall process of creative project work. In 
the innovation projects, there will necessarily be phases of distributed individual or 
subgroup work – this holds for the DT course as well as for creative innovation teams 
in organizations. The reasons range from the absence of a single team member up to 
the dissemination of team members across countries and time zones. Also, recent 
disputes show the fundamental role of individual work for creative introverts [10]. 
Given the importance of collaboration distributed across space or time, we ask how to 
support teams at maintaining harmony in settings others than synchronous work.  

Hitherto, as the literature review on GSS (Group Support Systems) and CSS (Crea-
tivity Support Systems) unveils, little has been done to address team creativity in the 
context of harmony in asynchronous settings. Whereas CSS addresses such concepts 
as playfulness, comprehension and specialization of knowledge [71] as ways of sti-
mulation, it does not explicitly address conflict that may occur in stimulated teams 
[34, 47, 64]. GSS addresses issues of consensus and effective decision making in 
creative problem solving, it does however primarily focus on co-located sessions [39, 
50]. It provides process support through communication parallelization, anonymity, 
group memory, and media effects, as well as task and process structure, and task sup-
port [50]. Still, its usage for harmony maintenance is limited. While considering the JI 
metaphor, task harmony shall emerge from collaboration practices and not from in-
tensive reflection, which lies in focus of group decision support systems, a branch of 
GSS. We intentionally stress the difference between explicit conflict management and 
tacit harmony maintenance, and model the latter while taking co-located, synchronous 
collaboration as our gold standard. 
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Given the dependencies depicted in Fig. 1, it seems natural to consider the level of 
mutual listening in the first line. Participators of off-line group ideation sessions find 
themselves in a situation, where listening to one another happens naturally and is 
mostly successful. However, as soon as teams are distributed, keeping awareness of 
who is sending something into the common communication channel and what is the 
content of the message is by far more difficult. There exist tools to support distributed 
synchronous teams working in a creative or problem-solving mode. They fall into the 
category of conferencing systems, media spaces [66] and collaborative virtual envi-
ronments [5]. Teams working asynchronously, but at the same place, can manage this 
awareness by observing changes in the working environment (notes on the walls, 
prototypes left on side, etc.). Also, in file sharing services that are widely used for 
distributed, asynchronous work, some mechanisms for supporting awareness are im-
plemented. However, they mostly focus on the issue of time- or dependency-based 
coordination of team activities [9] and fail to address some of the other user expecta-
tions [54]. This section explicitly addresses an extended view on asynchronous 
awareness aligned to the notion of mutual listening as derived from JI metaphor.  

We describe a simple, exemplary interaction paradigm that supports team members 
at maintaining a constant mutual notion of what others do, thus allowing for early 
dissonance awareness and appropriate reaction to this. It also provides simple means 
to resolve dissonances or keep them to assure idea divergence, although it does by no 
means limit the teams in their choices. The mechanism, we propose, relies on the 
division of the common repository into two distinct spaces: (1) the individual spaces 
of team members, depicted in Fig. 2 by the peripheral bubbles with names, (2) the 
central team space, ‘We’, including elements currently relevant for the whole team 
and therefore describing the general tenor of development within the team. If, within 
a predefined period of time, an element is attended by more than the half of the team, 
it will automatically move to the middle, thus showing the team awareness of its con-
tent. If a specific element from ‘We’ remains unattended for a longer period of time, it 
returns to its owner, who is then able to discard it.  

 

Fig. 2. Sketch representing basic notion of asynchronous mutual listening mechanism 

We deliberately apply the word ‘element’ instead of ‘file’ or ‘document’. It is natu-
ral, that in a process including co-located setting, some work artifacts are real things 
and may be represented in the repository in some underspecified form. Another im-
portant feature of the proposed mechanism is the versioning that allows to review 
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team performance and attend forgotten elements. Team members can also ‘un-attend’ 
an element if they are not sure of its compatibility with the general tenor. Teams that 
stand in a phase of stronger dissonance realize it through the small size of the ‘We’-
space compared to the individual spaces.    

Fig. 2 depicts the basic interaction mechanism introduced for this exemplary appli-
cation of harmony perspective. In general, one can see the team members along with 
their individual spaces and the central space. Each team member can attend any ele-
ment regardless of its location. One can see that Robin has four different elements she 
works on, while Barney has two, one depicted as a document and one as a video. It is 
indeed a video prototype of a new service he proposed to the team. He has been ex-
tensively working on it for the last days, which is signalized by the ‘gemmating’ bub-
ble. If at least two other members open and watch the video within a week, it will 
automatically move to the ‘We’ space. We propose one week as the control period of 
time due to the character and rhythm of the design thinking course, but any other time 
frame is possible.  

With this proposition we address all levels of harmony maintenance discussed in 
the previous chapters and propose the following design principles. Below we sum-
marize them given the developed requirements.  

Table 2. Requirements and design principles for support of team harmony in long-term setting 

Requirement Design Principle 

DR 1. Provide interaction paradigm that 
encourages mutual listening within the team 

To reach DR 1, limit the number of elements consi-
dered common team output to the ones attended by the 
majority of team members. 

DR 2. Provide means for seamless disson-
ance awareness 

To reach DR 2, visualize the ratio of files within the 
common space and distributed among individual spac-
es. 

DR 3.  Provide means for seamless disson-
ance resolution  

To reach DR 3, include a mechanism for automatic 
forgetting the files from common space.  

6 Discussion and Conclusions 

Concept and Constitution of Team Harmony. This contribution introduces a novel 
framing for analyzing role of tensions, incompatibilities and disagreements in creative 
teams. It relies on the jazz improvisation metaphor and draws on the music notion of 
harmony, adopted for the first time to describe processes in creative teams. It depends 
on the notion of an improvised jam session, where music emerges through novel 
composition of preexisting and not yet known parts. Addressing our first research 
questions, we opened up with a rigorous literature review on task conflict and accom-
panying tension in creative teams. While focusing on studies from organizational and 
semi-organizational, long-term context, we elaborated on factors influencing or mod-
erating creative performance and disagreements in teams. We ended up with a har-
mony-oriented view on team creative performance, which in its core includes a model 
of team harmony (cf. Fig. 1). It consists of the following layers: mutual listening, 
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dissonance awareness, and dissonance resolution. We postulate that well performing 
creative teams will seamlessly maintain harmony, at least in synchronous, co-located 
sessions. We also assume, that it is possible to support teams at this particular activity 
by means of IT systems and process improvements. The concept of harmony and its 
constituents was evaluated through cognitive walkthrough, based on the observations 
made in a specific and creativity-oriented organizational context. The introduced 
model contributes to the knowledge base on conflict in creative teams and opens new 
possibilities to frame research questions and possible results.  

Designing Support for Harmony. Given the capabilities coming with the introduced 
concept of harmony, we applied the collected insights in design of an exemplary sys-
tem to support harmony in teams. It incorporates harmony maintenance in standard 
actions of users, thus supporting the idea of seamless interaction. It relies on a simple 
mechanism that limits the number of elements considered common team output and 
provides constant feedback on the ratio between individual, possibly incompatible or 
dissonant actions, and the concerted ones. Even though the proposed paradigm was 
designed to be implemented in an IT system, it is possible to adapt it as a process to 
creative teams working in different settings. Thus, it can be easily applied by practi-
tioners and moderators of creative processes.  

Limitations and Outlook. The current study discloses a practical gap in the field of 
CSS / GSS, and, at the same time, it contributes to a better understanding of processes 
in creative teams. Still, we do not postulate our research to be accomplished or termi-
nating. On the contrary, we recognize that our literature review is not complete, even 
though rigorously conducted and documented. Nonetheless, it was sufficient to devel-
op and motivate the proposed model of team harmony. Our primary focus on teams in 
organizational context excluded much valuable research done in classes or labs – 
attending this literature could provide further theoretical clues on harmony in creative 
contexts. Moreover, further practical evidence can be attained through implementa-
tion of the proposed paradigm in real teams. The latter could benefit from a holistic 
system that encompasses findings from the fields of CSS and GSS, thus a closer look 
in those fields is still pending. In that sense, we look forward to future research that 
uses the notion of team harmony and adds to it. Herewith, we call for further investi-
gation of harmony issues in the context of creativity and innovation.  
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Abstract. Evaluation is an essential part of design science research - a means to 
demonstrate qualities of artefacts and knowledge abstractions. The utility-
fitness model suggests that evaluation needs to move from ‘usefulness’ meas-
ures to utility functions that incorporate the long-term evolution and survival of 
an artefact in its design landscape. In this paper, we interpret a process of inno-
vative change taking place within a design system, in order to provide an em-
pirical account of utility-fitness. We propose that the utility-fitness model pays 
too little explicit attention to technological-ecological fit, accountability, and 
robustness: Three ideals that were prevalent in the scrutinized empirical setting. 
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1 Introduction 

Evaluation has been emphasized as a core activity in design science research (DSR). 
Through evaluation, the researcher demonstrates the usefulness and the efficacy of 
proposed design science artefacts [1]. Evaluation concerns both design outputs and 
theoretical contributions (i.e. artefacts and abstract contributions).  

Gill & Hevner [2] provide a view on IT artefact quality that expands the prevailing 
focus on utility as usefulness in DSR. The fitness-utility model incorporates a set of 
characteristics of an IT artefact that are related to its long-term value in society, rather 
than its immediate usefulness. We conceive of the fitness-utility model as a concep-
tual elaboration of the notion of mutability as an aspect of design theory [3]. Gill and 
Hevner [2] propose that designers (in practice) base their designs on more or less 
explicit utility functions. These choices of the designers evolve over time, as they 
interact with various stakeholders in the design process. Usefulness, in this view, is 
one out of many choices in the utility function. The fitness-utility model proposes a 
tentative set of design candidate characteristics that are likely to impact the fitness of 
an artefact to its intended application environments. The characteristics include de-
composability, malleability, and openness (all promoting modification of the artefact). 
Additional characteristics that affect fitness are novelty, elegance, and whether or not 
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the artefact is interesting. Finally, they argue that the design system that supports the 
emergence of the artefact is important for the long-term evolution and diffusion of the 
artefact in the evolving design landscape.  

As a simple example, an artefact that does not continually evolve through design 
actions is like to become obsolete quicker than one that is frequently revised in accor-
dance with new requirements from stakeholders in its application environment. De-
sign systems may have different characteristics. Consider, for example, the difference 
between open source communities and closed communities of users and designers. 
Thus, Gill & Hevner [2] present utility as a construct to estimate fitness – which in 
itself is presented as an abstract concept. The true value of fitness “unfolds only over 
time” [2, p.5:2]. Further, they elaborate the meaning of utility, claiming that the IS 
DSR community tends to view it rather narrowly as a characteristic of the artefact, in 
relation to other qualities such as efficacy. They propose an exaptation from econom-
ics, where utility is posited as a function to rank choices in the context of decision-
making. The utility function is thus formed as a function f where each choice x is 
expressed as a set of attributes, i.e.: 

 Utility = f(x1, x2, …, xN). (1) 

Two assumptions are important in economics with respect to the utility function. 
First, the choices are individual, and affected by social and cultural forces. Second, 
individuals seek to maximize their own utility. The utility-fitness model [2] thus 
makes a contribution to the idea of utility in IS DSR research through a definition of 
utility that goes beyond usefulness. Given that the fitness-utility model was recently 
introduced, there is a lack of empirical studies that show how designers relate to the 
design candidate characteristics in actual design practice.   

The purpose of this paper is to explore empirically how the DSR utility function is 
enacted in software development practice.  

We take an interpretive stance to analyse a process of innovation within a design 
system, investigating how a series of events unfolded as an implication of a proposal 
for innovative re-design of an IT artefact. As diffusion of innovation happens in a 
social context [4], in which the maturity and preconditions of the environment influ-
ences the innovation adoption rate, we also need an understanding of benefits and 
limitations of the new technology given its context. Consequently, we have comple-
mented our analysis with innovation diffusion theory (ibid.) as an additional theoreti-
cal input for our analysis. 

The paper is outlined as follows: We provide an introduction to research on utility 
characteristics of design artefacts, with a particular focus on the Utility-Fitness Model 
of Gill & Hevner [2]. We describe the method of our study and present the results. 
Then, we discuss the results of our investigation and its implications for the evalua-
tion of artefact quality.  In the final section we conclude and outline future work.  

2 Research Setting and Research Approach 

In this section, we introduce the approach for data collection and data analysis,  
followed by an overview of the empirical setting for the study. 



 An Empirical Account of Fitness-Utility 291 

 

2.1 Research Approach 

The approach in this paper is to learn more about design practice by doing design, as 
explained by Baskerville et al. [5]. Their view resonates with the pragmatic idea that 
inquiry into a situation leads to an in-depth understanding of that situation [6], and 
that attempts to change a situation will disclose forces that prevent and support the 
attempted change. We investigate a process in which a team of developers was ex-
posed to and acted upon ideas on how to adapt their web-based artefact to better sup-
port mobility; i.e. a re-design of the artefact to support use on a variety of devices 
such as smartphones and tablets. The developer team consists of four full-time devel-
opers, two PhD students working part-time as developers, and a senior researcher.  

This study was conducted through a set of design activities, including design and 
development of software as well as formative workshops with the developer team. 
Data was collected during and between design and evaluation workshops. In total, 8 
workshops were organized, engaging a great variety of stakeholders. Workshop dis-
cussions were documented and in some cases audio was recorded. In addition, field 
notes were taken. To provide additional corpus, data sources also include e-mail cor-
respondence, presentations, meeting minutes, artefact source code revision history, 
and log messages. The first author of this paper was the originator and manager of the 
design process and participated in the development. The second author acted as a 
manager and developer in the design team. The last author was continually informed 
about the design process and participated in one of the workshops.  

We appropriated an interpretive approach to data analysis following the principles 
of Klein and Myers [7]. As outlined by Orlikowski and Baroudi [8], interpretive re-
search aims at understanding phenomena by attempting to understand the meaning 
that participants assign to them. In this case, the phenomenon at hand is to understand 
the meaning of ‘fitness-utility’ from the point of view of developers. Data was ana-
lysed iteratively by shifting between interpretation of data, theoretical studies, and 
development of theoretical interpretations. Analysis of actions, decisions, develop-
ment efforts, and emergence of artefact attributes represent the parts while the evolv-
ing analysis results represent the whole [7]. The shift in focus between parts and the 
whole correspond to the fundamental principle of the hermeneutic circle. Following 
the principle of contextualization, we also factor in the historical background of the 
case environment to support interpretation. The data was also further analysis with 
keeping diffusion of innovation [4] theory in mind. 

Given the interpretive approach, there is a need to mitigate the ‘mediation of lan-
guage and preconception’ associated with understanding reality, to paraphrase Or-
likowski and Baroudi [8]. A triangulation approach was employed to analyse data, 
motivated by the authors’ different experiences from the design process and their 
varying ‘distances’ to the development team. The triangulation approach was benefi-
cial to address the principle of interaction between the researchers and the subject [7]. 
Two researchers initially approached the process of interpretation independently. The 
final version of the interpretation was done in joint discussions where all three re-
searchers discussed the consistency of the results and validated the resulting concepts 
against empirical data.  
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2.2 Research Setting 

U-CARE (Uppsala University Psychosocial Care Programme) is a research pro-
gramme aiming at designing and developing knowledge regarding Internet-reliant 
protocols for psychosocial care and cognitive behavioural therapy. Approximately 10 
treatment protocols are part of ongoing studies, including for example paediatric on-
cological care, adult oncological care, cardiological care, and fear of birth among 
pregnant women. Typically, Randomized Controlled Trials (RCTs) are conducted to 
study the effect of a self-help programme via Internet on anxiety and depression. Re-
search groups are interdisciplinary, including researchers from various disciplines 
such as caring sciences, psychology, economics, and information systems. 

The U-CARE Portal is the web-based software to support treatment as well as re-
search. The design of the portal was ingrained by viewpoints from a large number of 
stakeholders, including representatives from the different academic disciplines, practi-
tioners such as nurses, medical doctors, and psychologists, and patients.  

The software is still evolving in an ongoing design process. Bug fixes, refactoring and 
development of new features take place in an agile process. Development sprints last for 
two weeks, and the target of the organization is to release a new production version of the 
software every month. In total, 80+ design workshops were organized since the inception 
of the program in 2010, engaging a great variety of stakeholders. The stakeholder-centric 
[9] and iterative approach promotes a focus on value creation – a continuous assessment 
of the software as a means to contribute to the overarching goals of the U-CARE  
programme. The multi-disciplinary approach in U-CARE resonates well with the charac-
teristics of rigorous evaluation in IS design research as put forth by Hevner et al. [1]. 
Contributions from psychology and economics, disciplines with a strong quantitative 
evaluation tradition, ingrain U-CARE research with evaluation methods. Relevance, 
design and rigor cycles [10] are part of the stakeholder-guided process through which the 
design emerges. The overarching ambition among the IS researchers in the U-CARE 
context is to employ design science research to develop novel design knowledge drawing 
from design experiences in the context of online psychosocial care.  

We briefly present characteristics of the software to give an indication of its complex-
ity. The software supports various activities in treatment and research, including Cogni-
tive Behavioural Therapy (CBT), psychoeducation, chat, moderated forum discussions, 
decision support for therapists, design of new treatment protocols, manage reminders, 
survey design and data collection, data export, FAQs, patient diary keeping. As a back-
bone for these features, the software also supports role management and authorization, 
content management, logging, configurable reminders, and multi-linguality. The software 
consists of five subsystems, comprising in total ~50 000 lines of code and ~100 database 
tables. Since some of the RCTs are ongoing, new releases of the software are required to 
be stable to prevent damage to ongoing treatment and research. 

3 Interpretation of Design Activities 

In this section, we provide an account of the performed design activities, and the ab-
stractions made from interpretation of those activities. We structure our description on 
a phase-model of design activities (Fig. 1) that correspond to the three first phases of 
the innovation-decision process [4]. 
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Fig. 1. Three stages of innovation-decision (after [4]) 

First, knowledge exploration, includes activities concerned with understanding the 
context of design, including requirements from the organization, the installed techno-
logical base, and opportunities for innovation given the technological landscape.  
Second, persuasion, focuses on the set of activities through which design was guided 
to evolve in a direction to satisfy stakeholders. Third, decision, elaborates on the de-
sign activities that were required to convince stakeholders to adopt the new design in 
their practice. 

3.1 The Knowledge Exploration Stage 

The process towards a mobile software started out explorative, with the purpose of 
better understanding (i) mobility needs and installed base, and (ii) the ‘mobility land-
scape’, i.e. mobile technologies and development strategies that may be relevant in 
the current context.  
 
Mobility Needs and Installed Base. Through a series of informal discussions with 
representatives of the organization, basic requirements for mobility were phrased. 
Mobility has been recognized as important since the inception of U-CARE, but it has 
never been at the fore in the design process. Early discussions, however, made it pos-
sible to identify a set of requirements (R1-R4 below) for adaptations of the software 
for mobile use. Psychology researchers deemed mobility desirable but at the time the 
focus was to design rigorous studies on web-based treatment. Even though mobility 
was not required at the time it was emphasized that mobility, when provided, should 
be accessible on patients’ choice of devices (R1) and provide security and protect 
privacy of patients (R2). IS researchers (who also acted as system analysts and soft-
ware developers) expressed that trends towards mobility should be recognized in the 
design of U-CARE software. However, an adaptation to mobility should require 
minimum development / maintenance effort (R3) and be designed on top of the exist-
ing system infrastructure insofar possible (R4). These requirements illustrate impor-
tant preconceptions that governed the process of adapting the software for mobility. 

 
Mobility Landscape. Literature and online resources (e.g., blogs and forums) were 
studied to learn more about the mobility landscape, including devices, operating sys-
tems, frameworks, standards, regulatory organizations, and developer resources. A 
rudimentary model for comparison of development approaches (Fig. 2) was created. 
Given the requirements R1-R4, B is the ideal quadrant in the U-CARE setting, since it 
builds on the installed base and allows use of device capabilities (e.g. GPS and user 
interface components) to support design for a better user experience.  
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Fig. 2. A rudimentary model for comparison of development approaches 

It is out of scope to present all identified approaches here, but a range of optional 
paths towards mobility were identified, ranging from completely native apps [D], to 
various hybrid app solutions mixing web and native code [B/D], responsive design 
frameworks to make a web site adapt to different screen sizes [A]. In addition, script-
ing frameworks such as jQuery mobile were identified that enables websites to get the 
look and feel of user interfaces of native mobile apps [B]. In addition to assessing the 
different approaches based on literature, experimental development was conducted to 
better understand each technological concept and its potential value in relation to the 
installed base and requirements from the organization. 

3.2 The Persuasion Stage 

The persuasion phase consisted of four design workshops and development efforts 
that took place as a consequence of decisions made during the workshops (Fig. 3).  
 

 

Fig. 3. Timeline of workshops 
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Design Workshop 1 

Overview. During the first workshop, mobility was presented as an innovation chal-
lenge of U-CARE. Open feedback on the issue was gathered from the scientific advi-
sory board members of U-CARE, staff and associated researchers.  

Design Implications/Decisions. There were two key results from the discussions: 
‘technology could be used more effectively in order to promote behaviour change’ 
and ‘enhance recruitment to intervention studies e.g. via the design of the portal’s 
layout’. The workshop resulted in an increased awareness of mobility issues and trig-
gered further discussion on the topic within U-CARE.  

Undertaken Design Actions. The IS researchers planned a second design workshop 
to introduce and discuss mobility solution design choices.  

Design Workshop 2 

Overview. Workshop 2 was the main design workshop. It included a presentation of 
mobility and motivations (see Fig. 2), a Q&A-session, and an open discussion that 
highlighted the following key characteristics:  

elegance and interessement for the user: 
 

“the review of option we have is valuable … I want to see if you run the (ex-
isting) system today on mobile devices, how can we find the minimum situa-
tions to adopt the system  for better user experience…,  
 

elegance and interessement from a developer’s perspective  
 

“I am agreeing it is elegant to adopt the system using Bootstrap [CSS 
framework] … one way forward is experimental refactoring and moderniz-
ing the development environment...” 
 

However, most evident was characteristics pertaining to the accountability and ro-
bustness of the existing design system and its ecology  
 

“... there are architectural issues preventing mobile [native] app approach 
implementation … if we redesign the entire software as platform …. then we 
can have apps to interact with platform … right now app can’t be considered 
as an option ………...while solving one problem  we may creating more 
problem … the change in the system is a risk too … ” 
 
“… we have to balance between long term goals/vision for the platform and 
the immediate requirements … there are issues related to resource and our 
work is govern by organizational context we are working in …” 

 
“…this was at the time most critical as the system was running in production 
environment and the (RCTs) studies were going on with real participants.  
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Any change in views without thoroughly testing could have resulted in dis-
crepancies in the RCT-research data, disruption in information flow and 
scramble study material related to interventions. Ultimately this could have 
caused undesired (negative) effects on participants’ health…”  
 

Design Decisions/Implications. The developers agreed to follow the Mobile First 
philosophy and to implement responsive web design on experimental basis using a 
CSS framework. At the time, the development team was working on a back-end  
refactoring of the existing software. The developers agreed that they should work on 
front-end refactoring as well as implement the mobility. The use of the Model-View 
Controller pattern (MVC) facilitated the simultaneous refactoring of both back-end 
and front-end design. The front-end refactoring required a revision of more than 400 
view pages. 

Undertaken Design Actions. The developers made the assessment that the software 
required substantive refactoring on the view side in order to be compatible with suit-
able third-party technologies for mobility. A three-stage upgrade plan was devised. 
The first step was a conversion of existing views to ‘razor’, a view standard that was a 
prerequisite for the selected framework for responsive design. The second step was to 
implement the responsive design framework in the views (designing for mobility). 
The third step was to adapt the treatment content (images, audio, videos, text, etc.) to 
render better on multiple devices. 

Subsystem and System Prototype Development 

Overview. Parallel development was employed on the existing and new systems by 
splitting development team into two teams E and M  (E for existing system, M for 
mobility). Using software versioning and revision control system (Subversion) a sepa-
rate branch was created for prototype development in parallel to the existing system 
development. The goal of the subsystem prototype was to test the feasibility of the 
design and establish a proof of concept in the relevant environment by gradually im-
proving and introducing additional functionality. Development started with a few web 
pages, files architecture (theme resource, JavaScript and CSS libraries, etc.). The 
development process was governed by two design principles, i.e. design for One Web 
and rely on Web standards out of ten proposed by W3C (mobile web guideline / best 
practices). The design principles correspond to the meta requirements elicited in the 
search process. During the development discussion, feedback and evaluation was 
continuously conducted between developers as well as between teams.  

Development Implications/Decisions. As a result of these discussions it was decided 
that application access using standard mobile browser with HTTPS only, was to be 
provided, i.e. the same as provided for the existing web application. Furthermore the 
data was not being stored on mobile devices Once the system prototype was com-
pleted the developers decided to have a design workshop to assess the prototype.  

Undertaken Design Actions. Once the subsystem prototype was completed, devel-
opers from both teams discussed the process, pros and cons of the prototype, and 
provided feedback. After thoroughly evaluating the prototype they decided to move 
forward and decided to convert all views. Iteratively the subsystem prototype was 
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extended and expanded to a full system prototype, which exactly mirrored (visually) 
the existing system but created via the Razor view engine and upgraded syntax. Man-
ual unit testing was performed on each view during development. 

Design Workshop 3 

Overview. In the third workshop a demo of the prototype, description of changes in the 
code, and analysis of efforts required to synchronize both branches were presented. 

Design Implications/Decisions. Overall developers were satisfied with the prototype 
and agreed to shift to the new code branch. The critical factor was the many changes 
in the views as it was risky to release them in the production environment without 
rigorous evaluation. On the one hand, here was a need for systematic testing to 
achieve a satisfactory confidence level in the system, on the other hand, to delay the 
process too much would have required extra efforts in code synchronization (due to 
parallel development) and further delaying step two (designing for mobility) devel-
opment. The views were not covered by the unit test so automatic testing (which 
could be an ideal situation in this case) could not be carried out. A test plan and an 
approach to test the new system were deemed necessary. 

Undertaken Design Actions. After discussions it was decided to schedule an evalua-
tion planning workshop, and to allocate full development resources for parallel inde-
pendent system testing once a week. All developers installed the latest development 
environment and the system prototype branch to work on it according to schedule. 

Design Workshop 4  

Overview. During workshop 4 developers focused on various ideas to validate the 
quality of the prototype. Various testing strategies were discussed, including unit 
testing, integration testing, system testing and user interface testing.  

Design Implications/Decisions. The developers devised the evaluation criteria for the 
system as ‘new views should interact with users, present information and receive data 
for further processing in exactly same manner as existing views are’. They identified 
the most critical part of the system as the data collection through questionnaires due 
to the negative impact of bugs on ongoing studies.  

Undertaken Design Actions. The developers selected a pilot study that had been 
designed using nearly all system features and functionality. They devised a test plan 
to go through the study using test users on both systems in parallel. The idea behind 
the plan was if both systems behaved in the same manner using the same set of condi-
tions (e.g. user, study design, data, browser etc.) then the new system was functionally 
reliable.  The second step in the test plan was to go through all important and fre-
quently accessed views. The existing system was equipped with a logging function. 
Using the log, list of URLs (possible browser requests to be mapped to controller/ 
actions in MVC) was generated with respect to user role and frequency. In this way 
the developers had a systematic test plan with a list of tasks to carry out report errors, 
and later verify corrections. The next section provides a more detailed account how 
the evaluation was performed in practice. 
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3.3 The Decision Stage 

Overview. The evaluation of the prototype was scattered over the period of two months 
(see Table 1 for summary of evaluation workshops). Before each workshop bugs were 
fixed and code branches were merged. Team M configured a test environment that  
resembles the production environment to test the system. They iteratively performed 
testing and released alpha versions on test environment for the next round of evaluation. 

Table 1. Prototype Evaluation during Four Workshops 

# Tasks and Development Evaluation Results/Feedback 

1  • Installation and deployment of system on 

test environment 

• System behaved differently in debug mode vs. 

release mode 

• Bug found: error in image loading 

2  • Developed comparison tool 

• Reconfigured test environment to support 

comparison tool 

• Tested critical parts of the system through 

questionnaires 

• Testing of critical parts considered as satisfactory. 

• Difficult to keep track of tests and verify both 

systems behaviours 

• Bug found: error in JS function calls and in 

displaying raw HTML where it is needed 

3 • Redesigned the comparison tool 

• Implement perceptual diff. image 

• Tool made the evaluation simple, easy and fast 

• Bug found: language translation was not working 

on a few pages  

4 • Bug fixed in both systems • Developers agreed to release beta version 

 
During the workshops developers went through the list of URLs and compared the 

existing system with the alpha prototype. Test coverage was tracked by comparing the 
log table in the databases at the end of each workshop. The most critical part of  
the system was data collection and intervention flow. That was tested using pilot 
study by going through all steps of the intervention and answering questionnaires. 
User interfaces and stored data in the two versions of the system were analysed in 
three ways. First, the comparison of user interfaces and data was performed while 
logged in to each system with test users. Second, database records were analysed and 
compared. Third, database logs were compared. The process was repeated using dif-
ferent users and following different paths in the business logic. The evaluation results 
of critical parts of the system were considered as satisfactory.  

Performance testing was performed indirectly by analysing and comparing average 
code execution times in both systems. After summative evaluation, the developer 
team agreed to release a version of the software to end-users for beta testing; and that 
beta version would go into production when the beta version showed sufficient stabil-
ity. At that point, the team would switch to the Razor branch in the code repository, 
thus remove the need to keep two branches synchronized. 

Evaluation Implications/Decisions. The drive for mobility adoption, if not initiated, 
pushed the change of the existing release process by introducing development (alpha 
and beta) releases on test environment before production release. This allowed for 
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analysis and test of possible setting requirements before deploying the system on the 
production server. The workshops not only provided a parallel independent testing 
environment but also increased confidence level on this complex system. Developers 
also expressed that it was difficult to compare the existing and new system in two 
different browser tabs/windows.  

A comparison tool was developed to simplify comparative analysis of the two code 
branches. An image analysis library [11] was used to visualize discrepancies between 
the two versions with respect to content and layout. In addition to visualizations, the 
tool presented the degree of discrepancy as a percentage. Images were stored in a 
repository to support the developers in tracking progression in the test process. The 
utilization of the tool supported the developers in identifying bugs caused by the con-
version of a large number of views to the razor standard. 

Undertaken Design Actions. The evaluation process led to the detection and mitiga-
tion of a number of code issues, as well a set of unanticipated refactoring measures to 
improve code clarity and page rendering performance. After the fourth evaluation 
workshop the first beta version was released for testing by end-users. A few weeks 
after the beta testing was finished, the system was ready for production release.  

4 Discussion 

In this paper we have investigated the impact candidate characteristics of design arte-
facts that are likely to impact the fitness of a design artefact to its intended application 
environment, how they come into play in a particular innovation process, and how 
they affected the evolution of the design process. We have taken our departure in the 
model of fitness-utility for DSR-research of Gill and Hevner [2]. As this model pro-
vides a tentative set of characteristics posing as dependent variables of DSR, we have 
applied these to a particular innovation process in a design project, adhering to design 
as artefact and design evaluation as suggested by [2, p. 24]. The artefact produced 
during the studied design process is viable, and its utility, quality and efficacy have 
been rigorously demonstrated via well-executed evaluation methods. As the model 
emphasizes the evolutionary fitness of a design artefact, the tentative set of design 
candidate characteristics was found to be useful as the point of departure of our study. 

4.1 Fitness-Utility Characteristics 

From our case, we observe that the design process evolved in a direction governed by 
the key ideals of the system as perceived of by the developer team. As indicated in 
design workshop 2, the developer team put emphasis to fitness values such as the 
embedding in the design system, the novelty of the mobility feature as well as the 
elegance of the bootstrap CSS Framework. This is also supported by the initialisation 
of the innovation process itself. Given the consideration that deciding to embark on 
any refactoring of this magnitude constitutes a risk, especially given that the system 
was running in production mode and that there were ongoing studies with actual par-
ticipants. Any change in views without thorough testing could thus have resulted in 
discrepancies in research data, disruptions for users of the system, and issues for re-
searchers to interpret the result of ongoing trials. Ultimately this could have caused 
undesired (negative) effects on participants’ health.  
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However, other fitness characteristics such as the decomposability, malleability or 
openness of the design system were not expressed as drivers of this innovation proc-
ess. Instead, the innovation diffusion rather depended on the embeddedness in the 
existing design system. One example of this, manifested in the degree of decomposa-
bility of the existing artefact, is that it had a layered architecture that supported the 
upgrade by limiting the change in one layer (i.e. presentation layer). As a result the 
turn towards mobility was facilitated. Likewise, we found that the alignment to tech-
nology outside of the design system itself can be seen as a key factor for driving the 
decisions taken. Although the artefact is not open-source but it is adopting open-
source components this indirectly has an impact on the evolution of the artefact de-
sign as it has to evolve when the open design of components evolve (e.g. jQuery, 
jQuery plugins and planned adopting of Bootstrap CSS Framework). 

Hence, the design reality tradeoffs such as resource efficiency, alignment to exist-
ing technology as well as the utility of the artefact all influenced the design process.  

Following Krippendorff’s [12] view of a fitness-related issue that adds a ‘techno-
logical-ecological’ extension to Gill and Hevner’s model of fitness-utility, we argue 
that designers need to recognize the meaning of an ecology of artefacts to produce 
successful designs. From a technological point of view, this ecology includes the 
dependencies between the artefact in focus and boundary resources such as develop-
ment tools, frameworks in use, et cetera. Clearly, there is a need to continually keep 
an artefact in sync with such boundary objects to promote artefact mutability. A triv-
ial example from a contemporary web development setting is that a jQuery-based web 
application needs to be continually adapted to new versions of the jQuery framework. 
If not, the code will ‘rot’ to paraphrase Martin [13]. In order to utilize jQuery plugins, 
a fresh version of jQuery itself may be needed. Bad compliance with new versions of 
the framework will thus make it harder to utilize new plugins that support a better 
user experience for the users of the artefact. That is; in order to promote a software 
artefact’s fitness to the changing design landscape, the artefact needs to continually 
evolve both in terms of its compliance with new requirements from its stakeholders 
and of its fitness to the emerging technological landscape. 

4.2 Making Explicit Different “Usefulness” Characteristics 

In addition, we found that other characteristics, both pertaining to the artefact, the 
design system as well as the context of the design system had a major impact on the 
design process. In the fitness-utility model, these characteristics are all captured as  
the usefulness of the design artefact (see [2, p.26:5]), as it includes “...factors of effi-
cacy in performing the task, range of task cases performed, ease of use ease of learn-
ing, and cost-benefit in the performance of a task.” In our study, we found it valuable 
to distinguish between the various characteristics of usefulness. The reason was that 
the main culprit of design choices often was to be found between different character-
istics belonging to the ‘usefulness’ category. As an example, in workshop 3 we find 
decisions concerning on the one hand, the need of rigorous evaluation to guarantee 
the usefulness (accountability) of the system, and on the other hand the need not to 
delay the process too much. The motivation for the latter was two fold, a delay would 
result in further delays to extend the usefulness of the system by achieved mobility 
(ease of use) and in the same time reducing usefulness (cost-benefit in the perform-
ance of the task) due to increasing development efforts. For this reason we suggest 
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that when designing DSR evaluation criteria for the purpose of innovation processes, 
it may be useful to distinguish between various characteristics of the usefulness cate-
gory and acknowledge e.g. the below characteristics as a complement to the tentative 
characteristics of the fitness-utility model. Besides from hints found in the empirical 
material pertaining to making the artefact novel and elegant from a developer’s per-
spective, other characteristics such as robustness and accountability (security and 
integrity) were the main foci. 

The software engineering literature provides well-established practices and con-
cepts for quality assurance. As an example, as defined by the IEEE standard [13, 
p.64], robustness, i.e. the degree to which a system or component can function cor-
rectly in the presence of invalid inputs or stressful environmental conditions, is well 
established as an important quality attribute [15]. Likewise, among desirable proper-
ties of design artefacts and design process, accountability, i.e. has attracted the atten-
tion of IS-researchers. The meaning of information accountability is that “[..] the use 
of information should be transparent so it is possible to determine whether a particular 
use is appropriate under a given set of rules and that the system enables individuals 
and institutions to be held accountable for misuse.” [15, p.84]. 

As an example from our case, even though the developers devised one of the 
evaluation criteria for the system as ‘new views should interact with users’, the open-
ness was to cater for a type of usefulness, i.e. the accountability of the system.  
Furthermore, as expressed in workshop 1, enhancing user experience was a priority, 
rendering the software more useful by using ‘technology more effectively in order to 
promote behaviour change’ and enhance recruitment to the intervention studies e.g. 
via the design of the portal’s layout’. However, these choices were mere means for 
increasing the usefulness of the artefact. 

One other concrete example emanating from the one briefly discussed above is 
how these external ideals or requirements had major impact on the artefact quality 
improvement and the process of development and evaluation. From the actions taken 
after workshop 3, the risk of introducing changes in the production environment, with 
the risk of negative impact on the ongoing RCT-studies meant a focus on rigorous 
evaluation. Still this was no straightforward choice. To achieve a satisfactory system 
systematic testing was needed, however, the extra delay would require extra efforts in 
code synchronization (due to parallel development) and this further delaying desired 
step two development (i.e. designing for mobility). As automatic testing was ruled 
out, new means of comprehensive test of the new system were deemed necessary. In 
itself evidence of the impact of the values of the environment of the design system, 
rather than the design system itself, the accountability of the system could not be 
compromised. As a result, while analysing the source code changes during the proto-
type development it was found the extensive evaluation cycles paid an important role. 
Fig. 4 explains major events in the code change. For example sub system prototype 
development (t0-t1), system prototype development (t2-t6), prototype evaluation  
(t7-t20), and merging of branches (t7, t11, t12, t19). We can clearly see the evaluation 
resulted in major changes in the code, almost double than in the original development. 

Summing up the empirical investigation of fitness-utility of DSR presented in this 
paper, we find that various ideals among developers with regards to characteristics of 
both fitness and usefulness impact the evolution of the design process. Given their 
impact, making explicit such dependent variables of DSR is imperative. 
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Fig. 4. Source Code 
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Abstract. In this paper, we focus on medication adherence and interventions to 
improve the level of medication adherence. We define Effective Medication 
Adherence (EMA) and study several interventions, including mobile reminders 
and context aware reminders, to improve the patterns of Effective Medication 
Adherence. The research question we address is: How context-aware reminders 
improve the Effective Medication Adherence? In this paper, we present a pre-
liminary design of Health-IT artifact to implement multiple types of reminders. 
The performance results will be presented at the conference.   

Keywords: Medication adherence, Interventions, Context aware reminders, 
Model, Health-IT artifact, Prototype Evaluation. 

1 Introduction 

Medication non-adherence is a well recognized and expensive problem in US. About 
50% patients do not take their medications as prescribed and about 84% cite simple 
forgetfulness as the reason [1]. Medication adherence refers to the degree of confor-
mity to the recommendations about day-to-day treatment with respect to the timing, 
dosage, and frequency [2]. The medication non-adherence results in $290 Billion 
annual cost to the US healthcare system [3]. More health benefits worldwide would 
result from improving adherence to existing treatments than developing any new med-
ical treatments [4]. Although the consequences of suboptimal adherence to medica-
tions are quite variable, it clearly poses a threat to the health population [4,5,6].  

In this paper, we focus on medication adherence and interventions to improve the 
level of medication adherence. As the average value and the pattern of medication 
consumption are important predictors of health outcomes, we define Effective Medi-
cation Adherence (EMA) as an attribute that can capture both of these predictors [7]. 
In this paper, our goal is to provide interventions, more specifically reminders and 
context aware-reminders, to improve the patterns of Effective Medication Adherence. 
The research question addressed in this study is how reminders and context aware 
reminders improve the patterns of Effective Medication Adherence? In this study we 
develop a Medication Intervention Model (MIM) as a Health-IT artifact. This inter-
vention model will help the patients to improve the patterns of medication adherence. 
The novelty of MIM is that it is context sensitive and persistent. The context-aware 
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reminder will be provided to patient only if the patient had not consumed the dose  
at prescribed time and persistent reminder will be provided to the patient until the 
patient consumes the prescribed dose.  

2 Method 

Multiple IT artifacts have been defined [9]. The IT artifacts are created to enable the 
representation, analysis, understanding, and development of successful information 
systems within organizations [10]. The Design Science Research is motivated by the 
awareness of common problem. The effective solution of the problem is provided by 
developing a better interface [11]. We focus on how to incorporate interventions in 
the form of context-awareness in the design and evaluation of an artifact. The artifact 
can be implemented on wireless based smart medication management system [12] or 
smartphones. In this paper, artifact is developed using the guidelines [9] and plan to 
evaluate its effectiveness using the prototype and formal proofs [13]. The general 
approach followed in this paper is shown in Figure 1 and is inspired by several early 
approaches [8, 11, 14]. Earlier studies revealed that design science research is in-
itiated with a significant prospect, challenging problem, or creativity/conjecture for 
some innovativeness in the application environment [9, 15, 16].  

 

Fig. 1. The DSR Approach Used 
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Fig. 3. MIM: Various Components and Information Exchange 

 

Fig. 4. The Operation of the Artifact 
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The role of artifact in various cases of non-adherence is shown in Table 1. The arti-
fact currently supports reminders as an intervention and can be extended to include 
educational interventions for patients to address other reasons behind non-adherence.  

Table 1. Non Adherence Cases and the Artifact’s Role in the Intervention 

 Primary Reason for 
Non-adherence 

Suitable Intervention Artifact’s Role in 
the Intervention 

Case 1 Busy lifestyle Reminders Currently Supported 
Case 2 Cognitive Decline Reminders Currently Supported 

Case 3 Side Effects Educational Can be expanded  
Case 4 Complexity of Regimen Reminders/Educational Can be expanded 
Case 5 The length of chronic 

condition 
Family Support Can be expanded 

Case 6 The cost of medications Financial Intervention Difficult to expand 
Case 7 Lack of knowledge Educational Intervention Can be expanded 
Case 8 Lack of trust or lack of 

perceived need 
Behavioral Interventions  Difficult to expand 

4 Performance Evaluation 

Design research includes the building/design of an artifact as well as the evaluation of 
its use and performance [18]. We will evaluate and validate the artifact using proto-
type and formal proofs [13]. The ex-ante perspective, i.e., artificial evaluation me-
thods will help us to control the potential confounding variables more carefully and to 
prove or disprove the design hypotheses, design theories, and the utility of the devel-
oped artifact [19]. Evaluations of an artifact based on a prototype facilitate the as-
sessment of a solution’s suitability for a certain problem by implementing the solution 
generically. In addition, evaluation with a prototype represents an adequate evaluation 
method for DSR artifacts [20].The artifact will be further evaluated (empirically) to 
demonstrate its worth with evidence addressing criteria such as validity, utility, quali-
ty, and efficacy [17]. 

Mathematical modeling is relevant, suitable, and useful for this work. Mathemati-
cal models have been used for a longtime to derive performance of systems in 
CS/DS/OR/Engineering. These models provide several important insights in the de-
sign and operation of artifacts and can be used to improve the design and operation of 
the artifact in an iterative fashion. In some sense they provide intermediate and im-
mediate results which can help improving the design of artifacts, without waiting for 
subsequent empirical/multi-method studies. Mathematical models can provide many 
important insights in the desired and/or expected operation of the artifact and thus can 
help in improving the design/operation of the artifact. Many times, mathematical 
models will help validating the design by providing results that conform to expected 
performance of the artifact. We believe that mathematical models could be used effec-
tively in the design science area for both preliminary and intermediate evaluation of 
artifacts, followed by a more empirical evaluation (Figure 5). 
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Fig. 5. The Use of Mathematical Model in Artifact Evaluation 

We should be aware of numerous limitations and challenges in mathematical mod-
els. The development of models may take time especially when the artifact's design 
and operation is still evolving. Many times it is not clear what variables and metrics 
should be included and what parameters are utilized and where to get those values. 
The choice of model type is another challenge as decision on whether to use determi-
nistic (closed-form) or stochastic (random-events) approach can affect the suitability 
and usefulness of model. The underlying assumptions in the model along with diffi-
culty in validation, especially with error propagation inherent in some models, could 
reduce the usability of mathematical models. The complexity of models in deriving 
accurate results is another challenge.   

The approach (Figure 5) we take in this paper is to develop simple model for quick 
results that can help verify the basic design and operation of the artifact and more 
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complex models that can provide deeper understanding and more accurate results. 
More complex model will be developed as this work progresses and issues related to 
re-usability of model for other artifacts will be addressed. We expect that the compre-
hensive model, although complex, will be useful in predicting artifact’s performance.  

5 Conclusion and Research Recommendation 

Lack of medication adherence is a serious problem. In Health-IT context, IT-based 
interventions can be used to study Effective Medication Adherence based on the pat-
terns of medication consumption. In this paper, we utilize design science approach to 
design, develop and evaluate our Health-IT artifact. We are developing a Health-IT 
artifact with intelligence and persistence for the reminders. Interventions that stimu-
late better adherence to essential medications even slightly may meaningfully im-
prove public health [21, 22]. The novelty of our Health-IT artifact, termed MIM, is its 
context-sensitiveness and persistence. The artifact does not focus on persistence alone 
which can be provided by many simple tools, but by utilizing the intelligence and 
information on patients, medication, consumption patterns, among others. It creates a 
sophisticated system to improve effective medication adherence. For example, the 
context-aware reminder to take medicine will be provided to patient only if the patient 
had not consumed the dose at prescribed time and persistent reminder will be pro-
vided to the patient until the patient consumes the prescribed dose. It will consider the 
dosing frequency and time for a particular dosing regimen. In this way the context 
aware reminders provided by MIM will not lead to the undesirable drug event (UDE), 
where more doses are taken than necessary or safe limit is crossed.  

Our approach can be expanded to address artifact development in Health-IT. The 
designed artifact can be used to address several research problems in medication ad-
herence and numerous interventions that can be introduced, evaluated and compared 
for effectiveness.  In this paper, we present a preliminary design of the Health-IT 
artifact. Using a mathematical model, we are deriving some performance results, 
which will be presented at the conference.  
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Abstract. Every year more than 800,000 children in the U.S. spend time in fos-
ter care with 35% being on psychotropic medication.  An increasing ratio of 
foster care children per case worker makes it challenging to balance their mul-
tiple roles during the lifecycle of a case.  Although there are review boards for 
identifying cases that require special attention, scanning through all the unstruc-
tured data is time-consuming and is further complicated by poorly written, or 
incomplete, case note entries from the overwhelmed case workers. As part of a 
larger comprehensive study of a technology-centric foster care organization, we 
investigate a challenging nationwide problem of over-prescription of psycho-
tropic drugs, which can lead to unnecessary deaths. We demonstrate how text 
mining techniques can significantly reduce the administrative requirements for 
auditing case notes by providing a smaller sample that is manageable yet be 
sensitive to exclusion of children showing evidence of psychotropic drug use. 
This should significantly lighten the load for case managers as they investigate 
possible cases. 

Keywords: text mining, foster care, stm, design science, design artifact. 

1 Introduction 

Children in foster care are three to ten times more likely to suffer from mental health 
conditions (Harman, Childs et al. 2000) thus receiving behavioral health services to a 
greater extent compared to other children. Despite the fact that children in foster care 
represent less than 3% of all enrollees in the Medicaid program; they account for up 
to 41% of all mental health expenditures, a large part due to the use of psychotropic 
medication (Rubin, Matone et al. 2012). Psychotropic medication is prescribed to help 
them cope with behavioral problems such as attention-deficit/hyperactivity disorder 
(ADHD), depression, bipolar disorder, and psychotic disorders –in many cases these 
children are prescribed concomitant medication with dosages that are regularly used 
for adults. Despite their challenging lives as foster children, those with behavioral 
problems are frequently the ones that do not find a stable placement, limiting the  
possibility of reliable and consistent treatment (Zima, Bussing et al. 1999). This is 
dangerous especially when using: 1) antidepressants, in which adverse side effects 
include suicidal thoughts; 2) anti-anxiety medications, which side-effects could trig-
ger blurred vision, drowsiness and dizziness, and nightmares; or 3) mood stabilizers, 
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which treat bipolar disorders but may have side effects such as hallucinations and 
suicidal thoughts (GAO 2011).  

There are several examples of the unfortunate consequences in the news. In April 
of 2009, Gabriel Myers, a 7-year-old child who had been taken from his drug-abusing 
mother and who had been sexually abused in a previous foster home, locked himself 
in the bathroom and hanged from a detachable showerhead. At that time he had sever-
al psychiatric drugs prescribed –three of which were labeled as “black box” medica-
tion (the strongest advisory alert that the U.S. Food and Drug Administration issues), 
indicating that the drug can pose life-threatening adverse effects –including suicidal 
tendencies in children (Martinez 2010). Another impactful case is that of Denis Mal-
tez, a 12-year-old autistic boy who died of “serotonin syndrome” after being pre-
scribed several psychotropic drugs in the highest doses, dosages that are typically 
given to adults. In this particular case, DCF received a report from a school teacher 
stating that Denis was “sleeping in class, shaking, and trembling” and a second medi-
cal report from the hospital which stated that “Denis was sleepy because he was over-
medicated” (Miller 4/18/2010). 

To ensure safety and well being of the children, the Department of Children and 
Families (DCF) tracks, via the state run Safety Families Network (FSFN), all psycho-
tropic drugs provided to children in foster care. Some of the fields include, but are not 
limited to, medication name, dosage prescribed, number of refills, prescribing physi-
cian, whether the drug is used as psychotropic medication, and the start and stop date. 
This system assumes that the information introduced by the case manager is reliable 
and complete, but unfortunately there are few built-in mechanisms to prevent data 
quality issues.  For example, a generic medication to which the caseworker does not 
know the brand equivalent is placed as “other”.  Adding to data quality problems is 
the ability to leave blank fields (Group 2009).  

The focus of this manuscript is to determine foster children that are on psychotrop-
ic medication via text mining.  Because there are many interrelated behavioral  
indicators (e.g. child’s physical, mental, or emotional well-being) of psychotropic 
medication use, it is important to use a combination of domain experts and literature 
to meaningfully evaluate the text mining outcomes. These factors are interspersed in 
the case notes written by the case manager when they engage with the foster children 
through visits or telephone calls. At a minimum there is one visit per month that is 
documented in a case note, but some foster children may have as many as 20+ case 
notes in one month. As a result, the number of case notes of all the foster children 
could number in the millions and makes it difficult to oversee more than a portion of 
records manually. This is the focus of our research question: can Statistical Text Min-
ing (STM) help to complement current practices in classifying and prioritizing cases 
of psychotropic drug use in foster children? Our artifact will improve (Gregor and 
Hevner 2013)or complement current practices for a more efficient and effective me-
thod. In the subsequent sections we discuss our methodology, present our results and 
analysis, and discuss conclusions and future work.  

2 Methodology  

We follow the design science methodology proposed by (Hevner and Chatterjee 
2010) to design a text-mining artifact in attempt to solve a problem that is relevant to 
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any foster care organization. We evaluate the results of our design by benchmarking 
with the results given by expert case managers. Text mining is a process of know-
ledge discovery via a set of techniques and tools that allow for “nontrivial extraction 
of implicit, previously unknown, and potentially useful information from given [free-
form, or textual] data” (Feldman and Dagan 1995).  A conceptual framework that 
describes the process used in this study is that of the Cross Industry Standard Process 
for Data Mining (CRISP-DM) model (see Fig. 1), which has been used in a similar 
capacity before (Tremblay, Berndt et al. 2009).  As illustrated, it is closely tied to the 
design science guidelines, but is specifically tailored for text mining. Although anoth-
er popular model is that of Sample, Explore, Modify, Model and Assess (SEMMA), 
we chose CRISP-DM for the explicit emphasis on business understanding as the start-
ing point, and its intuitive flow. 

 

CRISP-DM DSR Guidelines 

Business  

Understanding 

Research Rigor &  

Problem Relevance 

Data Understanding Designing as a Search Process 

Data Preparation Designing as a Search Process 

Model Design as an Artifact 

Evaluate Research Rigor &  

Design Evaluation 

Deploy Communication of Research & 

 Research Contribution 

Fig. 1. CRISP-DM Framework and Relation to DSR Guidelines 

The steps in CRISP-DM are iterative in that results, or issues, in a current step of 
the framework can be improved by revisiting a previous step. In this way: not under-
standing the data can be mitigated by better understanding the business and how they 
use the data; having issues in preparing the data can be remedied by having a deeper 
understanding of the data’s structure, distribution, and meaning; choosing between 
models can be limited by how the data was prepared (ex: some models do not fare 
well with nominal data but may be able to handle numerical, such as frequencies of 
occurrence); evaluation results can usually be improved by revisiting the model that 
generated the results and fine-tuning; the decision to deploy within an organization is 
based on evaluation results; and once an organization is using the deployed model it 
may generate new ideas, refine old ones, or change business assumptions which re-
sults in a new cycle. The underlying principle is to take due diligence at each step to 
prevent “garbage-in garbage-out” (GIGO) from occurring. What follows is how each 
step was executed for this study. 

2.1 Business and Data Understanding 

Development of a deep understanding of the foster care organization, and social work 
case management in general, is the result of a seven-year research relationship with a 

Business 
Understanding

Data 
Understanding

Data 
Preparation

Model

Evaluate

Deploy
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leading community based care organization. To gain a broad understanding of the 
organization, meetings were held with the Chief Information Officer, Chief of Clini-
cal Services, Chief of Program Operations, Community Based Care Director, Director 
of Quality Assurance, senior business analyst, and several case workers.  Initial 
meetings were face-to-face and open-ended to allow for the free-flow of ideas and the 
subsequent extraction of relevant issues that can be addressed by the research team as 
part of a comprehensive research agenda. The current issue being addressed is that of 
identifying children that are on psychotropic medication but are not identified in the 
system as such. Providing a solution to this would have a three-fold impact. First, it 
would save lives. Second, it would improve auditing outcomes for the organization. 
Finally, it would free up limited human resources for other critical tasks. 

Case management is a process that involves Intake, Initial Assessment or Investi-
gation, Family Assessment, Planning, Service Provision, Evaluation of Family 
Progress, and eventually Case Closure. A significant amount of time is spent on in-
vestigating, intaking, and placement tasks, but generally the case workers spend the 
bulk of their time performing assessments of out-of-home foster children. They must 
visit them monthly, take a GPS marked and time-stamped photograph of the child, 
and conduct an interview. Most case notes are written while off-site via a Blackberry 
application. Due to the tight time constraints of the case workers they generally rush 
to fill it out as quickly as possible in order to move on with their busy schedules. Un-
fortunately, the required fields of the application were designed from a minimal one-
to-one cardinality perspective so that only the fields that are common to all cases are 
the ones with validation. Indirectly, this results in data inconsistency, as some case 
workers rely on filling in those more specific fields when they return to the office, but 
often get sidetracked and forget.  Also, the rush in putting in these case notes on a 
mobile device lowers the data quality with the insertion of fragmented sentences and 
commonly misspelled words in case notes. Recent changes in state statutes now re-
quire additional information to be collected; however the process followed by case 
workers via system design does not ensure complete data collection.   

2.2 Data Preparation 

Among the most important data preparation activities was to solicit the help of nurse 
case managers to develop an accurate sample to construct a ‘‘gold standard’’ dataset 
with correctly labeled cases of our target variable, psychotropic medication use. All 
case notes for one particular sub-organization that manages a large portion of the 
foster children were manually checked and coded accurately for the month of No-
vember. This was particularly challenging because of the high reporting requirements 
in case management. The resulting dataset was inundated with case notes of 32 differ-
ent types of varying frequency for 404 children, of which 39 were confirmed to be on 
psychotropic medication. After filtering out new cases, the final sample included 
notes on 358 children, of which 33 were confirmed to be on psychotropic medication.  

Initially, it seemed promising that specific case note types (such as those for  
run-aways) resulted in high correlations with the target variable (taking psychotropic 
medications); however, the low frequency in a perfect sample population becomes 
almost meaningless in the imperfect larger population of interest.  For this reason, the 
focus became on analyzing one specific type of case note: “Home Visit-Child’s  



316 A. Castillo, A. Castellanos, and M.C. Tremblay 

 

Current Residence” visits had the richest contextual information about the child’s case 
but that is the most inclusive. 

All the data was retrieved from the secure front-end website via Ruby on Rails 
scripts using the mechanize gem. Since there is health related information contained 
in the various case notes we had to follow HIPAA guidelines for personal health in-
formation (PHI) identifiers.  Children and case identifiers were de-identified by gene-
rating a random number and using that number for reference of the child/case.  

Names are commonly de-identified by creating a lookup table of various types of 
nouns (first names, titles, etc.) and then parsing the text to replace any identified ones 
with some placeholder.  Using sentence processing heuristics can help in situations 
where individuals’ names can coincide with dictionary words by either removing 
them or labeling them as “ambiguous” for manual processing (Neamatullah, Douglass 
et al. 2008).  All labels related to location, contact information, and other PHI was 
removed. For the free-text section, because the child and other individuals directly 
involved with him/her were identified in labeled sections, those names formed the 
lookup table for parsing the free-text. Although the dates for the case notes them-
selves were not particularly important, the order was, as it tells a chronologically or-
dered story.  While processing the case notes the dates were replaced with an ordinal 
number (1, 2, 3…n) to represent the recency of it relative to the child’s other case 
notes.  This was all loaded into SQL server (see Figure 2). 

 

Fig. 2. SQL Table Structure 

2.3 Model 

Text mining can be achieved through different approaches such as keyword-based or 
regular expression matching, natural language processing (NLP), or machine learning 
algorithms. The keyword approach is typically not powerful enough for extracting 
information and the NLP, an ontology-based deductive approach, requires a high 
degree of customization (Tremblay, Berndt et al. 2009). In this paper we are going to 
focus on an inductive machine learning approach ideal for classification. First, an 
expert case manager labels a small set of case notes as “Yes” (uses psychotropic me-
dication) and “No” (no use of psychotropic medication) –our corpus with target vari-
able. Second, we excluded template phrases from the corpus. Once we had our gold 
standard, we loaded the data into WEKA–an open-source software tool that contains a 
collection of machine learning algorithms (Hall, Frank et al. 2009). The process  
followed is the one showed in Figure 3.  
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Based on statistical results, the Logistic model had a better overall fit for STM than 
Naïve Bayes by .373 in F-measure.  The best performing Logistic model resulted in 
322 TN, 30 TP, 3 FN, and 3 FP.  The best performing Naïve Bayes model resulted in 
276 TN, 30 TP, 3 FN, and 49 FP. The discrepancies illustrates where the Logistic 
model outperformed Naïve Bayes. It was due to the larger number of false positives in 
general which significantly lowered precision. The individual stemmed terms that 
were found most predictive were: abilif, fight, subst, suspen, disrespect, withdraw, 
misus, fought, dead, dissapoint, grim, inm, dcf, diagnos.  These resulted in increases 
to precision and a minor decrease to recall.  Cost sensitivity resulted in a marginal 
increase in recall, for a larger decrease in precision. 

Table 1. Formulas for Evaluation 

Precision Recall F-measure RMSE      ∑    
Table 2. Evaluation results 

 
  

Precision Recall F-
measure 

RMSE ROC curve Stemming Cost sensitiv-
ity 

Logistic 

0.909 0.909 0.909 0.103 0.998 No No 
0.717 1.000 0.835 0.151 0.998 No Yes 
0.966 0.848 0.903 0.103 0.998 Yes No 
0.717 1.000 0.835 0.151 0.998 Yes Yes 

Naïve Bayes 
0.323 0.970 0.485 0.408 0.970 No No 
0.267 0.970 0.418 0.468 0.970 No Yes 
0.378 0.909 0.536 0.366 0.971 Yes No 
0.327 0.970 0.489 0.409 0.971 Yes Yes 

4 Discussion 

Which model is ultimately chosen will have different implications in practice. The 8 
models illustrate this tradeoff and motivate our discussion. There are models that 
performed with higher precision, and others that performed with higher recall. In the 
former, clinical case managers have a lower load of documents to revise at the  
expense of missing potential positive cases. In the latter, they have a higher load of 
documents to review with the benefit of including more of the positive cases that are 
misclassified. For example, the “best” performing model (Logistic in bold) was cho-
sen based on F-measure, but with a recall of 0.909 it actually misclassified 3 children 
that were on psychotropic medication. If this is deemed unacceptable, then the second 
Logistic model would be chosen, which resulted in a perfect classification of all  
children using psychotropic medication (recall = 1.000) at the expense of merely an 
additional 10 cases that were incorrectly identified as possible cases of psychotropic 
use (precision = 0.717).  In practice these “small” additional 10 cases means the case 
workers would be processing 116.66% more erroneously classified records overall.   
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5 Conclusion and Future Work 

This work in progress (WIP) evaluated the feasibility of using statistical text mining 
on case manager notes to identify foster children on psychotropic medication that 
have not yet been identified. The results show potential to significantly reduce the 
workload of clinical caseworkers by refocusing their efforts to a smaller subsample. 

As in most small-scale studies, it is not without limitations.  The sample was only 
404 and was specifically for one organization, which may limit the generalizability.  
Also, the data was only for one month, which did not necessitate the creation of a 
corpus immune to events that occur during the lifecycle of case management.   

Future work should incorporate additional datasets to further refine the model to 
ensure applicability to a broader audience. In addition, stemming, refining stop lists, 
using different algorithms that deal better with sparse matrices, and improving the 
gold standard by iteratively working with nurse case managers should be explored. 
This project focuses specifically on identifying children using psychotropic medica-
tion and preventing tragic cases like that of Gabriel Myers and Denis Maltez, but 
could be generalized to other contexts within the organizations, such as predicting 
instances of abuse and neglect. 
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Abstract. Studies that involve information technology artifacts play a promi-
nent role in Information Systems (IS) research. We argue that special attention 
needs to be paid to ensuring the validity of such studies. This paper makes three 
contributions to IS research. First, it introduces the concept of instantiation  
validity as broadly applicable to IS design research, and distinct from existing 
notions of validity. Second, the paper identifies several sources of instantiation 
validity threats that can arise in IS design research. Third, it points to the  
need for guidelines to address these threats and demonstrate validity in design 
research. 
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1 Introduction 

Information Systems (IS) researchers investigate the effective design and use of in-
formation technology (IT) at the individual and organizational levels. Arguably, the 
IT artifact lies at the core of the discipline, with central research questions addressing 
how information technology is designed and how the design of information technolo-
gy is influenced by and impacts the environment. Given this focus, properties of IT 
artifacts are frequently conceptualized as intervening and dependent variables in IS 
theories and models. In this paper, we focus on validity issues that arise when creating 
or reusing IT artifacts to evaluate theories. Specifically, we focus on implemented 
software systems that operationalize one or more theoretical constructs. These soft-
ware systems can be either created for the purpose of theory evaluation (e.g., [1]) or 
be existing real-world software systems identified by researchers for their special 
features of interest (e.g., [2]).  

Typically, a construct instantiated in a software system is an independent or predic-
tor variable in a theoretical model. The latter could be a behavioral theory that pre-
dicts and/or explains some focal phenomena [3, 4]. It can also be a theory of system 
design [5, 6], in which case the software instantiates some abstract design principles.  

For example, Komiak and Benbasat [2] investigate the independent variables ‘per-
ceived personalization’ and ‘familiarity’. To establish their impact on the dependent 
variable of interest (adoption intentions mediated by trusting beliefs), they selected 
two existing software systems that were assumed to vary in the levels of perceived 
personalization and familiarity. In their study, the validity of a conclusion such as 
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personalization of an IS leads to its increased adoption depends critically on whether 
the chosen artifacts faithfully instantiated the underlying theoretical construct of  
personalization and levels thereof. This is analogous to the problem of measurement 
of theoretical constructs, where an inappropriately chosen measurement may fail to 
reveal manipulation or inadvertently measure the wrong construct. Likewise, an in-
stantiation that is incongruent with the constructs it is intended to express fails to 
adequately represent its underlying construct. This may occur even when the artifact 
itself is a working software system and may undermine the validity of the conclusions 
that can be drawn from the research. 

We introduce the term instantiation validity to specifically refer to the validity of 
IT artifacts as instantiations of theoretical constructs. Instantiation validity is analog-
ous to the concepts of construct validity in survey research [7-9] and research design 
validity in experimental work [10]. However, executable software systems differ in 
important ways from “traditional” experimental stimuli, such as images or diagrams. 
Thus, while existing principles of validity apply to IS design research, we claim that 
unique challenges inherent in the design of IT artifacts warrant additional attention. 

Despite the growing interest in IS design research, no established notion of the in-
stantiation validity of artifacts exists. March and Smith [11] see the role of the artifact 
only as demonstrating the feasibility of a design, and are not concerned with its validi-
ty with respect to a theoretical construct. Gregg et al. [12] suggest that “researchers 
may elect to develop a system to demonstrate the validity of the solution” (p. 175) but 
do not offer criteria to establish the validity of such systems. Hevner et al. [13] state 
only that “rigor is derived from the effective use of the knowledge base … Success is 
predicated on the researcher’s skilled selection of appropriate techniques to develop 
or construct a theory or artifact” (p. 88). In fact, the term “validity” appears only 
twice in that seminal paper. A recent paper on design science research by Gregor and 
Hevner [6] states that artifacts are evaluated based on their "validity, utility, quality, 
and efficacy", where "[v]alidity means that the artifact works and does what it is 
meant to do" (p. 351). In their terms, a functioning artifact is necessary but not suffi-
cient to establish instantiation validity; the artifact must also do what it is meant to do.  

A notion similar to instantiation validity has been discussed in recent debates in the 
design science literature. Notably, Parsons and Cole [14] and Burton-Jones et al. [15] 
propose guidelines for evaluating scripts (artifacts) generated using theoretically-
motivated variations of conceptual modeling grammars. For example, Parsons and 
Cole [14] encourage researchers to ensure that different scripts are informationally 
equivalent with respect to what is being measured, whereas Burton-Jones et al. [15] 
argue that informational inequivalence is sometimes inevitable. Similarly, a recent 
debate on “construct validity” [16, 17] focused on whether the constructed design 
artifact (in this case, a UML diagram) was congruent with the intended theoretical 
constructs. Motivating directly our notion of instantiation validity, Arazy et al. [18] 
claimed that the ad hoc manner in which artifacts were designed contributed to incon-
clusive and mediocre findings in recommender systems research, while Hovorka and 
Gregor [19] lament that IS design science researchers rarely explain how theoretical 
causality is instantiated in actual systems. These debates demonstrate awareness of 
the potential problem in the research community but, at the same time show the lack 
of concrete guidance or criteria for the establishment of instantiation validity. 
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This work-in-progress paper makes three main contributions. First, considering  
existing notions of validity, it introduces the concept of instantiation validity as an 
important concept in IS design research. Second, the paper explores the sources of 
instantiation validity threats that can arise in IS design research. Third, it points to the 
need for guidelines for researchers to address these threats and demonstrate the validi-
ty of a design study. 

2 Existing Validity Research and Instantiation Validity 

Validity in scientific research refers to the extent to which inferences and conclusions 
are warranted and justified from the empirical evidence obtained [20]. The nature and 
threats to validity in experiments and surveys, and ways to address or mitigate them, 
have been extensively discussed in the IS literature [7, 8, 21]. 

Survey research creates questions (“measurement items”) in order for researchers 
to measure theoretical constructs corresponding to cognitive or emotional states of 
research subjects. Construct validity in survey research asks whether the measurement 
items are collectively a good representation of the construct and only that construct 
[9]. Churchill [22] and Hinkin [23] offer additional guidelines, including: employing 
focus groups and critical incident techniques to generate items; keeping measurement 
items clear, short and simple; and controlling for (or avoiding) context effects. Re-
search on stimulus design also provides input for instantiation validity. Benbasat [10] 
characterizes a stimulus as faulty when it does not separate the focal theoretical con-
struct from others. A common guideline in survey and experimental research is to use 
standardized measurement items (e.g., [24]) or standardized stimuli (e.g., [25]).  

The norms from survey research and research design can inform guidelines for instan-
tiation validity. For example, they suggest that a particular feature of the artifact should 
instantiate only one construct and that artifacts should only vary in relevant features.  
One could also conclude that design features should be “simple” or “atomic”. It remains 
unclear, however, to what extent these norms can be applied to IS design studies as the 
nature of software presents specific threats to instantiation validity. 

3 Threats to Instantiation Validity 

Real(istic) IS artifacts are considerably more complex than the stimuli used in many 
experimental settings or the questionnaire items in survey research. Furthermore, 
rapid change in information technology introduces new ways to build IS. Moreover, 
whereas both theoretical constructs and measurement items are expressed using the 
common medium of natural language, this is not the case for software systems. We 
elaborate on these points by presenting threats to validity unique to IT artifacts. 

3.1 Artifact Instantiation Space 

Most IS theories are mid-range theories [4, 26, 27]; that is, they are moderately ab-
stract (i.e., they do not purport to explain everything) but “close enough to observed 
data to be incorporated in propositions that permit empirical testing” [28].  
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This intentional generality of IS theories makes it difficult to derive specific design 
choices based on IS theoretical constructs (e.g., what programming language to use, 
how to design user interfaces, where to place navigation buttons). A typical software 
project may contain thousands of lines of programming code and many objects in the 
user-interface. Since the theoretical construct frequently lacks guidance for the exact 
ways to develop an IT artifact, there can be a large number of design options to 
choose from [27]. We call the set of possible variations in software features the in-
stantiation space. As a result of a large instantiation space and limited guidance by 
the focal construct, there may be considerable ambiguity when instantiating a theory. 

In the absence of explicit guidance, the connection from theoretical propositions to 
actual design is made by leveraging knowledge outside the focal theory. This may 
involve tacit knowledge, prior experience of developers, auxiliary theories, trial-and-
error, or simply the intuition of developers [27]. Instantiations are also influenced by 
available technologies, developer expertise, familiarity of developers with certain 
development techniques, budget and time constraints.  

A large instantiation space threatens instantiation validity. As there may be many 
ways to instantiate a theoretical construct, it is unclear how specific implementations 
impact evaluation results. Even small features of an artifact can produce substantial 
change in a dependent variable of interest. For example, Shepherd et al. [29] find 
"that a single horizontal line on one GSS interface led to an increase of 23 percent in 
ideation productivity" (p. 16). Lukyanenko and Parsons [27] argued that many im-
plementation decisions have to be made in an ad hoc manner that may undermine 
theoretical predictions. Briggs et al. [30] concede that “subtle differences in interface 
can cause major [outcome] differences”. A challenge of IS design research, therefore, 
is to account for the consequences of the chosen implementation and ensure that they 
do not interfere or interact with the variables of interest in unpredictable ways. 

3.2 Artifact Complexity 

While the threat posed by the instantiation space is due to the abstraction level and 
lack of theoretical guidance, the complexity of IT artifacts may exacerbate the lack of 
theoretical determination. In contrast to many experimental stimuli or questionnaire 
items, a software system is a complex entity with many interacting parts that provide 
the functionality to manifest one or more theoretical constructs. We identify two spe-
cific causes of threats: auxiliary features and emergent properties. 

Auxiliary Features. The complexity of software systems allows, and often requires, 
the researcher to imbue the system with properties that relate to other than the focal 
theoretical constructs. For example, an IS designed to reflect theoretical constructs 
dealing with user interface design will also require realistic data for the user to inte-
ract with, a database to store data in and an operating system to execute on. Such 
necessary auxiliary elements, which can affect the focal properties of an IS, present 
threats to instantiation validity. 

Returning to the example from [2], which posits that a personalized IS leads to 
high user acceptance, a researcher selects (or constructs) an artifact with particular 
features and measures user acceptance. However, the data in the system, chosen by 
the researcher for the study, may interact with the theoretical construct. In a simple 
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case, users may erroneously consider the data they view in their acceptance decision. 
One solution is to use equivalent data. However, it may be the case that the required 
user interface features do not allow for equivalence of data across conditions (interac-
tion effect), in which case this threat cannot be addressed with experimental designs. 

Emergent Properties. The complexity of a software system may produce emergent 
properties and behavior, arising as a result of the components being put together. For 
example, presentation complexity and information overload are emergent properties 
of the way information is presented to a user. Unless emergent properties are part of 
the focal theory, they may interact with other constructs in unpredicted ways. For 
example, users may demonstrate low intentions to adopt a well-personalized system 
because of the complexity introduced to produce the effect of personalization. This 
would be in contrast to theoretical expectations and, more importantly, is not due to 
the focal construct, leading the researcher to wrongly reject her theory. 

Given the nature of software artifacts in IS design research, it is unrealistic to ex-
pect any given instantiation to fully represent the underlying construct and only that 
construct. This is strikingly different from survey research that calls for measurement 
items to exhaust the content domain to be covered by the construct. The challenge 
becomes to ensure and demonstrate that the chosen instantiation allows the desired 
inferences and conclusions.  

3.3 Artifact Cost 

When IS design research uses purpose-built software artifacts to evaluate a theory, the 
construction of these artifacts is relatively more expensive than the development of 
experimental stimuli like simple pictures or diagrams. Software design, programming, 
and testing, even when done only for academic research, are resource-intensive. This 
relative cost of software artifacts can lead to validity problems that must be addressed. 

Given the expense of constructing the artifact, researchers typically find them-
selves in the situation where only a single artifact can be constructed. In contrast to 
experimental research, where alternative experimental conditions can be created by 
the combination of different stimuli, and survey research, where multiple questions 
can be designed easily and cheaply, IS design research is limited to one or a very 
small number of artifacts. This limits the ability to use experimental designs to control 
for confounding effects, and the ability to demonstrate validity and reliability by 
comparing multiple implementations. 

Artifact cost may also prevent researchers from testing multiple levels of a con-
struct. For example, when testing the impact of personalization on adoption, a re-
searcher may instantiate different levels of personalization. However, very high levels 
of personalization are likely to be costly and technologically difficult. Thus, a failure 
to find a significant effect may in fact be due to the researcher having instantiated in 
the artifact an insufficient range of levels of the focal construct. 

3.4 Artifact Medium and Distance 

In survey design, the theoretical construct and the items intended to measure it are 
expressed in the same medium – natural language. Thus, construction of questionnaire 



326 R. Lukyanenko, J. Evermann, and J. Parsons 

 

items can employ words already present in the definition of the construct. This 
process ensures a minimal “distance” and maximal congruence between the instan-
tiated instrument and the construct (ensuring face and content validity).  

As in this paper we focus on artifacts that are software systems, the instantiated ar-
tifact is expressed in different medium, executable software. Thus, there is no conve-
nient way of judging the distance between the definition of the theoretical construct, 
and the instantiated artifact. Further, because of the complexity of the artifact, the 
instantiated property often cannot be trivially or directly derived from the theoretical 
definition, adding a “conceptual distance” between construct and instantiation. We 
argue that the medium shift and “distance” threatens validity. At each step of moving 
from construct to implementation there is a potential for confounds. Just as important-
ly, each of these steps requires validation which, given the instantiation space and 
lack of theoretical guidance, may prove difficult. 

3.5 Technological Progress 

Related to the medium shifts between construct and instantiation is the issue of tech-
nological progress. This concerns not only specific implementation technologies, such 
as particular programming languages and operating systems, but, more broadly, sys-
tem development paradigms. For example, user interfaces are shifting from the desk-
top metaphor towards touch-enabled interfaces. For the design perspective, we have 
witnessed different paradigms, such as procedural, functional, object-oriented, and 
declarative. System architectures have moved from distributed, towards rich client, 
towards thin (or web-based) client. Additionally, and perhaps more importantly, the 
shift in foundational paradigms, such as system architecture, programming, and user 
interfaces, mean that the notion of a valid instantiation may change over time. For 
example, what might be regarded as a complex interaction in a mouse-based interface 
might become relatively simple in a touch-based interface. 

These shifts in technologies imply that artifacts intended to express the same theo-
retical construct are designed and implemented differently over time, and will behave 
differently and exhibit a different user interface. This requires that validity be  
re-established for every instantiation.  

4 Discussion, Future Work, and Conclusion 

Establishing validity is important for developing and testing theories. The prevalence 
of design research in the IS discipline raises the question of validity in studies that use 
information technology artifacts. Considering the nature of IS design research, we 
raise the question of what it means for a software system to be a valid instantiation of 
a target theoretical construct and introduce instantiation validity as a unique concern 
for IS researchers and reviewers of their work.  

We argue there are threats specific to instantiation validity rooted in the vast space 
of design choices, complexity of software systems, cost of software development, the 
distance between constructs and their instantiations and rapid technological change. 
Unless addressed, these threats may undermine inferences and conclusions drawn  
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from the obtained empirical findings. Unless sound criteria for evaluating instantia-
tion validity of IS design research is applied, doubts remain whether results are due to 
extraneous factors or attributable to idiosyncratic software development.  

To begin addressing this issue, guidelines are needed for IS design research to mi-
tigate threats to instantiation validity. Such guidelines can support researchers in con-
structing and using artifacts, as well as reviewers and readers in assessing the quality 
of IS design contributions. Our future work will focus on developing guidelines to 
address the threats identified in this paper. Further, we will examine the applicability 
and transferability of guidelines that exist for experimental and survey work, and their 
limitations in the design science context. We hope this paper will become a starting 
point for the development of guidelines for instantiation validity.  
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Abstract. In this paper, selected recent IS journal publications with an empha-
sis on design science are analyzed in regard to the types of artifacts which are 
designed (abstract designs or instantiations? / technical or social emphasis?). 
The findings are then connected to a recently proposed distinction of conceptual 
and instrumental relevance of research outcomes and discussed, whether the 
type of artifact matches the appropriate type of relevance. It is shown that arti-
facts with a technical emphasis may fall into a different relevance category than 
artifacts with a social emphasis. Future IS design science research projects can 
benefit from considering the “right” type of artifact relevance in the light of the 
type of artifact designed and doing so in an explicit way. 

Keywords: artifacts, abstract artifacts, technical artifact, social artifact, socio-
technical artifact, relevance, conceptual relevance, instrumental relevance. 

1 Introduction 

Around the beginning of the past decade, there was an extensive debate on how to 
improve the relevance of IS research [2, 6, 14]. Here, the design science paradigm is 
seen as a way to produce practically relevant research with an impact while still ad-
hering to a high level of rigor [9, 10, 19]. Gregor and Hevner characterize IS design 
science research (DSR) as being aimed at the design of socio-technical systems, pro-
ducing practically useful – and thus relevant – artifacts [7]. However, the term relev-
ance mostly is treated as a black box in the IS literature. In contrast, Nicolai and Seidl 
propose a more differentiated picture on relevance in the management literature [18]. 
They distinguish conceptual, instrumental, and legitimative relevance of management 
research outcomes (see section 2.1) and are highly critical of research outcomes of 
instrumental relevance in the sense of “hands-on applicability”. In brief, they regard it 
as impossible that abstract research outcomes have a direct instrumental relevance for 
practice.  

For IS DSR, this distinction and critique warrants a closer look at the actual relev-
ance and effective type of impact intended by DSR artifacts, since practical utility not 
only implies instrumental relevance, but it is also the major criterion (“dependent 
variable”) by which DSR artifacts are to be evaluated – at least traditionally [5].  
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In other words, relevance is a key criterion when moving from theory to practice in 
DSR. Against this backdrop, the goal of this research-in-progress paper is to shed first 
light on this issue on a theoretical (section 2) and empirical (section 3) level. In sec-
tion 2.1, the discourse in the management literature is briefly reviewed and applied to 
IS DSR artifacts. To prepare the subsequent empirical analysis, section 2.2 proposes a 
more differentiated perspective on socio-technical artifacts, distinguishing four types. 
The empirical analysis in section three takes four recently published MISQ DSR pa-
pers as a sample, takes a closer look whether and how they handle the issue of artifact 
relevance, and relates this to the types of artifacts designed. In the final section, the 
authors draw a conclusion and give an outlook towards further research. 

2 Theoretical Foundations 

2.1 Types of Artifact Relevance in IS Research 

For the outcomes of management-oriented research in general, Nicolai and Seidl dis-
tinguish conceptual, instrumental, and legitimative relevance [18]. For them, research 
is conceptually relevant when it has the potential to guide and inspire managerial 
decisions and actions. A typical example they name is the identification of causal 
relationships through empirical research. In contrast, research is of instrumental re-
levance when the outcomes are intended to be immediately useful and applicable in 
managerial practice. They give the examples of schemes for decision support (matrix-
es, flow charts, etc.), forecasts, and technological rules. The latter is the link to DSR 
artifacts since technological rules can serve as design propositions as part of or a 
foundation for DSR artifacts or design theories [7, 8, 15]. The third form of research 
relevance – legitimative relevance – occurs when research outcomes are solely used 
to justify managerial action. Nicolai and Seidl characterize this form as only a latent 
form of research relevance. It is therefore not considered further in this paper. Due to 
the uniqueness of application contexts, Nicolai and Seidl are highly critical toward all 
forms of instrumental relevance [18]. In their view, research outcomes – such as gene-
ralized technological rules – cannot be of high utility for immediate application in 
specific real-world situations. In contrast, Avenier takes a constructivistic view on the 
bridge between academia and practice and outlines that also research outcomes with 
an instrumental intention first serve to “irritate” practitioners – inspire them and sti-
mulate processes of reflection and creativity – before they take actual action [1]. 

Applying the distinction between conceptual and instrumental relevance to IS DSR 
leads to the conclusion that an abstract artifact is to be judged in terms of its concep-
tual relevance. Since it is not instantiated yet for a specific application context, it can-
not be judged in terms of its actual utility, but only in terms of its potential utility for 
the class of problems it is supposed to address. Only the instantiated artifact then is to 
be judged by its actual utility or – in Nicolai and Seidl’s terms – its instrumental re-
levance. This highlights the distinction between abstract artifacts and instantiations. 
Here, design theories contain the characteristic of “mutability” [8] which considers 
how well an abstract artifact can be tailored to fit to a specific application context and 
thus, realize its promise of potential utility through actual utility on the instance level. 
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One key limitation of the application of Nicolai and Seidl’s distinction to IS arti-
facts is that they assume management-oriented research outcomes – especially since 
relevance is a social construct which thus differs by community. For IS research, the 
“MIS practitioner” is assumed as the “practitioner client” in addition to the student 
and scholar client [4]. As examples for MIS practitioners, Gill and Bhattacherjee ex-
plicitly name “consultants” and “industry/academic collaborators”. While for the 
former, at least a cursory interaction with managers (when acquiring a new project 
and/or presenting key results) can be derived, the latter collaboration can happen on 
the managerial and on the technical level. Thus, it can be assumed that especially 
DSR publications with artifacts with a heavy emphasis on technical aspects are not 
aimed at a management audience, while at the same time conforming to key goals and 
audiences of IS research.  

In addition, the validity of Nicolai and Seidl’s argument against instrumental relev-
ance – the requirement of abstraction for research outcomes – is at least questionable 
for IS DSR artifacts with an emphasis on technical aspects. The reason is that custo-
mizing artifacts to specific application contexts so that they can achieve their full 
utility is a well-covered issue in IS DSR [5, 10]. Interestingly, Avenier’s counter-
argument is not easily applicable either – do technical artifacts actually have an “in-
spirational power”? On the one hand, it can be argued “yes”, since their introduction 
into an organization usually needs a management decision first, based on the potential 
utility of the abstract artifact. On the other hand, it can also be assumed that the deci-
sion is not based on inspiration, but on a structured and fact-based decision process.  

As one can see already from the brief discussion above, the seemingly “simple” 
distinction between conceptual and instrumental relevance of socio-technical IS DSR 
artifacts leads to a variety of questions which require specific attention. At the same 
time, none of the issues raised above is entirely novel and it can be assumed that at 
least some of them are covered explicitly or implicitly in the existing IS DSR litera-
ture. Therefore, before the debate is pursued further on the conceptual level, it appears 
worthwhile to see whether and how these issues are handled in actual IS DSR publi-
cations. But before this is possible, a more differentiated perspective on socio-
technical artifacts as outcome of IS DSR is needed than just distinguishing a social 
and a technical part of an artifact. 

2.2 Types of Socio-technical Artifacts 

To arrive at such a more differentiated perspective on socio-technical artifacts, the 
authors consider information systems development methodologies (ISDM) as meta-
artefacts for conducting DSR [12, 20]. Since the emphases of the consideration of 
social and technical aspects in a designed artifact are largely dependent on the design 
process and the underlying paradigmatic views, it is assumed that such a paradigmatic 
distinction of ISDM allows a corresponding distinction of artifacts. 

The first ISDM had a strong focus on the technical system. The underlying belief 
lied in the possibility of a “scientistic engineering theory of information systems de-
sign” [13]. Such a perspective is typically connected with the use of formal develop-
ment life cycles (e.g. waterfall model) as ISDM [11]. Other ISDM focus also on the 
technical system, but with additional consideration of social factors, for example 
structured methodologies (e.g. Structured Analysis and Design Technique) which 
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make a clear distinction between logical and physical design [11]. This happens to 
mitigate the negative effects of a purely technical view on information systems devel-
opment such as insufficient user involvement and techno-centrism [23]. A further-
reaching solution to these issues was the development of socio-technical participative 
ISDMs such as ETHICS [17]. They aim to achieve an optimal fit between the tech-
nical and social system and to enable users to control the developing process by  
giving them equal power and competence [11]. A fourth stream viewed information 
systems development as a largely social process [11]. Here, a well-known ISDM is 
the Soft System Methodology (SSM) by Checkland [3].  

For the classification of IS DSR publications in this paper, these four categories 
(technical, technical with social consideration, integrated socio-technical, and social) 
are used to distinguish the type of artifacts or design theories developed in the respec-
tive articles. At the same time, the research processes employed do not necessarily 
have to follow the specific ISDMs mentioned above – they just served as an instru-
ment to arrive at a more fine-grained distinction of socio-technical artifacts. It is of 
note that articles may eschew a clear assignment to a specific category. Thus, the two 
categories of “technical” and “social” are seen as forming two endpoints of a conti-
nuum. The two other categories form intermediate anchor points on this continuum 
around which articles can be clustered during classification. 

3 Analysis of Artifact Types and Relevance in the IS Literature 

3.1 Research Design 

For this research-in-progress paper, four archetypical examples of articles published 
in MIS Quarterly are selected to provide a more in-depth analysis of the issues raised 
above. The articles were selected and the respective artifacts classified according to 
the four categories as outlined in section 2.2 as part of a larger research project, which 
is aimed at providing a systematic analysis of artifact types and relevance in the IS 
literature of the recent years. The classification was conducted and reviewed indepen-
dently by at least two researchers, in order to achieve inter-coder reliability and thus, 
increase its validity. The intention of the in-depth analysis conducted below is to pro-
vide a foundation for discussion and feedback and also to provide insight into the 
classification process. A single journal – one of the two (or three) journals commonly 
considered as “tier 1” journals [16] – is chosen for this paper in order to account for 
journal-related biases. The overall goal for the overarching research project is to draw 
quantitative statements across all journals in the “AIS Basket of Eight” about the 
types of artifact and the type(s) of relevance considered. In turn, these quantitative 
statements are to provide a foundation to discuss implications for the IS discipline in 
general and DSR specifically in a larger scope. 

3.2 Sample Analysis: Technical Artifact 

The article chosen as archetypical sample of a DSR article of a technical artifact is “A 
Cost-Based Database Request Distribution Technique for Online E-Commerce Appli-
cations” by vanderMeer et al., published in 2012 in MIS Quarterly [25].  
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They develop – and explicitly state this – a theoretical model and a method for a 
cost-based database request distribution technique as abstract artifacts and instantiate 
the method for the purpose of experimental evaluation. Thus, the artifact is classified 
as technical. vanderMeer et al. evaluate their artifact terms of its instrumental relev-
ance – whether its performance is superior to commercially available solutions and 
hence, more useful. Interestingly, they also discuss aspects of conceptual relevance: 
whether and when IT managers should consider changing the database request distri-
bution technique, what implications in terms of reliability are, and how the abstract 
artifact should be configured for specific instances, based on database buffer sizes. 
This illustrates the issue of “inspirational power of (technical) artifacts” raised in the 
discussion on the conceptual level section 2.1 and that vanderMeer et al. recognized 
this – albeit implicitly – and covered the issue.  

3.3 Sample Analysis: Technical Artifact with Social Considerations 

The article chosen as archetypical sample of a DSR article of a technical artifact 
which additional social considerations is “Knowing What a User Likes: A Design 
Science Approach to Interfaces that Automatically Adapt to Culture” by Reinecke and 
Bernstein, published in 2013 in MIS Quarterly [21]. 

The artifacts they design are a method to implement cultural adaptivity of user in-
terfaces and an instance of a culturally-adaptable system. Since the technical artifacts 
(two ontologies, an algorithm, user interface adaptation rules, and the instantiated 
system) constitute the key contribution, but are, at the same time, heavily influenced 
by cultural issues, the article is classified as technical with additional consideration of 
the social factor. The abstract artifacts (ontologies, algorithm, and adaptation rules) 
are distinguished from the instanced system and the article also discusses further areas 
for instantiation beyond the application context of task management. Hence, the au-
thors of the article consider the abstract artifacts to be of conceptual relevance, based 
on the evaluation of the instanced system which was evaluated in terms of instrumen-
tal relevance (how well the system adapted to users’ cultures). This highlights the 
interplay between the two types of relevance and abstract and instantiated artifacts.  
It is also of note that the article is not aimed at a managerial audience, limiting the 
applicability of Nicolai and Seidl’s distinction.  

3.4 Sample Analysis: Socio-technical Artifact 

The article chosen as archetypical sample of a DSR article of an artifact with an inte-
grative perspective on social and technical aspects is “Vital Signs for Virtual Teams: 
An Empirically Developed Trigger Model for Technology Adaptation Interventions” 
by Thomas and Bostrom, published in 2010 in MIS Quarterly [24] .  

The designed artifact– though not explicitly called one – is a model to diagnose 
work in ICT-supported distributed – virtual – teams and to recognize shortcomings 
requiring managerial action (interventions). It is classified as socio-technical as an 
integrative perspective on virtual teamwork is taken, encompassing the adequacy of 
ICT as well as issues of trust and relationships, for example. The model is of abstract 
nature and explicitly characterized as being robust across application contexts. Since 
the authors state in the abstract that the model can be used as “diagnostic tool”, they 
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regard it as being of instrumental relevance. At the same time, it provides five catego-
ries of overall 52 generic triggers to warrant specific interventions by a virtual team 
leader. In other words, its instrumental use is intended to trigger – guide and inspire – 
specific managerial action on the instance level. Hence, it eschews a clear classifica-
tion as being of either conceptual or instrumental relevance. In turn, this leads to an 
indication that Nicolai and Seidl’s classification is not of dichotomic (or trichotomic, 
if one includes legitimative relevance as well) nature. However, this issue is not re-
flected on explicitly in the article since application of the model to actual virtual 
teams on the instance level is not elaborated on further.  

3.5 Sample Analysis: Social Artifact 

The article chosen as archetypical sample of a DSR article of a predominately social 
artifact is “Control over Virtual Worlds by Game Companies: Issues and Recommen-
dations” by Roquilly, published 2011 in MIS Quarterly [22]. This choice requires 
special explanation as there were disagreements among the evaluating researchers 
whether this article should indeed be classified as predominantly DSR. While the 
article devotes only four out of twenty pages overall to design three recommendations 
for the design of contracts – a social construct – for users of virtual worlds, it was still 
the “most social” design-oriented article identified in a tier 1 journal. In additions, 
these recommendations match what Nicolai and Seidl [18] call “technological rules” 
(see section 2.1). They can serve as design principles for a future design theory and 
are thus regarded as “precursors” of social artifacts in IS research. 

The recommendations themselves are of an abstract nature, aimed at all classes of 
company-run virtual worlds. The limits of applicability to specific instances are not 
explicitly discussed. The first recommendation is a general one – hence, intended to 
apply to all instances of virtual worlds – while the second and third take the game 
company’s business and gaming model, respectively, into account. All three are for-
mulated strongly using “should”. In terms of relevance, the first recommendation is 
clearly seen as intended to be of instrumental relevance. The other two are of a more 
conceptual relevance as they clearly distinguish specific variables (business model / 
gaming model) of instances of virtual worlds, influencing the nature of the recom-
mendation. At the same time, the “should” implies a direct – instrumental – applica-
bility as well, without leaving room for intentional redesigns or addressing the need 
for further guidance of decisions on how to design contracts on an instance level. 
Thus, Nicolai and Seidl’s critique (see 2.1) applies to these technological rules and 
would apply likewise to abstract artifacts / design theories based upon them which do 
not take into account the adjustment to specific circumstances during an instantiation. 

4 Conclusion and Future Research 

The analysis of four articles – each with a different emphasis of technical and social 
elements of the socio-technical artifact – illustrated that aspects of conceptual as well 
as instrumental relevance play a role for all types of artifacts. At the same time, it was 
also illustrated that the two types of relevance play different roles for the different  
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types of artifacts and that an explicit consideration of these aspects enhances the over-
all contribution. While the instrumental relevance of the technical artifact was shown 
to be a key criterion for its utility, it was also illustrated that an explicit consideration 
of aspects of conceptual relevance for a managerial audience may foster its adoption 
in practice. For artifacts with a greater emphasis on social aspects, the sample analysis 
highlighted the importance of conceptual relevance for their utility for a wide range of 
application contexts as well the limitations of instrumental relevance without explicit-
ly considering the difference between abstract statements and instantiations in specific 
contexts of application. 

The expansion of the analysis to more journals and to draw quantitative statements 
about the types of artifacts and the type(s) of relevance that are considered or assumed 
is a task for future research. In parallel, it appears worthwhile to take a more syste-
matic and in-depth look at theoretical and practical implications of the different types 
of relevance for different types of artifacts in IS DSR. The same applies to the devel-
opment of concrete implications or guidelines for IS DSR to deal with the different 
types of relevance for different types of artifact – during the research process as well 
as for the communication of the outcomes. The same applies for relevance for differ-
ent sub-groups of the target audience of “MIS practitioners” which are largely unana-
lyzed as well. 
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Abstract. This paper proposes an extended fitness-utility model for manage-
ment artifacts in IS DSR – such as artifacts for IT management or IT project 
management. It connects the elements of Gill and Hevner’s fitness-utility model 
to different phases of an artifact lifecycle and different types of artifact relev-
ance. It is shown that, due to the nature of management artifacts compared to IT 
artifacts, management artifacts are to be evaluated in terms of conceptual – and 
not instrumental – relevance and highlighted that different aspects of fitness are 
important for abstract and instantiated artifacts to sustain long-term utility. 
Based on these findings, a first version of an extended fitness-utility model is 
proposed. It is substantiated based on selected findings from empirical research 
about important factors for adoption of IS/IT management artifacts of practice. 
IS researchers who want to design IS/IT management or IT project management 
artifacts can use the extended fitness-utility model to explicitly consider rele-
vant aspects of fitness already during design-time of their artifacts. 

Keywords: fitness, utility, artifacts, relevance, management artifacts, fitness-
utility model. 

1 Introduction 

Until recently, utility has been regarded as the main evaluation criterion (“dependent 
variable”) for design science artifacts. However, Gill and Hevner propose to consider 
artifact fitness in addition to utility [6]. Their main arguments for considering artifact 
fitness are 1) to foster artifact evolution in the ongoing search for improved solutions 
and 2) to sustain artifact utility in changing application contexts. They develop a first 
version of a fitness-utility-model and illustrate its viability by drawing on a number of 
examples of IT artifacts (open source code, Linux versus UNIX, the SABRE airline 
booking system etc.). But IT artifacts are not the only research object in IS design 
science research (DSR). IS DSR in the domains of IS/IT management and IT project 
management (ITPM, in short) is mainly concerned with the development and evalua-
tion of management artifacts, such as IT governance strategies, IT management 
processes, or project management methodologies [5]. Due to the different nature of 
management artifacts compared to IT artifacts, this research-in-progress paper argues 
that fitness of management artifacts is a prerequisite for adoption as well as for  
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sustained utility – and hence, relevance – of an ITPM artifact and illustrates this by 
means of an extension of Gill and Hevner’s fitness-utility model as well as first em-
pirical findings. In order to do so, the relevant theoretical foundations of management 
and IS DSR, artifact relevance, and artifact fitness are briefly reviewed in the second 
section. In the third section, they integrated into an extended fitness-utility model for 
ITPM artifacts. The fourth section covers first findings from empirical research aimed 
at deriving relevant factors for the usefulness and acceptance of ITPM artifacts. The 
paper ends with a brief discussion as well as an outlook toward future research.  

2 Theoretical Foundations 

In this section, the current state of the literature regarding management artifacts in IS 
DSR (section 2.1) and different types of relevance of research outcomes is briefly 
reviewed (section 2.2). Afterwards, Gill and Hevner’s fitness-utility model [6] is  
described (section 2.3). The three aspects are then tied together in section 3. 

2.1 Management Artifacts and IS DSR 

In the management DSR literature, the understanding of management artifacts can be 
summarily characterized as any element – or combinations thereof – of a possible 
future organizational reality [5]. While there is no clear definition of a management 
artifact, Romme gives the following example: “products, services, organizational 
structures, organizational identities, business strategies, multiuser networks, manage-
ment tools, projects, and discourses” [13]. He also highlights that management arti-
facts do not necessarily exist per se, but are tangible or intangible socially-constructed 
facts. This is unlike IT artifacts which always have a tangible component (hardware, 
readable or compiled program code, etc.). Particular challenges of management DSR 
are seen as coping with organizational phenomena such as a dynamic and complex 
environment leading to surprises, planned or emergent change over time, or informal 
or covert structures [15]. For IS DSR, management artifacts are a key research object 
when designing elements of IT organizations or IT project organizations [5]. To cover 
both domains, they are abbreviated as ITPM artifacts in the remainder of the paper.  

2.2 Types of Relevance in Research 

For the outcomes of management research in general, Nicolai and Seidl distinguish 
three types of relevance: conceptual, instrumental, and legitimative relevance [11]. 
For them, research is conceptually relevant when it has the potential to guide and 
inspire managerial decisions and actions. A typical example is the identification of 
causal relationships through empirical research. Research is of instrumental relevance 
when the outcomes are intended to be immediately useful in managerial practice. 
They give the examples of schemes for decision support (matrixes, flow charts, etc.), 
forecasts, and technological rules. The latter is the link to DSR artifacts since technol-
ogical rules can serve as design propositions as part of or a foundation for DSR  
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artifacts or design theories [4, 7–9]. The third form of research relevance - legitimative 
relevance – occurs when research outcomes are solely used to justify managerial  
action. Nicolai and Seidl characterize this form as only a latent form of research re-
levance. Consequently, legitimative relevance is not considered further in this paper. 
Furthermore, due to the uniqueness of every organization at any point in time, they 
are highly critical toward all forms of instrumental relevance. In their view, research 
outcomes – which are necessarily abstract – cannot be of high utility for immediate 
application in specific real-world situations. Here, Avenier provides a counterpoint: 
He takes a constructivistic view on the bridge between academia and practice and 
outlines that also research outcomes with an instrumental intention also first serve to 
“irritate” practitioners – stimulate processes of reflection and creativity – before they 
take actual actions and use the research outcomes in practice [3]. 

2.3 The Fitness-Utility Model for DSR 

In [6], Gill and Hevner develop a fitness-utility model for DSR, in order to highlight 
that utility should not be the only criterion used for evaluating DSR research out-
comes. They first distinguish two types of fitness: type 1 as the ability of an organism 
to survive over time and type 2 as the ability of an organism to reproduce and evolve 
over generations. Afterwards, they propose an integrated perspective on the two as-
pects of fitness and utility. They operationalize the fitness concept by proposing seven 
characteristics of fitness and one characteristic of unfitness: 

• Decomposable: Artifacts which are decomposable into smaller units allow a rede-
sign of singular units to cope with external changes, instead of having to redesign 
the entire artifact. 

• Malleable: Artifacts which are malleable can be adapted to cope with changing 
environments and also be adapted to be used for unintended purposes. 

• Open: Artifacts which are open for inspection and change allow their end-users a 
rapid adaption to changing environments. They regard the three characteristics of 
malleability, decomposability, and openness as complementary and enhancing each 
other. 

• Embedded in Design Systems: When artifacts are part of systems where design and 
changes are common it can be expected that they evolve more rapidly than when 
design and change are uncommon. 

• Novel: Novel artifacts – provided they are viable – can trigger and lead a wave of 
innovation or change for an entire landscape of artifacts. 

• Interesting: Interesting artifacts may intrigue designers, researchers, or users and 
thus, also lead to a wave of change or innovation – especially when artifacts are 
novel and interesting at the same time. 

• Elegant: Artifacts perceived as elegant – in addition to being functional (= useful) 
– may trigger positive reactions in users and therefore be adopted or used more of-
ten or be of increased longevity. 

• Too useful: In contrast to the characteristics above, artifacts may also be “too use-
ful” when they are of high utility in the present, but lack the fitness to evolve over  
 



340 A. Drechsler 

 

time to further improve their utility or to adapt to changing circumstances. In con-
trast, progress and improvement require the change of existing artifacts or the 
adoption of new, more useful ones. When artifacts are unable to respond to the 
former and prevent the latter (for example, due to lock-in effects), they are consi-
dered as being “too useful”, eventually leading to their decline and “extinction”. 

Bringing these characteristics and utility / usefulness together, Gill and Hevner post-
ulate that designs (= artifacts) need to exhibit a certain number of fitness characteris-
tics, to be of long-term usefulness and relevance and, at the same time, need to avoid 
becoming “too useful”.  

3 An Extended Fitness-Utility Model for ITPM Artifacts 

In order to link the three aspects of fitness, utility, and artifact relevance of ITPM 
artifacts, it is first important to distinguish abstract artifacts and instantiations. Ab-
stract artifacts are designed for a class of real-world problems and are considered to 
be the prime outcome of DSR [7]. An abstract artifact is to be differentiated from its 
instantiations which constitute applications of the abstract artifacts to specific real-
world situations. An instantiated artifact is considered useful in a specific application 
context when it helps solving the instance of the real-world problem in the context. 
An abstract artifact is then considered useful when several instantiations in different 
contexts proved to be useful. This distinction exists not only in the IS DSR literature, 
but also in the management DSR literature [1, 2] and therefore applies to ITPM arti-
facts as well [5]. 

Following the distinction made by Nicolai and Seidl [11] (see section 2.2), it is ar-
gued that an abstract artifact is to be judged in terms of its conceptual relevance. 
Since it is not instantiated yet for a specific application context, it cannot be judged in 
terms of its actual utility, but only in terms of its potential utility. For ITPM artifacts, 
this judgment is made by the IT or project executives deciding whether the abstract 
ITPM artifact has the potential utility to solve their particular real-world problem. 
Researchers may or may not be involved in this decision. Only the instantiated artifact 
then is to be judged by its actual utility or – in Nicolai and Seidl’s terms – its instru-
mental relevance. And since ITPM artifacts as special instance of management  
artifacts are considered to be “social facts” (see section 2.1) even this instrumental 
relevance does not constitute a tool- or engineering-like application [12] of a man-
agement artifact, but it depends on the acceptance of the instantiated artifact by its 
eventual users. In the case of an IT project management methodology artifact, for 
example, these end-users are all members of the project team.  

Adding a fitness perspective to this so far solely utility-oriented perspective, it be-
comes clear that both types of fitness Gill and Hevner distinguished (survival and 
reproduction) are relevant, but again, on different levels of artifact abstraction. The 
potential utility of an abstract ITPM artifact – in the perspective of an ITM or PM 
executive – is immediately related to their perception of its fitness to be adapted  
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(“reproduced”) to the specific situation of the organization, in order to be of actual – 
and not only potential – utility. In a long-term perspective, the adapted and instan-
tiated artifact also needs to prove its fitness – but this time in terms of survival – due 
to the necessity to be adaptable to changing elements of the organization or its envi-
ronment in order to sustain its utility. There is also a third fitness-related perspective, 
this time during the instantiation and adaptation process of the abstract artifact itself: 
the acceptance of the ITPM artifact on the end-user level depends on the extent of the 
adaptability of the abstract artifact to the specific application context, so that the end-
users of the artifact can find it useful. This is not a matter of reproduction (at this 
point in time the decision-maker(s) have already decided in favor of the artifact, 
therefore it is going to be introduced anyway) or survival (the artifact is just being 
instantiated so it is not a matter of changing an already instantiated artifact to fit to 
new circumstances), but actual adaptability during the instantiation process.  

For each of the three fitness-related perspectives (reproduction, survival, and adap-
tion-during-instantiation), it is now hypothesized that different characteristics of fit-
ness are of special importance: During the phase where ITM or project executives 
decide whether an ITPM artifact is going to be instantiated (“reproduced”) at all, an 
artifact promising an elegant solution will probably be of high interest. Being embed-
ded in a “design system” (for example, offered by renowned consultants or research-
ers) will probably also foster a positive decision. The same applies when the artifact is 
open for integration with the existing management systems. In terms of novelty, it is 
probably more down to the personal preference of the decision-maker: do they prefer 
a well-established abstract artifact with a proven track record of utility in other con-
texts or are they willing to try a new and promising potential solution? However, it 
can be assumed that novelty will at least help to bring an artifact to their attention. 

During the instantiation process, different fitness-related qualities increase in im-
portance. Openness for integration with the existing management systems (in an or-
ganizational perspective) and individual work routines (in an individual perspective) 
is now becoming more crucial, but also effective malleability and decomposability to 
adapt the abstract artifact to its application context. A similar case can made for eleg-
ance, but this time not on the solution-oriented level, but with regard to its internal 
composition and internal elements. Does it, for example, prescribe cumbersome 
processes or lightweight and flexible workflows? It can also be surmised that an inter-
esting – or even exciting – artifact will hold its future end-users attention longer and 
ease its acceptance [10].  

In a long-term artifact survival perspective, the aspects of malleability, openness, 
and easy decomposition appear of similar importance as during the initial adaptation 
phase. But since it can be assumed that more incremental but regular changes are 
taking place here, being embedded in a design system (for example, a continual im-
provement process) will foster the survival of the artifact. In this context, elegance is 
a factor again, but in a third sense: that small but regular changes can be elegantly 
integrated into the elements of the artifact. In addition, the issue of an artifact being 
“too useful” also needs to be addressed in this phase. 

Based on these considerations, an extended fitness-utility model for ITPM artifacts 
is proposed as depicted in Table 1. 
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Table 1. Extended fitness-utility model for ITPM artifacts 

Phase Decision to introduce 
abstract ITPM artifact 

Artifact instantia-
tion process 

ITPM Artifact in 
use 

Artifact Abstract artifact Abstract artifact in 
redesign 

Artifact instance 

Stake-
holders 
involved 

decision-makers,  
(consultants),  
(researchers) 

decision-makers, 
change managers, 
end-users,  
(consultants), 
(researchers) 

end-users,  
(change managers) 

Utility 
 

potential utility actual utility 

Relevance 
 

conceptual relevance instrumental relevance 

Fitness 
type  
analogy 

“reproduction” 
(type 2) 

“adaption” “survival” 
(type 1) 

Relevant 
character-
istics of 
fitness 

• Novel (depending on 
personal preferences) 

• Elegant (solution) 
• Embedded in Design 

System 
• Open 
• Interesting  

(for decision-makers) 

• Malleable 
• Decomposable 
• Open 
• Elegant  

(composition) 
• Interesting  

(for end-users) 

• Malleable 
• Decomposable 
• Open  
• Elegant 

(maintenance) 
• Embedded in 

Design System 
• Too useful? 

4 Fitness and ITPM Artifacts – First Empirical Findings  

In this section, first evidence of the validity of the extended fitness-utility model of 
Table 1 is presented. The findings are taken from other research projects in the larger 
context of ITPM artifacts and reinterpreted in the light of the extended model. Since 
these research projects were not directed at an explicit validation of the model, the 
confirmatory power of the findings is somewhat limited. Nevertheless, in the absence 
of other evidence, the author regards them as sufficiently convincing to discuss them 
here at least briefly. 

The importance of conceptual artifact relevance for the first phase – expressed in 
terms of perceived potential utility and perceived interest by the decision-makers – 
was noted in a recent study. Ten CIOs or other high-ranking IT executives of German 
small and medium enterprises of different sizes and industries were interviewed, in 
order to gain an overview about the instruments they use to direct the IT function and 
whether and why they used or did not use an IT balanced scorecard. The majority did 
not. In the light of the model, their statements are interpreted that the IT balanced 
scorecard (as one instance of an ITPM artifact of practice) was not interesting to them 
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because they did not perceive it to be elegant (= lightweight) and open (= to their 
specific requirements for directing their IT function), even despite it was perceived as 
being well-embedded in a design system (= offered by consultants). Overall, it can be 
concluded that the instrument lacked fitness and conceptual relevance for the non-
adopters and they therefore decided against adapting it. 

Another research project was concerned with the introduction and application of an 
ITPM artifact of practice: the ITIL framework for IT service management [14]. Six 
cases of the introduction of the ITIL framework were analyzed by expert interviews 
with relevant stakeholders and document analysis. Of special note here in the inter-
views was the “prescribed malleability” of ITIL – that the respective organizations 
were required to adapt the abstract ITIL processes to their specific structures and 
processes. The ITIL processes were also considered to be open to incorporate existing 
management practices. The decomposability of ITIL was also mentioned positively, 
that one could concentrate on introducing one or a few processes at a time. For the 
long-term utility of the introduced ITIL processes, the interviewees highlighted the 
importance of guiding principles as well as a formalized continual service improve-
ment process. These elements can be interpreted as elements of a “design system”. To 
further highlight the importance of malleability and openness for long-term utility, 
one interviewee estimated that about four years after the initial introduction, the ITIL 
Change Management process they used had about only ten percent in common with 
the initial version of the process design. 

5 Conclusion and Future Research 

Table 1 proposes an extended fitness-utility model for IT management and IT project 
management (ITPM) artifacts. This extension of Gill and Hevner’s model [6] is based 
on a separate consideration of abstract and instantiated artifacts and conceptual and 
instrumental relevance. It suggests considering different characteristics of fitness and 
different types of relevance for abstract and instantiated ITPM artifacts. It was argued 
that a differentiated consideration of the fitness characteristics for artifact design can 
foster their adoption in practice and support their sustained utility even in a long-term 
perspective – despite changing organizations and their environment. The arguments 
were also supported by initial evidence gathered in ongoing research projects, which 
illustrates the initial validity of the proposed extended fitness-utility model. For the 
design of future management artifacts the its current version suggests that one should 
design both for elegance and conceptual clarity so that an ITPM artefact gets adopted 
by management, but also for malleability, decomposability, and openness, so that the 
ITPM artefact can be easily instantiated and used. These characteristics furthermore 
allow an ex-ante evaluation of an abstract artifact before its first instantiation, provid-
ing a step toward an operationalization of the abstract requirement of “(potential) 
utility”. 

The next big step in future research is to refine the extended fitness-utility model 
further and to validate its elements by dedicated empirical research for each phase, in 
different domains, and on every stakeholder level (executives and end-users). The 
second big step afterwards is to transform these findings into actual design-relevant 
prescriptive knowledge to design abstract ITPM artifacts not only for utility, but for 
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the relevant fitness qualities identified and validated. Furthermore, the author also 
considers it worthwhile to explore whether the extended fitness-utility model for 
ITPM artifacts applies to IT artifacts as well or which modifications are needed, based 
on the different characteristics of the two types of artifact. 
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Abstract. Design Science Research (DSR) is a research paradigm for research 
that undertakes to solve general problems through the invention and evaluation 
of new or improved technologies. Once DSR is completed, practitioners may 
make use of the new technology to solve particular instances of the generalised 
problem (and thereby make improvements in a problematic situation). In order 
to effectively solve a generalised problem, it is important (among other things) 
for DSR researchers to (1) understand the problem, its causes, and the condi-
tions that allow a problem to continue or hinder its solution, (2) develop a 
shared problem understanding among collaborating DSR researchers, (3) crea-
tively think of alternative potential avenues and means to solve (or reduce or  
alleviate) the problem, and (4) develop and convey design theories about the 
utility of a developed design artefact to solve a problem. This paper describes 
how Coloured Cognitive Mapping (CCM) can be used for these purposes in the 
context of DSR and provides evidence of its utility for those purposes through 
description of an application of CCM to DSR and more formal evaluation 
through teaching CCM to DSR researchers and surveying them for their opin-
ions about its utility and features. 

Keywords: Design Science Research (DSR), Coloured Cognitive Mapping 
(CCM), problem analysis, problem solving, design theory, creativity. 

1 Introduction 

Coloured Cognitive Mapping (CCM) [1, 2] is an approach for analysing problems to 
understand their causes and consequences and for identifying potential ways to solve 
the problem(s). CCM includes both a simple diagramming notation and a procedure 
for conducting a causal analysis of the problem and its consequences, transforming 
the resulting CCM into diagram concerned with solving the problem, and augmenting 
the diagram with potential or candidate solutions to the problem. Formalising problem 
understandings and potential solutions in the form of CCMs supports both clear rea-
soning and communication with other stakeholders and would-be problem solvers. 

Design Science Research (DSR) is a research paradigm for research that under-
takes to solve general problems through the invention and evaluation of new or im-
proved technologies. Once DSR is completed, practitioners may make use of the new 
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technology to solve particular instances of the generalised problem (and thereby make 
improvements in a problematic situation). In order to effectively solve a generalised 
problem, it is important (among other things) for DSR researchers to (1) understand 
the problem, its causes, and the conditions that allow a problem to continue or hinder 
its solution, (2) develop a shared problem understanding among collaborating DSR 
researchers, (3) creatively think of alternative potential avenues and means to solve 
(or reduce or alleviate) the problem, and (4) develop and convey design theories about 
the utility of a developed design artefact.  

This paper investigates how Coloured Cognitive Mapping (CCM) can be used for 
these purposes in the context of DSR and provides some initial evidence of its utility 
for those purposes. 

The next section describes relevant literature on DSR and CCM, giving rise to a re-
search question. Section 3 gives an overview of CCM. Section 4 describes an example 
of the application of CCM to an ongoing DSR project. Section 5 describes and pre-
sents the results of studies to evaluate the utility of CCM for use in DSR. Section 6 
then summarises and suggests further research. 

2 Review of Relevant Literature 

This section reviews two main areas of literature: Design Science Research (DSR) 
and Problem Analysis. The review of DSR seeks to motivate the problem to be ad-
dressed and the significance of this research. The review of problem analysis seeks to 
identify existing approaches to problem analysis and the place of CCM within that 
context. 

2.1 Problems in the Design Science Research Literature 

As noted earlier, DSR is a research paradigm for research that undertakes to solve 
general problems through the invention and evaluation of new or improved technolo-
gies. There are few published definitions of DSR, but Venable and Baskerville [3, p. 
142] define DSR as “Research that invents a new purposeful artefact to address a 
generalised type of problem and evaluates its utility for solving problems of that 
type”.  

The concept of a problem and activities to understand and define it are central to 
DSR. March and Smith [4, p. 251] emphasise that “Real problems must be properly 
conceptualized and represented, appropriate techniques for their solution must be 
constructed, and solutions must be implemented and evaluated using appropriate cri-
teria.” Hevner et al [5, p. 76] emphasise that design science research “is fundamen-
tally a problem-solving paradigm.”  “Design science . . . creates and evaluates IT 
artifacts intended to solve identified organizational problems” [5, p. 77].They also 
state that in DSR, “Purposeful artifacts are built to address heretofore unsolved prob-
lems.” [5, p. 78]. Vaishnavi and Kuechler [6] assert that the DSR process begins with 
the “Awareness of Problem” phase.  Peffers et al [7] state that “The development of 
the artefact should be a search process that  draws from existing theories and knowl-
edge to come up with a solution to a defined problem.” They further include a first 
step in their DSR methodology (DSRM) “Activity 1: Problem identification and  
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motivation.” In fact, in formulating DSRM, Peffers et al [7] reviewed seven articles 
from IS and Engineering and all seven had common design process elements similar 
to their Activity 1: problem identification and motivation. In this activity, the key 
tasks are to define the problem and show importance [7]. Sein et al [8] identify  
solving a class of problem as part of the essence of DSR (along with innovation). 
Accordingly, they include Problem Formulation as the first stage in their Action De-
sign Research (ADR) methodology. Among other activities, Problem Formulation in 
ADR includes “(3) Cast the problem as an instance of a class of problems” [8, p. 5]. 

An important gap in the above literature is that there is little to no guidance on how to 
understand, represent, and define the problem to be solved. Peffers et al [7] do suggest 
that “it may be useful to atomize the problem conceptually so that the solution can cap-
ture its complexity”. Similarly, Hevner et al [5, p. 88-89] state that “Design-science  
research often simplifies a problem by explicitly representing only a subset of the rele-
vant means, ends, and laws or by decomposing a problem into simpler subproblems.” 
Hevner et al [5] further suggest using constructs and models in the definition of the prob-
lem to be solved. “Constructs provide the language in which problems and solutions are 
defined and communicated [9]. Models use constructs to represent a real world situation 
– the design problem and its solution space [10]. Models aid problem and solution  
understanding and frequently represent the connection between problem and solution 
components enabling exploration of the effects of design decisions and changes in the 
real world.” [5, pp. 78-79]. However, neither Peffers et al [7] nor Hevner et al [5] provide 
further information or guidance on how a problem may be “atomized”, simplified,  
decomposed, or modelled.  

Subsequent to DSRM’s Activity 1: Problem identification and motivation, Peffers 
et al [7] further suggest that DSR researchers conduct Activity 2: Define the objec-
tives for a solution. To motivate the inclusion of Activity 2 in DSRM, they state 
“Some of the researchers explicitly incorporate efforts to transform the problem into 
system objectives, also called metarequirements [11] or requirements [12], whereas 
for the others, these efforts are implicit as part of programming and data collection 
[13] or implicit in the search for a relevant and important problem. Identified prob-
lems do not necessarily translate directly into objectives for the artifact because the 
process of design is necessarily one of partial and incremental solutions. Conse-
quently, after the problem is identified, there remains the step of determining the per-
formance objectives for a solution.” [7, p. 55]. Put into other words, in order to have 
design objectives, one needs to understand what it would mean to solve the problem. 
However, Peffers et al [7] do not provide suggestions for how a problem definition 
can or should be transformed into design requirements or metarequirements. 

Vaishnavi and Kuechler [6], subsequent to their Awareness of Problem phase pro-
pose a second phase of “Suggestion”, which is in some way similar to Activity 2 in 
DSRM. Like the strong connection between Activity 1 and Activity 2 in DSRM, the 
Suggestion phase “is intimately connected with” the Awareness of Problem phase  
[6, p. 7].  In the Suggestion phase, a “Tentative Design” is created. Vaishnavi and 
Kuechler [6, p. 7] note that “Suggestion is an essentially creative step …” and that “if 
after investing considerable effort on an interesting problem a Tentative Design or at 
least the germ of an idea for problem solution does not present itself to the research, 
the idea (Proposal) will be set aside.” They further note that such creative suggestions 
for a problem solution are identified through abductive reasoning, but then require 
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further thinking and redesign to ensure that a tentative design is practicable for the 
problem for which an initial solution was abduced. Like Vaishnavi and Kuechler [6], 
March and Smith[4], Hevner et al [5], and Peffers et al [7] all emphasise the creative 
nature of DSR, which implies the need to encourage and support creativity. 

A third gap in the above literature is that there is no guidance for how an initial 
tentative design might be creatively abduced and/or refined into a reasonable proposal 
to be pursued in more detail in a DSR project. How creativity can be supported and 
encouraged is not addressed in the above literature. 

The concepts of problems, requirements, and (tentative) solution designs are ad-
dressed in the DSR literature on Design Theories [11, 14-17]. A design theory is a 
formal statement of the results of DSR. Once a problem definition is transformed into 
requirements, it can be stated as meta-requirements [11], purpose and scope using 
constructs [15], a problem space [14], or general requirements [16, 17]. An initial or 
more detailed solution design can be stated as a meta-design [11], principles of form 
and function, artefact mutability, and principles of implementation using constructs 
[15], a solution space [14], or a general design [16, 17].  A design theory includes a 
relationship between requirements and design that prescribes instantiating the design 
to achieve the requirements [11, 15, 16] or simply indicates that there is utility to be 
had in instantiating the design for achieving the requirements [14, 17]. 

A fourth gap in the literature is that there is little or no guidance for how to state re-
quirements and designs and the relationships between them. Where do the constructs for 
requirements or designs come from? At what level of detail should they be presented? 

Finally, none of the DSR literature reviewed above addresses issues of stakeholder 
involvement and obtaining agreement about the problem to be solved in a DSR pro-
ject or what design features and architecture the designed solution or purposeful arte-
fact should have. A DSR project may be done by a single person or it may involve 
multiple clients, funding agencies, and other people with a stake in what problem is to 
be solved and how a problem is solved, as well as a team of designers and technology 
developers. It is one thing to work alone on the above activities and another thing to 
develop agreement about what problem(s) a DSR project will address or what features 
are included in a design and how they fit together into a coherent whole (architecture). 
This then is a fifth gap in the DSR literature. 

To summarise these research gaps, the DSR literature provides little or no guidance 
for how to (1) formulate and define problems, (2) transform a problem definition into 
solution requirements, (3) creatively reason about potential solutions, (4) formulate 
design theories with constructs and relationships between them at an appropriate level 
of detail and precision, and (5) collaborate and communicate with multiple stake-
holders to reach agreement when conducting the above activities. Indeed, Hevner et al 
[5] themselves identify some of these gaps and their importance when they state in 
their Discussions and Conclusions section that “Insufficient sets of constructs, mod-
els, methods, and tools exist for accurately representing the business/technology envi-
ronment.” [5p. 99]. They further go on to identify the importance and impact of this 
problem when they state that “Orman (2002) argues that many of the equivocal results 
in IS behavioral-science studies can be explained by a failure to differentiate the  
capabilities and purposes of the studied technology.” [5, p. 99-100]. Here we can 
interpret “capabilities” as the features of an artefact design, “purposes” as the problem 
to be solved and requirements, “failure to differentiate” as resulting from lack of pre-
cise representations of problems and solution designs. 
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2.2 Relevant Problem Solving Literature 

There are many methods, tools, and techniques that are applied to analysing, under-
standing, and solving problems, including Soft Systems Methodology [18-20] and its 
various techniques, including Rich Pictures, CATWOE Criteria and System Defini-
tions, and Conceptual (a.k.a. Activity) Models, Fishbone or Ishikawa Diagrams [21], 
Problematiques [22], Cognitive Maps and the Strategic Option Development and 
Analysis (SODA) and Strategy Making methods [23-27], and Coloured Cognitive 
Maps [1, 2]. Such methods and techniques could potentially be useful applied in DSR 
in order to resolve the above issues. However, by and large, they have not thus far 
been applied in DSR and there is no literature describing their use in DSR. 

In Soft Systems Methodology (SSM) [18-20], Rich Pictures are a cartoon-like form 
of diagram that are used to represent the problem and its context, including stake-
holders, organisations, resources, physical and abstract phenomena, processes, barri-
ers (to solution), agreements, and the concerns of stakeholders. They are good tools 
for understanding a problematic situation. The CATWOE Criteria (a pneumonic for 
Customer, Actor, Transformation, Weltanschaung (or World-view), Owner, and Envi-
ronment) are used as criteria to form or evaluate the completeness of a System Defini-
tion, which is a plain-language statement describing a system (in the general systems 
sense) that would solve a problem. Conceptual Models (a.k.a. Activity Models) are 
simple process model diagrams that identify the different activities (and the prece-
dence linkages between them) that are necessary and sufficient to achieve the Trans-
formation within a stated CATWOE/System Definition, within the constraints  
contained in the CATWOE/System Definition. SSM provides much guidance on how 
to use these tools/techniques to analyse problems and especially provides advice on 
sharing understandings and obtaining agreement on what problem to solve and defin-
ing what solution to seek. However, SSM does not provide much advice about or 
tools that direct support modelling and analysis of the causes of a problem or how to 
match solutions to a problem beyond obtaining agreement.  

All of the other tools/techniques above, including Fishbone Diagrams [21], Cognitive 
Maps, SODA, and Strategy Making [23-27], Problematiques [22], and Coloured Cogni-
tive Mapping [1, 2] are forms of causal analysis. Fishbone Diagrams and Problematiques 
focus on understanding the causes of problems. Cognitive Maps can be used to model 
either problems and their causes and consequences or to model goals and potential  
actions and strategies for achieving those goals, although SODA and Making Strategy 
focus largely on the latter. Coloured Cognitive Mapping (CCM) [1, 2] specifically ad-
dresses both causal analysis of problems as well as determining strategies for solving a 
problem. In particular, it includes a process for taking a CCM of a problem and its causes 
and transforming it into a CCM of potential solutions to a problem. This is similar (if not 
identical) to transforming a problem definition into a requirements specification for a 
solution. CCM can be used to model both specific (situated) problems and the general-
ised problems that are addressed in DSR. Therefore CCM is a good candidate for use  
in early stages in DSR. This conclusion from the literature gives rise to the following 
research questions: 

1. How can Coloured Cognitive Mapping be used to support problem analysis, defini-
tion, creative suggestion, and solution requirements specification in DSR? 
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2. Does Coloured Cognitive Mapping provide utility to Design Science Researchers 
for problem analysis, definition, creative suggestion, and solution requirements 
specification in Design Science Research? 

Having identified some problems with DSR, a potential solution approach in CCM, 
and our research questions, we now turn to a description of CCM. 

3 Overview of Coloured Cognitive Mapping (CCM) 

Coloured Cognitive Mapping [1, 2] was developed to facilitate understanding the 
causes and consequences of problems and then to transition to reasoning about poten-
tial means to solve a problem. He proposed that CCM could be used to analyse prob-
lematic contexts for reasoning systems [2] as well as for requirements analysis for 
information systems development [1]. Either way the approach is the same.  

The CCM approach includes both a diagramming notation and a three step process for 
using the notation to analyse a problem and come up with candidate solutions. It also in-
cludes a conceptualisation of two forms of CCMs: (1) a CCM of “the problem as difficul-
ties”, which focuses on the problem, what is undesirable about it, and what causes the 
problem and allows it to persist, and (2) a CCM of “the problem as solutions”, which  
focuses on the solution of the problem, what benefits would accrue from solving the prob-
lem, what causes of the problem might be reduced or eliminated to solve the problem, and 
how such problem causes might be reduced or eliminated. Figure 1 gives a typical pattern 
for each form of CCM and shows the CCM notation. The wording of each node in figure 
1 suggests the kinds of concepts and words that might be included in a CCM. 

CCMs extend the Cognitive Map diagram notation of Eden and Ackerman [23, 24, 
26] by colouring nodes (see figure 1). Nodes that are coloured red (or otherwise anno-
tated, e.g. by node shape or bolding of text) indicate that the node is undesirable, 
while nodes that are coloured green (or otherwise annotated, e.g. by shape or non-
bold text) indicate that the node is desirable. Shape and bold/non-bold text are used as 
a redundant cue for desirability because some people are colour blind. Like ordinary 
cognitive maps, the text within a node has two poles: a primary pole, the text in which 
indicates the central meaning of the node, and a secondary pole, the text of which 
provides a contrast to the primary pole. These are separated by an ellipsis symbol 
(“…”). The text in a node is read as “[primary pole text] as opposed to [secondary 
pole text”. For example, the text in the upper left node in figure 1 is read as “Problem 
consequence as opposed to absent or reduced”. The secondary pole in a node is im-
portant. For example, the node “boring lectures … interesting lectures” is quite differ-
ent from “boring lectures … no lectures”. 

Like ordinary cognitive maps, in addition to nodes, CCMs include arrows to indi-
cate causality (see figure 1). The node at the tail of the arrow causes the node at the 
head of the arrow. Causality can mean full or partial causality; the arrow doesn’t indi-
cate the degree or strength of the causality. Synonyms for such causality of arrows in 
CCMs include causes, facilitates, increases, contributes to, permits, enables, leads to,  
and more. For example, the upper left arrow in figure 1 indicates that “problem causes 
problem consequence”. Arrows may optionally be annotated with a minus sign. If 
there is a minus sign on an arrow, it means that the node at the tail of the arrow causes 
the secondary pole of the node at the head of the arrow. Alternatively, a node at the  
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Fig. 1. Notation and patterns for two forms of Coloured Cognitive Maps [2] 

tail of an arrow with a minus sign can be said to detract from, reduce, prevent, disa-
ble, or hinder the primary pole of the node at the head of the arrow. 

The three step process proposed by Venable [2] includes (1) Problem Diagnosis, 
(2) CCM Conversion, and (3) Solution Derivation.  

Step 1, Problem Diagnosis, focusses on developing a CCM of the problem as diffi-
culties, i.e. it develops a CCM along the lines of the pattern on the left side of figure 
1. The focus here is on understanding the problem (and developing a shared under-
standing), how it operates and why it is undesirable. Problem Diagnosis begins with 
one or more statement(s) of the problem (or problems if there are several) itself, as in 
the middle of the left side of figure 1. It then adds nodes that explore the conse-
quences of the problem, i.e. they are caused by the problem. The consequences of the 
problem explain why the problem is undesirable and give an idea of the significance 
of the problem and why one would want to solve it. Problem consequences are usu-
ally placed above the problem and must be connected by an arrow from the problem 
to the consequence. While problem consequences are usually undesirable, there may 
be desirable side-effects (which are then coloured green instead of red). There  
can be many consequence nodes on a CCM and there may also be consequences of 
consequences, consequences of consequences of consequences, and so on. Problem 
diagnosis next adds nodes for causes of problems, which are generally placed below 
the problem and must be connected by an arrow from the cause to the problem. Like 
consequences, there may be many causes for a problem as well as causes of causes, 
causes of causes of causes, and so on. Understanding the causes and enablers of prob-
lems is important in order to identify potential ways to solve the problem. Reducing 
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or eliminating a problem cause offers a potential means to reduce or solve a problem. 
Importantly as well, identifying causes of a problem (and aspects of a problem) is an 
important way to decompose [5] or atomize [7] a problem, as discussed in section 2.1. 

Step 2, CCM Conversion, converts the CCM of the “problem as difficulties” de-
veloped in step 1 into an initial CCM of the “problem as solutions”. In figure 1, that is 
the transformation of the CCM on the left into the CCM on the right. Performing this 
step changes the perspective from one of understanding the problem situation as it is 
into a perspective of a desirable future state and actions to achieve that state (includ-
ing employing as yet undeveloped purposeful artefacts to be developed to solve the 
problem via DSR). To convert a CCM of the problem as difficulties into a CCM of 
the problem as solutions, one first reverses the poles of every node, i.e. the secondary 
pole becomes the primary pole and vice versa. In general, the original primary pole 
was undesirable, but the secondary pole was desirable. Reversing the poles makes the 
node desirable. Therefore, the colour is also changed from red to green. [Note, if a 
node was already desirable, e.g. for a desirable side effect of a problem, the nodes are 
still reversed, but the desirable side effect is now lost or reduced.] The wording of 
each node is also then revised in order to (1) make sure it now makes sense in terms 
of solving the problem, eliminating the causes, etc., and (2) put the primary pole into 
the imperative, action-oriented voice. For example, note the imperative voice of the 
nodes on the right in figure 1. Note that at this stage, the bottom level of nodes in 
figure 1 has not yet been developed. 

Step 3, Solution Derivation, augments the initial CCM of the problem as solutions 
developed in step 2 with further nodes that suggest how the problem and/or its causes 
can be reduced or eliminated. The purpose here is to come up with an adequate set of 
options for solving the problem, understand how they fit into the causal model of 
solving the problem (the problem as difficulties), and ultimately to make decisions 
about what actions to take (including, e.g. what new purposeful artefact features do 
design and evalaute in a DSR project). Coming up with candidate solutions, particu-
larly envisioning new purposeful artefacts, requires some creative thought, but having 
a detailed understanding of a problem and its causes opens up many potential avenues 
for reducing or eliminating causes and achieving the goal of solving the problem as a 
whole. Solving a problem requires taking action, so nodes added need to be action-
oriented and in the imperative voice, like the nodes derived in step 2. At this stage, 
one can brainstorm potential ways to address each of the causes, then consider which 
action node or what set of action nodes is [most] likely to sufficiently solve the prob-
lem and is feasible within existing resources. Where purposeful technology artefacts 
to solve a problem already exist, their application can be the topic of a node and con-
nected to reducing one or more causes or the problem itself. Where purposeful tech-
nology artefacts are envisioned, but do not yet exist, taking action in the form of DSR 
may then be considered. In the context of DSR, one or more envisioned purposeful 
technology artefact node may be selected for one or more DSR projects. 

Carefully employing the above process should pay dividends for DSR projects by (1) 
ensuring a thorough problem understanding so that its significance is clear and it is less 
likely to solve the wrong problem or work on developing a new purposeful artefact that is 
unlikely to solve the problem, (2) encouraging consideration of how to solve the problem 
from many angles, which encourages creativity, (3) developing a shared understanding 
and agreement about what DSR is to be done and why it is being done (the purpose and 
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anticipated utility of the purposeful artefact), and (4) supporting design theory formation. 
Concerning support for design theory formation: (1)  CCM nodes concerning solving the 
problem and making an improvement form the meta-requirements [11] or general re-
quirements [14, 16] in a design theory, (2) CCM nodes concerning artefact employment 
and features (together with their later more detailed design components and connections) 
form the meta-design [11]or general design [14, 16] in a design theory, and (3) the ar-
rows between these nodes form the connection (utility relationship) between the meta-
design and the meta-requirements [11]. 

4 An Example Application of CCM to DSR 

The author has used the CCM approach together with colleagues at the start of a 
number of DSR projects. One example involved a group interested in conducting 
DSR to develop tools and systems to provide technology-assisted assessment of stu-
dent assignment work. The author facilitated (and contributed to) an informal work-
shop to explore the problem. As the researchers were also all teachers, they could 
envisage themselves as future users of whatever technology-supported assessment 
systems or tools were developed. Thus all participants had more than one stakeholder 
role. The workshop was held in a colleagues (large) office with a large whiteboard. 
Figure 2 shows the whiteboard at the end of the session.  
 

 

Fig. 2. Whiteboard after initial session analysing assessment marking problem 
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research (again only for those who applied it to their own research) and that they 
would use CCM on future DSR projects (all participants). The questionnaire also 
invited open comments to identify problematic areas, good and useful areas,  
perceived benefits, and suggestions for improving the CCM approach for DSR. All 
attendees completed the questionnaires. 

Table 1 presents the results of the quantitative questions. Quantitative questions 
asked for responses on an 11 point, zero-to-ten numeric scale, with the end points 
anchored on a theoretical zero point and a maximum possible point. For example, the 
question on usefulness of the CCM approach for DSR asked “2. On a 0-10 scale, how 
easy to use is the CCM approach, with zero being impossible to use and 10 being 
extremely useful?” As another example, the question on future use asked “On a 0-10 
scale, how likely is it that you will use the CCM approach on another research project 
in the future, with zero being no chance at all and 10 being 100% certain?” This scale 
was used because it conforms to a commonly understood usage (“What would you 
give it out of 10?”), which also allows meaningful computation of averages and has a 
convenient midpoint of 5.  

Table 1. Quantitative Results of CCM for DSR Evaluation Survey  

 
Ease of 

Learning 
Usefulness Helpfulness

Continue 
Use? 

Future 
Use? 

Average 8.05 7.95 7.47 7.16 7.53 
Minimum 3 3 4 3 2 
Maximum 10 10 10 10 10 

Std Dev 1.70 1.76 1.81 2.27 2.20 

From the quantitative results in table 1, the reader can see that CCM was rated very 
highly on average in ease of learning and usefulness as well as quite highly in help-
fulness. The answers concerning rating of likelihood that the attendees would contin-
ue to use the CCM approach and/or would use it on future DSR projects further  
indicate the utility of the CCM approach to participants. While average ratings were 
generally high, not all individual ratings were high, indicating that the CCM approach 
was not universally considered to have high utility for every researcher. Generally 
lower ratings were given by highly experienced researchers, for whom presumably 
their experience makes problem analysis a more intuitive and familiar practice. 

The post-workshop questionnaire also contained a number of questions asking for 
open comments on strengths and benefits, weaknesses and problematic areas, and 
suggestions for improvement (e.g. 10. “What three suggestions would you make for 
improving the CCM approach?”).  

Benefits and strengths of the CCM approach cited included the following: 

• Problem formulation seems much easier. 
• Simple, logical, and incremental. 
• It can be a good conceptual tool to explore, discover and examine the problem 

space and to make a connection to the solution space. 
• Transition from description of problem to identification of (potential) solutions 
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• Stage 2 gave me a good tool to clarify what I need to do. 
• Encourages rational thinking. 
• Provide an extremely logical way of thinking about my research questions. 
• The visualisation of a problem is good and effective. 
• Force me to think outside the box. 

Weaknesses/problematic areas of the CCM approach cited included the following: 

• Identifying relevant nodes. 
• Initial problem map. 
• Formulating causal relationship was hard.  
• Making sure the (causal) links are valid - easiness of relating things to each other. 
• I need more time to think what is cause and what is effect in some cases. 
• Polarity is an issue - not a straightforward exercise. Not being clear on what is 

desirable. 
• Scoping - where do the problems and consequences end? When do we stop analysing? 
• Some concepts can't be reversed easily. 
• CCM conversion. 

The respondents made a number of useful suggestions for improving the CCM ap-
proach, including the following: 

• Perhaps could benefit from identification of the perspective from which conse-
quences are framed, i.e. whose problem is this? Are problems different for differ-
ent actors? 

• Maybe call "problems as solutions" "problems as opportunities" instead. 
• Trade off analysis when not all alternative solutions can be implemented. 
• How to evaluate solutions. 
• Provide some heuristics for scoping.  

The first suggestion is important where different stakeholder have different inter-
ests and perspectives. Of course one could annotate nodes according to the stakehold-
ers for whom the node is relevant or appropriate.  

As yet, the above suggestions have not yet been incorporated into the CCM ap-
proach or evaluated. However, it is likely that the CCM approach will continue to 
evolve over time as we gain more experience with it and make various small (or pos-
sibly large) improvements to adapt it for use in DSR. 

The evaluation through teaching in workshops and with limited application to par-
ticipants’ research has some significant limitations. First, the author was available to 
answer questions and provide suggestions. Second, the approach was not used in a 
group, so its utility for working in a group was not evaluated. Third, the CCM ap-
proach was not used to explicitly draft or construct a design theory, so its utility for 
that purpose was also not evaluated. 
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6 Conclusion 

This paper has proposed the adaptation and use of Coloured Cognitive Mapping as a 
technique to support the early stages of Design Science Research and address the gaps 
in the DSR literature concerning how to analyse a problem in the context of DSR as 
well as how to identify and suggest potential or candidate design artefact alternatives. 
The paper has identified five main benefits of employing CCM to analyse problems in 
DSR: (1) improving understanding of a problem to be solved in DSR, its causes, and 
the conditions that allow a problem to continue or hinder its solution, (2) ability to 
transform a problem into solution requirements during step 2 of the CCM process, (3) 
improved ability to develop a shared problem understanding among collaborating 
DSR researchers, (4) improved ability to creatively think of alternative potential ave-
nues and means to solve (or reduce or alleviate) the problem, i.e. possible artefacts to 
develop and evaluate, and (5) improved ability to develop and convey design theories 
about the utility of a developed design artefact to solve a problem, address all five of 
the research gaps identified toward the end of section 2.1. 

The CCM approach has been evaluated in two ways. The author and colleagues 
have applied the CCM approach at early stages of DSR projects, illustrating its poten-
tial to support groups to reach a shared understanding and suggest design alternatives. 
The author has further evaluated the CCM approach by teaching it in workshops and 
surveying workshop participants for their opinions about the approach, from which 
feedback is largely quite positive. 

Limitations of the evaluations conducted suggest that further research is needed to 
apply the approach throughout live projects not conducted by the author and to more 
rigorously evaluate the approach against the hypothesised benefits identified above. 
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Abstract. We are developing a semi-formal business process modeling notation 
based on the modification of theatrical blocking notation that is more cognitive-
ly effective for application in requirements engineering communication than  
extant notations. The Socio-Technical System Notation (STSN) incorporates 
ontological, semantic, and visual design improvements over extant languages 
that were pinpointed by prior research as areas for improvement to existing no-
tations, such as the UML and BPMN, for the purpose of reducing the likelihood 
of errors and misinterpretation during the encoding and decoding processes. 
The research-in-progress paper follows a design science research approach to 
motivate the development of the STSN, to present a prototype of the notation, 
and to set the stage for the empirical evaluation of the language based on its de-
sign objectives. The research presents a process notation that enables the encod-
ing of more detailed requirements information into a visual representation than 
extant notations. 

Keywords: conceptual modeling, requirements engineering, cognitive effec-
tiveness, business process modeling, notation design. 

1 Introduction 

The standard rationale for conceptual modeling during the requirements engineering 
(RE) process is that visual representations of the system and processes mitigate risks 
associated with incorrect and incomplete requirements specifications by acting as a 
means for eliciting, analyzing, agreeing, and communicating domain knowledge  
[1, 2]. Further, these models assist with framing the problem scope, establishing sys-
tem boundaries, and overcoming the perception gaps between the goal and process 
oriented problem domain and the machine oriented solution domain [1, 3]. Ideally, 
conceptual models help to establish a common-ground understanding and shared 
mental model of the system among project stakeholders, and thereby increase the 
efficiency and effectiveness of problem solving and developing an apposite solution 
during the RE process [4]. However, the persistently significant level of requirements-
related IT project failures [5, 6] indicates that there remains room for improvement in 
the RE communication process despite the advances in available modeling notations.  
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A potential source for the disparity between the intention and realization of the 
goals for RE conceptual modeling is that the development of the de facto standard 
languages used, the Unified Modeling Language (UML) and Business Process Model 
and Notation (BPMN), has not been focused on expressly facilitating the cognitive 
effectiveness and ease of use of these languages as communication tools [7-9]. Fur-
ther, analyses of these languages indicate inherent ontological, semantic, and visual 
design factors that may limit their utility in RE communications because of the poten-
tial for ambiguity, cognitive overload, and practitioner error during encoding and 
decoding [10-12]. This suggests that attention to the standards applied to the analyses 
of these notational languages may potentially improve RE communications and  
reduce the incidence of requirements-related project failures. However, a comprehen-
sive revision of these languages would be exceedingly broad in scope and fundamen-
tally incompatible with their purposes.  

We propose the Socio-Technical System Notation (STSN) as a prototype language 
designed as a comprehensive solution to this problem and initially apply its scope to 
business process diagramming. The informal iconical form of theatrical blocking 
notation (TBN) serves as the basis for STSN. We chose it because of its utility in 
cross-functional communication in the theatrical industry. We intendedly designed the 
notation for ontological and semantic clarity and completeness, based upon the onto-
logical work of Bunge [13, 14] and Wand, and Weber (BWW) [15, 16] and Moody’s 
Semantic Clarity Model (MSCM) [11]. The visual design was informed by Moody’s 
Physics of Notations Theory (PoNT) [11]. The comparative empirical evaluation of 
the STSN will require test subjects to encode and de-code business processes in STSN 
and UML Activity Diagrams (AD). In addition, the decoding process evaluation in-
cludes recognition, recall, and transfer tests to measure user retention and understand-
ing as indicators of the cognitive effectiveness of the languages [17].  

This research contributes to information systems (IS) with a theoretical solution for 
mitigating risks associated with communication problems in RE in the form of a visu-
al notation artifact. The artifact is designed as an efficient means for creating cogni-
tively effective visualizations of business processes. The resulting artifact may also 
have utility for business process management and (re)engineering, supply chain man-
agement, and other disciplines where activities and data flow inform decisions. 

2 Identification of the Problem 

The need to bridge the socio-cognitive differences that shape the way business stake-
holders and developers frame problems and engage in sense making is an intrinsic 
challenge for information systems RE [3]. Recent research supports the importance of 
overcoming this perception gap to mitigate project performance risks [18]. Failure to 
bridge this gap may reduce innovation, value creation, and efficiency during the soft-
ware development process [19-21].  

RE is an inherently complex and human-centered discipline. The success of the RE 
process is challenged by many factors, including the heterogeneous needs of the  
business stakeholders [22, 23] and the complexity and dynamism of contemporary 
business and IS [24]. Because of the many risk factors associated with ambiguous and 
uncertain requirements and change management, the degree of success in executing 
the RE process has a critical influence on project outcome [25-28].  
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To overcome these obstacles, RE practitioners strive to communicate the com-
plexity and interconnectivity of IS requirements in a way that is mutually understand-
able to business stakeholders and developers [24]. Natural languages alone do not 
provide an unambiguous communication tool for conveying the complexity of busi-
ness processes and IS [29]. The cognitive theory of multimedia learning (CTML) 
[17], based upon dual coding theory [30], supports the potential for enhanced cogni-
tive effectiveness, and thereby communication efficacy, through supplementing tex-
tual or verbal information with diagrams during RE communication. Consequently, 
supplementing natural language communication with visual notation languages during 
RE should facilitate improved domain understanding, system and process analysis, 
decision making, cognition, and communication between the business stakeholders 
and developers [1, 4]. However, RE practitioners must be proficient in selecting and 
using the modeling language(s) that enable accurate and complete visual representa-
tion of the problem domain with the desired perspective(s) for analysis [23]. Other-
wise, RE practitioners risk diminishing the efficacy of the communication and design 
process by providing inaccurate, incomplete, unnecessary, redundant, or ambiguous 
information in diagrammatic form. 

The de facto standard notations used for RE system and process diagrams, BPMN, 
for business process modeling, and UML, for systems modeling, are not explicitly 
designed to facilitate the intuitive creation and interpretation of diagrams by novice 
language users or to bridge the perception gaps among stakeholders by managing 
complexity at higher levels of detail, agility, and diagramming [7-9]. As these nota-
tions evolved from the tradition of workflow diagrams, they relied primarily on  
abstract geometric shapes rather than “semantically immediate” icons [11, p. 765] and 
placed little emphasis on visual designs to improve usability and cognition through 
the application of relevant theories such as Bertin’s eight visual variables [31] or 
Mayer’s CTML [17]. They also do not provided visual constructs for mapping goals 
to actions [7, 9] that give purpose to the activity [23] and are required by the defini-
tion of an activity in a social system [14]. Further, the results of analyses of the onto-
logical and semantic mapping of these notations indicate that there are extant  
concerns with the clarity and completeness of these languages and the impact of these 
restrictions on the cognitive effectiveness and expressiveness of diagrams created in 
these languages [12, 32-35]. The complexity and interconnectivity of problem  
domains that fall outside of the intentions and philosophy of these notations may ex-
acerbate these limitations. The implication of these analyses is that a language specif-
ically designed to adhere to the principles of these recommended notational design 
theories would serve as an instrument to facilitate improved RE communications. 

3 Objectives of the Solution 

For the STSN to provide a design research contribution by improving RE communica-
tions, the notation system should satisfy the following objectives: it must (1) be ontologi-
cally and semantically clear and complete as defined by the BWW ontology and MSCM; 
(2) be easy to learn and to use; and (3) facilitate greater recognition, recall, and transfer, 
when compared with the UML AD. We compare STSN’s performance to that of the  
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UML AD because of high adoption rates and long implementation history. The overall 
set of objectives was derived from analyses of the factors that limit the utility, expres-
siveness, and cognitive effectiveness of the UML AD as a communication tool. 

4 Design and Development 

The language constructs necessary for the satisfaction of the objectives of the solution 
were designed into the STSN notation during the conversion process of TBN into a 
socio-technical system business process notation. Objective (1) required the creation 
of language constructs in full support of (a) the BWW ontology, the de facto standard 
for evaluating ontological completeness and clarity as a measure of the semantic con-
struction of software engineering conceptual modeling notations, and (b) the MSCM. 
Objectives (2) and (3) required the practical application of the design principles from 
the PoNT and the evaluation of the utility of the notation through empirical testing. 

The TBN language was selected because it serves as a common-ground tool for 
decision-making, training, analysis, and design and as a means to create an historical 
record of the production within the domain of theatre [36]. By tradition, this relatively 
intuitive, actor-oriented language enables the rapid, live recording and easy modifica-
tion of the detailed complexity of actors interacting with other actors and objects 
within their environment and being acted upon by external factors. It therefore serves 
within the theatrical domain similar purposes as required of diagramming within the 
RE domain. In its iconical forms, TBN inherently facilitates semantic immediacy and 
provides the combination of text and graphics recommended by the CTML. These 
attributes combined with over a century of successful use in theatre recommended the 
adaptation of the TBN to achieve the goals of this research.   

The primary weakness of the TBN is a lack of standardization. Although common 
sets of notational symbols are included in theatrical curricula and reference books, 
stage managers primarily develop their modeling style through apprenticeship and 
experience [36]. Beyond a few basic symbols and common variants, TBN is primarily 
an ad hoc notation, similar to the Rich Pictures used in Soft Systems Methodology 
[37]. Therefore, although TBN could theoretically mitigate many of the aforemen-
tioned RE communication challenges, the informal nature of TBN prevents a standar-
dized application of the notation directly to the more formal and complex RE problem 
space. Fig. 1 is a simple example of a business process recorded directly in TBN.  

TBN is concerned with physical movement and the relative and absolute position-
ing of things within the environment and is temporally linked to the script. In contrast, 
business processes are concerned with workflows and must have internal methods of 
depicting temporal changes. Therefore, the STSN required the addition of both the 
semantic constructs and syntax for depicting these concerns. For this initial phase of 
the design, we selected Hofstede et al.’s workflow patterns [38] because of their level 
of completeness and standardization. As these models have been applied to analyses 
of the UML AD and BPMN their use also enables a comparative evaluation of the 
relative completeness of the STSN. An example of the STSN is depicted in Fig. 2. 
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Fig. 1. An example of a heavily iconical form of TBN 

The STSN is intended to supplement existing diagrams in the UML by providing 
the means for encoding more detailed requirements information into a more cogni-
tively effective representation of business processes. The socio-technical viewpoint of 
the notation enables an enhanced depiction of the interaction of humans and technol-
ogy from the standpoint of the actors (both human and artificial) within the system. 
The reliance upon icons enhanced with text is recommended by the CTML for com-
munication efficacy and cognitive effectiveness. The summary goal of the STSN is to 
assist with overcoming the perception gap during the RE process by providing a com-
paratively humanistic and intuitive method for decoding information and to enable the 
effective encoding of complex system information.  

5 Evaluation 

The artifact will be evaluated in an experimental setting with the treatment group 
interacting with the STSN and the control group interacting with the UML AD, both, 
for the purpose of interpreting the notation and for encoding requirements. The evalu-
ation will follow guidelines for the empirical evaluation of conceptual models from 
Burton-Jones et al. [39] and Gemino and Wand [4]. Diagram interpretation will in-
clude tests for recognition, recall, and transfer. Encoding will require the creation of a 
simple business process diagram. Perceived ease of use will be assessed based upon 
the guidelines provided by Moore and Benbasat [40]. 
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Fig. 2. STSN diagram demonstrating the use of custom and generic objects  

6 Conclusion 

This research contributes to the IS body of knowledge by proposing a theoretical solu-
tion for mitigating risks associated with communication problems in RE. The solution 
takes the form of a visual notation artifact designed as an efficient means for creating 
cognitively effective visualizations of complex business processes. It also contributes 
to the study of notational design through a demonstration and evaluation of the appli-
cation of relevant theories intended to enhance the communications efficacy of  
notations.  
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Abstract. This paper presents the Social Data Analytics Tool (SODATO) that 
is designed, developed and evaluated to collect, store, analyze, and report big 
social data emanating from the social media engagement of and social media 
conversations about organizations.  

Keywords: social media, data science, computational social science, big data 
analytics. 

1 Introduction 

Big social data that is generated by the social media engagement and social software 
utilization of a company results in both operational issues and managerial challenges 
[5, 8]. With the wide spread adoption of social media for organizational purposes, 
there is a clear need for developing concepts, methods, and tools that systematically 
analyze big social data. In recent years, researchers have emphasized that technical 
advancements are required to deal with the situation [10]. Such requirements include 
the modeling of social data on individual and collective levels as well as identification 
of unified methods to process social data [1, 4, 9]. In this paper, we report on the 
design, development and features provided by a theoretically informed and 
methodologically grounded IT artefact (SODATO) that addresses the diverse but 
interrelated issues associated with social data.  

The remainder of the paper is organized as follows. Section 2 describes the design 
of the IT artefact in terms of the problem statement, use cases, intended user groups, 
and technical architecture. Section 3 presents the Action Design Research (ADR) 
method [7] and describes how ADR informed the design, development and evaluation 
of SODATO. Sections 4 and 5 report on the significance of the IT artefact to 
researchers and practitioners respectively. Section 6 summarizes the ADR evaluation 
of SODATO.  

2 Design of the IT Artefact 

2.1 Problem Statement 

From an academic standpoint, Zeng  [10] identified the unique technical challenges in 
social media analytics due to unstructured data across networks and observed that 
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data has not been treated systematically in data and text mining literature. Wang [9] 
argued that social computing is changing the way we interact, identified a need for 
modeling of social data on both individual and collective level, and called for new 
analytical techniques and IT artefacts for social data analytics. Quite a few 
organizations have been falling behind in adopting the social media  due to lack of 
understanding of its diverse scope [3]. Kietzmann et al. [4] urged organizations to 
take social media engagement seriously. They argued that since social media sites are 
diverse in functionality and scope, there is a need of identifying uniformed and 
generic methods to analyze social data from different sites. Finally, Chen et al. [1] 
describe the state of data analytics and state that social media analytics is essentially 
different from traditional Business Intelligence and more research is needed in order 
to design methods and techniques for drawing insights from social data. From an 
industry standpoint, many commercial software vendors (such as Radian61, IBM 
Cognos Customer Insight2, SAS3, Social Bakers4) are providing software applications 
to monitor, measure, and manage social data. However, an important problem with 
existing commercial applications is that there is little-to-no empirical research on the 
data provenance, efficacy, effectiveness, and impact of the different social media 
metrics and key performance indicators employed. Further, there is no provision of 
“raw data” as such or transparency about the algorithms, formulas, and metrics from a 
data science technical perspective as well as an organizational perspective of business 
analytics. We term this lacuna in the current theoretical knowledge, empirical 
findings, and industry practice as the Gulf of Social Media Analytics.  The primary 
objective of this paper to briefly present the design, development and evaluation of an 
IT artefact (Social Data Analytics Tool, SODATO) to bridge the Gulf of Social Media 
Analytics. To achieve this, we have developed a unified framework [6] consisting of a 
theory of social data, a conceptual model, a formal model, technological architecture 
and finally, the software tool itself which is the focus of this paper.  

2.2 Use Cases 

One use case is for the campaign strategist of a political party can utilize SODATO in 
order to fetch Facebook walls. A second use case is that the social media manager at 
an organization can use SODATO to fetch their social data and extract meaningful 
and actionable insights on content performance (such as which post types are most 
popular amongst the users and explore correlations to sales and other in-house data 
from ERP and CRM systems).  

2.3 Intended User Groups 

Analyzing the use cases mentioned, the target end users of SODATO can be listed as 
researchers, analysts, social media managers, chief listening officers, and trainee analysts 
(for example, students in social media management and social data analytics courses). 

                                                           
1 www.radian6.com  
2 http://www-01.ibm.com/software/analytics/cognos/ 
3 http://www.sas.com/software/customer-intelligence/ 
 social-media-analytics/ 
4 www.socialbakers.com  
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2.4 Technical Architecture  

Please refer to [6] for the unified framework of theory, conceptual model, and formal 
model of social data together with an illustrative example and a demonstrative case 
study. Figure 1 presents schematic of SODATO. SODATO can be accessed from 
http://cssl.cbs.dk/sodato  

 

Fig. 1. Schematic of the Social Data Analytics Tool (SODATO) 

Technically, SODATO utilizes the APIs provided by the social network vendors for 
example Facebook open source API named as Graph API. SODATO is a combination of 
web as well as windows based console applications that run in batches to fetch data and 
prepare data for analysis. The Web part of the tool is developed using HTML, JavaScript, 
Microsoft ASP.NET and C#. Console applications are developed using C#. Microsoft 
SQL Server is used for data storage and data pre-processing. SODATO provides a 
generic method for retrieving, storing and analyzing social data. SODATO can be 
utilized by practitioners as well as researchers in order to obtain a detailed understanding 
of trends, dynamics, and mechanisms in the domain of Facebook currently (and scalable 
to different online social media platforms).  Specifically, SODATO supports descriptive, 
prescriptive and/or predictive analytics in terms of the social graph (actors involved, 
artefacts created, actions taken, activities engaged) and social text (sentiments expressed, 
topics discussed, pronouns addressed, and keywords mentioned) [8]. 

3 Design Science Methodology 

SODATO has been developed based on the design principles defined by Action 
design Research methodology [7].  The development process started in 2011 when the 
alpha version of SODATO was released with the name SOGATO [2]. The 
development process started with the basic problem formulation jointly informed by 
the literature in the domain of social media analytics. Developers, researchers,  
trainee social media analysts and organizations constituted the ADR team of 
SODATO. There have been multiple iterations informed by the second phase of 
ADR, Building intervention and evaluation (BIE). Each iteration contributed towards 
the IT artefact as well as the knowledge body within the domain of social media 
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analytics. Finally, reflections and learnings from the ADR process are currently being 
actively reported through both academic publications and workshops. . Table 1 
presents the First BIE cycle of ADR [7] for SODATO. 

Table 1. First BIE Cycle for SODATO  

SODATO: RELEASE ONE 

Actor: 
Type 

Evaluation: 
Examples 

Feedback: 
Examples 

Contribution: 
Ensemble Artefact 

Contribution: 
Science  

Researchers Danish election 
2011 Social media 
analysis 

Large walls cannot be 
fetched using web 
version 
 
Statistics are 
performing slow 

Batch processing 
introduced 
 
 
Pre- Processing of 
fetched data built 

Empirically 
informed 
modifications 
to the  
descriptive 
model of social 
data 

Trainee 
Analysts 

Social media 
projects with real-
world case 
companies 

Multiple requests for 
walls for multiple 
users  
 
User interface issues 

Authorization 
system developed 
 
 
User interface 
improved 

Practitioners  Interaction with 
trainee analysts 

Statistics needed to be 
developed that suited 
the case company’s 
industry sector and 
social media use 

Custom metric 
module was 
developed 

4 Significance to Research  

SODATO incorporates innovative features that provide value to the researchers. The 
development of the tool in theoretically grounded [6] and follows industry standards 
in software engineering. SODATO addresses the commercial tools’ lack of attention 
to data fetch procedures by implementing systematic data collection procedures, 
logging, and error recovery options. Due to the complex data structure of Facebook 
when compared to Twitter, there has been far less research using Facebook data 
comparatively and SODATO enables researchers to fill this knowledge gap by 
provisioning facebook social data.  As far as we know, there does not exist a social 
media analytics tool in the literature that is designed and developed using design 
science principles. Neither could we find any generic method that could uniformly be 
applied for building other application in the same domain of knowledge. Hence we 
believe that this artefact is a contribution for information systems in general and 
design science research in particular. At the operational level, SODATO provides 
unique (as of yet) features to researchers as stated below: 

• SODATO can fetch and store historic data right from start of Facebook time (we are 
yet to find this in a commercial tool) 
• SODATO provides very high level of transparency in data fetching and calculates data 
provenance 
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• Researchers are able to fetch the data using the tool and can export large sets of data 
and do analysis using modelling, statistical and/or coding tools of their choice such as 
Microsoft Excel, IBM SPSS, R, MatLab etc. 
• Domain specific features for projects in fields such as Political Science, Marketing, 
Finance, and Sustainability.  

5 Significance to Practice 

SODATO provides state-of-the-art functionality for descriptive, predictive, and 
prescriptive analytics of big social data for organizations. It differs from existing 
commercial tools in the sense that it can be used as a strategic tool for fetching the 
complete online social data record of an organization on the platform of Facebook. 
Different insights can be generated from different analysis methods provided by the 
tool such as sentiments analysis, keyword analysis, actor attribute analysis, content 
performance analysis, social influencer analysis and integrative analytics with  
in-house data from web analytics, ERP and CRM systems.  

6 Evaluation  

As mentioned earlier, we adopted the ADR model  [7] for design and development 
and the current state of the tool is informed by iterations over three years where 
trainee analysts, researchers and practitioners have been evaluating the tool (see Table 
1 for the first BIE cycle). 
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Abstract. We present the design artifact Travel Safety, a mobile travel risk in-
formation system (IS). Besides offering general travel risk information, the 
iPhone application leverages social media, in particular Twitter, to source travel 
risk information from multiple foreign offices. This provides a comprehensive 
real-time information base for the application and enables dispatch of automatic 
travel warnings. On the basis of Travel Safety we want to explore if content 
from social media can be leveraged to increase the attractiveness and usage of 
applications. Furthermore, we want to understand critical success factors in the 
context of using social media content. Travel Safety was evaluated in a large 
field study with 422 participants. The study reveals that applications can indeed 
successfully be enriched by social media content. However, our results also re-
veal that a fully automated sourcing of social media content without human 
content management bears significant challenges. 

Keywords: Social Media, Mobile Applications, Travel Risk. 

1 Introduction 

Travel risk applications are becoming more and more established in the corporate 
landscape. Many global corporations equip their employees with IS like [1] and [2]. 
The promise of these pervasive systems is to manage potential risks before and active-
ly safeguard employees during their travels. However, the high cost of travel risk data 
feeds has so far prevented broad adoption of travel risk IS. In this paper, we propose a 
design artifact that, besides offering well-known basic travel risk related features, 
particularly general travel risk information per country and an integrated emergency 
call, sources travel risk information from Twitter. Our experience has shown that  
only the basic features do not drive high usage of the application. Therefore, we in-
vestigate the potential of integrating real-time travel risk information sourced from 
Twitter into the application. By following this research avenue we address two fun-
damental research questions, i.e. “Can content from social media be leveraged to in-
crease the attractiveness and usage of applications?” and “What are critical success 
factors in the context of using social media content in applications?” 
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2 Design of the Artifact 

The core requirement of travel risk applications is to provide current, reliable and 
relevant travel risk information [3]. Travel Safety is designed to source this informa-
tion from Twitter, instead of obtaining it from expensive commercial providers. In 
doing so, we followed the design science research paradigm [4,5,6]. Fig. 1 shows the 
data integration process. The process is fully automated and does not require active 
human content management. Tweets are aggregated from foreign offices (e.g. the 
German Federal Foreign Office Twitter account). After detecting the language of each 
tweet, countries are identified by matching potential country names. Irrelevant content 
is filter by excluding key words. Finally, a risk indicator graph is generated per coun-
try by counting the tweets mentioning the respective country in the aggregated tweets. 

 

Fig. 1. Data integration process and Travel Safety features 

2.1 Features 

Travel Safety comprises two basic and two Twitter-based features: 

1. General Travel Risk Information: Travel Safety includes a collection of 
travel facts listed by country. These facts range from local emergency num-
bers to vaccination recommendations, drunk driving laws, addresses of em-
bassies and visa requirements. An example is shown in fig. 2b. 

2. Emergency Call: Travel Safety displays local emergency numbers for regis-
tered travel destinations. Users can initiate calls to local police, fire stations, 
and hospitals. Additionally, users can directly call the assistance number of 
the provider of the application (automobile club). This is shown in fig. 2c. 

3. Dynamic Travel Risk Feed: By selecting a country on the real-time risk 
map in fig. 2a, users can view the country’s risk indicator graph and the cor-
responding tweets. This provides detailed information about the current situ-
ation in all countries in the world. Fig. 2d shows an example. 

4. Automatic Travel Warnings: Travel Safety allows its users to register their 
travels and receive automatic travel warnings per SMS and/or push-
notification by country. An example is shown in fig. 2e. 
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Fig. 2. Sc

 

A Social Media Enabled Mobile Travel Risk Application 

creencast of Travel Safety iPhone application 
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Fig. 3. Self-reported usage of the four main Travel Safety features 

3 Evaluation of the Artifact  

Travel safety was evaluated by a large user group in a field study under realistic con-
ditions. The pilot phase took place in Switzerland, started before the Swiss holiday 
season in summer 2013 and lasted for three months. In total, there were n = 422 par-
ticipants. The demographically representative group of French and German speaking 
participants was acquired through a mailing list of a major market research institute. 
We conducted a conclusive survey at the end of the field experiment to evaluate usage 
and usefulness of the main Travel Safety features. 

Fig. 3 shows the reported usage frequency of the different features. General travel 
risk information was the most used function in the app (µ=3.40, σ=1.22). Dynamic 
travel risk information, i.e. twitter feed by country, was the second most accessed 
feature (µ=2.50, σ=1.58). Automatic travel warnings were less used (µ=1.86, σ=1.39). 
As expected, emergency calls were only made in very rare cases (µ=1.09, σ=0.53). 

Fig. 4 shows the perceived usefulness of the different features in the app (Likert 
Scale 1 to 7). In contrast to its (fortunately) rare usage, the emergency call feature was 
perceived as the most useful (µ=5.47, σ=1.73). The second most useful feature of the 
app was the general travel risk information (µ=5.35, σ=1.53). The usefulness of au-
tomatic travel warnings based on tweets was rated higher (µ=4.59, σ=1.7) than dy-
namic travel risk information, the twitter feed by country (µ=3.58, σ=1.77). 

Summing up, the Twitter-enabled features drive usage. Moreover, there is a sub-
stantial user base appreciating the usefulness of these features. However, the initial 
expectations were not fully met. An in depth analysis of the user feedback revealed 
that the foreign offices indeed issue a substantial amount of tweets which are not or 
hardly related to travel risks – even if corresponding twitter accounts are labeled as 
“dedicated to travel risks”. After investigating the potential of more sophisticated 
filtering approaches, we have to conclude that fully automated sourcing of social me-
dia content without any human involvement has strong limitations. While we will 
certainly improve automatic filtering in our next design iteration, we strongly believe 
that we also have to build upon human computation [7], i.e. encourage users to get 
involved into content management e.g. by classifying risk-tweets as irrelevant.  
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Fig. 4. Perceived usefulness of the four main Travel Safety features 
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1 Introduction 

Communication between healthcare professionals and patients is a major determinant 
of patients’ satisfaction, patients’ adherence, health outcomes, and ultimately of 
healthcare costs [1]. In most cases, however, personal communication between a 
healthcare professional and a patient is restricted to episodic face-to-face encounters. 
Once the face-to-face encounter comes to an end, structured communication ends. 
The absence of structured communication in time intervals between face-to-face en-
counters is a defining characteristic of current healthcare professional-patient interac-
tion [2,3]. As a consequence, healthcare professionals lack the ability to guide patients 
outside the institutional space and to adjust supportive measures depending on partic-
ular situations and needs that arise during the therapeutic process.  

Pharmacist-Patient Health Information Systems (PPHIS) aim to address this limita-
tion by enabling structured communication between a pharmacist and a patient subse-
quent to their episodic face-to-face encounter [2,3]. In multiple build and evaluation 
cycles and in close collaboration with 21 Swiss pharmacies over the duration of three 
years, a PPHIS prototype has been developed and continuously improved, following 
the design science research paradigm [4,5]. Research in this field has resulted in de-
sign principles for PPHIS [2], in the development of several PPHIS prototypes, and 
suggested a methodology for evaluating emerging patterns of communication between 
pharmacists and patients [3]. 

The current work builds upon this research and asks the following research ques-
tion: What patterns of communication emerge in a PPHIS? This work specifically 
focuses on nutrition counseling in the context of diabetes mellitus and obesity. Nutri-
tion counseling was so far limited to the face-to-face encounter in the pharmacy. 
Guidance of the patient and support of behavioral changes outside the pharmacy was 
not available in traditional counseling regimens although its effectiveness has been 
shown [6]. Nutritional counseling employing the PPHIS allows for structured com-
munication subsequently to the face-to-face encounter, thus fundamentally expanding 
and augmenting healthcare professional-patient communication. In the following, the 
PPHIS and first results are described.  
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Fig. 2. Pharmacist’s user interface main screen on a tablet-PC 

3 Significance to Research and Practice 

The PPHIS enables structured communication in situations where there was none, 
impacting both practice and research. From a practical perspective, structured com-
munication beyond the face-to-face encounter enhances and augments healthcare 
professional-patient interaction. The spatial and temporal limitations of the face-to-
face encounter are overcome, enabling patient support and guidance outside the insti-
tutional spaces, at best improving treatment outcomes while leveraging existing  
resources. The consequences for research range from questions of HIS design to more 
clinically oriented questions such as patient adherence and health outcome, all of 
which can be addressed with the PPHIS. 

4 Evaluation of the Artifact  

Rollout of the PPHIS to 21 participating pharmacies is underway. Pharmacists in 
three pharmacies are already using the system for patient support following the phar-
macy visit. The current evaluation focuses on three customers in a Swiss pharmacy 
that have participated in the nutrition counseling. Patients were guided by a pharmac-
ist with an educational background in nutrition counseling for one week subsequent to 
the pharmacy visit. Previously, nutrition counseling consisted of an initial 45-minute 
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session in the pharmacy where the specific situation was discussed and several rec-
ommendations for nutrition intake were derived that the patient should follow. In a 
subsequent second meeting, after one or two weeks, it was discussed how the patient 
was able to follow the recommendations.  

With the introduction of the PPHIS, the pharmacist also provided guidance and 
support once the patient had left the pharmacy. The nutrition-counseling interaction-
template is specified for seven days and includes four information-elements that are 
generated by the system and customized by the pharmacists (e.g. the recommenda-
tions agreed upon). In addition, patients are reminded every morning to document 
food intake throughout the day. Patients were also able to ask questions and to make 
additional comments with regard to their food intake. The pharmacist was informed 
when a new photo of a meal or message was available and could advice accordingly.  

On the last day of the follow-up, the patients received a survey within the app. Ta-
ble 1 shows the items of the survey that are based on “relative advantage” [7], the 
“information-, motivation-, and strategy model” [1], and the net promoter score (NPS) 
[8].3 All items except the NPS were rated on a 7-item Likert scale from “strongly 
disagree” to “strongly agree”. Results demonstrate that patients perceived the PPHIS 
as very useful, felt better supported, and would recommend it to their friends (NPS). 
Table 1 also shows the communication frequency between pharmacist and patient. 
Patients documented between 7 and 33 photos of food intake and wrote between 10 
and 44 messages to the pharmacist. The pharmacist communicated between 9 and 29 
times to the patient and checked all the photos. 

Table 1. Frequencies & Survey Results 

 

Analyzing communication, the patterns described in Table 2 emerged between phar-
macist and patient. Table 3 shows the emerging communication patterns from patient to 
pharmacist (single messages may relate to multiple patterns, but also to no pattern). 

                                                           
3 The complete survey with full-length questions can be requested from the first author. 
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Why would you recommend or not recom-
mend it? 

1 F 41-50 7 10 9 6 3 6 6 6 
Easy to use. Don’t like taking photos, but the 
tips from the pharmacist are really helpful. 

2 M 19-30 32 23 29 7 6 7 7 9 It is very personal and innovative. 

3 F 19-30 33 44 27 7 7 7 7 10 
I would recommend it, because it is fun and 
the tips can be directly applied. I was much 
more aware of food selection. 
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Table 2. Communication patterns of pharmacist 

Pattern Examples # 
Informational  
messages 

“This meal has too much fat in it. Try to avoid the sauce.” 18 

Strategic messages “Vegetables or fruit should be eaten 5 times a day.” “Use 
the sauce only for the meat not the vegetables.” 

12 

Motivational messages “Very good meal.” “You are getting much better.” 11 
Requesting information “Send me a photo of the ingredients label” 10 
Providing tips/alternatives “The pasta sauce should include more tomatoes.” “Eat 

more of the bread that helps against the hunger.” 
9 

Answering questions “Dark bread is usually better than French bread, because it 
has less sugar.” 

6 

Table 3. Communication patterns of patients 

Pattern Examples # 
Commenting on  
photos/meals 

“I ate only half of the meal ;-)” “I drank two liters today.” 45 

Commenting on  
behavior or progress 

“Could not eat something else because I was in meeting all 
day.” “Headache is getting better”. 

25 

Asking for information or 
advice 

“Which cereal is better: With chocolate or honey?” “What 
are the properties of pumpkin oil?” 

7 
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Abstract. Given today’s dynamic market situations, organizations need to in-
ternalize the capability to react flexibly on external and internal driven changes. 
Of course this capability must be supported by the IS landscape. This holds par-
ticularly true in the field of aircraft maintenance. For a service provider it is 
critical to know the age and structure of its equipment pool. This information is 
vital in offering processes to attract potential customers and to meet service lev-
el agreements of existing clients. As current Business Intelligence (BI) architec-
tures fall short in supporting these processes in adequate time and flexibility, we 
introduce a prototype using an in-memory based BI architecture. The presented 
artifact proves to have the capability to support business critical processes in a 
new way. This leads to faster analyses supported by the BI system and also  
indicates enhanced agility for BI in terms of flexibility and adaptation. 

Keywords: In-Memory Databases, Business Intelligence, Data Warehouse  
Architecture, Prototype. 

1 Motivation and Use Case 

Today Information Systems (IS) support almost all business operations and are often 
closely connected to a company’s strategy. In increasingly dynamic and globalized 
market situations institutions need to adjust their strategies and enable their IS to re-
spond quickly to changing customer preferences in order to stay competitive [1]. Yet, 
achieving agility in Business Intelligence (BI) as a distinct class of dispositive IS is 
not trivial but an ongoing challenge in multiple industries [2, 3]. Flexibility and quick 
adaptions according to customer requirements are also a major challenge in the pre-
sented use case from the aircraft maintenance, repair and overhaul (MRO) industry. 
One critical requirement is to simulate and calculate prices for individual service and 
maintenance contract offers. This is a rather challenging task as the necessary compo-
nents (materials or parts) are distributed in stocks all over the world and several regu-
lations on the use apply, e.g. legal or individual customer agreements. Thus, the  
service provider needs to keep track of which parts for repair and maintenance are 
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kept at what location. In addition, diverse master data information like age, compati-
ble aircraft types or financial value of the component is necessary – both with current 
and historical information. For instance, it is allowed to install pre-used parts on a 
plane. Hence, it is quite a profitable business to look for such parts in stocks and pro-
vide them as cheaper replacement after maintenance or repair. Yet, some service con-
tracts forbid the usage of parts older than the plane itself.  

These and similar requirements can hardly be met with acceptable response times 
or without re-loading the complete data set. This is especially true if today’s enter-
prise data warehouses (DWH) with its layered scalable architectures (LSA) are used 
in combination with disk-based databases (DBDB). Some evidence suggests that 
technologies like in-memory (IM) may positively affect the agility of BI and can act 
as technology enablers for new business scenarios [4]. This leads us to the following 
design questions: 

• How can new technologies like IM support business processes as the one above? 
• What are the impacts on current (Enterprise) DWH architectures? 

Details of the use case challenges within a DBDB based DWH environment with 
LSAs are explained next. Afterwards, the design and the implementation of the arti-
fact are introduced. We close this paper with our intended contribution, limitations as 
well as an outlook to future research activities. 

2 Problem Statement and Background 

Since the use case combines high data volumes and different source systems as well 
as analytical applications, it is located in the field of BI and Business Analytics in 
particular. As IS support, the field of BI can be summarized as a set of technologies, 
applications, and processes for gathering, storing, accessing, and analyzing data that 
helps users to make better decisions [5]. It supports decision makers through business 
analyses on the basis of internal and external data [6–8] and thus contributes to the 
organization’s competitiveness and sustainable development. In the presented scena-
rio of an aircraft MRO service provider the analyst is interested in the current and 
historical inventory development of components used for aircraft MRO services, in 
particular: 

• Inventory monitoring on unique material basis over time, e.g. value and age 
• Distribution of assets grouped by age with reference to compatible aircraft types 
• Simulation and calculation of financial impacts on service contracts 

The real world example consists of several hundred million records. Material 
movements, availability per (distributed) stock and value of the components are only 
a few characteristics that need tracking. The underlying data is used for several other 
analytic applications. It is extracted from the source systems into a DWH using a 
traditional BI approach. This general understanding of BI is based on two central 
underlying design assumptions: 

1. Layered scalable architecture also known as (Enterprise) DWH [9, 10] 
2. Persistent data storage based on DBDB 
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Traditional BI architectures store data physically in each of the several layers in the 
DWH/LSA structure. Data organization is usually de-normalized, using multi-
dimensional data storage concepts like star schema [9], extended/enhanced star 
schemes that apply vendor specific features (e.g. as for SAP BW) or snowflake sche-
ma [9]. The multi-layered LSA combined with multi-dimensional models are required 
to achieve acceptable response times with DBDBs, but result in multiplication of data 
and inflexible data modeling. 

Different from other existing applications the data for the presented scenario is re-
quired on a very granular basis - even for analysis. Starting from material movements it 
needs to be analyzed what components are currently and have been in stocks over time. 
Another challenge is the many-to-many relationship (n:m) of component and aircraft 
type. One component may fit to several aircraft types. In return, one aircraft consists of 
several components. This is maintained in “aircraft part lists” (APL) that map these 
relationships. These maintenance lists are then used to calculate service contract rates 
as they can also represent the scope of a service offering. Hence, the transactional data 
(material movements) needs to be connected to aircraft types via APLs. However, this 
would boost the data volume in a de-normalized DWH approach with only physical 
layers - for each material and aircraft type combination one physical record is be 
needed to meet performance requirements. With this procedure 100 million records 
could easily turn into several billion records. Especially if adding or deleting a map-
ping in the APL requires a data reload. Traditional BI architectures with physical 
DWH layers [10] or common modeling techniques like slowly changing dimensions 
are not able to solve this issue - a conflict regarding the goals of efficiency and agility. 

3 Design of the Artifact 

The running prototype1 is implemented based on the semi-virtual DWH architecture 
depicted in Fig. 1 using IM databases as suggested in [11]. The IM based prototype uti-
lizes column-oriented data storage on a relational database model. Thus, a multiplication 
 

 

Fig. 1. Architecture of the prototype [11] 

                                                           
1 For a screencast demo of the running prototype please contact the authors. 
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Abstract. Creativity support has been adressed in various fields of studies and 
already entered information technology with the development of different tools 
in order to enable, foster and improve the creative stage. In this paper we out-
line our approach of supporting the divergent thinking process during the  
generative stage by using information extraction and information retrieval me-
thods as well as social media for the actual supporting content. A prototype that 
offers an automated support and that tries to produce a broad benefit for the 
idea generator was developed and will further be evaluated according to current 
design science guidelines. 

Keywords: Creativity support system, divergent thinking, information retrieval. 

1 Introduction and Design Theory 

Both, creativity and the generation of ideas are processes, which can arise autonom-
ous and independent from the environment. However supporting this processes can 
enhance the idea itself. This creativity support can be done in traditional ways or with 
the help of information technology by specific software tools, interactive interfaces or 
rich visualization- and searching tools [1]. Usually these tools support the recording 
and management of ideas, rather than supporting the actual generative creativity 
process [1]. This generative process describes the production of ideas during the stage 
of creative thinking [2,3]. Creative thinking is defined as the capability of an individ-
ual to form associations, develop patterns and possess a certain degree of abstraction, 
which is essentially based on a divergent reasoning process as developed by the psy-
chologist J.P. Guilford [4]. This divergent thinking offers a subjective consideration, 
enabling mental leaps [5] and breaking away from familiar structures, in order to 
generate new patterns and solutions [4]. In our research we concentrate on the support 
of the generative process by the aid of our prototype, which facilitates divergent 
thinking. The prototype is designed to support engineers, scientists, product managers 
or artists to make new discoveries and evaluate ideas or to support problem-solving 
processes. A common method for supporting the creative thinking process is to ex-
plore and search for inspiration, which has already been integrated into different IS, 
such as search engines [1]. The underlying principle of these techniques is, that the 
individual generating the idea is aware of the actual support he is seeking [6]. An 
individual seeking for inspiration with the help of a search engines is aware of the 
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terms he is using for his search. Therefore an additional benefit, which generates new 
patterns and finds unknown issues, is not necessarily provided [6, 7]. Possible reliefs 
for this problem might be specific search engines, especially made for the generation 
of associations and patterns [6]. Nevertheless, the individual is always aware of the 
initial query (terms) he is using for seeking support [6, 7]. In our approach we attempt 
to avoid this awareness by using information extraction (IE) to analyze written ideas 
and information retrieval (IR) methods to query data sources to support the creative 
process of the idea generator. 

2 Design of the Artifact 

2.1 Information Retrieval for Creativity Support 

IE is the process of extracting and obtaining data from given resources i.e. from a 
document, which contains full-text or other data. IE algorithms try to reduce  
documents to a more dense and short representation. Furthermore IR selects a set  
of documents based upon a given query [8]. This is why IE systems work essentially 
by means of convergent information processing [9]. Analyzing the given idea will 
thus not support the divergent thinking process, because it simply extracts the basic 
information from the idea. No new patterns or solutions can be found upon these ana-
lyses [9]. Therefore new issues must be evaluated rest upon the results of the analyses 
to support the actual divergent thinking process. This process takes part in the next 
step, where specific data sources will be queried for potential supportive information. 
This information can therefore stimulate inspiration, emerge new association or em-
power users to be more creative [7], [9]. 

The main difference is thus not the active search for creativity support by the idea 
generator but the automated process by the system, which can expand the information 
horizon of the idea generator and support the actual creativity process [6]. For this to 
work effectively the IR must operate precisely and a data source must be selected that 
provides potential associations and inspiration. The following chapter explains this 
approach and the developed prototype in more detail and shows the technical capa-
bilities of the artifact [10]. A reasonable data source is difficult to determine, as it 
depends on the manner of ideas being generated. An idea generation process has 
usually a specific topic and a goal to solve certain problems or to achieve specific 
tasks. Thus all ideas can be categorized before the support can take affect and specific 
data sources can be determined. However data sources shouldn’t rely on topic restric-
tions, because supporting content can also be found in unrelated data sources [6], [9]. 

2.2 Implementation 

In the course of this research, a web-based prototype for supporting the generation of 
ideas was developed. The prototype captures written ideas (see Fig. 1, S1) and ana-
lyses them with a designed IE algorithm (see Fig. 1, S2). This IE algorithm is based 
upon the bag-of-words model1, representing the idea in a predefined amount of valued 
words (list), which will be used to query designated data sources. 
                                                           
1 The bag-of-words model is a document representation, where a text (document) is represented 

by an ordered set (bag) of words by their frequency of occurrence in the text.  
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This list is ordered by the appearance of a word with a weightage relative to the 
number of all valued words (words without stop words). The outcome of this algo-
rithm is a ranked list of valued terms, which represents the written idea (see Fig. 1, 
S2). In a set of combinations, these valued terms will then be used to query several 
data sources (see Fig. 1, S3).  

 

Fig. 1. Functionality of the prototype 

Different data sources can obtain variable types of information and can thus sup-
port the creativity process in diverse ways. Special databases applied for different 
fields of problems and information can be used to find creativity supporting content. 
In our approach we defined social media applications as data sources.  

Social media refers to applications, where users interact in social networks and 
create and share content. The popularity of social media applications is immense, 
which results in a big amount of data created by users all over the globe. The democ-
ratization of knowledge and information supports the transformation of the user from 
a mere (information) consumer to a producer. The widespread access and the high 
usage of social media turns it into a data source with a wide range of topics, that is not 
restricted to specific users [11]. Our approach queries the services Facebook, Twitter 
and Tumblr via the API’s and their REST2 architectural hypermedia data system. All 
queries aim for the main text or message written by the users, e.g. the tweets, messag-
es and posts. The results are saved into a valued list and are presented to the idea  
generator inside the web application, offering to read the messages, delete unrelated 
results or mark them as important (see Fig. 1, S4). The following screenshot (Fig. 2) 
shows the presentation view with the IR results, arranged by their relevance towards 
the idea. 
 

                                                           
2 REST stands for Representational State Transfer and describes a concept of resource access 

for Web applications. 
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Fig. 2. Presentation view with the IR results 

General IR algorithms underlie a strict effectiveness on how the results obtain a 
certain quality towards the query. This quality can be defined by the relevance theory, 
identified by Saracevic, which explains how well a retrieved document meets the 
query [12]. According to the nature of creativity supporting content, these general 
relevance restrictions can be neglected [6], [9]. 

3 Evaluation of the Artifact and Future Research 

We aim to evaluate the utility, quality and efficacy of the artifact [10] by defining a 
prior aspect in this research. This aspect is the theory in what way the IE algorithm 
can represent the idea in a respectful way. To evaluate this, subjects will be asked to 
write down ideas, which will be analyzed by the IE algorithm. The extracted results 
will be presented to the idea generators and feedback on how well the IE worked will 
be collected. After that, the main hypothesis will be evaluated with two focal groups. 
One group will be assisted by the prototype whereas the other group will receive no 
assistance. Experts will give the two groups the same tasks or problems to solve over 
a specific time period. 

The experts will then evaluate the ideas according to their quality [13]. Assessing 
and evaluating the quality of ideas, especially by influencing and supporting the crea-
tive stage, is difficult and complex. Terasa M. Amabile defined an approach on how 
to measure creativity by setting special dimensions [14]. The experts, who issued the 
tasks and problems to the subjects, will use this approach to assess the ideas. In addi-
tion to that, the subjects will be asked if the information found by the algorithm was 
able to support the idea generation stage. 
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Abstract. The usage of online music content and mobile devices is becoming 
more and more a part of our daily lives. In recent years, research on contextual 
music recommendation has emerged and new services have been introduced. 
Driving is one of the most common listening situations. It differs from other lis-
tening situations in that the main focus is on driving, which means the mental 
load is higher. The scenario of listening to music while driving has been neg-
lected in past research and is therefore reflected by the limited integration of 
textual music adaptation in car radios or infotainment systems. This paper 
presents the results of a preliminary study involving a driving simulator created 
to analyze the effects of various types of music on subjects while driving. As 
the results of the subjective measure show, there is a strong influence on the 
mental load of participants listening to fast-paced music while driving. Accord-
ing to these findings, a first prototype of an application was implemented allow-
ing the driver to adjust the music selection with respect to the mental load as 
well as personal preference. This application uses contextual parameters and 
performs as a research prototype for future real-driving studies. 

Keywords: Music recommendation, driving context, context-awareness, mental 
load.  

1 Introduction 

Context-awareness forms a core concern in ubiquitous computing and goes hand in 
hand with today’s extensive use of sensor technology [1]. The importance of context 
is even greater when users move away from traditional desktop computing environ-
ments. Thanks to mobile computing devices, users can access information and servic-
es in different surroundings and situations. The needs of users may vary depending on 
the context, and context-aware systems can adapt to provide the relevant services or 
infotainment [2]. In the field of music services, the use of context-aware systems is 
relatively new. However, as context-aware systems become increasingly popular 
through mobile devices and online streaming services, it is arguable that people now 
actively use them in everyday listening contexts to a much greater extent [3]. Here 
mobile music recommender services can benefit by taking the user’s context (e.g. 
location, emotion or speed) into consideration [4]. Research has shown that a positive 
relation exists between the affective qualities of the listening situation and the prefe-
rence for music that augments these qualities [5].  
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While driving a car, many people turn down the volume or change the music if 
they are in a complex driving situation [6]. Stutts et al. (2003) study pointed out that 
91% of drivers constantly manipulate audio-controls while driving [7]. This behavior 
shows that driving is a unique listening situation, because the context changes very 
quickly influencing the mental load of the driver [6] and his music preference [4]. 
Therefore it is necessary to have a dynamic and context-aware music recommender 
system that adapts to the driving situation. As this research follows the iterative de-
sign science methodology [8], including a preliminary study to analyze the effect of 
music while driving, a study-related prototype of an application to adjust the music 
selection based on contextual parameters is presented. This application performs as a 
research prototype for further real-driving studies to situation-oriented music recom-
mendation while driving. 

2 Preliminary Study 

A driving simulator study was designed to analyze the effect of music with different 
tempos, arousal and valence on the mental load and performance of drivers. This ex 
ante evaluation is used for the purpose of deciding which factors of music are relevant 
for a first prototype [9]. 

In the driving experiment, the participants had to frequently name their subjective 
mental load while ten short music samples from well-known artists were played. The 
ten samples were selected and evaluated in a short preceding online survey. Besides 
the subjective measure, driving performance data, like velocity and distance to a lead 
car were recorded in a logfile. In addition, biofeedback of the participants was record-
ed using skin conductance and temperature sensors.  Twelve females and 28 males 
with an average age of 22.78 (SD = 2.675) and at least two years of driving expe-
rience (Mean = 5.05, SD = 2.375) participated in the experiment. They were separated 
into three groups, two with differing playlists and one without music. 

The experiment was separated into two main driving tasks. In the first ten minutes, 
the participants were instructed to follow a lead car with a realistic, self-chosen dis-
tance. In the second portion of the experiment, the participants were allowed to drive 
with a realistic, self-chosen speed less than 110 km/h without a lead car. The subjec-
tive measure showed that the fast-paced and high-arousal music had a strong influ-
ence on the mental load of the participants. This increased mental load can affect the 
driver in complex driving situations and cause critical situations. 

3 Design of the Artifact 

AmbiTune, an application for Android smartphones, was implemented as a first pro-
totype to consider the context for music playlists while driving. The application  
operation process for an exemplary drive is presented in Figure 1. The figure shows 
the context data processing with the single songs in the sub-playlists as final output.  

AmbiTune uses the GPS sensor of the smartphone and the prediction engine of a 
former prototype of the research group to perform the prediction of the route trajecto-
ry, which is described as the upcoming course of the road in geographical terms as 
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well as in terms of time (see [10]). This route trajectory is used as a first data input for 
the application to determine the playlist length for the current trip (see Fig. 1, steps 1 
and 2). 

 

Fig. 1. Concept of AmbiTune: Adapting the music to the surroundings and driving speed 

Based on the position data of the route trajectory, it is possible to perform a query 
to the OpenStreetMap (OSM)1 database consecutively. This query returns XML-Code 
with the whole map data according this position. Due to this code, it is possible to 
filter and generate aggregated surroundings (e.g. urban or rural) for the current trip. 
The interim output separates the whole playlist (length) into different sub-playlists 
according to the varying surroundings of the road (see Fig. 1, steps 3 and 4). The user 
can use the personal profile to associate different music genres to the sub-playlists 
(e.g. country for rural, reggae for urban). On the basis of the consecutively recorded 
GPS position data, it is possible to interpolate the actual driving speed. Using the 
driving speed regarding the surroundings and the actual speed limit (also from the 
OSM database), driving phases with a high mental load can be identified and the mu-
sic adjusted accordingly (see Fig. 1, steps 5 and 6). According to the preliminary 
study, slower songs with low Beats Per Minute (BPM) rates are selected for driving 
phases with a high mental load. The final output of the application is a context-aware 
music playlist for the current trip in which the music is selected according to the sur-
roundings of the street as well as the mental load of the driver (see Fig. 1, step 6). 

                                                           
1 OSM is an open source collaborative project to create a free editable map of the world.  
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Fig. 2. Usage of AmbiTune on a smartphone while driving (left: usage in the car, middle: closer 
screenshot, right: structure of the GUI) 

Figure 2 shows the usage of the application while driving in the city with a deter-
mined high mental load and “Reggae” as music genre for urban environment. Howev-
er, AmbiTune only works with songs pre-tagged based on genre and BPM and stored 
locally on the smartphone. 

4 Significance of the Artifact 

Significance for Research: Reviewing other papers in this field of research, we identi-
fied a lack between theoretical basic research and prototyping. Our prototype shows 
in which way user profiled music preferences could be combined with the automatic 
adaption of the music to the actual context while driving. Our approach also combines 
sensory data from the smartphone with filtered data from the Internet to adapt the 
music. In addition, the prototype itself is designed for further research, as the anony-
mized data can be analyzed subsequently.  

Significance for Practice: In consideration of increased interest and standardization2 of 
data exchange between applications and car, the integration of this prototype directly into 
the car system is imminent. For this reason, we are currently working with a large auto-
mobile manufacturer to implement this prototype into the car for real-driving studies. 

5 Conclusion and Future Work 

The findings of the driving simulator study demonstrate that music has a direct  
influence on driving performance. In addition, it was shown by a prototype that it is 
                                                           
2 See www.openautoalliance.net 
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possible to adapt the music to the driving route by using different context parameters. 
Since this presents an early prototype, not all research has been conducted. In the next 
step, the prototype will be evaluated in a real-driving study in cooperation with the 
automotive industry. In order to offer a wider selection of music for the study, a con-
nection to the music streaming service Spotify will be tested. As we are unaware of 
the users’ situations, it is unclear if every driver has to be treated the same way and 
which parameters are needed to create a good service for a specific user. Therefore it 
is necessary to integrate the user early in the innovation process of the application. A 
not yet implemented situation-oriented feedback channel could be used to receive the 
user’s ideas and needs for further research and adaption of the prototype. 
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Abstract. Large amounts of energy are wasted because heating systems
run round-the-clock even though residents are out or occupy only a small
part of their home. Major reasons for this behaviour are the non-intuitive
heating controls and missing direct feedback about the heating activity
or even energy consumption. In addition, bad ventilation behaviour, e.g.
tilted windows, may lead to unhealthy room climate as well as significant
heat losses. To address these problems, we analysed the requirements for
a supporting information system. We present a first prototypical imple-
mentation of an individual-room heating and ventilation system which
combines automation, an intuitive user interface and supporting feed-
back. This should empower residents to achieve energy-efficient heating
and improved comfort.

1 Introduction

In Germany, 71% of energy consumed by residential buildings is due to space
heating [1] distinguishing it as a powerful lever for energy-efficiency measures.
Besides weather, thermal properties of the building, and the heating system,
user behaviour determines the energy consumption for residential space heating.
Concerning the latter point, there are three simple options for saving energy:
(1) decreasing setpoint temperatures permanently, (2) turning down the heating
when a room/home is not occupied, and (3) correct ventilation behaviour. How-
ever, executing on these options might challenge users’ comfort and ultimately
motivation to preserve energy. More specifically, users have to remember lower-
ing setpoints when leaving, they might have to tolerate unpleasant temperatures
and they don’t get any direct feedback about the effect of their effort.

In the 70s and 80s, programmable thermostats were developed to overcome
some of the aforementioned issues. But most users struggle to program their
heating schedule due to the bad usability of such devices [2]. Moreover, it can be
quite challenging to define a suitable schedule if residents’ daily routines change.
These challenges are addressed by a new generation of connected thermostats
enabling intuitive user interaction via smartphone interfaces and in some cases
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even providing presence-based heating capabilities. The most known product in
this category is the learning thermostat by NEST Labs1 in the US. Another
similar solution for European heating systems was developed by the startup
tado2 in Germany. Both solutions replace the central thermostat, which controls
the heating according to the temperature of a single zone in the building. While
this approach is cost-efficient it often leads to under- or oversupply of particular
rooms and setback strategies can only be applied on the whole dwelling.

Contributing to the recent IS stream of Energy Informatics [3], we applied
information systems thinking and skills to design a prototype IS helping residents
to achieve energy-efficient heating and improved comfort.

2 Requirements Analysis

2.1 Conceptual Approach

In contrast to NEST, tado and several academic implementations [4, e.g.], which
are smart or intelligent central thermostats, we pursue a decentralised, individual-
room approach by controlling the hot water flow at each individual radiator.
Therefore our system can, in contrast to the former, also be used in multi-family
homes with central heating. There are already solutions of controllable radiator
valves (CRVs) with additional smartphone- and web-based interfaces. They ease
the process of creating a schedule as well as adding the convenience of remote con-
trol. However, we wouldn’t call them smart, since they lack the ability to automat-
ically adapt the schedule to changing user behaviour. For example, NEST tries to
learn a schedule and temperature preferences by analysing user interactions with
the system and by leveraging a PIR presence detector. Tado utilises the geoloca-
tion capabilities of smartphones to infer the distance of residents to their homes
and to adjust the setpoints accordingly. To our knowledge, decentralised control
approaches with such capabilities do not exist so far.

Moreover, as shown by Frontczak et al. [5], humidity and air quality are im-
portant factors influencing residents’ comfort. Therefore it is necessary to make
people aware of poor room climate and to foster optimal ventilation. Of course,
most people have their own ventilation habits to overcome bad climate condi-
tions, but due to feedback information, ventilation is often suboptimal in terms
of energy efficiency and even comfort gains. For example, many people keep their
windows tilted in winter, which leads to minor air exchange but tremendous heat
loss. Similarly, people try to overcome dry air in winter by opening a window
which often leads to the opposite effect since the outside air may contain even
less humidity.

2.2 Fundamental Requirements

On the basis of our conceptual approach we can formulate key requirements for
a heating and ventilation information system:

1 https://nest.com/thermostat/
2 https://tado.com

https://nest.com/thermostat/
https://tado.com
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– Comprehensible Individual-Room Heating Control: The heating sys-
tem is generally slow in response to user interaction. As a result, residents
tend to set the heating to maximum when they feel cold, thereby often wast-
ing energy. Thus, we require the IS to give immediate feedback in form of an
estimated heat-up time to the desired temperature. Furthermore, it should
be visible when the system is active, i.e. heating up. CRVs often have built-in
room temperature sensors. However, due to the proximity of the CRVs to
the radiator this can lead to deviations of several degrees to the actual room
temperature. Therefore, we require an independent temperature sensor per
room.

– Presence-Based Automatic Scheduling: Similar to NEST’s and tado’s
approach, the system should be capable of scheduling the room temperature
automatically such that on the one hand the user’s comfort temperature
should always be reached when a room is occupied, and on the other hand
the temperature should be maximally decreased when a room is empty. This
smart feature is not trivial to implement, because it has to strike balance
between energy savings and comfort. Furthermore, privacy and automation
complexity have to be considered from a user perspective. (cf.[6])

– Easy-to-Use Manual Scheduling: Since automatic scheduling may not be
the optimal solution in every case, we require an easy-to-use manual schedule
which can be edited remotely. Thus, the user should be able to adjust the
schedule as soon as unexpected changes in his daily routine occur.

– Room Climate Assistant: The system should analyse temperature, hu-
midity and air quality of a room to provide actionable information for opti-
mising the room climate.

3 Design of the Artifact

In the following, we give a brief technical overview of our system. Afterwards,
we show how the requirements have been implemented.

3.1 System Implementation

– Connected Room Climate Sensors: Off-the-shelf wireless sensors (Ne-
tatmo3 weather station) provide temperature, humidity and air quality (CO2

concentration) measurement data in 5min resolution which is accessible
through a cloud-based API.

– Controllable Radiator Valves (CRV): Commercial motorised valves
(eQ-3 Homematic4 ) allow to control setpoints remotely and can be installed
by residents in minutes.

– Home Controller: A low-cost, embedded computer (BeagleBone Black)
relays data and control signals between the local CRVs and our backend
server.

3 http://www.netatmo.com
4 http://www.eq-3.de/homematic-197.html

http://www.netatmo.com
http://www.eq-3.de/homematic-197.html
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– Backend: Besides the storage of measurement and user interaction data, it
provides the platform to implement intelligent features.

– Smartphone app: The main user interface is an iOS smartphone app that
gives users control of their heating and feedback about their room climate.

3.2 Feature Implementation

In the following, we present how we have implemented the requirements and how
an user can interact with our system.

After choosing a room via a list menu in the app a temperature view will be
displayed (see Fig. 1a). In the centre of the screen, the current room tempera-
ture is shown. The up/down arrows illustrate if the room is currently heating up
or cooling down. On the right, the CRVs temperature measurement and valve
opening are shown. The status message on the top explains what the systems is
doing. During heating it entails an estimated heat-up time to the desired tem-
perature which is calculated by taking previous heat-up procedures into account.
Furthermore, the room temperatures and setpoints for the day can be visualised
by turning the app to landscape view (see Fig.1d).

In Fig. 1c, a heating schedule for a week, divided in two schedules, one for
workdays and one for the weekend can be seen. The schedule allows to set time
intervals for typical heating modes: comfort-mode (indicated by a ”couch” icon),
sleep-mode (indicated by a ”Zzz”-icon) and away-mode (indicated by a ”walking
man” icon). Each heating mode has a selectable temperature setpoint associated
with it. The user can simply change the schedule by moving one of the knobs
to the left or right. Compared to any user interface of a radiator thermostat, we
claim that this is a strong usability improvement.

Presence-based automatic scheduling is implemented similarly to tado’s ap-
proach by leveraging the smartphone location services. Temperature setpoints
are lowered depending on the distance of the resident to his home. But, in con-
trast to tado, the user can choose which room (instead of the whole dwelling)
should be controlled by this feature. Hence, our approach offers more flexibility
and convenience, especially if some residents are not smartphone users or do not
want to share their location for privacy reasons.

The air quality screen (see Fig.1b) shows the current CO2-Level in ppm (parts
per million), an informative feedback text and a smiley icon which empowers the
user to judge the air quality at a quick glance. If ventilation is appropriate, the
feedback text entails a reasonable ventilation time, which is estimated based on
the current CO2-Level and previous ventilation procedures.

Similarly to the air quality screen, a humidity screen is available. There, the
user is warned about moldiness risk if the humidity is higher than 70%. If the
indoor humidity is too low (<30%), the system recommends opening a window
only if the humidity levels outside are high enough.
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(a) Temperature (b) Air quality

(c) Schedule

(d) Temperature history

4 Forthcoming Evaluation of the Artifact

Currently our system is running in five dwellings with friendly users in order to
achieve a stable system from a technological point of view. For the next heating
season, we plan to equip additional 10-20 comparable dwellings in multi-family
homes in order to evaluate energy savings, influence on ventilation behaviour,
user satisfaction, and the general usability of the system. Energy savings and
influence on ventilation behaviour can be measured (approximately) using the
room climate sensor measurements. User satisfaction and usability will be eval-
uated by interviews.
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Abstract. COBIT 5 is positioned in the market as a de-facto standard for enter-
prise governance of IT. Relevant literature and management experience, how-
ever, indicate that the adoption of the framework is challenging due to its  
perceived complexity. In this paper we present a software prototype aiming to 
promote the understanding of COBIT 5, its components and their relationships 
by means of information visualization, thus facilitating its usage and adoption 
in scientific and practical context. The current state of evaluating the prototype 
is outlined. 

Keywords: COBIT 5, IT governance, information visualization, prototype. 

1 Introduction 

IT governance, recently rebranded as “enterprise governance of information technol-
ogy” (EGIT), can be considered as a key concept in pursuing the creation of business 
value through suitable application of information technology (IT) [1]. The adoption of 
COBIT 5 has been ascertained as a measure for the application of EGIT in practical 
environments [2]. However, this adoption in organizations is widely described as 
challenging due to the high perceived complexity of COBIT 5 [2, 3]. In contrast to 
objectively measureable complexity, perceived complexity results from the distinc-
tions made by a subjective observer [4]. Moreover, the academic knowledge base to 
analyze and leverage COBIT 5 from a research perspective is limited and needs to be 
extended to facilitate adoption in academia [2]. In this paper we present a prototype 
leveraging the utilization of COBIT 5 by means of information visualization.  

To address these problem statements, and building on the work of Ware [5]  
and Keller & Tergan [6], we present a software prototype as an information visualiza-
tion tool. Different from the current textual representation of COBIT 5, visual infor-
mation depicts a more comprehensible way of representation, assisting in “coping 
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with subject-matter complexity and ill-structuredness” [6], making knowledge and 
information explicit and allowing to generate, retrieve, elicit, (re-)structure, evaluate, 
locate and access information. Hence, our goal is to derive design requirements on 
information visualization [6] in order to develop an artifact addressing the above men-
tioned problems. 

The software prototype represents an artifact in the sense of design science re-
search [7] aiming to be valuable for application in practice and science, especially in 
supporting the understanding of the components of COBIT 5 and their relationships 
and in building an instrument usable for research. Our research applies the methodol-
ogy outlined by Gregor and Hevner [8], albeit due to space limitations only an abbre-
viated synopsis of the conducted literature review can be provided. 

2 Design of the Artifact 

We address insight generation through the adaption of certain design principles [9], 
which are outlined in Table 1. They are to be implemented by the prototype together 
with other more generic requirements for information visualization. 

Table 1. Aggregated design requirements as derived from literature 

Design Requirements Sources 

D.1: Provide Overview [9–12] 

The provision of an abstracted overview helps understanding the overall picture of a dataset 
and promotes further exploration. In addition, it allows the differentiation of known and 
unknown information, therefore enabling the exploration and generation of new knowledge. 

D.2: Adjust [9, 11, 12] 

Adjustment of the level of abstraction and/or range of selection serves the purpose of sense-
making and test of hypothesis. This way of filtering helps to explore a large amount of data and 
enables the selection of demand-specific information. Reducing the amount of the search  
and working memory load needing more detailed facts can be extracted. 

D.3: Detect Pattern [9, 10] 

Pattern detection refers to accessing specific distributions, trends, frequencies or structures  
within a dataset. This also enables both finding demand-specific information and the discovery 
of new knowledge as well as the test of hypothesis and development of new questions. 

D.4: Match Mental Model [9, 11] 

Through visualization the gap between data and a user’s mental model of it can be decreased, 
thus reducing the cognitive load in understanding, increasing perceived familiarity and linkage 
of information to real-world knowledge. A visual representation transforms information into a 
physical space for effective exploration. 

 
Resembling a specific instantiation of our artifact, the COBIT 5 Visualization Pro-

totype is developed on a strict transformation of the COBIT 5 enabling processes 
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publication [13], specifically designed to address the elicited requirements. The used 
technologies include HTML5, a tailored JavaScript (GoJS) library, and PHP5/MySQL 
for the dynamic components. The visualization is generated via GoJS with the assis-
tance of an HTML5 canvas [14]. By this, we reduce barriers such as location depen-
dencies for accessibility, plugin usage, and high resource requirements. Thus, the 
platform independent usage on mobile devices like smartphones and tablets is  
possible. 

Fig. 1 illustrates the graphical user interface (D.1, D.3, D.4) with an already ap-
plied filter for demand-specific display (D.2, D.3). Our prototype visualizes the prac-
tices of the COBIT 5 process reference model in a graph-like structure, projecting 
practices as vertices and their interfaces as edges. The in- and outputs between those 
interfaces are presented as textual descriptions, similar to edge weights in graph 
theory. Functionalities of our instantiation include a recurring layout of the visualiza-
tion (D.1, D.3, D.4) as well as navigation functions like zoom, pan and move (D.1, 
D.2, D.3). The practices are clustered in their respective domains and color-coded 
accordingly (D.1, D.3, D.4). When selecting one or more practices their in- and out-
puts as well as the connected first-degree vertices will be highlighted (D.2, D.3, D.4). 
The data of the selected elements will be given to the user in a table to the right hand 
side (D.3, D.4) in order to ensure the provision of the completeness of data (D.2  
and D.3). In addition filters for selection and display limitation on processes, domains 
and superior goals levels are available, in future versions complemented by a search 
function for the aforementioned options plus the in- and outputs (D.1, D.2, D.3). 

 

Fig. 1. Graphical representation of the prototype 

3 Significance to Research and Practice 

COBIT 5 and its associated suite of products is a large, multifaceted and complex set 
of guidance. The framework is systematically designed to encompass the complete 
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investment life-cycle, with both governance and management aspects. The perceived 
complexity gives rise to the need for research on COBIT 5 as an artifact. As indicated 
by De Haes et al. [2], there is a need to investigate the design and internal consistency 
of COBIT 5, or lack thereof. The COBIT 5 Visualization Prototype developed in the 
context of this paper can be leveraged in more analytical research programs to check 
for internal consistency and embedded design patterns in COBIT 5. Furthermore, the 
prototype is estimated to leverage the adoption of COBIT 5 in practice.  

Specifically, we seek to address the difficulty of the implementation and transfor-
mation of existing environments, which already have implemented COBIT 5. The 
potential of our idea and its implementation was approved by experienced network 
members, from academia and practice, of the institutions involved in this paper. 

It has to be noted that comparable approaches on visualization of the COBIT 5 
knowledge base have not been made yet. A reconfirmation was obtained by direct 
correspondence with ISACA. In conclusion, our artifact and its instantiation can be 
truly considered a novelty and highly innovative from a practical point of view. 

4 Evaluation of the Artifact 

As envisaged in the design science research paradigm, the evaluation of an artifact is 
divided into qualitative and quantitative phases. To align with this approach our arti-
fact will undergo two separate but consecutive evaluation rounds (e.g., as in [15]): 

In a first step multiple explorative focus groups [16] are used to evaluate the per-
ceived utility and actual usability of the developed prototype as well as the collection 
of feedback on possible tasks for the upcoming experimental studies. The conduction 
of the explorative focus groups is currently in progress. 

Secondly, laboratory experiments will be carried out to quantitatively measure the 
effectiveness of our prototype. The research goal is to validate if the usage of the 
proposed prototype will reduce the perceived complexity of COBIT 5. For this pur-
pose, we derived a testable set of hypotheses from the pursued goals on improving 
COBIT 5 with our prototype.  

The experiment investigates if the application of a visualization tool can reduce the 
time needed for retrieval of information. In addition, the quality and quantity of  
retrieved information is assessed. The shape of the provided data out of which de-
mand-specific information is to be generated represents the independent variable. We 
differentiate into three different configurations; the control group will be provided the 
COBIT 5 framework in an unaltered version as currently available, while another 
group will use a version of our prototype with a full set of functionalities. The remain-
ing group will be provided with a modified version, only featuring the functionalities 
based on the design requirements D.1, D.3 and D.4. We seek to consult the proce-
dures outlined by North [17] and Carpendale [18] for the advanced measurement of 
the dependent variables. 

 
Acknowledgments. The presented prototype is not yet available for distribution as 
the content of the referenced COBIT 5 knowledge base is copyrighted material of 
ISACA and was used for demonstration and proof of concept purposes only. 
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Abstract. Services gain importance when it comes to overall revenue structures 
of industrial companies. Product-Service Systems (PSS) are seen as a way to di-
versify from competition and establish a unique selling proposition. Services 
being on the rise - service productivity becomes vital. With a design-centered 
approach requirements such as information needs of technical customer service 
are iteratively transferred into a prototype of a mobile support system for tech-
nical service staff. In order to ensure efficiency, effectiveness, usefulness  
and utility of the artefact several evaluation methods are applied within iterative 
design cycles. 

Keywords: Technical Customer Service, Service Technician, Mobile Assis-
tance System, Mobile Support System, Prototype, Design Science. 

1 Introduction 

Services gain importance when it comes to overall revenue structures of industrial 
companies [1]. One reason is global competition and increased market transparency 
making (product) prices more comparable [2]. Product-Service systems (PSS) are 
seen as a way to diversify from competition and establish a unique selling proposition 
[2,3]. By addressing after-sales markets the traditional product life cycle is extended. 
Besides an efficient production of products, efficient (after-sales) services are empha-
sized. While productivity of industrial production has been the subject of investiga-
tion for decades [4,5], service productivity is a comparably new field of research. This 
applies to methods of planning services as well as establishing measures for monitor-
ing, decision support and continuous improvement. Within our cooperation with sev-
eral companies providing technical customer service it became obvious that different 
obstacles have to be faced in order to increase service productivity1. Besides matters 
of operational and organizational structure information can be seen as a critical suc-
cess factor. Companies in the area of technical customer service dispatch technicians 

                                                           
1 The underlying projects for this paper (“EMOTEC” and “HALLO SME”) are funded by 

BMBF (German Federal Ministry of Education and Research), BMWi (Federal Ministry for 
Economic Affairs and Energy) and supervised by PT-DLR (project references: BMBF 
01FL10023, BMWi 01MU12029A). 
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to customer’s sites for repair and maintenance tasks. As well as efficient dispatching 
and logistics this requires extensive planning when it comes to necessary tools, spare 
parts and documentation. Hence interaction between technicians and the back office is 
vital. As an example: after completion of a service task a - often paper based - work 
order document is filed and transferred to the back office. This often occurs on a daily 
basis. As a result interaction and reaction to internally or externally triggered changes 
is obviously limited (e.g. incoming high priority request, exceeding of planned time, 
etc.). From a back office’s perspective executing service tasks at a customer’s site 
often can be seen as a „black box“. 

The goal of this project is to uncover and understand information needs in the area 
of technical customer service and to provide technicians with the right information  
at the right time using an innovative IT artefact. Furthermore efficient interaction 
between service technician and back office is the aim of this project. 

2 Design of the Artifact 

Improving technical customer services can be separated in two areas: First - providing 
technicians adequately with required information in order to ensure efficient mainten-
ance while assuring service quality at complex tasks. Second - improving administra-
tive processes by automated integration of information from different sources. This 
reduces manual administrative efforts from a technician’s perspective and enables 
transparency from the back office’s point of view. Both areas are addressed through 
the design of a tablet based mobile assistance system for service technicians, which 
provides adequate information from a variety of sources context-sensitive at any time 
throughout a service task. Furthermore it is aimed at supporting interaction between 
back office and service technician. Besides the aforementioned complexity and the 
broad variety of tasks carried out by technical service staff, the strategic position of 
technicians is noteworthy. The technician’s role as the point of service is being re-
fined to a point of sale due to the potential of having a technical sales person right at 
the customer’s site with deep knowledge of the customer’s organization. This ap-
proach consequently adds information requirements to the range of tasks and respon-
sibilities. Current requirements concerning technical and planning information are 
amended by financial and customer relationship information. Against this back-
ground, the technician and his requirements are the main focus of the presented de-
sign process of the IT artefact. The Design-Science Research Guidelines by Hevner 
et. al underlie this research process [6]. To gain relevance in an iterative research 
process the project is performed in a user-centered design (UCD) approach. A user-
centered life cycle for product development describing a process of four iterative 
steps is used as follows: 1. Specify context of use, 2. Specify requirements, 3. Produce 
design solutions and 4. Evaluate designs [8]. Specific use cases in the field of repair 
and maintenance were defined and empirical data was collected in cooperation with a 
leading international company providing complex technical products in the area of 
intralogistic. In an iterative approach, starting from compiled process models (event-
driven process chains) first scribbles and functional descriptions, mock-ups, design 
studies and a prototype were developed. The prototype is set up on a ruggedized iPad 
for field and laboratory testing. The following link leads to a screencast video present-
ing the prototype in its current state: http://youtu.be/8plInkVAebk 
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3 Significance to Research  

An extensive literature review on requirements of technical customer service has been 
conducted and published [19]. Those requirements were triangulated [9,10] with re-
sults from shadowing service technicians in real world scenarios and results from 
expert interviews [19]. In the first step, the context (service technicians using a mobile 
assistance system supporting technical and administrative tasks) was specified. The 
context consists of user, work task, motives for use, work equipment, physical and 
social environment [7]. Five researchers were shadowing (“participant observation” 
[9]) service technicians in two countries for over 200 hours. The method of shadow-
ing allowed insights into the work flow, the frequency of activities, sub-steps, termi-
nology, errors and possible interference potential. The resulting use cases cover the 
whole process from leaving their homes in the morning, approaching the customer’s 
site, identifying service object(s), conducting repair or maintenance, completing ad-
ministrative tasks and leaving the customer’s site. Overall 77 service processes have 
been documented as event-driven process chains and analyzed in detail. To bridge the 
gap between self-perception and experience of the technical service, interviews were 
conducted in addition [11,12]. Hence information was identified to be a crucial  
success factor in the area of technical customer service, the design of an artefact clos-
ing - or narrowing - this gap is aspired. In order to support service technicians by 
improving the mobile provision of information a Design-Science approach was ap-
plied. Results (instantiations) of the design cycles can be analyzed and evaluated 
against academia and practice [13]. The presented artifact contributes new knowledge 
to the prescriptive knowledge base. The contribution contains a current state of the art 
concerning requirements in the domain of the technical customer service [19], infor-
mation needs of service technicians [19], investigation and documentation of real 
world service processes, design approaches and results from the outstanding deploy-
ment of the final artefact in real world scenarios including evaluation. In terms  
of generalizability in a further step it will be verified if and how the artefact can be 
applied to other domains and cases. 

4 Significance to Practice 

Adequately providing information to mobile service technicians in order to improve 
efficiency and maintain the level of pursued quality is the aim of the industry. Closely 
related to chapter 3 significance to practice is ensured by involving service techni-
cians into the design cycles. By the aforementioned approach of triangulation the 
practical perspective is embedded in our approach. Besides iteratively refining the 
artefact, diffusion of this research’s results already is initiated. To ensure contribution 
to the practical audience a close cooperation with the German Institute for Standardi-
zation (DIN) exists. It is aimed at compiling a specification providing a guideline for 
designing mobile information systems in the area of technical customer service. In 
order to involve a broader audience several practitioners’ conferences and trade shows 
were attended critically discussing strengths and weaknesses of the prototype.  
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5 Evaluation of the Artifact  

Evaluation allows making a statement to what extent an artifact is closing or narrow-
ing the underlying research gap and shows the extent to which objectives have been 
attained [14,15]. The utility of the artefact is opposed with the initial goal in order to 
state if and how objectives are achieved. According to the project’s goals of improv-
ing productivity and empowering service technicians, usability, efficiency and effec-
tiveness are being evaluated. The following table describes different evaluation  
approaches. 

Table 1. Evaluation of the artefact (instantiation) 

Goal/Question Approach 
Effectiveness: Does the prototype pro-
vide all required information in order to 
complete defined service processes (use 
cases)? 

Ex-post analysis based on documented 
use cases 

Efficiency: Does the improved user 
interface promote time savings? Which 
improvements can be achieved applying 
usability methods? 

Laboratory experiment: eye tracking to 
analyze the design of the user interface 
in detail 

Effectiveness, Efficiency: Which details 
can be improved within the next iteration 
of the prototype? 

Expert interviews with different stake-
holders (technicians, management), eye 
tracking to analyze plausibility and ob-
stacles 

Effectiveness: Does the prototype affect 
the error ratio? 

Field study/observation of initially de-
fined use cases and comparison with 
documented use cases 

Efficiency: At which points of the ser-
vice process using the prototype is more 
efficient than the status quo? Can aspired 
time savings be achieved?  

Field study/observation of initially de-
fined use cases and comparison with 
documented use cases 

Efficiency: Does the real time functional-
ity improve interaction between service 
technician and back office? 

Field study/observation of initially de-
fined use cases and comparison with 
documented use cases 

Eye tracking experiments provide valuable insights from a service technician’s 
perspective and allow - compared to just measuring time - to analyze for example 
how measured times are composed and how to continuously improve interaction  
between technician and IT system [16,17,18].  
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Abstract. Indoor room-climate influences our everyday life on many levels. 
High room temperature decreases our productivity and our ability to concen-
trate. Moreover, many medical conditions can be traced back to bad indoor 
room-climate. In this paper we present an information system (IS) for room-
climate monitoring. Our system is an informative art system being equipped 
with standard room climate sensors for temperature, humidity and carbon dio-
xide. In contrast to conventional monitoring systems a display embedded in a 
standard art frame presents the current room climate on the basis of classical 
art. Changing room conditions are reflected in the painting in real-time. By im-
plementing the presented IS we pursue a research avenue which is dedicated to 
a more fundamental research questions: “Are hedonic, art-based IS superior to 
utilitarian, non-art-based IS in respect to usage and impact?  

Keywords: Human-computer interaction, ambient displays, art information sys-
tems, pervasive computing. 

1 Introduction 

In 1983 the World Health Organization defined the sick building syndrome, describ-
ing the influence of poor indoor climate on human beings, causing discomforts and 
health risks. Symptoms include negative effects on eyes, nose, throat and lower air-
ways, skin reactions, non specific hypersensitivity, mental fatigue, headache, nausea, 
and dizziness among people staying in respective buildings [1]. 

In contrast to the latest generation of professional buildings, older professional 
buildings and residential homes are rarely equipped with an automatic ventilation 
system and fresh air is usually provided through opened windows. However, sensing 
room climate can be very hard for humans. While we have a good sense for tempera-
ture, humidity levels are only recognized with a delay of hours, e.g. on the basis of a 
dry throat. Even worse, carbon dioxide levels cannot be sensed directly at all. Infor-
mation technology can be a remedy to these challenges. Though, engaging people 
tracking their room climate on the basis of sensor systems is far from being easy. 
While reading the values on a standard gauge is not very appealing, starting up one of 
the latest room climate smartphone apps on a regular basis is cumbersome. Further-
more, providing enough help to interpret room climate data is challenging.  

To address the depicted challenges we propose an art-based IS. Thereby, we pursue 
a broader research avenue which is dedicated to a fundamental research questions: 
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“Are hedonic, art-based IS superior to utilitarian, non-art-based IS in respect to usage 
and impact? 

2 Design of the Artifact 

2.1 Problem Statement 

Having analyzed and tested multiple of the currently available solutions in real life, 
from standard gauges[2] to more sophisticated internet-enabled sensors [3], the fol-
lowing key problems can be identified [4]:  

• Complex User Interfaces and Non-self-explanatory Presentation of Data:  
Displaying blunt data on a gauge or a digital display requires a lot of prior user 
knowledge to be effective. Data has to be interpreted and compared against known 
target values. While interpretation of temperature can be performed by an average 
user, e.g. interpreting CO2 values in parts per million (ppm) can indeed be very 
challenging.  

• Lack of Systematic Engagement: Room climate is specific for each individual 
room and has to be measured continuously when the user is present. Furthermore, 
the room climate IS should specifically engage the user in case of poor room cli-
mate conditions. Standard room climate systems tend to keep the level of engage-
ment constant, thereby losing the users intention already during periods of good 
room climate. 

• Long-Term Usage Challenges: As discussed, current systems lack self-
explanatory user interfaces and do not engage the user when the room climate  
conditions worsen. This ultimately challenges their long-term usage and impact. 
However, there is a new generation of internet-enabled system using smart phone 
apps or other mobile front-end devices to display information. While these systems 
overcome some of the discussed challenges they bring their own set of issues. 
Starting up an app is cumbersome compared to an always visible measurement de-
vice. Push notifications can be used as a remedy to inform the user even if she does 
not start the app. However, these notifications are often perceived as intrusive and 
disturbing, especially when not being in the corresponding room currently having 
bad conditions. 

2.2 Requirement Analysis 

Preliminary research in the context of our work can be found under terms such as 
“ambient information systems” [5],“informative art systems” [6], or “peripheral dis-
plays”. Various articles derive design principles for successful ambient information 
systems [6–10]. Building upon this body of knowledge we derive four key design 
requirements to develop our prototype: 

• Connect to People Emotionally: We want to go beyond designing a system that 
builds upon rationality and cognitive thinking, i.e. leverage emotions and psycho-
logical incentives [9].  
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house the sensors, the computer and electrical power supply. The Raspberry Pi [14], a 
Linux based small computer, in the back of the display was used to interact with the 
sensor and display the art using the built in graphic chip. The Raspberry Pi provides 
16 GPIO (general purpose input output) and SPI, I2C as well as an AURT interface to 
connect sensors. Sensing room climate levels we used the K33 OEM [15] module 
from Sense Air measuring carbon dioxide concentration with a no dispersive infrared 
sensor. Communicating with the Raspberry Pi the sensor provides a UART interface.  

Beside the Quantified-Art display we provide the user with a web portal to change 
settings. This way the display itself stays a true plug and play product without a com-
plicated user interface. After login with the corresponding Quantified-Art identifica-
tion the user can change the displayed art as well as adapt the behavior of the art  
corresponding to the measured room climate. Apart from having the current room 
climate displayed on spot with the quantified-art display, a smartphone application 
allows the user to check the room climate on the go 

In order to provide the described functionalities, we need a comprehensive archi-
tecture. We use a standard SQL database (PostgreSQL) [16] to store historical data, 
handle user administration and provide threshold data. In addition, the database is 
linked to a second database where all the art content is available for download. All 
front-end devices communicate with the backend over a middleware written in No-
deJS [17] and deployed on the server. The middleware allows posting new values or 
users on the backend without accessing the database itself. The same applies to get-
ting data from the server. The devices request specific data (e.g. temperature over the 
last 24 hours) and the middleware provides it from the backend. 

3 Evaluation of the Artifact and Further Research 

During a pre-evaluation phase the prototype is currently demonstrated in a real world 
setup and potential users evaluate the artifact via an item-based questionnaire. In a 
first step, we try to understand the influence of our artifact on motivation as a driver 
for usage. Based on [18, 19] there are different motivations driving human action. Fun 
and enjoyment are a fundamental source of intrinsic motivation. Furthermore, useful-
ness and willingness to learn are a second source of so-called internalized extrinsic 
motivation. This first stage of testing allows the evaluation of the effectiveness of the 
prototype building upon the work of [20].  

In a longitudinal field study the prototypes will be tested in 50 classrooms of a sec-
ondary school. The logging of the actual room climate allows A/B testing for the 
long-term impact of the proposed system compared to classrooms with standard or 
without any room-climate monitoring system. In addition to quantitative log data, the 
qualitative feedback of 800 students and teaching stuff will be collected. 

By evaluation and redesigning the proposed prototype we intend to derive a design 
theory for art-based IS. Besides room climate data further research could expand the 
focus to other domains. Indeed, we are currently discussing with leading diabetic health 
care researches to use an art-based IS to monitor and improve blood sugar levels of  
diabetic patients. 
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Abstract. Business process improvement (BPI) will be a high priority topic for 
CEOs in the near future. Currently available BPI approaches, however, lack means 
for adequately codifying, documenting and processing knowledge created in a BPI 
project. Therefore we developed RUPERT (Regensburg University Process  
Excellence and Reengineering Toolkit), which is a tool for managing knowledge 
in a BPI project, covering all stages of the knowledge lifecycle. In this paper, we 
describe the design and implementation of RUPERT. 

1 Introduction 

Developments in information technology (e.g. Web 2.0) have brought about high 
market transparency leading to rapidly changing consumer requirements in recent 
years [1, 2]. At the same time, increasing market pressure forces companies to reduce 
costs and to reengineer resp. optimize business processes to be more efficient [3, 4]. 
To face these challenges, business process improvement (BPI) has been a key subject 
for CEOs in the recent past and will remain a high priority area to achieve process 
excellence [4, 5]. A major success factor for BPI projects is the participation of em-
ployees engaged in a business process under consideration (see [6]). In a BPI project, 
the project participants’ tacit process knowledge (e.g. of process weaknesses, etc.) is 
transformed into explicit knowledge which needs to be codified, communicated and 
processed adequately. However, the management of process knowledge is a topic so 
far strongly neglected in current BPI approaches (e.g. [2, 7, 8]). Knowledge manage-
ment tools (KM tools) provide a solution for this shortcoming since they do not only 
enable to store knowledge suitably but also facilitate the knowledge transfer within a 
company or across enterprise boundaries [9, 10]. 

In practice, KM tools are used for supporting all stages of the knowledge lifecycle 
[10]. Whereas the benefits of KM tools are commonly known (e.g. for innovative 
product development [9]), their potential for supporting BPI projects has not been 
investigated in detail yet. A possible explanation might be the lack of KM tools 
adapted to the specific needs of BPI practitioners. We thus contribute to the effective 
management of knowledge created in a BPI project, by the prototypical development 
of the tool “RUPERT” (Regensburg University Process Excellence and Reengineer-
ing Toolkit). RUPERT builds on the so-called “BPI roadmap” which we developed 
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during an earlier stage of our research (see [20]). The BPI roadmap is a manageable 
set of well-established BPI techniques covering all mandatory stages of a BPI project 
(see e.g. [11]) and has been evaluated in different BPI project settings. Several chal-
lenges were associated with the implementation of RUPERT. First, all techniques of 
the BPI roadmap were supposed to be considered by the tool. Second, the tool needed 
to be intuitively operable in terms of the handling of the tool and the application of 
the techniques. The realization of the techniques in the form of an IT-based modelling 
tool was thus promising for effectively codifying, communicating as well as 
processing knowledge in practice (see [12]). Third, the tool was meant to support all 
phases of the knowledge lifecycle [10] in the context of a BPI project. Besides know-
ledge generation and sharing this also included the automatic creation of reports 
enabling the analysis of knowledge captured. In the following, we introduce the tool 
“RUPERT” and emphasize key aspects of its implementation. The remainder of the 
paper is structured as follows: In section 2, we provide information on the design of 
the prototype and justify its implementation using a metamodelling platform. After-
wards, we highlight the contribution of the prototype. Section 4 describes the evalua-
tion results gained in a pre-test. The paper concludes with a summary and an outlook. 

2 Design of the Artifact 

Recent studies (see [4]) have shown that process improvement initiatives increasingly 
abandon holistic BPI approaches, which are often perceived as over dimensioned or 
inefficient. Instead a manageable set of BPI techniques is preferred (see [4]). There-
fore, we have developed a BPI roadmap in a long-term cooperation with an automo-
tive bank, which builds on eleven well-established BPI techniques (see [20]).  

The BPI roadmap starts with the SIPOC Diagram, visualizing the business process. 
Afterwards, the CTQ-/CTB-Matrix is used to identify customer requirements and 
Performance Indicators are defined for measuring the process performance. By 
means of the Measurement Matrix and the Data Collection Plan, the Performance 
Indicators are prioritized and operationalized. As soon as the process data has been 
collected, the current process performance is analyzed via Histograms resp. Scatter-
plots. Then, problem causes are identified via Ishikawa Diagrams and corresponding 
solutions are developed with Affinity Diagrams. After implementing these, means for 
mitigating unexpected process variances are formulated (Reaction Plan) and the 
process performance is continuously controlled (Control Charts). These BPI tech-
niques were transformed into conceptual model types. The conceptualization as mod-
el types and metamodels is described in an earlier work [20]. We chose this approach 
because conceptual models have proven as a very effective means for organizing, 
creating, distributing and preserving knowledge in practice [12]. The model types of 
the BPI roadmap are interrelated with one another. Results that are produced once can 
be referenced by other model types. The integrated metamodel of the BPI roadmap 
linking the technique-specific metamodels by common key concepts (e.g. “critical-to-
quality-factors”) was the main result of the design phase. Each metamodel was for-
malized (formalization phase) using the FDMM formalism, which enabled their 
mathematical description [13]. This is an important step, since it allows the user to  
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formally define, analyze and evaluate the syntax of the modelling language to be  
implemented [14]. The formal specification served as input for the implementation of 
the metamodels via the ADOxx metamodelling platform [13, 15] (development 
phase). An example for the formalization of the metamodel for the Measurement 
Matrix Model as FDMM code is given in Fig. 1. This figure also shows screenshots of 
the CTQ-/CTB-Model and the Performance Indicator Model. Further, an excerpt of 
the ADOxx Library Language (ALL) is shown, which is used for describing user-
defined metamodels that are derived from the ADOxx meta2model [15].  

In general, metamodelling platforms provide great benefits when implementing me-
tamodels, since classes and their relations can be implemented without programming 
effort (see [15]). Further, an environment for the storage, user interaction and the crea-
tion of models, as well as the creation of an installation package for the resulting mod-
elling tool is provided automatically [16]. The ADOxx metamodelling platform 
(www.adoxx.org) has been successfully applied in various research and industrial 
projects for more than 15 years and has constantly been developed further [15].  

The architecture of ADOxx builds on a database-driven client-server repository 
providing a multi-user environment with several components to realize modelling 
methods [15]. The platform proved well-suited for implementing “RUPERT” consi-
dering the challenges as stated in section 1. In particular, the querying functionality of 
ADOxx [15], in the form of the ADOxx query language (AQL), allows to automati-
cally generate user-defined reports and to analyze the knowledge captured. 

 

Fig. 1. Examples for model types, FDMM and ALL code 

3 Significance of the Research 

RUPERT contributes to the appropriate documentation, communication and processing 
of knowledge in BPI projects, supporting all stages of the knowledge lifecycle from 
capitalizing, sharing, retrieving, to the creation of knowledge concerning the business 
process to be improved (see [10, 21]). In doing so, a solution for the goal-oriented 
management of knowledge in BPI projects is proposed. Potential users of the tool are 
all members of a project team involved in a BPI project. Since the models are stored in 
a repository and the BPI roadmap covers all stages of a BPI project, process knowledge 
once captured can be retrieved and reused at any time. Therefore the capitalization  
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of knowledge (see [10]) is supported. The tool enables to share process knowledge 
(knowledge sharing) (see [10]), since ADOxx builds on a client-server approach, al-
lowing all project members to access the models and results. By the querying functio-
nality of ADOxx, process knowledge can be systematically retrieved from the models 
e.g. in the form of user-adapted reports (knowledge retrieval and querying) (see [10]). 
These reports support decision making, since the insights gained can be used for deriv-
ing problem-specific solutions. Finally, knowledge creation (see [10]) is supported, as 
the model types of the BPI roadmap guide the systematic transformation of employees’ 
implicit knowledge to explicit process knowledge. 

4 Pre-test for a Usability Study 

RUPERT represents a proof-of-concept (see [17]) for the previously developed BPI 
roadmap. The FDMM formalism was used to analyze the soundness and correctness 
of the created metamodels. In a next step, the usability of RUPERT is to be evaluated 
in an extensive laboratory experiment with a target sample size between 60 to 100 
participants. For that purpose, a pre-test with seven master students (business infor-
matics) of a German university was conducted to evaluate the material developed for 
the usability study of RUPERT. The material was based on a case study from a real 
life BPI project at an automotive bank. Based on a given problem statement, the par-
ticipants were asked to systematically derive solutions for process improvement using 
the tool “RUPERT”. To assess usability, the dimensions efficiency, effectiveness and 
subjective usability (SUMI) were referred to (see [18]). Effectiveness was judged by 
the quantity and quality of solutions developed, whereas the “temporal efficiency” 
was measured by the relation of effectiveness and task time (see [18]). The subjective 
usability was determined based on the SUMI questionnaire [19]. The results received 
from the pre-test confirmed the suitability of the material for a larger usability study. 
The students did well in developing solutions using RUPERT, even though they did 
not have domain specific knowledge on automotive banks. It took the participants 
between 58 and 62.5 minutes to complete the case study. The review of participants’ 
solutions (to assess effectiveness) was done by two researchers to reduce subjectivity. 
Participants perceived the SUMI questions as well-formulated and unambiguous. The 
download and installation of RUPERT in a computer lab took about 20 minutes. In 
addition to master degree students, we plan to evaluate RUPERT with practitioners. 

5 Conclusion 

In this paper, we describe the prototypical implementation of RUPERT. The tool 
supports the management of emerging knowledge in BPI projects and thus contributes 
to current BPI research. RUPERT serves as a proof-of-concept for the so-called “BPI 
roadmap” that was developed and evaluated at a prior stage of this research. In that 
context, the formalization of the metamodels of the BPI roadmap (via FDMM) proved 
to be a mandatory step for assessing their correctness prior to implementation. Whe-
reas the BPI roadmap was already evaluated in practice, an extensive evaluation of 
RUPERT has not been done yet. In future work, RUPERT will thus be evaluated in 
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larger settings in both academia and practice. Further information on RUPERT 
(screenshots, use case, etc.) as well as the prototype (as an MS Windows installation 
package) is available at: http://www.omilab.org/web/rupert/home 
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1 Design Problem 

As an umbrella term, management support systems (MSS) cover management infor-
mation systems, decision support systems, executive information systems, and – more 
recently – knowledge management, and business intelligence (BI) systems for managers 
[1]. By serving as their central, hands-on, day-to-day source of information, MSS help 
managers to perform their jobs more productively and efficiently [2]. 

Their redesign is currently an interesting and relevant subject for two reasons. 
Firstly, managers have to make decisions faster than they have in the past and want 
self-service MSS to support them in doing so [3, 4]. Secondly, mobility is one of the 
most visible trends in information systems (IS) and companies expect mobile IS to 
make their workforce – including their managers – more efficient [5]. In parallel, 
multi-touch, direct-manipulation user interfaces have raised managers’ expectations 
of easy-to-use smart devices (hardware perspective) [6] and, thanks to Apple’s mil-
lion-dollar slogan “There’s an app for that,” manager awareness of apps (small 
capsulated software programs) is constantly growing (software perspective) [7]. 

The objective of this article is to lay out a self-service app for investigating the 
boundaries of mobile MSS. Taking the Corporate Navigator as an example, a joint 
MSS developed by a manager focus group from large international companies [8], the 
prototype on hand complements managers’ stationary reporting working routines 
when they are mobile. 

2 Requirements Analysis and Conceptual Design 

Corporate Navigator Prototype: Applying a business-to-IT architecture and based 
on our prior work [9], two characteristics distinguish the Corporate Navigator as a 
new-generation MSS prototype from its predecessors: It consistently integrates four 
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IS design layers (strategic positioning, conceptual design, business/IT alignment, and 
IT components) so that it can react flexibly to changing business requirements. In 
doing so, a three-step standard reporting ensures that information is synthesized hier-
archically and presented in a condensed format for manager self-service [10]. The 
Corporate Portfolio (A) provides a graphical overview of a company’s financial per-
formance with just three KPIs: reward, risk, and relevance. The Corporate Dashboard 
(B) is a one-page report with detailed KPIs structured into five information clusters: 
financial accounting, management accounting, cash flow and liquidity management, 
compliance management, and program management. Finally, Corporate Analyses (C) 
cover about ten standard analyses and a flexible periphery for ad-hoc reporting, non-
routine information, and links to the transaction systems. 

The Corporate Navigator prototype is based on an SAP platform including SAP 
ERP 6.0 as the enterprise resource planning system, BW 7.3 as the data warehouse, 
and SEM-BCS 6.34 as the business application. 

Objective: The current research project “self-service MSS app” is aimed at aligning 
the upcoming requirements of managers with “modern” IS capabilities in two 
respects. The intention is to deliver a mobile version of a stationary Corporate Navi-
gator reporting [9] which can be navigated by managers themselves and to comple-
ment the MSS content ”beyond the financials” [11]. 

Thus, the app design followed the “mobile first” paradigm [12] anticipating smal-
ler design elements (most often less than 10”) and alternative input methods such as 
touch, by introducing new navigation concepts [2]. One example of such a new “mo-
bile first” design is Microsoft’s tile design which naturally embraces touch gestures 
by offering wide-spaced interactive buttons [13]. 

Project: A two-person BI team and four IS researchers started a five month project in 
October 2013 with the manager focus group named in Sect. 1. Firstly, they evaluated 
different frontend applications focusing on easy-to-use IS handling, compatibility 
with the SAP Business Warehouse, and state of the art mobile capabilities [14]. The 
Corporate Navigator app (see the prototype on hand) is based on the winner of this 
software evaluation MicroStrategy 9.3.1 [15]. 

Secondly, regarding the end-user device, the manager focus group voted for tablets 
as its new MSS smart devices. One reason in that discussion was that tablets are ex-
pected to exceed portable PCs (notebooks and hybrids) in units shipped in 2013 [16] 
and, as Apple still dominates the tablet market in terms of hardware sold [17] we set 
up the Corporate Navigator app as a mobile first MSS design on an iPad. 

3 Implementation and Demonstration 

Based on the findings of prior research on mobile MSS [18] and complementing 
feedback during the MSS design from the manager expert focus group in another 
workshop during the design, a final workshop presenting the results the manager 
focus group and a first implementation at one of the large international companies [8], 
implementing the Corporate Navigator app taught us four lessons learned. 

Firstly, microcharts – a new type of graphics [19] – help to expose important KPIs 
in a condensed manner (especially when using dashboards). Bullet graphs are an 
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example within the new types of graphics which show a KPI’s actual value in the 
context of its budget or forecast value. More important, sparklines which present time 
series of important KPIs rather than showing just a single value were well received. In 
doing so, detailed information on demand should be available as well. A mouse-over 
feature or similar input gestures like tap on a touch-sensitive user interface should be 
an intuitive way to navigate to these details. This feature enables managers to be 
aware of the relevant information while being able to obtain further knowledge. 

Secondly, value-driver trees enable managers to better understand their business 
by a KPI’s decomposition of relevant figures such as EVA (economic value added). 
Each value driver’s (mathematical) inner structure has to be visible and accessible on 
the app. Combined with sliders to vary the most important levers, value-driver trees 
offer a rich, but easy-to-use way of performing what-if analyses. The results of 
manipulations are calculated “on the fly” when changing the value drivers and expose 
information for scenarios such a most probable, best case or even worst case. 

Thirdly, since collaboration is gaining importance in managerial decision-making, 
our new MSS app supports several forms focusing on commenting [20]. Besides com-
ments within the report or at important KPIs, a collaboration bar is a new Corporate 
Navigator feature. This bar is designed to follow the concept of “show more” and thus 
is only visible on demand, by sliding it in from the screen side, for example. The bar 
itself covers comments by managers and their supporting staff in chronological or 
other orders (time, sender, importance, etc.). 

Fourthly, a predefined exception reporting process was implemented within the 
app. Exception reports are being pushed to managers’ devices as notification. In a 
notification, a description is given to choose whether or not to follow the lead by 
switching to the app. In the app, managers are then able to do instant analyses and 
reply with edits or comments without leaving the app. Copying and pasting screen-
shots into an email program becomes superfluous as a result. The “push”-function can 
be triggered manually by supporting staff, as well as by automatic thresholds. Further-
more, as one of our final lessons learned, an MSS exception reporting should enable 
managers to subscribe to individual reports or KPIs to receive incremental updates or 
the reports they subscribed to per se. 

4 Evaluate 

For research purposes, the Corporate Navigator enables researchers to better under-
stand new MSS app design and manager self-service. Thus, it should be a rigorous 
starting point for future research. The MSS app exposes essential management 
reporting artifacts such as Corporate Portfolio, Corporate Dashboard, and Corporate 
Analysis. With its modular design, it integrates not just further reporting elements 
such as an environmental scanning system, but even improves the non-functional 
perspective of a “modern” management report design. 

For practice purposes, the Corporate Navigator app accommodates the changing 
MSS requirements of new-generation managers, especially when they are mobile. 
Thus, the Corporate Navigator app should increase the business value of IS by presen-
ting the most relevant KPIs in a manner that is comprehensive in terms of content, but 
nonetheless brief and intuitive. Using the new MicroStrategy frontend gives the user 
interface a “look & feel” which covers managers’ requirements. 
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Furthermore, tablets accessing MSS can create their own use case in three ways 
[6]: They can serve as (a) an advanced PDF reader more efficiently than smartphones, 
(b) they are handier to serve as an electronic typewriter for complex emailing, es-
pecially when office documents are attached, and (c) tablets are starting to become 
managers’ preferred device for simple ad-hoc analysis “on the fly.” 

5 Avenues for Future Research 

Since descriptive analytics is often integrated into today’s MSS and even models, 
which predict the future under incorporation of historic data (predictive analytics) 
become more and more common in BI solutions [21]. We propose prescriptive ana-
lytics as a next step in MSS design. It origins from operations research and uses 
mathematical optimization and simulation to suggest optimal behavior [22] or deci-
sions [23]. Thus, a first avenue for future research is to evaluate the benefits of pre-
scriptive analytics incorporated in MSS and its acceptance by managers.  

The relevance of self-service MSS for managers should be examined as well. Ad-
equate forms of visualizations, tailored to the management’s needs, could yield more 
insights and therefore improve decision-making. Especially reoccurring analyses, e.g. 
the effects of currency or material price changes, could be done by the managers them-
selves and pre-calculated by the MSS to keep IS response times short and proactive. 

Future research should also examine the benefit of real-time management based on 
new in-memory technology for MSS. Furthermore, a prioritization of managers’ most 
important MSS use situations should be interesting for future research and, in doing 
so, managers exposed their mobile offline situations [6, 14]. 

Finally mobile MSS should also support “fun and enjoyment.” This should be 
examined more in detail from a manager’s perspective. 
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Abstract. The number of mass shooting incidents have shown an increase from 
2000 to now. With the increased number in this type of incident the number of 
victims has also increased. Post incident analysis reports suggest improvements 
in situational awareness could have reduced the number of deaths during the  
incidents. The application extends primary triage as an input to situational 
awareness, use of heuristic methods for efficient search for victims and opti-
mized route for reaching victims and extraction. This research also proposes an 
inclusive process of dealing with the incident starting from when active shooter 
is neutralized to the point when victims are extracted from the scene, from the 
viewpoint of Emergency Medical Services (EMS). 

Keywords: Situational awareness, computer aided triage, active shooting, inci-
dent response, Design Science. 

1 Introduction 

On July 20th 2012 during the midnight premiere of the Batman movie a lone gunman 
entered theatre #9 at the Century Aurora 16 Multiplex, in Colorado. He killed 12 and 
wounded 58 people. Most of the victims were admitted with gunshot wounds, while 
others were treated for injuries sustained during the ensuing chaos (Aurora FD, 2012). 

Victims at the back of the theater, some who were among the more severely 
wounded, did not receive attention immediately. The victims at the front of the 
screening room (some who had less severe injuries), received response attention first. 
Some of the victims in the back of the room died as a consequence of not receiving 
attention on priority. 

The design of our solution addresses some of the gaps in the response efforts to a 
mass shooting incident, by contributing to the increase of situational awareness and 
efficiency in the victim triage and extraction process. 

Situation awareness is the perception of environmental elements with respect to 
time and/or space, the comprehension of their meaning, and the projection of their 
status after some variable has changed, such as time, or some other variable. In many 
dynamic work situations, no single individual can acquire the varied and often rapidly 
expanding information needed for success. Individuals must work together to collect, 
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analyze, synthesize and disseminate information throughout the work process (Son-
nenwalda & Pierceb, 2000).  

This application provides mechanisms for the input of relevant information by 
EMS though the use of mobile apps, facilitating situational awareness during shooting 
incidents. The central feature of this artifact is that it leverages theory to develop a 
shortest path discovery algorithm which uses weights provided by the first wave of 
responders regarding difficulty in navigating obstacles; and allows second and third 
wave responders to easily make their way to victims and ambulances. 

2 Design of the Artifact 

This paper proposes an artifact structure follows the ICS (Incident Command System) 
100 framework. 

2.1  Process Flow 

The first wave of responders equipped for primary triage reach the site of the incident. 
They perform what is called a hasty/heuristic search to reach the site of the shooting as 
close as possible. En route to the site the responders update the command center and sub-
sequent teams regarding the obstacles they encounter when trying to reach the victims. As 
and when the triage specialists find injured victims they perform STARTTriage and using 
the MSIROS system capture the following details a) Triage status; b) Scan the RF tag of 
triage tag; c) Take the picture of the victim and then move on to next victim. The informa-
tion entered by them is sent directly to the command center and is available for all field 
personnel through mobile devices. This information increases the situational awareness of 
all the participants of the response. The 2nd wave of responders enters the incident location 
equipped with the information provided by wave 1 responders and will respond to the 
identified choke points. They will reach the victims using the short path algorithm. As and 
when they find victims they perform STARTTriage and update the database. The informa-
tion flow from these waves refines the situational awareness data, allowing the 3rd wave of 
responders to perform a grid search of the entire incident perimeter with increased situa-
tional awareness. The evacuation also is performed based on shortest path using optimal 
evacuation route. The algorithm can be refined as and when more information becomes 
available. 

2.2 System Architecture 

Our system will have two interfaces, one mobile app for the first responders and a 
web app that allows the command center to visualize updates in real time. The back 
end of this system is a central database which will get real time updates from the mo-
bile app as well as the command center web app.  

The mobile app will allow for: victim status and images to be captured at triage; 
shortest path to be visualized and modified; input to be provided on situational aware-
ness factors. 
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- Research Contributions (G4): The proposed artifact provides a deeper under-
standing and a positive effect of the impact of response times on shooting incident 
outcomes. It also provides a more efficient triage mechanism that will ultimately lead 
to less loss of life. This artifact follows the suggested guidelines for Design Science 
Research (Hevner et al, 2004) 

- Design as an Artifact (G1): The artifact proposed creates an instantiation that 
provides a model for emergency response efforts, through the use of both the front 
end apps and the algorithm for the creation of response focus nodes. A back end data-
base will be updated in real time. 

Other guidelines included in Hevner et al.’s (2004) body of work, like Problem  
Relevance (G2), Design As A Search Process (G6), Design Evaluation (G3), and 
Communication (G7) have also been taken into consideration during this process. 

3.2 Shortest Path Algorithm 

Finding the shortest path based on assigned weights to reach the victims when the 
EMS teams move into the building and to evacuate through an optimal route presents 
an interesting challenge in case of disaster situation. Dijkstra's and Bellman–Ford’s 
algorithms both solve single-source shortest path problems, computing paths from a 
single source vertex to all of the other vertices in a weighted digraph. The Bellman–
Ford algorithm is more flexible since it allows negative arc weights. For the purpose 
of eliminating the looping behavior, adaptive distributed shortest path algorithms like 
Humblet. (1991) have been suggested. 

Specifically for evacuation problem, Pu, S., & Zlatanova, S. (2005) suggest an 
evacuation route calculation method taking dynamic environment and human factors 
into consideration. An integrated real-time evacuation route planning method including 
real-time data acquisition, risk distribution calculation, and evacuation route formula-
tion for high-rise building fires is proposed in Han, Z., etc. (2013). The situational 
awareness factors are combined in the concept of “total risk”, which is calculated by 
the fast marching level set method.  Filippoupolitis, A., & Gelenbe, E. (2009) propose 
a distributed decision support system that computes the best evacuation routes in  
real-time during an emergency situation inside a building. This system is composed of 
decision nodes inside building and sensor nodes that provide information about the 
intensity of hazard. Each decision node computes the best evacuation direction using 
only local information. 

4 Significance to Practice 

Our system is dedicated to assist the first responders in primary triage and tagging of 
victims with real time updates for increased situational awareness. The system assists 
first responders in finding shortest paths to particular areas in the incident site by 
providing weighted obstacle information and using it in the algorithm. The use of this 
system reduces the response time in a disaster and increases the accuracy of resource 
allocation and situation assessment. We believe that this artifact is not only imple-
mentable but also provides relevance to the DS research just like Benbasat & Zmud 
(1999) propose. 



432 J. Monteiro et al. 

 

5 Evaluation of the Artifact 

The artifact has been validated during its creation through literature referencing as 
well as interviews with emergency response professionals. The future evaluation of 
the completed artifact prototype includes further technical experiments and illustrative 
scenarios which are the most appropriate for instantiations and algorithms (Peffers et 
al. 2012). Due to the nature of the shootings scenarios subject based experiments and 
action research are not appropriate (Venable et al. 2012). 
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Abstract. In this paper, we discuss a novel approach to design an emotionally res-
ponsive system in the context of virtual health interventions for behavior change. 
We describe the system’s design with a focus on enabling a multimodal Embodied 
Conversational Agent (ECA) to deliver the interventions empathetically. This is 
done by adapting its verbal and non-verbal behavior, in real-time, to those of the 
clients. Our current approach is based on a successful existing patient-centered in-
tervention for behavior change - the Drinker's Check-Up (DCU). Although, the 
DCU uses a text-only web interface, it has been reported to reduce alcohol con-
sumption in problem drinkers. We discuss the results of users' evaluation of the 
DCU intervention compared to the same intervention delivered with empathic and 
non-empathic ECAs. Results show that, the empathic virtual counselor has better 
acceptance than the other two systems. 

1 Introduction 

A substantial amount work is done in developing natural user interfaces using differ-
ent input modalities such as text, mouse click, touch screen gesture, and speech. 
However, in the application domains that involve emotionally sensitive contents, 
discarding affective signals and not adapting the system’s behavior to user’s affective 
states is an obvious shortcoming. Specially, health behavior change is a highly sensi-
tive domain. In this paper, we discuss our emotionally responsive system design in 
health behavior change.   

Computer-based approaches are being used in delivering health interventions. They 
were reported as effective ways of making people aware of their unhealthy life styles 
and motivating them to change these behaviors [1], [2]. Even though, the effective-
ness of the computer based applications are supported by many studies, the attrition 
rates are still very high [3]. We believe that our emotionally responsive design ap-
proach has the potential to better engage the users by providing additional channels of 
emotional interaction. Better engagement in the computer health interventions can 
increase the strength of the user-system connection which itself leads to lower drop-
out rates and better outcomes consequently.  

Embodied Conversational Agents (ECAs) are being used for delivering health materi-
al and envisioned to be helpful in computer-based therapy [4]. In a recent comprehensive 
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literature review of active assistance technologies in health-related behavior change sys-
tems [5], dialogue systems and ECAs are identified as emerging technology themes in 
the behavior change systems field.  

For example, the MIT FitTrack [6] uses an ECA to investigate the ability to estab-
lish and maintain a long-term working alliance with users in a behavior-change con-
text. It creates rapport using social and empathic dialogs, politeness, and nonverbal 
behaviors (e.g., smile). Comparing to an equivalent agent without any social-
emotional, this agent was reported as more respected, liked, and trusted. Also, Schul-
man et al. [7] designed a conversational agent as a virtual counselor for health  
behavior change. They use techniques drawn from MI to enhance client motivation 
and confidence to change. Users reported satisfaction from using this system. 

Although these health systems have shown some promising results, they miss the 
empathizing ability which supports the clients emotionally and helps them overcome 
their negative affects [8]. Empathizing helps the counselor to adapt his/her behavior to 
the clients’ affective states, which itself engages the clients, motivates them to use the 
system in long-term, and motivates them to change their unhealthy behaviors.  

However, the systems mentioned above are not emotionally responsive, they oper-
ate using only a single input channel, which consists of button clicks, and discard the 
experienced emotions. Therefore, they cannot engage the clients enough to the inte-
raction and motivate them to continue the interaction and attend the follow-up ses-
sions [1], [2], instead of dropping out which is a significant intervention problem [3]. 

Among different unhealthy behaviors, we selected excessive drinking as our target 
behavior. and based our work on a computer-based intervention called the Drinker's 
Check Up (DCU) [9]. It uses a patient-centered counseling technique called Motiva-
tional Interviewing (MI) to motivate people to change their unhealthy alcohol  
consumption behaviors. The DCU is reported to be able to decrease alcohol consump-
tion by an average of 50% in a 12 month follow-up.  

In this research, we have developed an Empathic On-Demand Virtual Health 
Counselor (Emp-ODVIHC) which delivers the computer-based Brief Motivational 
Interventions (BMIs) through an ECA (shown in Fig. 1). 

 

 

Fig. 1. Emo-ODVIHC Amy in her office 
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2 Health Counselor System Architecture 

We have developed an emotionally responsive animated character. It perceives the 
client's facial expressions and utterances during the health interaction and provides 
both empathic non-verbal expressions (emotional facial expressions, head nods, eye-
brow movements), and verbal reflections.  

Our system architecture is composed of 3D animated character, dialogue manager, 
and empathy model. The system architecture is described in detail in [10], [11]. In this 
article, our focus is on the Empathy Model, which consists of an Affective Module 
and a Cognitive Module. The Empathy model is the main component which enables 
the user-system emotionally responsive communication. 

The Empathy Model captures user’s facial expressions and head movements in 
real-time to assess the user's most probable affective states, then combines it with 
affect related information elicited from utterances to decide about the counselor's 
empathic responses. The Affective Module is responsible for fast and reactive res-
ponses such as simple verbal reflection of user's answers and head posture mimicry 
(to create closeness and mutual gaze with the client). The Cognitive Module on the 
other hand, is responsible for feedbacks that need more thinking and decision making 
before expression, such as facial expressions, and head nods. 

3 Experiment and Evaluation 

Clients attended the first session of an interview with our virtual counselor, which 
includes the AUDIT [12] psychometric instrument to assess their alcohol dependence. 
The default counselor was a Caucasian female (AMY). We have implemented three 
conditions for the experiment: 

1. Text-only Drinker's Check-Up (DCU): during the session, the exact same content 
of the DCU [9] is delivered to the user using text-only web page frames. 

2. Non-empathic counselor: during the interview, Amy shows a neutral facial ex-
pression, and does not empathize with the user at all. 

3. Empathic counselor: during the counseling session, Amy expresses different emo-
tional facial expressions (happy, sad, concerned, surprised, and neutral); head ges-
ture (nod); big/subtle smile; head posture mimicry (pitch, yaw, roll); eyebrow 
movement; mutual gaze; and lip synchronized verbal reflections. 

We hypothesize that counselors with different delivery modalities (i.e., virtual cha-
racter vs. text) and different levels of empathizing abilities have different effects on 
the quality of the interaction with users.  

Participants were recruited from volunteer university students through fliers and 
emails. They were randomly assigned to one of the three conditions. From the total 
number of 81 subjects, 26 were assigned to the empathic counselor, 25 to the non-
empathic counselor, and 30 to the text-only version.  

Based on the Heerink’s model [13], we designed an online after-experiment ques-
tionnaire to evaluate the character's user's acceptance (including Attitude (ATT), In-
tention to Use (ITU), Perceived Enjoyment (PENJ), Perceived Ease of Use (PEOU), 
Perceived Sociability (PS), Perceived Usefulness (PU), Social Presence (SP), Trust 
(TRUST), Anxiety (ANX), and Social Influence (SI)). 
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3.1 Results and Discussion 

The clients' answers are analyzed using the Mantel-Haenszel-Chi-Square statistical 
method (df = 1, and Bonferroni corrected alpha = 1.7%) with two null hypotheses: (1) 
text-only and non-empathic counselor have the same effects on the users; and (2) 
empathic and non-empathic counselors have the same effects on the users.  

Also, we compared the mean values of subjects’ responses in each category to 
show the possible system improvements/deteriorations. Results show that: 

1. In all the categories except PEOU, ANX, and SI, when comparing the empathic 
condition with the other two conditions using Chi-Square, 0.017, which re-
jects the second null hypothesis. Therefore, adding the empathizing ability signif-
icantly affects the user acceptance and perceived character features. 

2. In all categories except PS, when comparing the textual system and the non-
empathic counselor, 0.017, which approves the first null hypothesis. So, add-
ing a non-empathic character does not affect significantly the users perceptions. 

3. As shown in Fig. 2, except in ANX and PEOU, in all the categories, empathic 
counselor outperformed both textual system and the non-empathic counselor. Posi-
tive anxiety mean values show that subjects did not feel anxious when using these 
systems. Positive PEOU values indicate that the clients perceived all conditions 
easy to use. However, the clients prefer a character interface rather than a pure tex-
tual intervention.  

4. As shown in Fig. 2, mean values show that, in ATT, ITU, PEOU, SP, and LIKE, non-
empathic counselor outperforms that textual system. Whereas, in PENJ, PS, PU, 
TRUST, SI, PI, and PS the textual system outperforms the non-empathic counselor. 

 

Fig. 2. User acceptance mean values. Percentages show improvement of empathic over textual. 
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Abstract. This paper reports on an action design research study that aims  
to identify design principles for information systems (IS) that allow for  
sensemaking in the context of environmental sustainability transformations. 
Green e-community is presented as a prototype that instantiates a set of initial 
design principles and provides the foundation for subsequent rounds of building 
and evaluation to further develop the design principles.  

Keywords: green IS, sensemaking, affordance, sustainability transformation. 

1 Introduction 

Information Systems (IS) play a key role in assisting organizations to become more 
environmentally sustainable [1]. It has been suggested that IS play an important role 
in transforming business processes to be less hazardous to the environment, for in-
stance, through monitoring, work virtualization, and sensemaking [2, 3]. In this paper, 
we report on an action design research study that aims to identify design principles for 
IS that allow for sensemaking in organizational sustainability transformations. Specif-
ically, we describe a prototype, ”Green e-community,” that was developed within the 
project in order to implement and evaluate an initial set of design principles. 

Sensemaking occurs when individuals in organizations “frame, interpret, and  
understand the multilayered and complex issues related to the environmental sustai-
nability transformation” [2]. It begins when individuals recognize an inadequacy of 
their current understanding of situations and events [4], for instance, in responding to 
changes in regulatory requirements [3] or to new, emergent goals related to environ-
mental sustainability [2]. This comprehension allows individuals in organizations to 
explicitly understand the situation and enables the enactment of new interpretations 
into organizational actions [4, 5]. Consequently, sensemaking serves as a launch pad 
for action [4] and thus provides an important basis for organizational change. 

In formulating design principles, we draw on the concept of affordance, which  
describes the potential uses one can make from technology [6, 7] and which is consis-
tent with the socio-technical approach in information systems [6, 8]. The theoretical 
lens of affordance acknowledges that information systems do not deterministically 
lead to a certain effect but, instead, provide actionable spaces that actors may enact in 
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light of specific action goals—in this case related to environmental sustainability. It 
further allows us to explain which features of information systems afford which user 
behaviors, in order for sensemaking to occur. 

2 Design of the Artifact 

2.1 Affordances and Design Principles 

Based upon prior theory, we identified affordances that are required for sensemaking 
to occur in environmental sustainability transformations [4, 5]. IS for sensemaking in 
sustainability transformations should afford (a) disruptive ambiguity and surprise, (b) 
noticing and bracketing, (c) engagement in an open and inclusive dialog, as well as 
(d) presumptive disclosure and action planning. From these affordances, design prin-
ciples and their prototypical implementation were derived. Table 1 provides an over-
view of one exemplary design principle, including a prototypical implementation. 

Table 1. Example of affordance, design principle, and prototypical implementation 

Affordance Design principles  Prototypical implementation  
Disruptive ambiguity 
and surprise 

In order to afford disruptive ambi-
guity and surprise, the IS artifact 
should provide novel information 
in the form of environmental facts, 
observations or general behavior 

Presentation of indicators through 
read-only web-platform: paper, 
plastic cup, paper towel, and waste 
production. 

2.2 Green e-community Prototype 

Green e-community is a web-based prototype, where multiple users can engage in a 
sensemaking process. It provides facts about the current situation at the case organiza-
tion and the environmental sustainability initiative, thereby triggering disruptive  
ambiguity and surprise. It allows individuals to store and label ideas (noticing and 
bracketing), and to engage in an open and inclusive dialog. Finally, it allows users  
to highlight potential action, thereby affording presumptive thinking and action  
planning. This prototype consists of a number of main views. 

The “Create a topic” view allows users to start new discussions (topics). Users 
can provide a title and short description. Both verbal and visual contents can be rec-
orded. This view is thus intended to afford noticing and bracketing. 

The “Explore topics” view allows users to access all topics available. Topics can 
be ordered based on either chronology or the number of comments and ratings. For 
each topic, relevant data and information can be provided in order to trigger disrup-
tive ambiguity and surprise. Figure 1, for instance, shows some information with  
regards to the number of plastic cups used at the case organization.  

Users can select topics and engage in a discussion (i.e., post comments). Each 
comment can be rated on three criteria, namely whether the comment is important and 
whether it is problem-centric or solution-centric. While an author may view a com-
ment as a solution, others may rate it rather as a problem. Therefore, the rating result 
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Fig. 1. The topic view: triggering disruptive ambiguity and surprise 

reflects the opinion of the majority of users. All topics and comments are stored and 
labeled in the form of an ongoing web-based discussion, where direct reply to specific 
topics is enabled. Figure 2 shows a comment that was made in the topic “Disposable 
Plastic Cups” and that has been rated as solution-centric by a majority of raters. 

 

 

Fig. 2. Adding and rating comments 

The “Community” view allows users to engage in an open and inclusive dialog 
with other users, they can see who else has joined the platform. The aim is to create a 
sense of community. Users can also send messages directly to other members. Open 
access to all users without any exception or any hidden filter is thus provided. Inclu-
sion and democratization of information are further facilitated by the rating functio-
nality that implies that users can express their own opinions which in turn influence 
the action plan or perhaps even the outcome itself. 

The “Action Plan” view summarizes those comments, where users have voted that 
they are a solution. A list of proposed solutions is displayed separately, in order to 
draw attention to them and to create awareness that they can actually be implemented 
in the near future, hence a launching pad for actions. 

3 Significance to Research 

The development and evaluation of Green e-community is an integral part of an action 
design research project [9]. Through this research, we aim to design a purposeful infor-
mation systems artifact that contributes to the creation of affordances for sensemaking in 
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environmental sustainability transformations. At the same time we learn from this 
process and propose design principles for a class of information systems that allow for 
sensemaking in environmental sustainability transformation. These in turn lead to an 
enhancement of our understanding in using the concept of affordance as an appropriate 
theoretical lens to study the design of information systems. 

Furthermore, this prototype provides an instantiation that can be used to explore 
which features of information systems afford which user behaviors, in order for 
sensemaking to occur. As the result, the causes of the impacts that information  
technology bears in this specific transformational context [7] become noticeable. 
Consequently, the result of this study can be expected to make a contribution to the 
emergent body of literature on green information systems [10-12]. 

4 Significance to Practice 

Designers and practitioners will benefit from the guidelines that are developed 
through the implementation and evaluation of Green e-community. Resulting from the 
action design research process, a set of theoretically grounded, and empirically eva-
luated, design principles is at our disposal. While Green e-community is one possible 
implementation of IS artifact that affords sensemaking in a sustainability transforma-
tion, the design principles are aimed to provide a sufficient level of abstraction to be 
generalized beyond the specific context that was studied. 

5 Evaluation of the Artifact 

Green e-community is evaluated by employing mixed methods. First, quantitative and 
qualitative data is gathered through users’ behavioral record while working with the 
prototype. Second, qualitative data is collected by conducting focus group discussion 
that are intended to gain a deeper insight about users’ experience with the artifact as 
well as acquire valuable feedback for its further improvement. Despite the behavioral 
record in hand, it lacks the depth and data concerning users’ perception and the  
motives behind their behaviors. This combination ensures the completeness and  
comprehensiveness in our data. 

There are three main variables to be evaluated through these methods. The first  
one is whether the affordances we intended are actually perceived by users. The 
second one is how many topics, comments, and action plan items are generated during 
the phase of intensive use. They reflect the process and outcome of sensemaking in 
sustainability transformation. Finally, users’ self-report on how Green e-community 
support them in their attempts to become more sustainable is the third variable.  
 
Acknowledgements. This research is funded by the Research Fund of the University 
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Abstract. We present a proof-of-concept prototype that demonstrates novel  
collaborative features for supporting enterprise system users. The purpose of the 
prototype is to illustrate the implementation of design principles derived from 
field studies of Enterprise Resource Planning system (ERP) users. Its novel  
features are designed to improve the users’ understanding of the business con-
text of their interactions with the system and help them learn to operate it by 
viewing how tasks have been performed in the past.  

1 Introduction and Motivation 

Enterprise Resource Planning systems (ERPs) are widely used for automating  
business processes, yet they are notorious for their complex and unintuitive user inter-
faces. The generic design of those interfaces, which support a broad variety of  
business practices, makes them inordinately complex for users to master on their own. 
We have developed a set of design principles [3], models, and algorithms [1,2,4,5] for 
building enterprise systems using the human-computer collaboration paradigm [3]. 
These principles grew out of field research investigating and documenting the usabili-
ty issues experienced by ERP system users [3]. The development of these design 
principles was guided by collaboration theory. 

In this paper, we present an integrated proof-of-concept prototype that implements 
some of these design principles. A relatively small number of tasks have been imple-
mented when compared to a real ERP system. Our goal, however, is to demonstrate a 
novel design approach and illustrate the principles from [3] with concrete implemen-
tations. Since the design features require real-time logging of interactions and access 
to the Task-Interface-Logging (TIL) framework [1,4] underlying our implementation, 
it is not currently possible to integrate these features into an existing ERP system. 

The functionality of an enterprise system traditionally lies within the set of busi-
ness tasks and processes that it implements. Although individual users are typically 
exposed to a small subset of tasks, successful operation of the system requires a 
broader understanding of how individual tasks are related. The relationships between 
tasks and processes, their associated business contexts, and the flow of business data 
through them are largely hidden behind opaque interfaces. This creates huge obstacles 
to the users’ understanding of where their responsibilities fit in, how to identify and 
complete related tasks, and where to look for data that is pertinent to their tasks. Users 
are also intimidated by the enormity of organizational data that is often presented to 
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them in an unfiltered, un-optimized manner, thereby discouraging independent explo-
ration of the rich informational and operational resources offered by the system.   

In adopting the human-computer collaboration paradigm, we recognize that the  
user alone cannot handle the cognitive load associated with learning and utilizing 
such a complex system. The system must include features that will educate and guide 
users so that they can achieve greater effectiveness in performing their tasks. To that 
extent, we have designed and implemented the TIL [1,4] framework in which an ERP 
system’s tasks, task interfaces, task composition into processes, and the history of  
all system-user interactions, are embedded in the system’s data model. Using the  
information in TIL, our prototype implements the following features: 

• Interactive visualizations of the process currently being performed, and 
• On-demand, automated demonstrations of how to execute a task.  

We describe these features in the next section. 

2 Task and Process Support in ERP Prototype 

The overarching design goal of this project is to provide a mechanism by which the 
system can provide the user with useful guidance and assistance in:  

• learning or recalling how to perform a specific task or process,  
• understanding the task context and the flow of business data through tasks and 

processes, and 
• reviewing the detailed history of tasks and documents related to the task that is 

currently being performed by the user.  

These goals are supported by two features, an Interactive Process and Process In-
stance Visualization and an Automated Task Playback. Before presenting them, we 
provide some definitions regarding the TIL model (see [1,4] for a full description), 
which serves as a supporting infrastructure to our implementation. In the TIL frame-
work, a process is a predefined set of tasks. Two tasks are connected when an output 
of one is used as an input to another; thus, the flow of data objects links the tasks 
within a process. A process instance is defined as a set of concrete instances of the 
tasks comprising a process that are executed by a user. Task and process descriptions 
are a part of the TIL model. Process instances are automatically reconstructed from 
the Log portion of the model in real time, using algorithms presented in [4]. 

2.1 Interactive Process and Process Instance Visualization  

Figures 1 and 2 show our Prototype ERP window as it appears when a user is working 
on Add Goods Receipt task. The left pane of the window presents a traditional form-
based page for entering data. The right pane contains the tabs that display information 
about the business process (Purchasing) encompassing the Add Goods Receipt task 
currently being performed by the user. The top white rectangle presents a choice of 
two tabs: Process Graph and Process Instance Graph.  The Process Graph view (Fig. 
1) displays information about the Purchasing process in general, including individual 
tasks and data flow between them.  The Process Instance Graph view (Fig 2.) 
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presents information about the current task instance being worked on as well as the 
other related task instances within the same process. The rectangular pane on the bot-
tom of the right side shows process details that are displayed when a user clicks on 
the components of a graph. Below we discuss the details of each view. 
 

 
Fig. 1. Process Graph Visualization 

Figure 1 shows the Process Graph and the Process Detail panes on the right side of 
the window. The user can interact with the Process Graph by clicking on tasks and 
arrows, with the latter representing the flow of a data object between tasks. Clicking 
on a task causes the Process Detail window to display detailed information on the 
task, including its name, id, and the number and names of the interface pages asso-
ciated with it. Clicking on an arrow displays information on the data object that is 
passed between the two tasks and the frequency of this transition. For example, the 
highlighted link from Add Purchase Order to Add Goods Receipt represents a pur-
chase_order object that is created by the former task and used by the latter. This in-
formation and statistics on how frequently a completed purchase_order object is 
passed by an Add Purchase Order task to an Add Goods Receipt task is displayed in 
the Process Detail pane. The thickness of the arrow is proportional to that frequency.  

The Interactive Process Instance Visualization shown in the right pane in Figure 2 
provides information on the concrete task instance of the Purchasing process that the 
user is working on in the left pane. Note that the Process Instance Graph shows a 
subset of tasks from the Purchasing process displayed in Figure 1, including only 
tasks that have already been completed or are in progress. Clicking on a box 
representing a task instance causes the window to display information on the users 
who executed the task, task time stamps, completion status, and the output data object 
produced by the task. The Interactive Process Instance Visualization allows a user to 
trace back through the entire process chain from the document that is currently being 
worked on to all other related data objects, find the task instances that were enacted to 
produce those related objects, and identify the users who performed those tasks. 
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Fig. 2. Process Instance Graph Visualization 

2.2 Automated Task Playback 

ERP users often consult a colleague, a help desk, or their own notes when experienc-
ing difficulty with some part of a task or learning how to do it for the first time. User 
difficulties stem from not knowing which fields to fill in, what data to enter and in 
what order or format, and how to access a related task [3]. We have implemented the 
system capability of replaying a prior system-user interaction, which serves as a tu-
torial demonstration of a task interface. These demonstrations are generated in real 
time based on the usage Log data collected and stored within the TIL data model [2]. 

To enact the Playback feature, a ShowMe button is included in each task interface. 
Upon clicking it, the system displays a page that asks the user to provide optional 
parameters for selecting a past execution of the task for playback. The parameters 
include the user whose interaction will be visualized, the beginning and end dates 
defining the interval in which the task instance occurred, the type of document pro-
duced by the task, a specific document number, and the process within which the task 
occurred. These parameters are used by the system to identify the corresponding task 
instances, which are then presented in a list to the user. If no parameters are entered 
by the user, the system presents only the task instances corresponding to the user’s 
current task. The user picks a particular task instance and the system dynamically 
creates a script, based on the interaction data in the Log, and plays it as an animation 
in a separate Playback window.   

3 Discussion 

Significance to Research. Due to space limitations, we refer the reader to [2,3,5] for 
a review of the related literature and a discussion of how the presented features differ 
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from the existing approaches reported in research and implemented commercially. 
The presented prototype makes the following research contributions: 

• it illustrates the use of collaboration theory in guiding the design and implementa-
tion of large organizational systems, 

• it validates the suitability of the TIL framework as a supporting infrastructure to 
the system-partner approach to interface design, and 

• it presents novel types of user support, namely interactive process and task visuali-
zations and on-demand task tutorials that are dynamically generated based on the 
automatic logging of user interaction data within the TIL framework. 

Significance to Practice. This approach addresses common concerns of ERP users 
regarding the opacity of the business processes, which significantly impairs the users’ 
ability to operate the system. The presented prototype demonstrates low-cost alterna-
tives to time- and labor-intensive approaches to educating and supporting users via 
training seminars, help desks, and peer-to-peer communication.      

 
Evaluation of the Artifact. We are planning a laboratory study for evaluating the 
usefulness of the Process Visualizations. An empirical evaluation of the asymptotic 
time complexity of the algorithms is also underway. Finally, we are planning on dis-
cussing the features presented here with field users in order to assess their usefulness.  
 
Acknowledgement. We are grateful to Taylor Gordon, an undergraduate student who 
contributed to the development of the prototype. 
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Abstract. Medication non adherence reduces quality of care, causes unneces-
sary cost and negatively affects the quality of life of the patients. Using com-
munity engagement approach and adopting design science research guidelines, 
this research develops a prototype to motivate and improve patient prescription 
adherence.  

Keywords: prescription adherence, compliance, IT intervention, risk propensity, 
Myers Briggs Type Indicator (MBTI), patient centered care. 

1 Introduction 

The problem of medication non adherence has grown manifolds in gravity. It has led 
to an increase in avoidable morbidity in chronic patients, reduced quality of care and 
has burdened the economy with unnecessary costs in the form excess hospitalizations, 
different or higher medication etc. In fact, United States loses about to 300 billion 
USD every year. With aging population and increased cost of health care services, the 
need for interventions that can increase and encourage medication adherence have 
become an absolute necessity. The information technology also has a great potential 
to help enhance the cause of adherence. The technology can be used to build systems 
that remind, motivate and monitor the patient’s adherence to medications. 

We have developed a reconfigurable IT system that assesses the personality  
and risk propensity of the patient by the responses made to a survey included in the 
user profile and subsequently tailors the messages by adapting language, tone, type 
(text, video and audio etc.) and frequency of the communication We have also devel-
oped features based on accessibility principles to help the elderly and people with 
disabilities to use the system.  

2 Background and Motivation 

Literature suggests that factors related to non-adherence include regimen complexity 
(Claxton et al., 2000; Fish and Lung, 2001), memory and recall (Kessels, 2003; Piette 
et al., 2000), depression (DiMatteo et al., 2000), social support (DiMatteo, 2004) and 
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patient belief (Horne et al., 2005). We studied the existing mobile medication remind-
er applications in market and found that most of these factors were not considered in 
the design of these applications and adherence motivation applications were nonexis-
tent. The literature and product surveys bought out some significant short comings of 
the current applications and tools used for enhancing medication adherence. First, the 
kind of intervention required to make patients adhere to the medication regimen va-
ries for different patients. Second, the systems so far have only ‘reminded’ patients 
about medications and not motivated them to adhere to the regime. This kind of sys-
tems are highly inadequate when we know 70% non-adherence is intentional. The 
current systems have also not leveraged the proven theories such as MBTI and theory 
of rational choice to classify the personality types and risk propensity of the individu-
al. This information can be vital and can be used to design high impact reminders or 
motivational messages. Third, the systems today do not provide any kind of reporting 
capabilities which can be used to study the long term adherence of the patients in case 
of chronic conditions such as diabetes or hypertension.. Fourth, the reminder systems 
have largely ignored the role of the family members in helping patient adhere to the 
medication regime. Patient with strong family ties tend to adhere to medication 13% 
more than others. Finally perhaps the most important of all, the systems today are 
built by software engineers or IT folks who think they know how medical profession-
als work and what the patient needs or wants. There have hardly been any community 
engagements to interact, elicit and understand what kind of a reminders or motiva-
tional messages the patients, family members and other stakeholders need based on 
factors such as patient condition, patient’s knowledge and competence, age, religious 
beliefs and value systems. 

3 Process Flow 

The patient answers a few questions designed based on the Myers Briggs Type Indica-
tor (MBTI) and rational behavioral theory. The system also records Age, personal pro-
file, Educational profile, Relatives/Guardians information, Medical History, Allergies 
and existing conditions. The system subsequently classifies the patient as either the 
thinking type or feeling type personality. It will also rate the patient as risk seeking or 
risk averse. Based on the personality type and risk rating, the motivational messages 
will be sent to patient on mobile. The system will remind the patient as the predefined 
time. With each reminders personalized motivational content either as message or  
audio will be delivered to the patient. The system will also remind the patient as the 
predefined time. With each reminders some motivational content wither as message 
 

 

Fig. 1. Functionalities 
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or audio will be delivered to the patient. The system will also keep record of the medi-
cation adherence of the patient. This information will be used further for various analy-
sis and decision making processes. The system will also keep record of the medication 
adherence of the patient. This information will be used further for various analysis and 
decision making processes. The system will also keep record of the medication adhe-
rence of the patient. This information will be used further for various analysis and  
decision making processes. The hospital, physician or family members can send  
out videos, messages, voice messages and appreciations to motivate adherence. A non-
compliance alert should also be generated when a patient compliance falls bellows a 
threshold set for each of the risk levels. Pharmacist also gets notifications every month 
5 to 7 days before the patient inventory of medication is completely emptied. 

  

Fig. 2. Partial Screen 

The patient information and questionnaire screen is displayed above in Figure 2. 
Figure 3 shows how the system is set is and the subsequent message received. 
 

 

Fig. 3. Reminder message and compliance report 
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3.1 Design Science Considerations 

Guideline Description 
Design as an Artifact The PMAMRS is a viable prototype. It is model de-

monstrates how successful interventions developed and 
used for the benefit of the patients 

Problem Relevance To develop technology solutions to the burning issue 
of Medication Non Adherence 

Design Evaluation The prototype is built on the strong foundations of 
Object Oriented Design methods leading to a highly 
modular design. The User Interface is developed by 
inputs from the actual users and their subsequent valida-
tion of the interfaces. 

The experts in the field have validated the design of 
messages. 

The messages were surveyed on number of people 
and the messages were statistically validated. 

Research Contribu-
tions 

The need of user inputs, feedbacks and statistical 
analysis and their subsequent application in coming up 
with reconfigurable user interface which is accessible 
and highly usable  

Research Rigor The prototype is developed based on a substantial re-
search on compliance models and theories, theories of 
patient behaviors, personality type indicator, theory of 
rational choice and surveys inputs of various stakehold-
ers in community and their statistical analysis 

Design as a search 
process 

The prototype designed uses some technological 
means to a social cause that has great societal ramifica-
tions. 

Communication of 
research 

The intention is to communicate about the motivation 
and need for the product and demonstrate the impact of 
this technological intervention on medication adherence  

3.2 Accessibility Considerations 

We have followed the accessibility considerations from W3C’s Web Content Acces-
sibility Guidelines (WCAG) to develop the prototype which can be used for people 
with disabilities. The screen designs, color choice, notification/Alert contents,  key 
board support, voice based notification features are all put in place to ensure that 
people with disabilities such as color blindness, low/partial vision etc. can use the 
product with ease. 
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4 Conclusion 

We intend to make a meaningful contribution to the areas of medication non adherence 
by developing impact interventions using information technology as a catalyst. The 
foundation of the prototype is the culmination of research in compliance behavioral 
theories, personality types, theory of rational choice, community engagement and  
involvement and primary analysis of surveys of various stakeholders. Finally, we hope 
that our efforts will help a make a difference in the lives of the patients.  
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Abstract. This paper introduces a prototype implementing a visual graph-based 
model query language. Querying models refers to identifying particular frag-
ments in the model that comply with a predefined pattern query. The language 
takes advantage of the fact that models of any type and modelling language can 
conceptually be represented as a labeled graph. As a consequence the query 
language remains flexible and is not restricted to specific model types or lan-
guages. The language supports topologically exact as well as similar pattern 
matching and includes additional constraints and attributes in the matching 
process. In doing so, the language is applicable to many different analysis  
tasks. Following the design science approach we develop and demonstrate a 
prototype of such a language which allows for visually defining a pattern query 
and visually representing the results of the pattern matching process. 

Keywords: Conceptual model analysis, model querying, pattern matching. 

1 Introduction and Problem Statement 

Querying conceptual models to detect patterns in them (i.e., model fragments comply-
ing with predefined structural and semantic properties) is the basis for many analysis 
tasks, such as business process weakness detection or business process compliance 
checking. For instance, a business rule prescribing that a credit application has to be 
checked twice by two different persons in a business process before the credit can be 
granted relates to a specific process model pattern as follows: a process model check 
activity has to be followed by another process model check activity over a control 
flow path. Both have to be related to the same document, and the activities have to be 
performed by different persons. By matching such a pattern against a business process 
model, we can determine whether or not the process is compliant. Corresponding 
examples can be found for several further application scenarios. 

Many companies are nowadays maintaining large model collections containing 
models of different types and languages [1]. These model collections are used as a 
means of analyzing particular aspects of corporate reality [2]. Due to the variety of 
different analysis tasks and the complexity of these collections [3], such an analysis is 
becoming increasingly difficult. The research community has proposed many analysis 
approaches to that end. However, they are mostly restricted to a certain modelling 
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language or to a specific analysis scenario, even though any model can be conceptually 
represented as a labeled graph which could then be queried. Further, they often only 
provide rather basic means for querying. In particular, only very few approaches im-
plement functionalities such as querying attributes other than the type or the label or 
further constraints on model paths and loops (cf. Section 2.4). Furthermore, it is mostly 
not possible to visualize the querying results within the model collection, which is 
essential for further use of the results. Instead, many query approaches only return the 
model containing a particular pattern occurrence. Therefore, the paper introduces a tool 
prototype including a novel query language supporting the described functionalities 
(cf. Section 2.4). It was developed following the design science paradigm [4]. 

2 Design of the Artifact 

Scenarios. The range of analysis tasks the query language supports is manifold. Que-
rying models is concerned with identifying predefined model fragments (the patterns) 
with (partly) given structural characteristics and (partly) given contents. Querying 
models serves different business purposes including compliance checking [5], weak-
ness detection [6], model translation [7], detecting structural or behavioral conflicts 
[8], and model abstraction [9]. 

Features. The features the query language provides include pattern identification 
techniques as well as means to visually draw a pattern query and to display the re-
sults. As our querying language is implemented as a plugin for a meta-modelling tool 
operating on models represented as labeled graphs, it is able to support arbitrary con-
ceptual model types and languages (F1). Further, it is able to include arbitrary 
attributes of nodes and edges in the matching process (F2). To identify exact matches 
it provides means to query isomorphic fragments consisting of elements having rela-
tions and elements having in- /output relations (F3). To be able to detect similar topo-
logical structures, it is able to search for paths and loops (F4). Moreover, these paths 
and loops may contain a variety of constraints such as the containment or exclusion of 
defined elements or sub-patterns (F5). Patterns can be combined and can contain sub-
patterns (F6). Attributes of nodes and edges of the pattern can be expressed as va-
riables and put into relation in form of logic expressions (F7). Patterns can be visually 
drawn (F8). Finally, the result of the query can be visually displayed within the 
searched models (F9). 

3 Significance to Research and Practice 

Significance to Research. In graph theory, finding exact matches is known as the 
problem of subgraph isomorphism for which several algorithms have been proposed 
[10]. Subgraph isomorphism algorithms create a mapping in which nodes of the pat-
tern are mapped to counterparts of the model. Isomorphic matching does not allow 
mapping edges to paths of arbitrary length. However, in the context of conceptual 
model analysis it is necessary to also identify paths or previously unknown length (cf. 
F4). This problem is known as subgraph homeomorphism which is computationally 
very complex. Therefore, we introduce a novel problem called relaxed subgraph  
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5 Contributions, Limitations, and Outlook 

In this paper, we developed a modelling language independent model query tool 
which is able to support multiple analysis scenarios by providing sophisticated means 
of defining pattern queries visually. We hence contribute to the range of existing ap-
proaches, because the functionalities provided by our prototype are only partly given 
in research by now. A limitation of our approach is that it only supports querying 
structural properties and does not allow for identifying conflicts within the execution 
semantics of a model. Future work will evaluate the application potential of the query 
language in real world model analysis scenarios. 
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