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Preface

It is my pleasure to present the 14th volume of LNCS Transactions on Computational
Collective Intelligence. This volume includes nine interesting and original papers that
have been selected via the peer-review process.

The first paper, “A Two-Armed Bandit Collective for Hierarchical Examplar Based
Mining of Frequent Itemsets with Applications to Intrusion Detection” by Vegard
Haugland, Marius Kjølleberg, Svein-Erik Larsen, and Ole-Christoffer Granmo, is
devoted to the problem of frequent itemset mining as a collection of interrelated two-
armed bandit problems. The authors propose a method to find itemsets that frequently
appear as subsets in a stream of itemsets, with the frequency being constrained to
support granularity requirements. A novel reinforcement scheme allows the bandit
players to learn this in a decentralized and on-line manner by observing one itemset at a
time.

The second paper entitled “Semantic Compression for Text Document Processing”
by Dariusz Ceglarek describes the technique that allows for correct generalization of
terms in some given context. Thanks to this generalization a common thought can be
detected. Semantic compression can be applied in a variety of scenarios, e.g., in
detection of plagiarism.

In the third paper, “On Stigmergically Controlling a Population of Heterogeneous
Mobile Agents Using Cloning Resource,” W. Wilfred Godfrey, Shashi Shekhar Jha,
and Shivashankar B. Nair present an on-demand population control mechanism for a
heterogeneous set of mobile agents along with an underlying application for their
deployment as service providers in a networked robotic system. They focus on a novel
concept called the cloning resource which controls the cloning behavior of agents. The
results obtained in the simulation and emulation environment are described.

The fourth paper, “On the Existence and Heuristic Computation of the Solution for
the Commons Game” by Rokhsareh Sakhravi, Masoud T. Omran, and B. John
Oommen, discusses the existence of an optimal solution to Commons Game, and
demonstrates a heuristic computation for this solution. To do this, the authors consider
the cases when, with some probability, the user is aware of the approach (color) which
the other players will use in the exploitation of the commons. The problem of deter-
mining the best probability value with which a specific player can play each color in
order to maximize his ultimate score is investigated.

The fifth paper entitled “Method of Constructing the Cognitive State for Context-
Dependent Utterances in the Form of Conditionals” by Grzegorz Skorupa proposes an
exemplary method for the grounding of context-dependent utterances and a method for
constructing a context-dependent model of a cognitive state. An agent’s knowledge is
partitioned into a few disjoint subsets. This division is the result of a classification of
past environmental observations.

In the sixth paper, “Conflict Compensation, Redundancy and Similarity in Data-
Bases Federation,” Germano Resconi gives the algorithm to discover the weak



redundant databases and also how to create the local compensation in a way to
transform all the different databases in only one prototype. This is a useful method to
solve conflicts among agents as databases.

The next paper, “Extended Learning Method for Designation of Co-operation” by
Edyta Kucharska and Ewa Dudek-Dyduch, presents a new machine learning method
for determining intelligent cooperation at project realization. The method uses local
optimization task of a special form and is based on learning idea. Additionally, the
information gathered during a searching process is used to prune non-perspective
solutions.

In the eighth paper entitled “Methods of Prediction Improvement in Efficient MPC
Algorithms Based on Fuzzy Hammerstein Models,” Piotr M. Marusak proposes two
methods of prediction improvement in model predictive control (MPC) algorithms
utilizing fuzzy Hammerstein models. Efficiency of the MPC algorithms based on the
prediction utilizing the proposed methods of improvement is demonstrated in the
example control system of a nonlinear control plant with significant time delay.

In the last paper, “Visualization of Semantic Data Based on Selected Predicates,”
Gábor Rácz, Gergő Gombos, and Attila Kiss develop a method that aims to help to
understand the structure of semantic datasets. It can reduce the size and complexity of a
dataset while preserving the selected parts. The result of the method can be visualized
as a labelled directed graph that is suitable to give an overview of the structure of the
dataset.

June 2014 Ngoc Thanh Nguyen
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A Two-Armed Bandit Collective for Hierarchical
Examplar Based Mining of Frequent Itemsets

with Applications to Intrusion Detection

Vegard Haugland, Marius Kjølleberg, Svein-Erik Larsen,
and Ole-Christoffer Granmo(B)

University of Agder, Grimstad, Norway
ole.granmo@uia.no

Abstract. Over the last decades, frequent itemset mining has become
a major area of research, with applications including indexing and simi-
larity search, as well as mining of data streams, web, and software bugs.
Although several efficient techniques for generating frequent itemsets
with a minimum frequency have been proposed, the number of item-
sets produced is in many cases too large for effective usage in real-life
applications. Indeed, the problem of deriving frequent itemsets that are
both compact and of high quality, remains to a large degree open.

In this paper we address the above problem by posing frequent item-
set mining as a collection of interrelated two-armed bandit problems.
We seek to find itemsets that frequently appear as subsets in a stream
of itemsets, with the frequency being constrained to support granularity
requirements. Starting from a randomly or manually selected examplar
itemset, a collective of Tsetlin automata based two-armed bandit play-
ers – one automaton for each item in the examplar – learns which items
should be included in the mined frequent itemset. A novel reinforcement
scheme allows the bandit players to learn this in a decentralized and on-
line manner by observing one itemset at a time. By invoking the latter
procedure recursively, a progressively more fine granular summary of the
itemset stream is produced, represented as a hierarchy of frequent item-
sets.

The proposed scheme is extensively evaluated using both artificial
data as well as data from a real-world network intrusion detection appli-
cation. The results are conclusive, demonstrating an excellent ability
to find frequent itemsets. Also, computational complexity grows merely
linearly with the cardinality of the examplar itemset. Finally, the hier-
archical collections of frequent itemsets produced for network intrusion
detection are compact, yet accurately describe the different types of net-
work traffic present.

1 Introduction

Over the last two decades, frequent itemset mining has become a major area of
research, with applications including indexing and similarity search, as well as
mining of data streams, web, and software bugs [5].
c© Springer-Verlag Berlin Heidelberg 2014
N.T. Nguyen (Ed.): TCCI XIV 2014, LNCS 8615, pp. 1–19, 2014.
DOI: 10.1007/978-3-662-44509-9 1



2 V. Haugland et al.

The problem of finding frequent itemsets can be formulated as follows. Con-
sider a set I of n items, I = {i1, i2, . . . , in}. A transaction Ti, 1 ≤ i ≤ m, is
defined as a subset of I, Ti ⊆ I, collectively referred to as a transaction set:
T = {T1, T2, . . . , Tm}. When an arbitrary set X is a subset of a transaction Ti,
X ⊆ Ti, one says that Ti supportsX. The support ofX is then simply the number
of transactions Ti in T that supports X, support(X) = |{Ti ∈ T |X ⊆ Ti}|, with
|·| denoting set cardinality. The notion of interest in this paper – the frequency
of an itemset – can then be defined as follows:

Definition 1 (Itemset Frequency). The frequency of itemset X, freq(X), is
defined as the fraction of transactions Ti in T that supports X:

freq(X) =
|{Ti ∈ T |X ⊆ Ti}|

|T | .

In all brevity, the goal of frequent itemset mining is to produce the itemsets,
Xj , that commonly appear in the transactions, Ti, of a transaction set, T . By
exploring all of the possible item subsets, Xj , of each transaction Ti ∈ T , the
candidate frequent itemsets are identified and organized in a search space, so
that the frequent ones can be efficiently extracted. The frequent itemsets, in
turn, form the basis for building associations between itemsets in the form of
rules, A ⇒ B, meaning that whenever itemset A is contained in a transaction,
itemset B appears too (with a certain frequency).

The pioneering work of R. Agrawal et al. [2], introduced a framework for
finding all of the itemsets surpassing a minimum frequency, and for building
association rules that relates the frequent itemsets. It was here the concepts of
support and confidence (the frequency by which the precedent of a rule follows
the antecedent of the rule) were introduced. This work triggered a cascade of
new results expanding the foundation laid, as briefly sampled here. For a full
treatment of current status and future directions, the reader is referred to one of
the many surveys on frequent pattern mining, for instance a recent one by Han
et al. [5].

One avenue of research involves different kinds of measures besides support
and confidence, such as lift [4], itemset share [3] and collective strength [1]. Fur-
thermore, different approaches to mining with adaptively set minimum support
thresholds have been investigated. This includes using the Chi-square test for
correlation [4] to measure statistical significance of a rule, which allows rules
with arbitrarily small support to be extracted, as long as sufficient statistical
significance is ensured. Another direction of research concerns mining with con-
straints on the itemsets involved, for instance in the form of rule templates [6]
or in the form of a wide range of operators such as absence or presence of items
[10], extended with support constraints [16]. Other work further involves min-
ing of sequential rules to find sequential patterns, including remarkably efficient
algorithms such as SPADE [17]. Recently, a number of closely related problems
have been addressed, such as mining of structural patterns, high-dimensional
datasets, and closed and maximal frequent itemsets, further explored in [5].
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Although several efficient techniques for generating frequent itemsets with
a minimum frequency have been proposed, as exposed above, the number of
itemsets produced is in many cases too large for effective usage in real-life appli-
cations. Indeed, the problem of deriving frequent itemsets that are both compact
and of high quality, so that they are tailored to perform well in specific real-life
applications, remains to a large degree open [5].

1.1 Paper Contributions

The approach introduced in the present paper is quite distinct from the above
families of techniques, as briefly explained here and further clarified in the fol-
lowing. A characteristic and typical property of algorithms for frequent itemset
mining is that they perform an exhaustive search of the space of candidate
frequent itemsets, ranking the found itemsets according to some measure, like
support. Research advances through the development of better ways of orga-
nizing and pruning the candidate itemset spaces, to deal with larger itemset
spaces or to produce the frequent itemsets with less computations. Although
itemset spaces often can be intelligently organized to support efficient searches,
managing the search requires memory consuming data structures and/or time
consuming computations, leading to scalability problems. After all, the number
of possible itemsets grows exponentially with the number of unique items in the
transaction set.

In this paper we introduce a completely different approach to frequent itemset
mining that possesses several unique properties:

– In contrast to being based on extensive and dynamically built data structures,
the memory footprint of the approach introduced here is both constant and
small in size — at most, the scheme only requires one bit per unique item,
ij ∈ I = {i1, i2, . . . , in}, to organize the search for frequent itemsets. Addition-
ally, each of the n unique items are associated with a dedicated deterministic
Learning Automata [13], which is a finite state machine whose state is repre-
sented merely by a single integer.

– Furthermore, instead of enumerating itemsets explicitly through exhaustive
search, our scheme is light-weighted when it comes to computation. The Learn-
ing Automata simply performs a guided random walk in the space of frequent
itemset candidates, with each computational step involving an increment or
a decrement of the integers associated with the Learning Automata. Yet, the
Learning Automata, as a collective, converge rather rapidly and accurately
towards producing itemsets that possess a user specified frequency.

– Relying on the above convergence property, the scheme is invoked recursively,
with each recursion step producing a new collection of frequent itemset, thus
forming a hierarchy of frequent itemsets. In this manner, a progressively larger
part of the transaction set is described.

– Also, as a consequence of the latter properties, our scheme operates online,
allowing it to process a single transaction at a time, arbitrarily ordered, and
with history remembered as part of the Learning Automata states. This is
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ideal for instance for network intrusion detection (one of our application
domains), where network packets arrive sequentially, in an endless stream.

– Finally, since our scheme is based on Learning Automata, it also handles
itemsets with stochastic items, that is, itemsets whose items are randomly
included or excluded from the itemset based on some unknown distribution.
Again, this is ideal for network intrusion detection since network packets usu-
ally contain some fields that for all practical purposes appear as random from
the perspective of a single network packet.

We achieve the above properties by posing frequent itemset mining as a col-
lective intelligence problem, modelled as a collection of interrelated two-armed
bandit problems. The two-armed bandit problem [11] is a classical optimization
problem where a player sequentially pulls one of multiple arms attached to a
gambling machine, with each pull resulting in a random reward. The reward dis-
tributions are unknown, and thus, one must balance between exploiting existing
knowledge about the arms, and obtaining new information.

Our proposed scheme can be summarized as follows. Starting from a ran-
domly or manually selected examplar transaction, a collective of so-called Tsetlin
automata [13] based bandit players – one automaton for each item in the exam-
plar – aims to learn which items should be included in the mined frequent item-
set, and which items should be excluded. A novel reinforcement scheme allows
the bandit players to learn this in a decentralized and on-line manner, by observ-
ing transactions one at a time, as they appear in the transaction stream. The
above procedure is invoked recursively, with each recursion step producing a new
collection of frequent itemset, thus forming a hierarchy of frequent itemsets. In
this manner, a progressively larger part of the itemset stream is described. Since
each bandit player learns simply by updating the state of a finite automaton, and
since the reinforcement feedback is calculated purely from the present transac-
tion and the corresponding decisions of the bandit players, the resulting memory
footprint is minimal. Furthermore, computational complexity grows merely lin-
early with the cardinality of the examplar transaction.

The above hierarchical Tsetlin automata based formulation of frequent item-
set mining provides us with four distinct advantages:

1. Any desired target itemset frequency can be obtained without spending any
more memory than what is required by the Tsetlin automata in the collective
(one integer per automaton).

2. Itemsets are found by the means of on-line collective learning, supporting
processing of on-line data streams, such as streams of network packets.

3. An examplar transaction is used to focus the search towards frequent itemsets
that are both compact and of high quality, tailored to perform well in real-life
applications.

4. Our hierarchical organization of the frequent itemsets supports a progressively
more fine-granular summary of the transaction set at hand, as the depth of
the hierarchy is increased. This opens up for frequent itemset based network
anomaly detection, as will be discussed later in this paper.



A Two-Armed Bandit Collective for Hierarchical Examplar Based Mining 5

1.2 Example Application — Network Anomaly Detection

Network intrusion detection has been a particularly promising application area
for frequent itemset mining [14,15]. In so-called network anomaly detection,
huge amounts of network packet data needs to be mined so that the patterns
of normal traffic can be found, and so that anomalous traffic can be distilled as
deviations from the identified patterns. Although not based on frequent itemset
mining, the packet byte based anomaly detection approach of Mahoney [8] is
particularly fascinating in this perspective because it achieves state-of-the-art
anomaly detection performance simply by inspecting 48 bytes from the header
of network packets.

In order to investigate to what degree the properties of our bandit problem
based approach to frequent itemset mining can be taken advantage of in network
anomaly detection, we also introduce a novel packet byte based anomaly detec-
tion scheme in this paper. Formulated as a frequent itemset mining problem,
each network packet i is seen as a transaction Ti and each byte value from the
network packet is seen as an item belonging to the transaction. In other words,
in this application we are looking for frequent itemsets consisting of byte-value
pairs, such as {dstaddr1 : 24, dstaddr2 : 34, tcpflag : 12}, which is an itemset
that identifies network packets with destination 24.34. ∗ .∗ and with the tcp-flag
set to 12.

1.3 Paper Organization

The paper is organized as follows. First, in Sect. 2 we present our decentralized
Tsetlin automata based solution to frequent itemset mining, as well as a novel
reinforcement scheme that guides the collective of Tsetlin automata towards a
given target itemset frequency. The recursive approach to building a hierarchy
of frequent itemsets is introduced in Sect. 3. Then, in Sect. 4 we demonstrate
the performance advantages of the introduced scheme, including its ability to
robustly identify compact itemsets that are useful for summarizing both artificial
as well as real-life data. Finally, in Sect. 5 we offer conclusions as well as pointers
to further work.

2 A Collective of Two-Armed Bandit Players for
Examplar Based Frequent Itemset Mining

We here target the problem of finding frequent itemsets with a given support
by on-line processing of transactions, taking advantage of so-called transaction
examplars. To achieve this, we design a collective of Learning Automata (LA)
that builds upon the work of Tsetlin and the linear two-action automaton [9,13].
Generally stated, an LA performs a sequence of actions on an Environment. The
Environment can be seen as a generic unknown medium that responds to each
action with some sort of reward or penalty, generated stochastically. Based on
the responses from the Environment, the aim of the LA is to find the action
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βt
}{α , α ,...,αr21

β , β2,...,βm1{ }

φφ{ 1, φ ,2 ..., }s
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α t
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α t G(← ) Action
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Automaton
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Fig. 1. A Learning Automaton interacting with an Environment

that minimizes the expected number of penalties received. Figure 1 shows the
interaction between a LA and the Environment.

As illustrated in the figure, an LA can be defined in terms of a quintuple [9]:

{Φ,α, β,F(·, ·),G(·, ·)}.

Φ = {φ1, φ2, . . . , φs} is the set of internal automaton states, α = {α1, α2, . . . , αr}
is the set of automaton actions, and, β = {β1, β2, . . . , βm} is the set of inputs
that can be given to the automaton. An output function αt = G[φt] determines
the next action performed by the automaton given the current automaton state.
Finally, a transition function φt+1 = F [φt, βt] determines the new automaton
state from the current automaton state as well as the response of the Environ-
ment to the action performed by the automaton.

Based on the above generic framework, the crucial issue is to design automata
that can learn the optimal action when interacting with the Environment. Several
designs have been proposed in the literature, and the reader is referred to [9,12]
for an extensive treatment.

2.1 The Item Selector Automaton (ISA)

Our LA based scheme for solving frequent itemset problems is centered around
the concept of an examplar transaction TE ⊂ I. With the examplar transaction
TE as a basis, the goal of our scheme is to identify an itemset X ⊆ TE whose
frequency, freq(X), is equal to a specific target frequency γ.

At the heart of our scheme we find an Item Selector Automaton (ISA). In
brief, for each item ij in TE , a dedicated ISA, based on the Tsetlin automaton
[13], is constructed, having:

– States: Φ = {−N − 1,−N, . . . ,−1, 0, . . . , N − 2, N}.
– Actions: α = {Include,Exclude}.
– Inputs: β = {Reward ,Penalty}.

Figure 2 specifies the G and F matrices.
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Exclude Include

−N −(N−1) −1 0 N−1N−2......

Reward
Penalty

Fig. 2. An ISA choosing between including or excluding an item from candidate fre-
quent itemsets

The G matrix can be summarized as follows. If the automaton state is posi-
tive, then action Include will be chosen by the automaton. If on the other hand
the state is negative, then action Exclude will be chosen. Note that since we
initially do not know which action is optimal, we set the initial state of the ISA
randomly to either ‘−1’ or ‘0 ’.

The state transition matrix F determines how learning proceeds. As seen in
the graph representation of F found in the figure, providing a reward input to
the automaton strengthens the currently chosen action, essentially by making it
less likely that the other action will be chosen in the future. Correspondingly,
a penalty input weakens the currently selected action by making it more likely
that the other action will be chosen later on. In other words, the automaton
attempts to incorporate past responses when deciding on a sequence of actions.

Note that our ISA described above deviates from the traditional Tsetlin
automaton in one important manner: State −N and state N − 1 are absorbing.
This allows the ISA to converge to a single state, rather than to a distribution
over states, thus artificially introducing an unambiguous convergence criterion.

2.2 Reinforcement Scheme

Since each item ij in the transaction examplar TE is assigned a dedicated ISA,
ISAj , we obtain a collective of ISA. The reinforcement scheme presented here
is incremental, processing one transaction at a time at discrete time steps. At
each time step s, a transaction Ti ∈ T is presented to the collective of ISA,
whose responsibility is to propose a candidate itemset X(s) for that time step.
By on-line processing of the transactions, the goal of the ISA is to converge to
proposing an itemset X∗ that is supported with frequency, freq(X∗) = γ, with
probability arbitrarily close to 1.

To elaborate, each automaton, ISAj , chooses between two options at every
time step s: shall its own item ij be included in X(s) or shall it be excluded?
Based on the decisions of the ISAs as a collective, a candidate itemset X(s) for
time step s is produced. A response from the Environment is then incurred as
follows. First it is checked whether the present transaction Ti supports X(s), and
based on the presence or absence of support, each ISAj is rewarded/penalized
according to the following novel reinforcement scheme.
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The novel reinforcement scheme that we propose rewards an automaton ISAj

based on the decision of the automaton at time step s and based on whether the
present transaction Ti supports the resulting candidate itemset X(s). In brief, if
ISAj decides to include item ij in X(s), we have two possibilities. If Ti supports
X(s), ISAj is rewarded. On the other hand, if Ti does not support X(s), then
ISAj is randomly penalized with probability r = γ

1−γ (assuming γ < 0.5). The
other decision ISAj can make is to exclude item ij from X(s). For that decision,
ISAj is randomly rewarded with probability r = γ

1−γ if Ti does not support
X(s) ∪ {ij}. On the other hand, if Ti supports X(s) ∪ {ij}, then the ISA is
penalized.

The above reinforcement scheme is designed to guide the collective of learning
automata as a whole towards converging to including/excluding items in X(s)
so that the frequency of freq(X(s)) converges to γ, with probability arbitrarily
close to 1.

Note that because multiple variables, and thereby multiple ISA, may be
involved when constructing the frequent itemset, we are dealing with a game of
LA [9]. That is, multiple ISA interact with the same Environment, and the
response of the Environment depends on the actions of several ISA. In fact,
because there may be conflicting goals among the ISA involved, the resulting
game is competitive. The convergence properties of general competitive games
of LA have not yet been successfully analyzed, however, results exist for certain
classes of games, such as the Prisoner’s Dilemma game [9].

In order to maximize speed of learning, we initialize each ISA randomly to
either the state ‘−1’ or ‘0 ’. In this initial configuration, the actions will be
switched relatively quickly because only a single state transition is necessary
for a switch. Accordingly, the joint state space of the ISA is quickly explored
in this configuration. However, as learning proceeds and the ISA move towards
their boundary states, i.e., states ‘−N ’ and ‘N −1’, the exploration calms down.
Accordingly, the search for a solution to the frequent itemset problem at hand
becomes increasingly focused.

Furthermore, note that we keep a time step counter for each ISA. When a
certain cut off threshold has been achieved, we force one of the ISA to converge
if it has not yet done so. This enforcement resets the counters of the other ISA,
allowing them to adapt to the new configuration. The purpose of this mechanism
is to increase convergence speed in ambiguous decision making cases where two
different actions provide more or less the same feedback.

3 A Hierarchical Collective of Two-Armed Bandit
Players

The two-armed bandit problem based scheme proposed in the previous section
seeks to produce an itemset X that is supported by a fraction γ of the trans-
actions Ti contained in a transaction set T . In this section, we take advantage
of the latter scheme in order to produce a compact summary of the complete
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transaction set T . The summary is formulated as a hierarchy of frequent item-
sets. At each “level” in the hierarchy, every transaction in T is supported by
at least one frequent itemset, and with each level descended, the granularity
of the frequent itemsets increases. In this manner, multiple degrees of granu-
larity, from coarse grained to fine grained, are concurrently maintained in the
hierarchy. We achieve this by the means of a recursive algorithm, presented
below. We explore the expressive power of this hierarchical approach in the next
section, using the frequent itemset hierarchy as the basis for a network anomaly
detection system.

Algorithm 1. Hierarchy Construction
Input: Transactions T ; Maximal coarseness γmax

Output: Hierarchy H of frequent itemsets
1: Queue Q; # Queue for organizing breadth first construction of hierarchy
2: Hierarchy H; # Hierarchy of frequent itemsets
3: # Empty frequent itemset {} as root, supporting all transactions in T
4: Q.enqueue([{}, T , γmax]);
5: H.root({});
6: # Breadth first expansion of hierarchy nodes, starting from root
7: while not Q.empty() do
8: [XP , TP , γP ]← Q.dequeue();
9: # Identifies candidate children nodes of parent P

10: C ← Frequent Itemset Generation([XP , TP , γP ]);
11: # Expands parent P with children nodes who has coarseness greater than or

equal to the minimum coarseness sought:
12: for [XC , TC , γC ] ∈ C do
13: if γC ≥ γmin then
14: Q.enque([XC , TC , γC ]);
15: H.addChild(XP , XC);
16: end if
17: end for
18: end while
19: return H;

As seen in Algorithm 1, the input to the hierarchy construction algorithm
is the transaction set T to be summarized, as well as the maximum, γmax, and
the minimum, γmin, coarseness sought. Each node P in the hierarchy built is
associated with a frequent itemset XP , a transaction set TP , and a coarseness
γP , organized as a triple [XP , TP , γP ]. As initialization, the root node is assigned
an empty itemset, the complete transaction set T , and the maximum coarseness
γmax. The hierarchy is then built breadth first, based on a queue of hierarchy
nodes, initialized to contain the root node. Each node [XP , TP , γP ] dequeued is
expanded producing a collection of candidate children [XC , TC , γC ] ∈ C. If the
coarseness γC of a triple is greater than or equal to γmin, the triple is enqueued
and the frequent itemset XC is added to the hierarchy H as a child of XP .

The scheme for expanding a node P to produce candidate children C ∈ C
is shown in Algorithm 2. As seen, the candidate children are built one by one,
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Algorithm 2. Frequent Itemset Generation
Input: Parent itemset XP ; Parent transactions TP ; Parent coarseness γP

Output: Collection CP of itemset-transactions-coarseness triples [Xi, Ti, γi], i ∈ {1, . . . , n},
such that TP =

⋃n
i=1 Ti and for i �= j : Ti ∩ Tj = ∅

1: CP ← {}; # Collection of child triples empty initially

2: TR ← TP ; # TR keeps track of remaining unsupported transactions

3: γC ← γP ; # γC keeps track of current level of coarseness

4: # Keeps producing child triples until all transactions in TP are supported (TR �= ∅)
5: while TR �= ∅ do

6: # Generates itemsets until one more fine-grained than the parent itemset is found

7: XC = ISA Collective(TR, γC); # Invokes ISA collective on remaining transactions

8: if XC ⊆ XP then

9: γC ← 0.999 · γC ; # Reduces target coarseness

10: else

11: CP ← CP ∪ [XC , {Ti ∈ TR|XC ⊆ Ti}, γC ]; # Adds new triple to child set

12: TR ← {Ti ∈ TR|XC �⊆ Ti}; # Removes transactions supporting XC

13: end if

14: end while

15: return CP ;

using the ISA collective proposed in the previous section. The ISA collective
is repeatedly invoked on the part of the parent transaction set TP that is still
unsupported by the current collection of generated children. Since the children
itemsets are to offer a finer granularity than the parent itemset, a child itemset
that is a superset of the parent itemset is rejected, triggering a reduction in
coarseness γC sought. If the child itemset is a superset of the parent itemset, on
the other hand, it is added to the collection of candidate children.

In combination, the above two algorithms ensure that the coarseness, γC ,
of a child C always is less than or equal to the coarseness, γP , of its parent,
P . Furthermore, all the transactions Ti ∈ TP of a parent is supported by at
least one of the frequent itemsets of its children CP , ∀Ti ∈ TP ,∃[XC , TC , γC ] ∈
CP : XC ⊆ Ti. Note that the children transaction sets TC jointly contain all of
the transactions in the parent transaction set TP . These properties are taken
advantage of in the next section to build a rule based network packet anomaly
detection system.

4 Empirical Results

In this section we evaluate our proposed scheme using both artificial data as
well as data from a real-world network intrusion detection application. We first
evaluate the ISA collective separately, before we evaluate the hierarchical invo-
cation of ISA collectives, as presented in the previous section.
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4.1 Artificial Data

For the evaluation on artificial data we constructed a collection of transactions
in a manner that by selecting the correct itemset X, one can achieve a frequency,
freq(X), of either 0.0, 0.125, 0.25, . . . , 0.75, 0.875, 1.0. The purpose is to challenge
the scheme by providing a large number of frequency levels to choose among, with
only one of these being the target frequency γ that our scheme must converge
to. By varying the target frequency γ in the latter range, we also investigate the
robustness of our scheme towards low, medium, and high frequency itemsets.

We here report an ensemble average after conducting 100 runs of our scheme.
Given a target frequency γ, each run produces an itemset X∗, with X∗ being
supported by an actual frequency freq(X∗). By comparing the sought target
frequency γ with the achieved frequency freq(X∗), the convergence accuracy of
our scheme is revealed.

We first study convergence accuracy when any subset X ⊂ TE of the exam-
plar transaction TE either have a support frequency, freq(X), equal to the target
frequency γ, 1, or 0. Then the goal of the ISA collective is to identify the subset
X ⊂ TE with frequency γ. As seen in Fig. 3, our scheme achieves this goal with
remarkable accuracy.

Fig. 3. Achieved percentage of transactions supported by produced itemset (y-axis)
using a specific examplar transaction, for varying target frequencies γ (x-axis)

We observe that for any of the target frequencies γ listed in the figure, on
average our ISA collective identifies itemsets X∗ with frequencies freq(X∗) ∈
{0.0, 0.125, 0.25, . . . , 0.75, 0.875, 1.0} that either equals γ or surpasses γ with the
least possible amount: freq(X∗) ≥ γ ∧ freq(X∗) − 0.125 < γ.

When using a generic transaction examplar TE instead — one that con-
tains item subsets X ⊆ TE of any arbitrary frequency level freq(X) ∈ {0.0,
0.125, 0.25, . . . , 0.75, 0.875, 1.0}, the challenge increases. The ISA collective then
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also have the option to produce frequencies in close vicinity of the target fre-
quency γ. Figure 4 reports the resulting convergence accuracy, and as seen, it is
now more difficult for the collective of ISA to always produce an itemsetX with a
transaction support frequency exactly equal to γ. Still, the itemsets produced are
always close to a nearby neighbor of γ in {0.0, 0.125, 0.25, . . . , 0.75, 0.875, 1.0}.

Fig. 4. Achieved percentage of transactions supported by produced itemset (y-axis)
using a generic examplar transaction, for varying target frequencies γ (x-axis)

4.2 DARPA Intrusion Detection Evaluation Data Set

To evaluate the ISA collective scheme on a real life application, we have imple-
mented a network intrusion detection system, with the ISA collective at its core.
Briefly explained, we analyze the last 40 bytes of each network packet header in
combination with the first 8 bytes of the transport layer payload, as also done
in NETAD [8].1 Essentially, we see each network packet as a transaction, and
byte-value pairs from a network packet are seen as items.

We intend to detect network attacks by first learning a collection of frequent
itemsets that describe the key features of normal network traffic – and based
on these frequent itemsets, reporting network packets as anomalous when they
do not support any of the learned frequent itemsets. We use the 1999 DARPA
Intrusion Detection Evaluation data set [7] for training and testing our system.
This data set simulates network traffic occurring in a small US Air Force base
that is connected to the Internet. The internal network is connected to the
Internet by a CISCO router, and network traffic is captured on both sides of
this router. The captured traffic is made available in separate files based on the
origin of the network traffic — outside, from the Internet, or inside, from the
internal network.
1 Note that in contrast to NETAD, we analyze both ingoing and outgoing network

packets, for greater accuracy.
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During training, we use one week of normal traffic data, learning one frequent
itemset at a time by randomly picking examplar transactions (network packets)
from the normal traffic data. Each time the collective of ISA converges to a new
frequent itemset, all network packets that support this itemset are removed from
the normal traffic data, and the procedure is repeated on the network packets
remaining, to learn each kind of traffic being present. This step produces the
first level of children nodes in the hierarchy, the children of the root. Each of
the produced children are now associated with a disjoint subset of the network
packets, and by recursively invoking the ISA collective on these subsets, a more
fine granular representation of the network packets are found. Again, coarseness
is controlled by gradually reducing γ from γmax to γmin.

As an example, a frequent itemset hierarchy generated from the network
packets of Week 1 of the DARPA data set is shown in Fig. 5. In brief, multi-
ple children are needed to support the parent transactions (network packets).
Furthermore, node expansion stops when the transaction set of a node contains
less than 5 % of the total population of network packets. Notice the hierarchy
compactness achieved despite the huge amount of network packets present in the
DARPA data set and despite the fine grained target granularity (γmin = 0.05)
sought.

Fig. 5. Example of a frequent itemset hierarchy that was generated based on one week
of training data from the 1999 DARPA IDS Evaluation Set. Each node in the hierarchy
corresponds to a single frequent itemset

To gain further insight into the hierarchy generation process, Fig. 6 reports
the total number of iterations spent by each ISA, grouped by network packet
byte position. The figure shows that certain packet bytes and their values are
“easier” to learn than others. Basically, we observe that the greater the diversity
of values associated with a network packet byte (high entropy), the more iter-
ations are needed to decide upon whether to include the corresponding item in
the frequent itemset being constructed by the ISA collective. For instance, the
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values contained in the content bytes (byte 40 to 48) of a packet are by nature
highly diverse, and thus require more time for learning an appropriate decision.

Fig. 6. Total number of iterations performed by ISAs to generate complete hierarchy,
grouped by network packet byte position

For testing, the second week of the DARPA data set is used. The network
packets from this week contain attacks, interspersed among the normal traffic.
If a network packet in the second week of data does not support any of the
learned frequent itemsets, it is reported as an anomaly. Table 1 contains a few
representative examples of frequent itemsets, called Rules, and which kind of
attacks they allow us to detect. As seen, each Rule consists of selected bytes from
a packet, combined with a hexadecimal representation of the corresponding byte
value. Thus, considering the first row of the table, network packets of the so-
called ps-attack do not support the frequent itemset {ver+ihl:0x45, frag1:0x40,
frag2:0x00, proto:0x06, srcport1:0x00, tcphl:0x50, urgptr1:0x00, urgptr2:0x00},
and are therefore reported as anomalies.

For computational efficiency, each Rule (frequent itemset) is implemented as
a classification tree, as illustrated in Fig. 7. Each node in the classification tree
corresponds to a specific item of the frequent itemset. As explained in Sect. 1, for
the intrusion detection application an item refers to the combination of packet
byte position and packet byte value, represented as a bit string. A non-match
marks that the transaction being analyzed is unsupported, and accordingly, can
be “blocked” by the network anomaly detection system unless another matching
itemset can be found. For the frequent itemset reported in the figure, the target
coarseness γ was set to 0.5, and as can be seen, the resulting Rule matches a
percentage of 49.9 % of the network packets, i.e., very close to the target.

To further demonstrate the effect minimum coarseness γmin has on anomaly
detection sensitivity, Fig. 8 plots the anomaly scores for three unique frequent
itemset hierarchies, each with different granularity constraints. An anomaly score
was introduced to differentiate between different levels of the hierarchy — a
packet not being supported by the more coarse frequent itemsets closer to the
root is more aggravating than minor deviations closer to the leaf nodes. In order
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to capture such effects, we trace a path through the hierarchy, starting from
the root, and continuing, level-by-level, with the child that supports the current
transaction. When the path reaches a node P whose children do not support the
current transaction, the transaction is assigned the anomaly score:

48 − 2 · |XP |.

In other words, the smaller the frequent itemset the larger the anomaly score. For
instance, a transactions that stops being supported immediately after the root,
will have the maximum anomaly score possible, which is 48. The plots in Fig. 8
highlights particularly anomalous packets as spikes, while packets recognized as
normal possessing anomaly score less than or equal to zero. Notice that as the
hierarchy coarseness increases, from top to bottom in the figure, the number of
spikes decreases. Although the number of detected anomalies is at its highest
with low coarseness, all of these anomalies are not necessarily true attacks (finer
granularity may lead to false alarms). Thus, to quantify the anomaly detection
capability of our scheme, Table 2 provides the estimated detection probability for
attacks (detection rate), as well as the average number of false alarms produced
for a whole week of network traffic. The table shows that the best detection rates
were achieved by the hierarchies that were trained on Week 1 data, and which
“leaves” possessed a minimum granularity γmin = 0.05.

Table 1. Transaction examplars

Rule Attacks

ver+ihl:0x45, frag1:0x40, frag2:0x00, proto:0x06, srcport1:0x00,
tcphl:0x50, urgptr1:0x00, urgptr2:0x00

ps

ver+ihl:0x45, dscp:0x00, frag1:0x00, frag2:0x00, proto:0x06,
tcphl:0x50, urgptr1:0x00, urgptr2:0x00

ps

ver+ihl:0x45, dscp:0x00, len:0x00, frag1:0x40, frag2:0x00, ttl:0x40,
proto:0x06, dstaddr1:0xac, dstaddr2:0x10, dstport1:0x00,
dstport2:0x17, tcphl:0x50, recwd1:0x7d, recwd2:0x78,
urgptr1:0x00, urgptr2:0x00, pld1:0x00, pld5:0x00, pld7:0x00,
pld8:0x00, pld9:0x00

ps, guesstelnet,
sendmail

To conclude this investigation, Table 3 provides an overview of the attack
types that remain undetected by the hierarchies that we produced. Note that
only network packets originating from outside the firewall were used in these
tests. In other words, the attacks that take place purely on the inside of the
firewall were left undetectable as a consequence of the experimental setup. Also
undetectable are the locally executed attacks that do not generate any network
traffic. This leaves us with only two attacks that could have been detected, but
were not: one instance of guesspop and one instance of land (the other instance
is on the inside), which reveals a remarkable detection rate/false positive ratio.
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Fig. 7. Classification tree based implementation of frequent itemset transaction sup-
port determination

As a final note, observe that since each bandit player learns simply by updat-
ing the state of a finite automaton, and since the reinforcement feedback is
calculated purely from the present itemset and the corresponding decisions of

Table 2. Results from IDS evaluation using the DARPA set

Parameters Rate False positives

Training data Granularity avg min max avg min max

Week 1 outside 1% 0.56 0.55 0.57 412.67 392 453

5% 0.73 0.72 0.74 123 120 129

10% 0.43 0.42 0.44 61.67 52 69

Week 3 outside 1% 0.54 0.50 0.58 427 426 429

5% 0.63 0.57 0.66 88.33 81 96

10% 0.54 0.53 0.55 59.67 58 61

Week 1 + 3 outside 1% 0.54 0.52 0.56 418 404 436

5% 0.61 0.57 0.66 82 68 94

10% 0.46 0.43 0.53 47.33 40 61
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Fig. 8. Comparison of anomaly distribution between three frequent itemset hierarchies
of different granularity.
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Table 3. Undetected DARPA attack types

Alias Instances Console/remote Inside/outside Stealthy

anypw 2 Console – No

dict 6 Remote Inside No

guesspop 1 Remote Outside No

illegalsniffer 14 Remote Inside Mix

land 2 Remote Both No

ntfsdos 3 Console – No

resetscan 1 Remote Inside Yes

sshprocesstable 12 Remote Inside No

the bandit players, the resulting memory footprint is minimal (usually one byte
per ISA). Furthermore, computational complexity grows merely linearly with
the cardinality of the examplar itemset.

5 Conclusion

In this paper we have addressed frequent itemset mining by the means of a col-
lective of so-called Item Selector Automata (ISA). By on-line interaction with
a stream of transactions, the collective of ISA decides which items should be
excluded and which should be included in a frequent itemset, with items being
chosen from a randomly or manually selected examplar itemset. A novel rein-
forcement scheme guides the ISA towards finding a candidate itemsets that is
supported by transactions with a specified frequency. By invoking the latter pro-
cedure recursively, a progressively more fine granular summary of the itemset
stream is produced, represented as a hierarchy of frequent itemsets.

Since each bandit player learns simply by updating the state of a finite
automaton, and since the reinforcement feedback is calculated purely from the
present itemset and the corresponding decisions of the bandit players, the result-
ing memory footprint is minimal. Furthermore, computational complexity grows
merely linearly with the cardinality of the examplar itemset.

In extensive evaluation using both artificial data and data from a real-world
network intrusion detection application, we find the results quite conclusive,
demonstrating that the ISA collective possesses an excellent ability to find fre-
quent itemsets at various levels of support. Furthermore, the sets of frequent
itemsets produced for network intrusion detection are compact, yet accurately
describe the different types of network traffic present, allowing us to detect
attacks in the form of anomalies.

In our further work, we intend to develop formal convergence proofs for
the ISA collective. We are also presently investigating a hierarchical scheme for
organizing ISA collectives, with the purpose of increased scalability.
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Abstract. Ongoing research on novel methods and tools that can be
applied in Natural Language Processing tasks has resulted in the design
of a semantic compression mechanism. Semantic compression is a tech-
nique that allows for correct generalization of terms in some given con-
text. Thanks to this generalization a common thought can be detected.
The rules governing the generalization process are based on a data struc-
ture which is referred to as a domain frequency dictionary. Having estab-
lished the domain for a given text fragment the disambiguation of
possibly many hypernyms becomes a feasible task. Semantic compres-
sion, thus an informed generalization, is possible through the use of
semantic networks as a knowledge representation structure. In the given
overview, it is worth noting that the semantic compression allows for
a number of improvements in comparison to already established Nat-
ural Language Processing techniques. These improvements, along with a
detailed discussion of the various elements of algorithms and data struc-
tures that are necessary to make semantic compression a viable solution,
are the core of this work. Semantic compression can be applied in a vari-
ety of scenarios, e.g. in detection of plagiarism. With increasing effort
being spent on developing semantic compression, new domains of appli-
cation have been discovered. What is more, semantic compression itself
has evolved and has been refined by the introduction of new solutions
that boost the level of disambiguation efficiency. Thanks to the remodel-
ing of already existing data sources to suit algorithms enabling semantic
compression, it has become possible to use semantic compression as a
base for automata that, thanks to the exploration of hypernym-hyponym
and synonym relations, new concepts that may be included in the knowl-
edge representation structures can now be discovered.

Keywords: Semantic compression · Text clustering · Semantic
network · Natural language processing · Information retrieval ·
Plagiarism detection · Knowledge acquisition

1 Introduction

Intellectual activities related to the gaining of knowledge by people or orga-
nizations and the creativity involved in establishing valuable and unique rela-
tions are factors that stimulate the formation of intellectual capital. As part of
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knowledge management it has been proposed that knowledge resources be pub-
licly available. However, among an organizations information resources there is
also sensitive information as well as information that must be protected from
falling into the wrong hands. Therefore, knowledge resources are subjected to
the rigors of the appropriate security policy, which should prevent information
leaks or other forms of infringement of an intellectual property rights. Due to
widespread electronic storage, processing and transfer of information, IT systems
which are specially designed for this purpose are being more frequently used to
protect information resources.

The quality of the functioning of existing mechanisms for protecting such
resources depends on many factors. However, it is noticeable that there is a
growing tendency for using artificial intelligence algorithms or computational
linguistics methods as part of such mechanisms, and that these mechanisms
employ increasingly more complex knowledge representation structures (e.g.
semantic networks or domain-specific ontologies). The occurrence of intellectual
property infringement is constantly on the rise, with corporate and academic
resources being particularly under threat. A significant part of corporate infor-
mation resources is non-confidential and expressed in the form of text and, hence,
it cannot be secured by using fingerprinting technologies, as information content
itself has intellectual value. In a world that is entirely based on knowledge,
intellectual property is contained in various scientific, expert and legal papers.
The growing number of incidents connected with the unlawful use of intellectual
property is related to increasing access to information. Factors that reinforce the
occurrence of such incidents are: constantly easier access to information technolo-
gies, free access to information resources stored in an electronic form, especially
on the Internet, as well as mechanisms enabling rapid search for information.
This is a global phenomenon and it also applies to the academic community
with regard to the most sensitive issue appropriation of scientific achievements
in all kinds of scientific publications. The existing solutions and systems pro-
tecting intellectual property are usually limited to searching for borrowings or
plagiarisms in specified (suspicious) documents in relation to documents stored
in internal repositories of text documents and, thus, their effectiveness is greatly
limited by the size of their repositories.

Detection of borrowings comprises local similarity analysis [25,26], text sim-
ilarity analysis and global similarity analysis [24,27]. Global similarity analysis
uses methods based on citation similarity as well as stylometry, that is, a method
of analyzing works of art in order to establish the statistical characteristics of
an authors style which helps to determine a works authorship. Text similar-
ity analysis is carried out by checking documents for verbatim text overlaps or
by establishing similarity through measuring the co-occurrence of sets of iden-
tical words/concepts (based on similarity measures characteristic of retrieval
systems). Systems used to detect borrowings differ in terms of the range of
sources they search through. These might be public Internet resources or corpo-
rate or internal databases; such systems may even use the retrieval systems data-
base indexes. An important attribute of the existing systems is their ability to
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properly determine borrowings/plagiarisms in relation to the real number and
rate of borrowings. A high level of system precision here means a small number
of false positives, whereas a high level of system recall means that it detects the
majority of borrowings/plagiarisms in an analyzed set of documents. The most
popular existing systems use knowledge representation structures and methods
that are characteristic of information retrieval systems processing information
for classification purposes at the level of words or strings, without extracting
concepts. Moreover, these systems use, as similarity indicators, criteria such as
the fact that a coefficient of similarity between documents understood as a set of
words appearing in compared documents exceeds several tens of percent and/or
the system has detected long identical text passages in a given work. A negative
answer from systems of this kind indicating the lack of borrowings in a given
document from documents stored in the above-mentioned repositories does not
mean that it does not contain borrowings from, for example, documents located
at a different Internet address.

The SeiPro2S (Semantically Enhanced Intellectual Property Protection Sys-
tem - SEIPro2S) [22] system was created by the author meets the above-mentioned
requirements. Obtained system has been designed to protect resources from the
unauthorized use of intellectual property, including its appropriations. The most
commonly known example of such treatment is plagiarism, which, as is well known,
infringes intellectual property and is based on misappropriation of another per-
son’s work or a portion thereof (other people’s creative elements) by hiding the
origins of that work. In the SeiPro2S system the author used a semantic network
as a knowledge representation structure because of its ability to accumulate all
the knowledge about the semantics of concepts, which makes it usable in sys-
tems that process natural language. It was inspired by works such as [3,13,17].
The most important principle of this system is that it will carry out a variety of
tasks aimed at protecting intellectual property. The resulting system is not closed
and uses both a local repository and all publicly available Internet resources. This
mechanism is shown in Fig. 3, whereas the systems architecture and functioning
is described in detail in [22]. This system uses a semantic network and follows
the so-called text-refinement procedure which is characteristic of the processing
of text documents. As part of this procedure it also uses mechanisms such as: text
segmentation, morphological analysis, eliminating words that do not carry infor-
mation, identifying multi-word concepts, disambiguating polysemic concepts. The
SeiPro2S system basic task is to determine whether a given text document con-
tains borrowings from other documents (both those stored in a local text docu-
ment repository and on the Internet).

Furthermore, a suspicious document which is analyzed for borrowings might
have undergone various stylistic transformations, which cause it to be regarded
by such systems as largely or completely different from other documents as far
as long and seemingly unique sentences are concerned. This stylistic transforma-
tions include such operation as shuffling, removing, inserting, or replacing words
or short phrases or even semantic word variation created by replacing words by
one of its synonyms, hyponyms, hypernyms, or even antonyms.
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For the above-mentioned reasons there is a need to construct such a mech-
anism protecting intellectual property contained in text information documents
which are expressed in a different way but which have the same information
value in semantic terms to be understood as identical or at least very similar.

Semantic compression was designed to handle certain situations, e.g. pla-
giarism detection in large corpora of documents. Soon afterwards the potential
was noticed to enhance the idea of semantic compression and to apply the tools
crafted for it to other tasks.

Thus, it became apparent that semantic compression can be a valuable tool
in tasks that are in the domain of Information Technology per se, where the chief
objective of any technology that can be defined as such, is to present a user with
a number of results that fit his or her personal search requirements.

Such a possibility is not straightforward when it comes to pure semantic
compression, which can be summarized as an effective technique for an
informed generalization of terms in a given context under additional
requirement of minimizing information loss.

The above summary underlines the need for the recognition of a correct con-
text of any given term. This is a difficult task that probably cannot be completed
in 100 % correctly without a sentient mind that would serves as a discriminator
equipped with knowledge on not only many of the possible term denotations, but
also on the cultural connotations that would allow to draw decisive conclusions.

Nevertheless, the author demonstrated that semantic compression achieves
good results when a number of prerequisites is met. The mechanism of semantic
compression was implemented in the Semantically Enhanced Intellectual Prop-
erty Protection System - SEIPro2S [22]. The most important features of semantic
compression mechanisms are:

– semantic compression was defined and presented as a technology that can find
its place in Natural Language Processing tasks

– the definition and implementation of frequency dictionaries that make seman-
tic compression possible in presence of ambiguity (defined as in [12] along with
algorithms supporting the proper choice of a hypernym in a given context [20]
(more information available in [5]))

– lossless refactoring of WordNet [15] into WiSENet so that experiments on
the quality of semantic compression are possible both in Polish and English
documents (introduced in [4])

– highly specialized Finite State Automaton that allows for the automation
of building rules allowing for the extraction of data that was not previously
defined in the semantic network [11]

– a collaborative approach using local semantic compression which is a spe-
cialization of its general case by taking into account frequencies of concepts
not in the global case but in the domain that a given document represents
(introduced in [6]).

As this work aims to summarize already invested effort and to introduce
a number of previously, unpublished results, its structure has to reflect the
already available artifacts. Thus, the introductory section is followed by a section
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concerning semantic compression and its domain-based variety. The following is
a section covering the details of a semantic network that is a base structure for
operations of semantic compression itself and its additional applications. Fol-
lowing this is a section devoted to the application of the semantic compression
to a semi-automated augmentation of itself through the selection of plausible
terms fitting pre-defined patterns. Later, further scenarios in which semantic
compression can be used are described along with its advantages as compared
to other solutions. The article is concluded with a summary section discussing
the obtained results and their quality.

2 Semantic Compression

As was explicitly rendered in the introduction, semantic compression is a tech-
nique that has to provide a more general term for the technique in question,
i.e. where a term exists in some context that decides on its meaning as seen
by a sentient mind. Therefore, when an algorithm has to compute a general-
ization of a given term it has to carefully choose the degree of generalization.
If the generalization is too broad there is considerable information loss. There
are cases when this can be a positive feature (as in clustering tasks [16]), but
when semantic compression is used to prepare a document for a human user (in
a human-readable form) this is not acceptable at all.

Historically, semantic compression was conceived in its global form and later,
due to the change in its application domain, it had to be adjusted by further
refinement of the generalization strategies. This section presents both varieties
along with data obtained from the experiments, thus demonstrating their effi-
ciency and effectiveness.

2.1 Global Semantic Compression

The idea of global semantic compression was introduced by the author in 2010
[5] as a method of improving text document matching techniques both in terms
of effectiveness and efficiency. Compression of text is achieved by employing
a semantic network and data on term frequencies (in the form of a frequency
dictionary). The least frequent terms are treated as unnecessary and are replaced
by more general terms (their hypernyms are stored in a semantic network). As
a result, the reduced number of terms can be used to represent a text document
without significant information loss, which is important from the perspective of
processing resources (especially in tasks that require the use of a vector space
model [1,8]).

Furthermore, a reduction in the number of terms helps in dealing with
linguistic phenomena, which are problematic in Natural Language Processing
[19]. The most commonly referenced phenomena of this type are polysemy and
synonymy [12]. When multiple terms used to describe the same or very simi-
lar concept occur relatively rarely, they can be replaced by one common, more
general, concept. Due to the employment of statistical analysis in the domain
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context, already mentioned frequency dictionaries are prepared and let the sys-
tem deal with polysemic concepts with less effort and a lower error rate than
solutions which do not employing such a technique.

As was stated earlier, the procedure of replacing more specific concepts with
more general concepts cannot cause significant loss of information. To exem-
plify this, let us consider a document that is devoted to some biological study.
A number of species is mentioned in Latin. Automatic categorization will cause
the Latin concepts to extend the vector describing the document, thus they will
complicate the whole process. The logical conclusion is that every Latin name
of some particular fish can be replaced by a fish concept. As a result, the whole
task is carried out with fewer resources and with no significant information loss.
Of course, this can only be applied to a specific corpus of documents where
these Latin names are rare, thus omissible. The choice of concepts for the gen-
eralization is domain-dependent. The data steering this process are in the above
mentioned domain frequency dictionaries.

In general, semantic compression enables Natural Language Processing tasks,
such as text matching, to operate on a concept level, rather than on a level of
individual terms. This can be achieved not only by gathering terms around their
common meanings (known from the synset based approach [15]), but also by
replacing longer phrases with their more compact forms.

The emphasized concept level allows to capture a common meaning
expressed with a different set of terms.

Let us demonstrate the idea by introducing some sentences that shall be
processed by semantic compression, so that they can be marked as vehicles for the
same message. Please note that this is not the result of an actual implementation
as it is heavily dependent on the structure and size of the employed semantic
network. Actual examples will be given later.

Sentence A. The life span of a cell depends upon the wear and tear on that
cell.

Sentence B. Cell’s lifetime reposes on accumulated damage.
Sentence A generalized. The period of time of a cell relies on damage on

that cell.
Sentence B generalized. Cell’s period of time relies on accumulated damage.

The generalizations demonstrated here artificially prepared, yet close to the
outputs provided by the SHAPD2 algorithm [23] that was designed by the
author. Apart from the fact that the generalization of concepts is not capable of
analyzing concept interdependencies and is not able to exchange some phrases
according to grammatical rules, they still allow us to make an informed guess
that these two differently worded sentences convey some common meaning.

It is worth recalling that semantic compression is a lossy type of compres-
sion; yet the loss of information is minimal if the least frequent concepts are
selected and are replaced by more general concepts, so their meaning remains as
similar to the original meaning as possible. The compression ratio can be tuned
easily by setting the number of concepts to be used to describe the text docu-
ments. Experiments that were conducted to measure the quality of the method
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in Natural Language Processing tasks showed, that the number of words can be
reduced to about 4,000 without a significant deterioration of the classification
results. The idea of a frequency-driven concept choice is shown in Fig. 1. The goal
here is to demonstrate how less general concepts (terms captured in a seman-
tic network) can be replaced by more general concepts. The actual algorithm is
given in the following subsection.

2.2 Algorithm for Semantic Compression

Let us assume that, initially, we are given a list ki of M key concepts, used to cre-
ate M-dimensional vectors representing the documents, and a target condition:
the desired number of key concepts is N (where N < M).

First of all, the total frequency of each concept f(ki) has to be computed
for all documents in the documents corpus. This is achieved by computing the
cumulated term frequency, i.e. by adding the sum of hyponyms frequencies to
the frequency of the hypernym. In the second step, incorporation of information
from the synonymy relation is carried out in which the synonym with the largest
cumulated frequency is chosen. Finally, the terms with the largest cumulative
frequency are selected. Moving upwards in the hierarchy, the cumulative con-
cept frequency is calculated by adding the sum of hyponyms’ frequencies to the
frequency of the hypernym: cumf(ki) = f(ki) +

∑
j cumf(kj), where ki is a

hypernym of kj - in pseudocode Algorithm 1. The cumulated frequencies are to
be sorted and the N concepts with top values are selected as target key concepts
(descriptor list) - see Algorithms 2 and 3.

Finally, the algorithm defines the compression mapping rules for the remain-
ing (M −N) words in order to handle every occurrence of kj as its hypernym ki

in further processing. If necessary (when a hypernym has not been selected as a
descriptor), the mapping rules can be nested.

This is essential as it allows to shorten individual vectors by replacing terms
with lower information capacity by their descriptors (refer to Fig. 1). The described
method of semantic compression results in a reduction of vector space dimensions
by (M −N). As an result, a part of the specific information, which is proportional
to the information capacity of concepts not selected as descriptors, is lost.

2.3 Global Semantic Compression Evaluation

It is now time to carefully describe a situation in which semantic compression can
be applied. Let us imagine that a document is an artifact to be matched against
a corpus of other documents. This can take place in a variety of occasions;
one of them is the intellectual property system (such as SEIPro2S). In order
to apply semantic compression it is postulated that the system is equipped in
various domain-specific corpora. These corpora let the system come up with
a set of word frequencies that is specific to some area of interest (medicine,
computer science, mathematics, astronomy, biology, etc.). To illustrate this, let
us consider the following scenario. When the system processes a document that is
a piece of news concerning recent advances in antibiotics research which has been
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Algorithm 1. Selection of a concept used to represent those generalized con-
cepts, followed by calculation of the cumulated concept instance frequency in
document corpus C

S(v) - set of synonyms for a concept v
V− vector of concepts stored in the semantic network
V ′− topologically sorted vector V
V ′′− reversed vector V ′

lv− number of occurrences of a concept v in corpus C
Hv− set of hypernyms for a concept v
//choosing representing synonym
max = 0
n = 0
sum = 0
for s ∈ S(v) do

sum = sum + ls
if ls > max then

max = ls
n = s

end if
end for
ln = sum
//calculating cumulated frequency for hypernymy
for v ∈ V ′′ do

p = card(Hv)
for h ∈ Hv do

lh = lh + lv
p

end for
end for

posted in some popular magazine, we can take advantage of the domain corpora.
Establishing a document domain is a simple task, that takes into account the
variety of tools provided by the NLP; yet it will allow us to undertake additional
steps.

When both the potential reader and the system are aware of the document
type we can use the semantic network to compress concepts. When we come
back to the scenario with the news concerning advances in antibiotics we can
safely assume that this is not a highly specialized article. Thus, any reference
to penicillin or ampicillin is a possible point where semantic compression can
be applied. The semantic network stores data on concepts and their mutual
relationships - a good semantic network will store data that will reflect the fact
that penicillin is a type of antibiotic, as is ampicillin.

The result of applying semantic compression is visible in shortening the global
vector by 3 elements (see Fig. 1). Instead of entries for an antibiotic, penicillin
and ampicillin, we can store just the first entry. Analogical actions should be
performed for concepts that are too specific in the context of the processed
document.
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Algorithm 2. Choosing N concepts in a domain-compressed semantic network
L - vector storing number of concept occurrences in document corpus C
L− vector L sorted in a descending order
f− number of occurrences of m-th concept in vector L′

for v ∈ L do
if lv ≥ f then

dv = v
else

dv = FMax(v)
end if

end for

Algorithm 3. FMax procedure - finding a descriptor for a hypernym with the
highest frequency

FMax(v):

max = 0
x = ∅
for h ∈ Hv do

if dh �= ∅ then
if ldh > max then

max = ldh
x = dh

end if
end if

end for
return x

The author devised an experiment to verify whether semantic compression
does indeed yield better results when applied to specific text-processing tasks
there was devised an experiment. The evaluation experiment was performed by
making a comparison of the clustering results for texts that were not semantically
compressed with those that were [10]. For the experiment was used a document
corpus consisting of documents coming from the following domains: business,
crime, culture, health, politics, sport, biology and astronomy.

In order to verify the results, all of the documents were initially labeled
manually with a category. All of the documents were written in English.

The clustering procedure was performed 8 times. The first run was done with-
out the semantic compression mechanism: all of the identified concepts (about
25000 - this is only about a fifth of all the concepts in the research material)
were included. Then the semantic compression algorithm was used to gradually
reduce the number of concepts; it started with 12000 and preceded with 10000,
8000, 6000, 4000, 2000 and 1000 concepts.

The classification results were evaluated by being compared with the labels
specified by the document editors: the ratio of correct classifications was calcu-
lated [1,9]. The outcome is presented in Tables 1 and 4. The loss of classification
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Fig. 1. Selection of N concepts with top cumulative frequencies

Table 1. Classification quality for two runs, the upper line denotes the results when
semantic compression was enabled

Clustering features 1000 900 800 700 600 Average

All concepts 94.78 % 92.50 % 93.22 % 91.78 % 91.44 % 92.11 %

12000 concepts 93.39 % 93.00 % 92.22 % 92.44 % 91.28 % 91.81 %

10000 concepts 93.78 % 93.50 % 93.17 % 92.56 % 91.28 % 92.23 %

8000 concepts 94.06 % 94.61 % 94.11 % 93.50 % 92.72 % 93.26 %

6000 concepts 95.39 % 94.67 % 94.17 % 94.28 % 93.67 % 93.95 %

4000 concepts 95.28 % 94.72 % 95.11 % 94.56 % 94.06 % 94.29 %

2000 concepts 95.56 % 95.11 % 94.61 % 93.89 % 93.06 % 93.96 %

1000 concepts 95.44 % 94.67 % 93.67 % 94.28 % 92.89 % 93.68 %

quality is virtually insignificant for a semantic compression strength which
reduces the number of concepts to 4000.

As was briefly remarked in an earlier section the conducted experiment indi-
cates that the semantic compression algorithm can be employed in classification
tasks to significantly reduce the number of concepts and the corresponding vec-
tor dimensions. As a result, tasks with extensive computational complexity are
performed more quickly.

A set of examples of semantically compressed text fragments (for 4000 chosen
concepts) is now given. Each compressed fragment is presented after the original
fragment.

1a The information from AgCam will provide useful data to agricultural produc-
ers in North Dakota and neighboring states, benefiting farmers and ranchers
and providing ways for them to protect the environment

1b information will provide adjective data adjective producer American state
adjective state benefit creator provide structure protect environment.
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Fig. 2. Classification quality for two runs, upper line denotes results when the semantic
compression was enabled

2a Researchers trying to restore vision damaged by disease have found promise
in a tiny implant that sows seeds of new cells in the eye. The diseases macular
degeneration and retinitis pigmentosa lay waste to photoreceptors, the cells
in the retina that turn light into electrical signals carried to the brain

2b researcher adjective restore vision damaged by-bid disease have found predict
tiny implant even-toed ungulate seed new cell eye disease macular degenera-
tion retinitis pigmentosa destroy photoreceptor cell retina change state light
electrical signal carry brain.

3a Together the two groups make up nearly 70 % of all flowering plants and
are part of a larger clade known as Pentapetalae, which means five petals.
Understanding how these plants are related is a large undertaking that could
help ecologists better understand which species are more vulnerable to envi-
ronmental factors such as climate change

3b together two group constitute percent group flowering plant part flowering
plant known means five leafage understanding plant related large undertak-
ing can help biologist better understand species more adjective environmen-
tal factor such climate change (Fig. 2).

Figure 3 presents the average evaluation results from two classification tasks.
The loss of classification quality is virtually insignificant for a semantic compres-
sion strength which reduces the number of concepts to 6000. Stronger semantic
compression and further reduction of the concept number entails a deterioration
of the classification quality (which can, however, be still acceptable).

The conducted experiment indicates that the semantic compression algo-
rithm can be employed in classification tasks in order to significantly reduce the
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Table 2. Evaluation of a classification with semantic compression task 1 (780
documents) results.

Clustering features 1000 900 800 700 600 Average

Without SC 93.46 % 90.90 % 91.92 % 92.69 % 89.49 % 91.69 %

12000 concepts 91.92 % 90.38 % 90.77 % 88.59 % 87.95 % 89.92 %

10000 concepts 93.08 % 89.62 % 91.67 % 90.51 % 90.90 % 91.15 %

8000 concepts 92.05 % 92.69 % 90.51 % 91.03 % 89.23 % 91.10 %

6000 concepts 91.79 % 90.77 % 90.90 % 89.74 % 91.03 % 90.85 %

4000 concepts 88.33 % 89.62 % 87.69 % 86.79 % 86.92 % 87.87 %

2000 concepts 86.54 % 87.18 % 85.77 % 85.13 % 84.74 % 85.87 %

1000 concepts 83.85 % 84.10 % 81.92 % 81.28 % 80.51 % 82.33 %

Table 3. Evaluation of a classification with semantic compression task 2 (900
documents) results.

Clustering features 1000 900 800 700 600 Average

Without SC 93.78 % 93.89 % 93.11 % 92.56 % 92.11 % 92.03 %

12000 concepts 93.00 % 94.00 % 94.00 % 91.33 % 90.78 % 91.49 %

10000 concepts 93.33 % 94.22 % 93.56 % 93.44 % 92.22 % 92.33 %

8000 concepts 92.78 % 93.22 % 94.22 % 93.33 % 90.89 % 91.79 %

6000 concepts 92.56 % 93.44 % 92.22 % 92.89 % 91.00 % 91.26 %

4000 concepts 92.00 % 92.44 % 91.22 % 90.89 % 90.22 % 90.03 %

2000 concepts 92.33 % 91.78 % 89.89 % 90.56 % 89.67 % 89.44 %

1000 concepts 92.00 % 92.00 % 88.33 % 87.11 % 83.78 % 86.90 %

number of concepts and the corresponding vector dimensions. As a result, tasks
with extensive computational complexity are performed faster (with linearithmic
complexity).

To summarize, semantic compression is more effective when a text domain is
identified and an appropriate domain frequency dictionary is used to perform the
process. It should be emphasized that the more compact the context frame is, the
better. Ideally, the context frame that decides about which frequency dictionary
should be used, should be coverage on a one-to-one basis with a single sentence.
Unfortunately, due to the previous observations, this is not possible.

2.4 Domain Based Semantic Compression

Global semantic compression combines data from two sources: the term frequen-
cies from the frequency dictionary and the concept hierarchy from the semantic
network. Usually one extensive semantic network is used for a given language
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Fig. 3. Experiments’ results of classification quality

(e.g. WiSENet [7] for English based on WordNet [15], SenecaNet for Polish [22])
and thus it is able to include linguistic knowledge covering multiple domains.

The varying characteristics based on the term frequency in some domain
have a crucial impact on functioning of the semantic compression’s algorithm,
as term frequencies are a decisive factor in identifying the least frequent terms
to be replaced by their hypernyms in a given domain.

In order to give an illustrative example we will consider a document originat-
ing from nature studies where the life of common rodents is discussed. On the
other hand, let us consider a document from Information Technology which is
focused on Human Computer Interfaces. Both documents have passages where
the concept mouse is to be found. Domain-based semantic compression allow to
generalize the concept mouse into two different less specific concepts, i.e. dif-
ferent concepts for every domain. In nature studies the concept mouse can be
generalized as a rodent while when dealing with the term in Information Technol-
ogy it can be regarded as an electronic device. Global semantic compression with
a low number of final output concepts, thus a high level of compression, would
choose the hypernym according to the overall frequency which might introduce
unnecessary chaos.

Further experiments conducted by the author confirmed, that natural lan-
guage tasks employing domain-based semantic compression yield better results
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Table 4. Classification quality using semantic compression with an enabled proper
names dictionary enabled

Clustering features 1000 900 800 700 600 Average

All concepts 94.78 % 92.50 % 93.22 % 91.78 % 91.44 % 92.11 %

12000 concepts 93.56 % 93.39 % 93.89 % 91.50 % 91.78 % 92.20 %

10000 concepts 95.72 % 94.78 % 93.89 % 91.61 % 92.17 % 93.08 %

8000 concepts 95.89 % 95.83 % 94.61 % 95.28 % 94.72 % 94.86 %

6000 concepts 96.94 % 96.11 % 96.28 % 96.17 % 95.06 % 95.77 %

4000 concepts 96.83 % 96.33 % 96.89 % 96.06 % 96.72 % 96.27 %

2000 concepts 97.06 % 96.28 % 95.83 % 96.11 % 95.56 % 95.83 %

1000 concepts 96.22 % 95.56 % 94.78 % 94.89 % 94.00 % 94.66 %

when its general form is used. As was exemplified, this is because domain fre-
quency dictionaries better reflect language characteristics.

Domain-based semantic compression is easily implementable with already
crafted artifacts as long as a certain procedure is applied to the processed text.
When the domain is established for a text fragment, a specific domain frequency
dictionary can be applied to perform local generalization by avoiding extreme
cases and touching concepts that are too general in the context of a given domain.
This differentiates domain-based semantic compression from global compression,
as the latter maximizes savings in terms of a possibly shortest length of a vector
that represents the processed documents. Yet, in the envisioned test application,
avoiding the introduction of unfamiliar (from the domain point of view) con-
cepts is an important advantage that is readily exploited for the benefit of the
interested users.

Thus, the proposed procedure was tested on a group of users in order to
verify applicability of Domain-Based Semantic Compression. This was done to
measure whether it increased the level of text comprehension. This measurement
cannot be done without a human user, due to the elusive nature of evaluating
the explored problem. As an outcome the author gathered feedback from users
participating in the experiment.

To summarize the results, it should be emphasized that the applying a locally
adjusted domain frequency dictionary improves readability and allows for exclu-
sion of generalized concepts that do not fit into the context. Additional comments
offered by the surveyed users contain the following remarks:

– domain-based semantic compression can better fit the text context and allow
for less misunderstandings

– it uses concepts that are less ambiguous, thus it allows for better understand-
ing of the text

– in many cases global semantic compression causes a generalized concept to
have a different meaning
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Fig. 4. Sample question from the user survey: the Polish version was used throughout
the experiments

– global semantic compression produces a text that is perceived as being unre-
lated and whose meaning is unclear

– global semantic compression introduces concepts there are outside of the
domain.

The performed experiment consisted of a set of four samples presented to
the participants. There were 32 participants in the experiment. The participants
that were surveyed had not received any training in the domains that were in the
samples presented to them. Every sample comprised 3 text fragments. The first
fragment was an unmodified text fragment taken from a corpus at random. The
only constraint that every fragment had to follow was that its domain should be
as unambiguous as possible. The chosen fragment was then transformed first by
domain-based semantic compression and second, it was transformed by global
semantic compression. The participant had to make a choice of whether he or
she preferred the first transformation or the second transformation. He or she
had to make a choice three more times and at the end share his or her opinions
on his or her decisions and the motivation behind them. The sample for Polish
is given in Fig. 4 and for English in Fig. 5. Please note that the experiment was
in Polish and these were solutions that were discussed in their initial form.

The whole experiment was conducted using the SenecaNet semantic network
and extensions derived from the project Morfologik [14] project. Inclusion of the
Morfologik dictionary allowed for automatic changes of declination and conju-
gation of the word forms. This is a difficult task for languages such as Polish
due to the large number of forms that are possible for every word (including
gender, person and grammatical aspect). Effort was made to achieve over 95.5 %
of correct transformations where every transformation was a two-phase process.
It is worth noting that for an error the author understands an error to be a
change from verb or adjective to noun. First, a concept was identified, then it
was checked whether it could be a candidate for generalization. Secondly, when a
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Fig. 5. Sample text from applying domain-based semantic compression on an English
corpus

concept was generalized, a proper form had to be applied in order to present user
performing an evaluation with a maximally uncluttered text fragment. Excerpts
from the survey and the transformed text are given for Polish and English.

3 Semantic Network as a Key Data Structure
for Semantic Compression

As was earlier emphasized, any reasonable text transformation that promises
informed choices when substituting one term for another one of a more general
nature that fits into the text’s domain must be based on a structure capable of
storing a variety of semantic relations.

A number of structures ranging from simple dictionaries through thesauruses
to ontologies were applied in these types of categories [21]. Out these the seman-
tic network was proven to be the best solution due to its outstanding features
coupled with a lack of unnecessary complexity.

The WiSENet is a semantic network that captures data from the WordNet
but these data are structured in a manner following that of the SenecaNet. The
features of the SenecaNet, WiSENet and the transformation procedure along
with a detailed discussion on various implementation details are given below.

3.1 SenecaNet Features and Structure

The SenecaNet is a semantic network that stores relations among concepts for
Polish. It stores over 156400 concepts, other features are listed in Table 5. This
was the first semantic network to be used in Semantic Compression.

It meets the requirements of a semantic network in every aspect. The concepts
are represented as a list. There is a specific format that allows for fast traversal
and a number of check-up optimizations that the SenecaNet implements. Each
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Table 5. Comparison of the WordNet and the SenecaNet semantic networks

Features WordNet SenecaNet

Concept count 155200 156400

Polysemic words 27000 22700

Synonyms 0 8330

Homonyms, hypernyms + +

Antonyms − +

Connotations + +

Unnamed relationship − +

entry is stored in a way that allows to reference connected concepts in an efficient
manner. Every entry from this list conveys information on the actual descriptor
to be found in the text as well as the hypernyms, synonyms, antonyms and
descriptors that are in an unnamed relation to the given descriptor.

There is an additional rule that every descriptor can occur exactly one time
on the leftmost part of the entry when the whole semantic network is considered.
This restriction introduces an extremely important feature, i.e. there can be no
cycles in a structure devised in this manner.

Each descriptor can have one or more hypernyms (a heterarchy as in [21]).
Each descriptor can have one or more synonyms. The synonyms are listed only
once on the right side of the entry, they do not occur on the leftmost part of
entry, as this is an additional anti-cycle guard.

An excerpt from the WiSENet format is given below in Table 6 to illustrate
the described content.

Table 6. Example of the SenecaNet notation

Barack Obama ← politician,#president(USA), #citizenof(USA), εNoun
car ← vehicle, &engine, εNoun
gigabyte ← computermemoryunit, &byte, εNoun
Real Madrid ← footballteam, @Madrid, εNoun
volume unit ← unitofmeasurement, @volume, εNoun
Jerusalem ← city, : PalestineAuthority, εNoun
Anoushka Shankar ← musician, #sitarist, #daughter(RaviShankar), εNoun
Hillary Clinton ← politician,#secretaryofstate(USA), #citizenof(USA), εNoun

For many applications the structure of semantic network is transparent, i.e. it
does not affect the tasks the net is applied to. Nevertheless, semantic compression
is much easier when the descriptors are represented by actual terms and when
their variants are stored as synonyms.
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Algorithm 4. Algorithm for the WordNet to the SenecaNet format (WiSENet)
transformation

WN - WordNet, as a list of synsets identified by descriptors d
S - synset, containing multiple lemmas l
F [l] - number of synsets containing lemma l
SN - output WiSENet structure
for all (d, S) ∈WN do

for all l ∈ S do
F [l] + +

end for
end for
for all (d, S) ∈WN do

parse lemma from synset descriptor
l = split(d, ”.”)[0]
if F [l] = 1 then

lemma can be used as synset descriptor
d = l

else
for all l ∈ S do

if F [l] = 1 then
d = l
exit

end if
end for

end if
SN [d] = S

end for

3.2 WordNet to SenecaNet Conversion

When faced with the implementation of semantic compression for English one
has to use a solution that has similar capabilities as those on SenecaNet. Building
up a new semantic network for English is a great task that would surpass the
author’s capabilities, thus he turned to existing solutions. The WordNet proved
to be an excellent resource, as it was applied by numerous research teams to a
great number of tasks which yielded good results.

The author had to confront the challenge of converting a synset-oriented
structure into new semantic network without cycles operating on the descriptors
in order to be recognized as actual concepts in the processed text fragments. An
algorithm to accomplish this has been devised. It operates on sets by taking into
account data on every lemma stored in a given synset and synsets (therefore
their lemmas) that are hypernyms to the processed synset.

The synset is understood as a group of concepts that have similar meaning.
Under close scrutiny many concepts gathered in one synset fail to be perfect
synonyms to each other. They share a common sense, yet the degree to which
they do varies. A lemma is any member of the synset; it can be a single concept
or a group of concepts representing some phrase [15].
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Before the algorithm is given, an example of a naive approach to the problem
is demonstrated. This shall enable the reader to follow the process of a semantic
network transformation in greater detail and with less effort.

In order to avoid graph cycles in the target structure, the author needed to
modify the way one chooses terms to describe a synset. The best situation is
when a lemma contained in a synset descriptor belongs only to that synset, i.e.
the lemma itself is a unique synset descriptor. In other situations the author
tried to find another lemma from the same synset which would satisfies the
condition. The experiments proved that this produces the desired networks, but
cannot satisfy the criterion for a lack of losses during the transformation. The
obtained semantic network consisted of only 25000 terms serving as concepts,
where a total of 86000 noun synsets were processed. Eventually, a “synthetic”
synset descriptor was developed. The introduction of synthetic descriptors is
not contrary to the author’s ambitions to convert the WordNet into WiSENet
in a lossless manner along with using actual concepts as concept descriptors.
Synthetic descriptors are always the result of untangling of some cycle, thus, they
can always be outputted as actual concepts to be found in the processed text.

Please refer to Figs. 6 and 7 to see a visualization of this process. Please
notice that the term “approximation” is contained in several synsets: thus, it
fails as a concept descriptor (see Fig. 6). One can easily observe that the term
“bringing close together” occurs exactly once, thus it can replace the synthetic
descriptor “approximation.n.04”.

All of this is gathered in Tables 7 and 8.

Table 7. Companion table for Fig. 6

Synset Terms Parent synset

change of integrity change of integrity change.n.03

joining.n.01 joining, connection, connection change of integrity

approximation.n.04 approximation, bringing close together joining.n.01

approximation.n.03 approximation version.n.01

approximation.n.02 approximation similarity.n.01

estimate.n.01 estimate, estimation, approximation, idea calculation.n.02

In order to remedy the issues as detailed above, the procedure to transform
the WordNet structure efficiently is given below. For a pseudocode description
please refer to the listing in Algorithm4.

The first step of the procedure is to build a frequency dictionary (F) for
lemmas by counting the synsets containing a given lemma. The algorithm loops
through all of the synsets in WordNet (WN), and all the lemmas in the synsets
(S) and counts every lemma occurrence. In the second step it picks a descriptor
(possibly a lemma) for every synset. Next, it begins checking whether a synset
descriptor (d) contains a satisfactory lemma. After splitting the descriptor (the
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Table 8. Companion table for Fig. 7

Term Parents

change of integrity change.n.03

approximation bringing close together,

approximation.n.02, estimate.n.01, approximation.n.03

approximation.n.02 similarity.n.01

approximation.n.03 version.n.01

bringing close together joining

joining change of integrity

estimate.n.01 calculation.n.02

estimate estimate.n.02, estimate.n.01, estimate.n.05,

appraisal.n.02, estimate.n.04, compute, count on

Fig. 6. WordNet synset description

partition point is the first dot in the synset description) and taking the first
element of the resulting list the algorithm examines, whether such a lemma
occurs exactly once throughout all of the synsets - if the answer is positive then
it can be used as a new synset descriptor. If it is not, it loops through the lemmas
from the examined synset and checks if there is any unique lemma which can be
utilized as a descriptor. In case no unique lemma is found, a genuine WordNet
descriptor is used.

4 Applications

One of the most important applications where Semantic Compression can be
used is the semi-automated expansion of itself. Another preparation, presented
as a viability test of Domain-Based Semantic Compression are generalized doc-
uments presented in a human-readable form and in a way that correlates with
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Fig. 7. Concepts description in SenecaNet format

the user’s preferences and his/her knowledge of a given domain. There are other
applications that will be discussed briefly in the summarizing section of this
work.

4.1 Semantic Network Expansion

Exhaustive experiments led to the conclusion that there have to be seed data
in order to capture potential unknown concepts. Seed data are understood as
a number of concepts fitting into a given rule slot. The key challenge was the
bootstrapping nature of all the experiments. One wants a more exhaustive model,
and there is no easy way to sidestep the investment of time and effort into this
task. Ideally, one could use a fairly large body of skilled specialists that would
extended WiSENet by including data stored in various resources. Unfortunately,
the author could not afford to do this, thus the methods that have been devised
strive for maximum output with minimum input. This can be true even if the
minimum input in some cases can be as much as 40000 of specific proper name
concepts used as seed data.

4.2 Algorithm for Matching Rules

All of the operations are performed with WiSENet as the structure containing
the necessary concepts. The first important step in the algorithm is a procedure
that unwinds the rule into all of the hyponyms stored inside the network. This
operation can be a considerable cost in terms of execution as it has to traverse
all possible routes from a chosen concept to the terminal nodes in the network.
After completion a list of rules is obtained, listing every possible permutation of
the concepts from the semantic network. To shorten the processing time, one can
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specify the number of levels that procedure shall descend in during its course of
execution.

The next phase of the algorithm is to step through the textual data in order to
find matches on the computed rules. The stepping through is done by employing
a bag of concepts algorithm. The bag of concepts was implemented as a Finite
State Automaton with advanced methods for triggering desired actions (automa-
ton working as a transducer). The transducer allows the SenecaNet network to
become of a comparable size and performance quality as the WordNet which
carries out NLP tasks. In addition, through the use of an unnamed relation-
ship in SenecaNet, the quality of the mechanism finding the proper meaning of
ambiguous terms increased. The tasks being carried out by the SeiPro2S system
for English are made possible through the adoption of WordNet and by having
it adjusted to already existing tools crafted for SEIPro2S. At any state it checks
whether any of the rules to be matched is completed. The automated method of
expansion of new concepts and new lexical relationships in the SenecaNet net-
work uses a specially constructed transducer. A discussion covering the details
of transducer implementation is beyond the scope of this article. Nevertheless, it
can be visualized as a frame passing through the textual data. With every shift
towards the end of text fragment, concepts inside the frame are used to check
whether they trigger any of the rules obtained in the first phase. The size of the
bag is chosen by the researcher, yet the performed experiments show that the
best results are obtained for a bag sized 8–12 when the rules are 2–5 concepts
long.

The bag of concepts algorithm is a good idea, as it tolerates mixins and
concept order permutations. All matchings are performed after the initial text
processing phase has been performed. The text processing phase (also called the
text refinement procedure) consists of well-known procedures such as applying a
stop list and term normalization.

A mixin is in this case a passage of text that serves some purpose to original
text, yet it separates two or more concepts that exist in one of the computed
rules.

Consider the following examples:

Rule - disease (all hyponyms), therapy (all hyponyms)

Match in: chemotherapy drug finish off remaining cancer
Matched concepts: therapy -> chemotherapy, disease -> cancer
Mixin: drug finish off remaining

Match in: gene therapy development lymphoma say woods
Matched concepts: therapy -> gene therapy, disease -> lymphoma
Mixin: development

Match in: cancer by-bid using surgery chemotherapy
Matched concepts: therapy -> chemotherapy, disease -> cancer
Mixin: by-bid using surgery
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The examples are taken from one of the experiments performed with a biology
corpus. It can be observed that the bag of concepts performs well in various cases,
as it handles long mixins and concept permutation. An additional observation
should be made that concepts which were hyponyms to those in the original
example rule were matched (as was referenced earlier).

All the experiments that were performed took into account the possibility
of matching more than a single rule. Thus, a mechanism for triggering a set of
rules was devised and was signaled earlier along with the bag of concepts.

The procedure of matching rules holds internal registers which store rules
that are actively valid with a given bag of concepts. To give an example, please
consider a set of three rules:

rule 1: university, city (all hyponyms)
rule 2: university, city (all hyponyms), country (all hyponyms)
rule 3: person (all hyponyms), academic.

A given exemplary text fragment: A team of chemists led by chemistry pro-
fessor David Giedroc from Indiana University (in Bloomington, USA) described
a previously unknown function of a protein they now know is responsible for
protecting a major bacterial pathogen from toxic levels of copper. Co-author with
Giedroc on the paper is professor Michael J. Maroney of the University of Massa-
chusetts. The results were published Jan. 27 in Nature Chemical Biology.

The procedure will match and matches previously defined rules:

rule number 1 with university → university, Bloomington → city, newconcept:
Indiana University in Bloomington

rule number 2 with university → university, Bloomington → city, USA →
country, newconcept: Indiana University in Bloomington

rule number 3 with David → first name, professor → academic, newconcept:
David Giedroc = professor(Indiana University, University in Bloomington)

rule number 3 with Michael → first name, professor → academic, newconcept:
Michael J. Maroney = professor(University of Massachusetts).

When a complete rule or its part is mapped, it is presented to the user to accept
the match or reject it. The user can decide whether he or she is interested in total
matches all partial matches. When the bag of concepts drops earlier concepts
and is filled with new concepts, the rules that were not matched are dropped
from the register of valid rules. The whole process of matching rules is presented
in Fig. 8.

The algorithm in pseudocode is presented in listing 5.

4.3 Experiment with Semantic Compression Based Pattern
Matching

The devised algorithm was used to perform an experiment on biology-related
data. The test corpus consisted of 2589 documents. The total number of words
in the documents was over 9 million. The essential purpose of the experiment
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Algorithm 5. Algorithm for matching rules using WiSENet and bag of concepts
SN − Semantic Network
R− semantic relation pattern
BAG− currently active bag of concepts
Rule− set of processed rules

//attach rule triggers to concepts in semantic network
mapRulesToSemNet(SN, R[])
for all Rule ∈ R do

for all Word, Relations ∈ Rule do
N = getNeighbourhood(SN, Word, Relations)
for all Word ∈ N do

createRuleTrigger(SN, Word, Rule)
end for

end for
end for
//text processing: tokenization, phrases, stop list

T = analyzeText(Input)
for all Word ∈ T do

if count(BAG) = size(BAG) then
//first, deactivate rules hits for a word
//that drops out from bag of words
oldWordpop(Bag)

end if
for all Rule ∈ getTriggers(SN, oldWord) do

unhit(Rule, Word)
push(Bag, Word)
for all Rule ∈ getTriggers(SN, Word) do

//take all relevant rules and activate word hit
hit(Rule, Word)
if hitCount(Rule) = hitRequired(Rule) then

//report bag of words when hits reaches required number
report(Rule, Bag)

end if
end for

end for
end for

was to find specialists and their affiliations. This converges with the motivating
scenario, as WiSENet was enriched by specialists (and their fields of interest),
universities, institutes and research centers. The experiment used the following
rules:

rule 1 first name (all hyponyms), professor (all hyponyms), university (all hyp-
onyms)

rule 2 first name (all hyponyms), professor (all hyponyms), institute (all hypo-
nyms)
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Fig. 8. Process of matching rules from the example.

rule 3 first name (all hyponyms), professor (all hyponyms), research center (all
hyponyms)

rule 4 first name (all hyponyms), professor (all hyponyms), department (all
hyponyms)

rule 5 firstname(allhyponyms),professor(allhyponyms),college(allhyponyms).

The size of the bag of concepts was set at 8 elements. Additionally, all rules
were to match exactly all of the concepts.

Out of 1326 documents where a concept “professor” was found, the prepared
rules matched 445 text fragments. This gives a recall rate of 33.56 %. Precision
of results was 84.56 %. This level was found to be very satisfactory, especially
when taking into account that, due to the algorithm, there can be duplicates of
matched text fragments (due to the multiple triggering of rules inside the current
bag of concepts).

In addition, the experiment resulted in 471 concepts that were previously
unknown to WiSENet. The context and type of rules that matched the text
fragments led to extremely efficient updates of the semantic network.

Table 9 demonstrates the sample results from the experiment. Please note
that a match on its own does not discover new concepts. The rules present
potential fragments that with high likelihood, contain new concepts that can be
included into the semantic network.
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Table 9. Sample results of experiments with rules based on the WiSENet on a corpus
of biology-related documents. The discovered concepts are written under the matches.
Multiple activated rules were omitted.

Text fragment Match/discovered concept Rule

Explain senior author Douglas Smith
Md professor department
neurosurgery director

Douglas professor department 5

Douglas Smith

Feb proceedings national academy of
sciences researcher University of
Illinois entomology professor
Charles Whitfield postdoctoral

University of Illinois professor Charles 1

Charles Whitfield

Design function biological network
she-bop visiting professor Harvard
University Robert Dicke fellow
visiting

Professor Harvard University Robert 1

Robert Dicke

Modify bacteria Thomas Wood
professor –Artie– –McFerrin–
department chemical engineering
have

Thomas professor department 5

Thomas Wood

Matthew –Meyerson– professor
pathology Dana –Farber– cancer
institute senior associate

Matthew professor institute 2

Matthew Meyerson

An assistant professor medical
oncology Dana –Farber– cancer
institute researcher broad assistant

Professor Dana institute 2

Dana Farber

Vacuole David Russell professor
molecular microbiology –Cornell’s–
college veterinary medicine
colleague

David professor college 4

David Russell

5 Conclusions

Research efforts on developing and extending semantic compression and its appli-
cations can be considered as valuable. What is more, the article presents a variety
of new research artifacts such as:
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– formulation of the notion of semantic compression
– rules for the preparation of frequency dictionaries
– the bag of concepts algorithm
– the system for domain-based semantic compression
– transforming the English semantic network WordNet into a SenecaNet format

(WiSENet)
– the algorithm for pattern matching with semantic compression
– the automaton of pattern matching.

All of the above achievements were used in a number of experiments that
tested various characteristics. It was proven that the clustering of documents
that underwent semantic compression was more efficient than the same procedure
on a corpus of uncompressed data. The increase on efficiency for already good
results (the average was 92.11 %) amounted to an additional 4.16 %).

What is more, domain-based semantic compression tested as a live sys-
tem with active participants demonstrated that semantic compression aided by
resources such as Morfologik proved to satisfactory with its results to users.

Semantic compression-based patterns are an interesting option for the
retrieval of concepts that were previously unknown to a semantic network. What
is more, the syntax of the patterns is straightforward, and possibly anyone under-
standing the idea of a less or more general concept can use it to design, own
patterns that can be fed into the pattern matching system.
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Abstract. Cloning can greatly enhance the performance of networked
systems thatmakeuse ofmobile agents topatrol or service thenodeswithin.
Uncontrolled cloning can however lead to generation of a large number of
such agents which may affect the network performance adversely. Several
attempts to control a population of homogeneous agents and their clones
have been made. This paper describes an on-demand population control
mechanism for a heterogeneous set of mobile agents along with an under-
lying application for their deployment as service providers in a networked
robotic system. The mobile agents stigmergically sense and estimate the
network conditions from within a node and control their own cloning rates.
These agents also use a novel concept called the Cloning Resource which
controls their cloning behaviour. The results, obtained from both simula-
tion and emulation presented herein, portray the effectiveness of deploying
this mechanism in both static and dynamic networks.

Keywords: Mobile agents · Cloning · Population control · Cloning
resource · Typhon

1 Introduction

Mobile agents are programs that can act autonomously and also carry their
execution state and data as they migrate. This makes them ideal candidates
for transferring and also embedding intelligence in distributed systems. These
agents have been used in network management, monitoring, routing and load
balancing [1–6] and also in variety of other applications including information
retrieval, robotics, etc. [7–10].

Mobile agents have been used for patrolling [11,12] the nodes of a network.
These agents attempt to visit the nodes at some regular intervals and provide
the service they carry. With all agents carrying the same service (homogeneous),
the kind of patrolling addressed by most researchers is merely a mechanism to
c© Springer-Verlag Berlin Heidelberg 2014
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ensure that any one of the agents visits each of the nodes at uniform intervals.
The mechanisms cited by Chu et al. [11] assume that a node once visited will
never require nor regenerate a request for the service of an agent for a specific
period of time till its turn to be visited again. Nodes get serviced by the agents in
a round-robin like manner. Thus if a node which has just been visited, generates
a request for a service once again, it will have to wait for its turn which will
occur only when all other nodes have been serviced. The patrolling mechanisms
suggested in [11] and by Sempé and Drogoul [12] do not seem to take care of on-
demand servicing. Active patrolling would mean satisfying requests generated by
nodes within a network as quickly as possible, irrespective of whether they were
serviced in the recent past. Patrolling in the real-world means moving around in
a manner so as to provide attention to both, recently visited and not-recently
visited locations within an area alike based on the urgency of the situation at
that location. Godfrey and Nair [13] have proposed an architecture for a multi-
robot networked system which uses mobile agents to provide services to robots
in a round robin manner. The robotic nodes communicate with each other over
a wireless communication link. Each robotic node provides a software framework
for hosting and enabling mobile agents to arrive from or migrate to another such
node. The mobile agents carry a service as their payload and provide them to a
robotic node whenever they reach a node that has requested for the same. The
term service is used to generically denote what the agent carries as payload. This
could be for instance the source code for a robotic task, rules or information.

In order to support active patrolling, Godfrey and Nair [14] have described a
mechanism termed PherCon, which combines both the Pheromone and Consci-
entious strategies to achieve agent migration towards the requesting nodes. All
robotic nodes forming the network are capable of diffusing virtual pheromones
[15] as and when a service is required. These pheromones tend to attract the
relevant mobile agents within the network towards the Robotic node Requesting
a Service (RRS). The RRS pro-actively diffuses pheromones to its neighbouring
nodes which in their turn diffuse them at lower concentrations to their neighbours
thus generating a pheromone concentration gradient network across the RRS
[14]. The mobile agents each carrying different services (or code for the tasks)
patrol the network in a conscientious [16] manner avoiding visits to recently vis-
ited nodes. When they hit upon a pheromone trail at a node, they switch to
pheromone tracking and follow the shortest path along the pheromone concen-
tration gradient to eventually reach and service the RRS. Such an active form of
patrolling serves to avoid longer waiting times on part of those nodes which have
been visited recently but have generated their request immediately after a visit
by the relevant mobile agent. The model is well suited for applications that make
use of heterogeneous mobile agents wherein every agent carries a different set of
services as its payload. Figure 1 depicts the structure of the pheromone. The first
field contains the RRS ID that initially generates the pheromone. The second
field contains the requested service type. The concentration and life-time occupy
the third and fourth fields while the last one points to the previous node. Godfrey
and Nair [17] have also shown how localized cloning within the pheromone
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Fig. 1. Structure of the virtual pheromone [14]

gradient can decrease RRS service times. Localized cloning however yields only
marginal effects. In order to effectively patrol and provide on-demand services
in a networked scenario using heterogeneous mobile agents, cloning needs to be
performed by every agent based on its demand. Agents whose services (pay-
loads) are more often requested should clone proportionately so as to provide a
quicker service. With the build-up of more clones within a network, the service
times are bound to fall but not for long. A large number of clones can clutter
the network increasing migration times and thus deteriorating the performance
of the system.

In scenarios as in [14] where the nodes (RRSs) asynchronously generate
requests for a service, the waiting times can be further decreased if the mobile
agents populating the network are made to clone proportionate to their demand
within the network. Cloning a mobile agent carrying a certain task as its payload,
in large numbers based on its utility may theoretically decrease waiting times of
those nodes that request this specific task. However in practice, this may not be
a viable alternative since the network may have several nodes requesting differ-
ent tasks. If all the pertinent agents were to clone in large numbers at the same
time, they would quickly clutter and choke up the system. Cloning thus needs
to be carried out judiciously based on the network conditions and also demand
(number of nodes requesting a service or RRSs). Mobile agents need to also
back-off and die in case of choke-ups. Decisions on whether to or not to clone
or to back-off have to be made autonomously by the agent and not in consulta-
tion with others. Mobile agents in real-world application scenarios such as the
robotic network described in [13] will need to make a decision on whether to or
not to clone by sensing the active medium they migrate through, in a stigmergic
manner [18]. In this paper we describe a method by which the mobile agents,
populating and migrating within the robotic network as in [14,17], unilaterally
approximate the status of the network and judiciously decide the extent to which
they need to clone. This paper extends our previous work [19] and describes an
attempt to design an adaptive, on-demand cloning controller for controlling a
population of a heterogeneous set of mobile agents in both static and dynamic
networks.

2 Motivation and Related Work

Mobile agents share all characteristics of their static counterparts but stand apart
in their capability to migrate and clone autonomously. The concept of cloning
featured in mobile agents helps increase their population and indirectly allows
for parallel operation and information transfer across a network. It can also
aid in the upward scalability of a distributed system. Cloning can thus make
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a large impact in the performance of mobile agent based applications. Glitho
et al. [20] discuss a mobile agent based approach that outperforms traditional
client-server based architectures in a multi-party event scheduling problem. The
authors argue that if the number of agents is increased it would reduce the
response time and enhance performance. Such an increase in number of agents
could be made inherent to the system by using the concept of cloning. In grid
computing scenarios too, mobile agents could increase their numbers by cloning
to find the requested resource at a faster pace. Jin et al. [21] have proposed a
routing model for grid computing using mobile agents. They have used two types
of agents to collect and update the dynamic changes in the routing information
coupled with a naive form of cloning to boost performance. Hamza et al. [22]
describe the use of mobile agents in the domain of cloud computing for discovery
of web services. Cloning, if used in their model, could expand the search area
leading to faster discovery of services. Various other application domains such
as agent based data-mining [23], distributed information management [2], Inter-
net based e-commerce [6], monitoring and routing the networks [3] can greatly
benefit if cloning of mobile agents is used.

Having multiple copies of an agent can not only enable parallel execution but
can also provide fault-tolerance, thus increasing both robustness and efficiency of
the system. The down side is that an increased population of mobile agents may
result in higher network resource utilization which in turn may deteriorate the
performance of the system. While on one side increasing the population of agents
using cloning increases its performance, uncontrolled cloning can flip the same
and cause the network to become overcrowded. To substantiate such a claim,
we performed experiments using a 200-node connected network. The network
capacity or the maximum number of agents that the network could accommodate
was varied from 0 to 1200. As a performance measure, we recorded the number
of Step-Counts required to service 100 RRSs. The agents were allowed to clone
to maximize their performance.

Figure 2 shows the graph depicting the nature by which the number of Step-
Counts (time) required to service 100 RRSs decreases initially with increasing
number of agents (including their clones) and then increases due to cluttering
within the network. It can be observed that when the dots, that indicate the
Step-Counts, are connected the resulting curve seems to be parabolic in nature.
Ideally, the value of the number of agents in the network should coincide with
that at the vertex of the parabola for the fastest possible service. Thus it can be
inferred that in practice one should ensure that the number of agents (including
clones) should always lie to the left of the axis of this parabola. The graph
therefore endorses the imperative need for controlled cloning so as to ensure that
the total number of agents including clones populating the network remains high
while also providing minimal service times. In scenarios where heterogeneous
mobile agents populate the network, it is essential that the total number of such
agents remain optimal so as to provide low RRSs service times and also that the
agents clone proportionate to their demand. The mechanism should therefore
facilitate the depletion of agents that are no more in demand thereby giving
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Fig. 2. Graph depicting the Step-Counts required to service 100 RRSs without any
control on cloning

way to other in-demand agents while also maintaining the net population at
an optimal value that does not cause cluttering or severe network contention.
Hence, a controlled, adaptive and demand based cloning can ensure that the
performance remains well near the achievable optimum. The work described
in this paper augments the PherCon [14] migration strategy to achieve lower
waiting times to service a node in a network populated by heterogeneous agents.

Suzuki et al. [24,25] have addressed the control of a population of mobile
agents in dynamic networks. Their mechanism is based on the popular ecological
model which assumes that the population of a single species converges to a
number in proportion to the amount of food available in its environment. Every
node in their network generates food at regular intervals in proportion to the
number of its links to other nodes. An agent migrates to a node, consumes
the food within the node and clones in proportion to the excess food it cannot
consume. An agent which does not get food starves and thus is eliminated. Two
algorithms have been cited - one in which an agent is provided with the actual
number of links in a vertex and the other wherein the agent makes an estimate
of the link density. The latter algorithm proves to be a useful aid in calculating
the food to be generated in case of dynamic networks where the nodes are mobile
causing a change in topology and hence the links. Ma et al. [26] and Golebiewski
et al. [27] describe algorithms that use a mobile agent population control protocol
wherein each node keeps at most one copy of an agent. If there is a single agent
in a node then a new agent is born with a certain probability p, computed based
on the fraction of target nodes. In this case, the agents make use of a random
migration policy. Another mechanism for population control of agents within
the Internet described in [28] uses three types of entities - a node, an executor
agent and a controller agent. Each of these agents has some energy which gets
consumed as it performs its respective tasks. When the energy level falls below
a certain threshold, the agent requests for more energy from its controller. If the
latter does not respond immediately, the agent becomes an orphan and is thus
removed from the network. This protocol is complex in terms of inter-entity
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communications and the control is not fully decentralized. There is a heavy
dependency on the controller agent whose failure would mean the same for the
entire system. A biologically inspired mechanism for a homogeneous mobile agent
patrolling system has been suggested by Amin et al. [29] using pheromones. An
agent that visits a node lays pheromone which is volatile in nature. Based on the
amount of pheromone an inter-arrival time of an agent at a node is calculated
by the agent that has just reached this node. This inter-arrival time is used to
estimate the frequency of visits made by an agent to this node. If this time is
higher than a certain threshold, the agent assumes that there are lesser number
of agents in the network and thus clones to cope up with the situation at hand.
On the contrary if it finds this value below another threshold the agent kills
itself assuming it to be redundant. If the number of visits is in between these
two thresholds the agent merely migrates to a neighbouring node. Bakhouya and
Gaber [30] focus on the dynamic regulation of the mobile agent population in
a distributed system inspired by concepts from the biological immune system.
They embed three basic behaviors onto the mobile agents viz. cloning, moving
and killing and attribute them to three different antibodies, each suppressing or
stimulating the other. The behaviour to be chosen depends on the inter-arrival
time of the agents at a particular node, similar to what has been suggested by
Amin et al. [29], which in turn controls the agent population.

All the mechanisms cited so far support population control of a homogeneous
set of mobile agents and are inherently suited for a regular patrolling problem
where the inter-arrival times between visits made by the same type of agent are
to be kept a constant or a minimum. Further in all these mechanisms the maxi-
mum number of agents is a factor of the total number of nodes in the network
which needs to be known a priori. These mechanisms are thus neither scalable
for different types of agents nor adaptive in terms of their manner of controlling
the agent population. Instead they merely try to ensure that the existence of a
certain number of agents of the same type (homogeneous) will not clutter the
network and thus avoid network contention. For instance, if each agent were to
take an opinion (such as stimulations or suppressions as mentioned in [30]) from
other agent peers, this additional communication would cause further overheads
on the network. With a large number of such agents communicating and trans-
acting stimulations and suppressions to one another, as suggested by Farmer
et al. [31], progress of their movement towards the respective RRSs would be
greatly retarded.

In the next section, we discuss the architecture of the proposed cloning con-
troller and the inherent mechanism to regulate a heterogenous population of
mobile agents and their clones.

3 The Proposed Cloning Controller

We describe herein, a cloning control mechanism suited for active patrolling
which is both scalable and adaptive in nature. Cloning is controlled egocentrically
by each mobile agent without imposing any overheads for communicating with
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other mobile agents across the network, thus making the mechanism well suited
for distributed systems. There is no centralized mechanism to serve information
of any kind to these agents.

3.1 Architecture of Cloning Controller

Figure 3(a) depicts the composition of the cloning controller residing within each
node. Each node in the network has a queue into which all the mobile agents
hosted by it are lined up before migrating to another node. Thus mobile agents
migrate from the intra-node queue of one node to that of a neighbour. If the
node is an RRS, and the incoming agent has the requested service then the
same is downloaded onto the node before the agent enters the queue for onward
migration to a neighbouring node. Apart from the service or code for a task, the
mobile agents carry within themselves a record of their current life-time, cloning
resource and the number of rewards received. These concepts have been dealt
within subsequent sections.

A Queue-Manager controls the intra-node queue. The De-queue (DQ) Con-
troller within this manager performs the job of handshaking with a node in its
immediate neighbourhood by sending a request for the migration of an agent
within its associated intra-node queue to the next node via REQDQ. It receives
the acknowledgement from its peer in the other node via ACKDQ. The En-queue
(NQ) Controller performs the task complementary to the De-queue Controller
and caters to requests for migration of an agent residing in another node into its
intra-node queue using REQNQ and ACKNQ in a similar fashion. Migrations are
performed only if the queue in the next node has a vacant slot. The Life-time
Monitor cum Queue-Compactor unit ensures that the life-times of each of the
agents within the queue are decremented in each step and the queue is compacted
as and when an agent dies within the queue. The agent reads the Cloning Pres-
sure, ρ, from the Cloning Pressure Register resident within the Queue-Manager.
The cloning pressure is calculated based on the number of agents populating
the intra-node queue and has been dealt with in a subsequent section on the
dynamics of the controller.

3.2 Stigmergic Sensing

Stigmergy is a form of indirect communication wherein the entities of a system
communicate amongst each other through their environment [18]. This type of
communication is prevalent in social insects such as ants, wasps, honey bees,
etc. [32]. In this work, the mobile agents form the entities while the nodes in
the network makes up the environment. Whenever an agent lands on a node,
it provides its services to the node if the latter has generated a request for the
same. The agent is then queued in the intra-node queue present at this node
and made to wait for its turn to migrate to the next robotic node. A higher
number of agents in this queue essentially means more waiting times within it and
also that node to node migrations have been taking more time. Such increased
migration times convey a cluttered network condition. Likewise, a lesser number
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Fig. 3. (a) Architecture of the Cloning Controller (b) The Cloning Control Mechanism
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of agents within the queue means less number of the agents populating the
network. The intra-node queue form part of the environment of the agent and
indirectly conveys the current status of the network. By examining this queue,
a mobile agent thus stigmergically senses the current network condition based
on the number of agents, and clones proportionately.

Figure 3(b) shows the mechanism behind the stigmergic cloning control.
A queue threshold (QTh) determines the maximum number of agents allowed in
the intra-node queue. The basic objective is to ensure that this queue is mod-
erately filled so as to achieve quicker migrations and hence faster service for all
the RRSs. Agent migrations can be realized only if there is a vacancy in the
intra-node queue of the destination node; else the agent needs to wait within the
queue of the current node while also expending its life-time. If we assume that
cloning by agents causes their numbers to increase to a level that there are no
empty slots within any of the intra-node queues in the network, then no agent
will be in a position to migrate. This will mean that the network is choked-up.
Only when some of the mobile agents within the intra-node queues die out due
to their decreasing life-times, will other agents with higher-life times be able
to migrate to vacancies created by their dead counterparts in other intra-node
queues. Thus, the agents need to clone in such a contained manner so as to
increase their numbers to result in a faster service of the RRSs but at the same
time ensure that such a choke-up of the network is never reached.

3.3 Cloning Resource - The Underlying Rationale and Functions

The concept of a resource [33,34] can greatly alter an otherwise linear cloning
mechanism. We argue that biological glands [35] cannot secrete in large amounts
continuously and are limited by an inherent resource. This is much like squeezing
a completely wet piece of sponge to extract a certain amount of water. The
squeezing force required to extract a certain quantity of water initially is far
less than the force required to extract the same amount of water a second time.
Water, in this case, is the resource being extracted. In biological systems, the
resource is recharged by various factors which include the nutrients supplied to
the gland over periods of time.

We embed a similar mechanism to emulate a cloning resource which is replen-
ished by rewards that a mobile agent gains after servicing an RRS. With the
cloning resource charged using such rewards, its chances of generating more
clones also increases. Apart from rewards, the cloning resource of a mobile agent
is also boosted periodically based on its current value and certain ambient con-
ditions. The dynamics of cloning and the manner of resource charging have been
discussed in later sections.

The cloning controller works based on a reactive mechanism to maintain
the population of mobile agents within the networked system. This mechanism,
embedded within each agent, senses the number of existing mobile agents in the
intra-node queue waiting for their turn to migrate to the next node. The number
of agents within this queue potentially gives a feeling of the network conditions
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based on which the agent decides whether or not to clone. The extent of cloning
depends on the following parameters:

1. The Cloning Resource available within the agent,
2. The Rewards it has gained by servicing the RRSs and
3. The Cloning Pressure which is proportional to the number of vacant slots in

the queue.

Cloning resource is charged partly by rewards and partly by an inherent charging
mechanism embedded within the agent. Apart from a cloning resource, agents
also have a life-time stamped on them which increases with the rewards they
acquire as they service the RRSs.

3.4 Dynamics of Mobile Agent Cloning

Initially at time t = 0, the system consists of only parent agents –at least one
per type of agent which always exists and never dies. These agents continue
to populate the network all through ensuring that at least one copy of their
service (payload) exists within the network. In subsequent discussions we will
use the term agent to refer to either the parent agent or the clone unless otherwise
specified. An agent makes the decision to clone based on several factors and the
total number of clones generated affects the overall performance of the system
in terms of both the utilization of the network resources and also RRS servicing
times. The decision as to whether or not an agent, resident in node N at time
t, should clone is made based on the Cloning Pressure, ρc(t) given by Eq. (1).

ρN
c (t) =

{
QTh −QN (t) for ρc(t) > 0
0 otherwise (1)

where QTh is the Queue Threshold and QN (t) is the number of mobile agents
populating the queue at time t in node N . A mobile agent M residing at node
N , generates C number of clones at time t based on Eq. (2).

CM (t) = ρN
c (t){RM

av(t)/Rmax} (2)

where RM
av is the available cloning resource within the agent M and Rmax is the

maximum cloning resource an agent can possess. C is rounded off to the next
lowest integer. Initially all parent agents have the maximum cloning resource to
their credit i.e. Rav = Rmax. The cloning resource is depleted from an agent M
for every cloning session based on Eq. (3).

RM
av(t+ 1) = RM

av(t) − CM (t)Rmin (3)

where Rmin is the minimum cloning resource required to generate a clone. Each
of the clones needs to be conferred this minimum value of resource. This value is
extracted from the personal cloning resource of the agent that created the clones.
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If this agent cannot afford to confer this minimum amount of resource then its
cloning is inhibited. The cloning resource is charged based on the Eq. (4).

RM
av(t+1) =

⎧
⎪⎪⎨

⎪⎪⎩

RM
av(t) + τce

−1/Rav(t) + τrRew(t) for RM
av(t) ≥ 1, ρN

c (t) ≤ 1
RM

av(t) + τc + τrRew(t) for RM
av(t) < 1, ρN

c (t) < 1
RM

av(t) + τce
(1−1/x) + τrRew(t) for ρN

c (t) > 1 where x = ρN
c (t)

Rmax if RM
av(t+ 1) > Rmax

(4)
where Rew(t) is taken to be 1 if the agent is able to service an RRS; else it is
zero at time t. τc and τr are non-zero positive constants. Care is taken to ensure
that the cloning resource, Rav, never exceeds its maximum value Rmax and if
so it is brought down to the latter. Every mobile agent or clone has, in addition
to the cloning resource, a life-time conferred on it at the time it is created. The
life-time L(t) is decremented in every time step according to Eq. (5).

L(t+ 1) = L(t) − 1 (5)

Life-times of the agents are increased by a factor as and when these agents earn
rewards as given by Eq. (6).

L(t+ 1) = L(t) + σRew(t) (6)

where L(t) is the life-time of an agent at time t and σ is a non-zero positive
integer constant.

4 Results and Discussions

Themechanismof cloning controllerwas simulated togetherwith themobile robotic
nodes hosting mobile agents which migrate using the Pheromone-Conscientious
(PherCon) [14] mechanism. A stand-alone simulator for the above setup was coded
in Java

TM
as a discrete event system simulator together with a rendering engine.

Two pertinent terms with respect to the simulator are: (i) Run: It signifies
one complete simulation cycle. (ii) Step: A run comprises several discrete steps.
Many operations may be executed during each such step by both the robotic
nodes and the mobile agents comprising the network. The count of the steps is
referred to as the Step-count.

Simultaneous multiple mobile agent migrations do not occur in the same step-
count. This ensures that the simulation closely matches the real world wherein
when two entities transact with one another, a third entity desirous of a transac-
tion with any of the former two, needs to wait for the transaction to end. Hence
at any given step-count while an agent is migrating from the queue in node A to
that in node B, no other agents are allowed to migrate to either of these nodes.
Further, in such a state no other agents from A or B can migrate to other nodes.

The simulation was carried out using 200 nodes with an initial population
of 8 parent agents designated Agent-0 through Agent-7 where Agent-0 carries
code for Service-0 and Agent-1 carries code for Service-1 and so on. One run
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of the simulation was carried out for 1000 step-counts. The values of the para-
meters used in the simulations are Rmax = 100, Rmin = 10, Rav = Rmax for
the initial population of agents and Rav = Rmin for the clones when they are
created, L = 30, QTh = 4, τc = 0.1, τr = 100 and σ = 7. A set of 194 RRSs
requesting for Service-0 through Service-7, were generated at discrete simulation
steps in a random manner. The RRSs then diffuse pheromones for the requested
service across their neighbours. One simulation run, each comprising 1000 step-
counts was carried out separately in the absence and presence of the cloning
resource. Results were obtained by observing the maximum number of mobile
agents generated and the total number of step-counts required to satisfy 194
RRSs.

The graph in Fig. 4(a) shows a plot of the variation of the total number of
agents and the number of RRSs serviced with the simulation step-counts when
the cloning resource feature was disabled. This was done by assuming that all
agents and their clones are free to always clone repeatedly irrespective of their
cloning resource value. Disabling the feature was achieved by considering the
factor (Rav/Rmax) in Eq. (2) to be unity always. It can be observed from this
graph that only 191 out of 194 RRSs were satisfied in 1000 step-counts using a
total agent population of around 700 in the network. The population of mobile
agents seems to continue to hover around 700 even though no more RRSs were
generated and a few were still waiting to be serviced, thus needlessly consuming
precious bandwidth and resources.

The graph in Fig. 4(b) depicts the performance of the cloning controller using
the concept of the cloning resource. Using just 101 agents, all 194 RRSs were
satisfied in 743 step-counts. This graph also shows a sharp increase in the num-
ber agents proportional to the RRSs generated within the network followed by
its decrease to a very low value after most of the RRSs are serviced. The increase
and decrease conforms to the rate at which the RRSs are generated and serviced
thus exhibiting an adaptive behaviour on part of the cloning controller. Further
the number of agents populating the network when almost no RRSs exist, is

Fig. 4. Graph depicting the variation of the total number of agents and the RRS service
times for (a) Without Cloning Resource and (b) With Cloning Resource
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Fig. 5. Graph showing the increase and decrease in the number of each type of agent—
Agent-0 through Agent-7

just about 15 in contrast to 700 in the previous case saving the precious com-
putational resource which could be utilized for other purposes or entities within
the network. The heterogeneous mobile agents thus clone based on their own
decision but also ensure that they do not grow too large in number so as to curb
the migrations of the other types of agents.

Simulations were also conducted with a total of 292 RRSs generated over
1000 step-counts. On an average around 30 RRSs requested for the same type
of service. RRSs requesting a certain type of service were generated in an inter-
leaved fashion every 100 step-counts. In addition 27 RRSs once again request-
ing Service-0 carried by Agent-0 were generated starting from step-count 250
onwards. Figure 5 shows the nature by which the number of agents of each type
increase to a maximum and then go down to a minimum after the corresponding
RRSs are satisfied. It can also be seen that the rate of generation of the clones
of Agent-0 in the second phase after the 250th step-count is much faster than
that in the initial stage. As an agent services more RRSs it gains both cloning
resource and life-time due to the rewards it accrues in doing so.

Increased life-times make some of these agents to live longer. When the second
burst of RRSs occurred, the population of Agent-0 and its clones had not died
down to the minimum. This facilitated the generation of a larger number of clones
in a short period of time causing the steep peak. The graph also shows how the
overall population of heterogeneous agents varies. It can be seen that this value is
contained below 120 and goes down rapidly when no RRSs populate the network
indicating clearly that the heterogeneous mobile agent population controls itself
selectively and on-demand. All unnecessary clones are automatically flushed once
all the RRSs have been serviced. The existing parent agents (Agent-0 through
Agent-7 ) then continue to patrol the network in a conscientious manner thereby
allowing other network related activity.

Figure 6 shows the effect of the variation of the intra-node queue length,
QTh, on the number of agents and clones generated and the step-counts taken to
service a constant number of RRSs (100 in this case) using the cloning resource.
It can be observed from the graph that at low QTh values the total number
of agents and clones generated is also low thereby taking more steps to service
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Fig. 6. Variation in the number of Mobile Agents and Clones and Step-counts to service
100 RRSs for different values of QTh

all the 100 RRSs. As the QTh value increases the performance increases due to
an increase in number of agents and clones generated. However further increase
in QTh beyond 4, does not portray any drastic change in performance. Both
the number of agents and clones and the number of step-counts consumed vary
within a narrow band between 240 and 250. Thus even though with higher
values of QTh the agents or their clones find more empty spaces in the queue
they refrain from needless over-cloning. Such a judicious cloning coupled with
minimal service times of the RRSs, can provide more space to other entities that
populate the network. In real networks, inter-node communications and message
passing will also use network resources such as the bandwidth. Since the cloning
controller consumes only a part of these resources and that too only on-demand
it ensures that a fair amount of networking resources is always available for the
other communications. Thus choke-ups will rarely occur in such networks.

4.1 Performance in Dynamic Networks

Since the underlying application was aimed towards controlling mobile agent
cloning in multi mobile robot networked systems as cited in [14], it is important
to evaluate the performance of the same when the robotic nodes hosting mobile
agents move relative to one another. In order to compare the performance of the
cloning controller in both static and dynamic networks, simulations similar to
that described in Sect. 2 were carried out using a 200 node network. The agents
however used the proposed cloning control mechanism.

Figure 7 shows the variation in the performances for servicing 100 RRSs for
both the static and dynamic cases. With cloning controller mechanism active
within the agents, the maximum number agents to satisfy 100 RRSs oscillate in
between 150 to 300 for both the static and dynamic networks. For lower number
of agents and clones, the Step-Counts required for the service to be completed
is high. As the number of these agents and clones increases the Step-Counts
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Fig. 7. A comparison of the performance of the Cloning Controller when used in Static
and Dynamic Networks

decrease and hover around 230–260, for both the static and dynamic cases. The
graphs clearly indicate that the cloning controller works almost the same way in
both the scenarios and contains the mobile agent population to the left of the
axis of the parabola as discussed in Sect. 2.

4.2 Emulation on Real Networks

To validate the efficacy of the proposed cloning control mechanism on real net-
works, the same was emulated over a LAN using the Typhon [36] mobile agent
framework. Typhon facilitates various mobile agent functionalities such as mobil-
ity, code-carrying ability, cloning of mobile agents, etc. Each instantiation of
Typhon within a computer emulates a robotic node. The Typhon framework
allows several such instantiations or nodes to co-exist in a single computer (local-
host).

50 Typhon based nodes (instantiations) were distributed amongst seven PCs
connected within a LAN to emulate a robotic network. Each node was capable of
running its own cloning controller. Experiments were performed on both static
and dynamic networks. In the dynamic case, nodes were made to freely connect
to any other node in the network and also drop connections to any of their
neighbours thus emulating mobility of robotic nodes. The dynamic network was
generated using the Erdős-Rényi G(n, p) model [37] where n is the nodes in
the network and p is the probability of making or breaking a connection. We
have chosen p = 0.5. The emulation was performed with an initial population
of 5 different types of parent agents designated as Agent-0 through Agent-4.
The Pheromone-Conscientious (PherCon) [14] mechanism was embedded in the
agents for migration within the network. Except for the value of L which was
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Fig. 8. Graph showing the change in population of agents viz. Agent-0 through Agent-4
in the emulation - (a) In a Static Network and (b) In a Dynamic network

taken to be 10 s, all other parameter values used were same as those used in the
simulation.

Figures 8(a) and (b) depict the variations in the populations of the dif-
ferent types of agents (including clones) in the static and dynamic networks
respectively. The RRSs requesting different types of services (Service-0 through
Service-4 ) were randomly generated in both the networks. In order to test the
efficacy of the cloning controller, a relatively high demand for a particular service
was created within the network by increasing the probability of generating RRSs
that requested this service. It was found from the log that in the static case 237
RRSs were generated while that in the dynamic was 252. It can be noted that
the results obtained from the emulation conform to those obtained from simu-
lation (see Fig. 5). In Fig. 8(a) since a high demand for Service-0 was generated
in the first 50 s (37 RRSs), the population of Agent-0 increased drastically while
those of the others were found to be low. After the 50th second the demand for
Service-1 increased causing a rapid increase in the population of Agent-1. Sub-
sequently, the graph shows similar responses for agents viz. Agent-2, Agent-0,
Agent-3, Agent-1 followed by Agent-2, indicating their greater demands. A sim-
ilar trend can be observed for the dynamic network, response of which is shown
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Fig. 9. Variation in the population of Agent-0 when all nodes were forced to become
RRSs requesting Service-0 repeatedly

in Fig. 8(b). Further, it can be observed that the populations of all agents (or
clones) die rapidly as soon as the respective RRSs are serviced.

In order to find the approximate upper bound of the number of agents that
could actually populate the 50-node network we forced all nodes to become
RRSs repeatedly. Figure 9 shows the variation in the number of agents when all
nodes were made to request Service-0 repeatedly. As can be seen the maximum
number of clones (including the parent agent) that populate the network during
this run is 160 which is less than 200 (queue length at each node × total number
of nodes in the network). If 200 agents were to populate this 50-node network
there would be no space for their movement to other nodes since the intra-
node queues within all the nodes are full. This would thus result in a cluttering
and eventually a choke-up. The graph indicates clearly that even if we load the
network by generating the largest number of RRSs (in this case 50) repeatedly,
the total number of agents remains well below 200 thus providing vacancies in the
intra-node queues and facilitating proper mobility of agents within the network.

In Figs. 8(a) and (b), the total population of the agents (including clones)
within the network always remains below 120 in case of static and 92 in case of the
dynamic network indicating clearly that mobility of agents within the network is
facilitated all through. The total population is well below the empirically found
upper limit of 160. Thus the cloning control mechanism is able to stigmergically
curtail the agent population well within limits thus avoiding choke-ups and also
ensuring effective service to all RRSs.

5 Comparison with Other Approaches

Earlier approaches [24,25,27,28,30] to mobile agent population control endeav-
our to ensure that their total number never exceeds a fraction of the number
of nodes of the network they populate. The agents are assumed to be homoge-
neous. They do not mention how a heterogeneous set of agents can be handled
or whether demand-based selective rise and fall of different agent populations
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can be controlled. For instance Golebiewski et al. [27] and Suzuki et al. [24,25]
describe mechanisms to maintain a population of homogeneous agents both in
static and dynamic networks. The total agent population is maintained to a
fraction of the number of nodes in the network. Their target application domain
is different from the one described in this paper, though.

The mechanism proposed by Golebiewski et al. [27] preserves a parameter p
(referred to as the reproduction probability) at each node and maintains at least
one copy of an agent at each node. Though their algorithm may seem intuitive,
the calculation of this parameter p is non-trivial. They assume the network to
be fully connected and node and agents to be operating synchronously. Their
results were obtained through simulations which allow such assumptions. In real
networks these assumptions do not hold, making such workable implementations
impossible unless some global parameters such as the total number of nodes and
the desired number of agents are known a priori. Heterogeneity of agents and
the selective control, of their respective populations, is never considered.

Marina Flores-Badillo et al. [28] have discussed an algorithm to manage the
agent population in work flow automation. Their system uses three types of
agents viz. controller agents, executer agents and blackboard agents. The pro-
tocol uses the concept of energy as the time-to-live (ttl) for the controller and
executor agents for their functioning in the network. These ttls are controlled
by the application. This protocol is complex and has tightly coupled entities
as there is a large amount of communication and dependency among all the
three types of agents. Further, the control is not distributed and involves a large
amount of book-keeping to keep track of the locations of the agents and their
respective energies. Though their protocol may be suitable for the domain of
work-flow automation, communication complexities and non-localized decisions
render it to be unsuitable for use in real dynamic and distributed environments.

Suzuki et al. [24,25] proposed an agent population mechanism in dynamic
networks using the single species (homogeneous) population model. They esti-
mate the link densities of each node in a dynamic network and then generate
food required to be consumed by agents so as to live and clone. Though, their
simulation results portray that it is possible to maintain the agent population
up to a given fraction of the nodes in a network (within 20 % of error), they do
not account for the overhead generated due to the communication complexity
(O(|Nbk| ∗ N), Nbk = Set of nodes at k distance; N = Number of nodes in
the network) of their approximation. If we extend their mechanism to cater to
the control of the populations of a heterogeneous set of agents, this complexity
further increases per node and the food stored and maintained within the node
would also be heterogeneous in nature. Further an a priori knowledge of the
actual number of different types of (heterogeneous) agents in the system needs
to be known. An approximation on the frequency of visits made by these agents
also needs to be reformulated.

Bakhouya and Gaber [30] have proposed an algorithm inspired by the immune
network theory [31]. Their algorithm caters to the need of a dynamic distributed
system wherein they have used the inter-arrival-times of different agents as cues



Stigmergic Population Control of Heterogeneous Mobile Agents 67

to tune the agent population. They have modeled three behaviours for the mobile
agents viz. Migration, Cloning and Termination and just like B-Cells in the
immune system, their relative concentration decides which of these is triggered.
Their method does not require the number of agents and nodes in the network
to be known a priori and uses agent’s inter-arrival times to sense the agent
population.

However, heterogeneity of the agents is not taken into account. Since the
number of agents to be populated in the network (N) is optimized independent
of number of different types of agents (α) available in the system, their algorithm
could choke the system by generating αN agents (N number of agents for each
type). In real networks populated with a heterogeneous set of agents, delays
could occur due to large queues at the bottle-neck links. If these network delays
are to be taken into account, they may inadvertently cause the respective nodes
to process based on larger inter-arrival times to eventually destabilize the agent
population. If one were to extend their model to support a heterogeneous set
of mobile agents it would mean that each node maintain the inter-arrival times
of every type of agent. Every time a new type of agent is introduced into the
system the nodes may require be either reprogramming or embedding with a
mechanism to identify such new agents. The knowledge of the number of the
types of agents (α) would need to be known a priori thus affecting scalability
of the system. All this naturally would increase the computational and space
overheads within each node in the network.

The population control mechanism proposed in this paper remedies the prob-
lems with these earlier approaches by allowing a heterogeneous set of agents
to co-exist in a dynamic distributed network without compromising the upper
bound on the total agent population. Since the per node computations do not
require any specific information on the type of an agent, new agents may be intro-
duced into the network on-the-fly without hindering performance. The control
mechanism described herein focuses on a demand based system that is capable
of selectively controlling the rise and fall of different types of mobile agents based
on their requirement at the nodes in the network. If the need for certain types
of agents is high, their population grows proportionately based on their demand
in the network while those of the others wane, ensuring that the network does
not get choked up. One may intuitively infer that the inherent demand based
policy frees up network resources by lowering the number of agents and allowing
for quicker movement of high demand agents within the network. Further, the
proposed mechanism uses minimal node-to-node communications (for migrat-
ing an agent from one queue to another) which greatly reduces communication
overheads within the network and hence saves on bandwidth.

6 Conclusions

Most of the state of the art population control mechanisms are directed towards
controlling the cloning of a homogenous set of agents. Controlling a clone popu-
lation in heterogeneous mobile agent based scenarios is non-trivial. We described
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a novel demand based adaptive mechanism for controlling the population of a
heterogeneous set of mobile agents using stigmergic sensing of the condition of
the network. Stigmergic sensing becomes essential in the real world since it is not
possible for each mobile agent to communicate with all the others to compute the
true global information on its population. This sensing, based on the number of
mobile agents queued up for migration, coupled with a cloning resource charged
by rewards accrued by servicing RRSs, facilitates a more effective utilization
of the available network resources. Clonal resource and life-time also facilitate a
faster response when the same type of service is requested very frequently by the
nodes. The mechanism provides for a faster service of numerous RRSs and at the
same time judiciously consumes network resources allowing other entities that
may populate the network to use the same. The mechanism described herein,
uses a stigmergic technique to allow both mobile agents and other information
to flow efficiently within the network. The results obtained from the emulation
reveals the practical viability of the mechanism of cloning control. The paper
also explains the adaptive nature of the mechanism and its robustness even in
dynamic scenarios.

The mechanism can be further enhanced using concepts from the Natural
Immune Systems so that a highly rewarded agent could become an Immune
memory with life-time comparable with that of its original parent. This will
ensure that further responses to the generation of RRSs will be much faster. In
future we envisage using mobile agents coupled with such a clonal controller in
the domain of wireless mobile networks so as to improve their quality of service.
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Abstract. It is well known that Game Theory can be used to cap-
ture and model the phenomenon of economic strategies, psychological
and social dilemmas, and the exploitation of the environment by human
beings. Many artificial games studied in Game Theory can be used to
understand the main aspects of humans using/misusing the environ-
ment. They can be tools by which we can define the aggregate behavior
of humans, which, in turn, is often driven by “short-term”, perceived
costs and benefits. The Commons Game is a simple and concise game
that elegantly formulates the different behaviors of humans toward the
exploitation of resources (also known as “commons”) as seen from a
game-theoretic perspective. The game is intrinsically hard because it is
non-zero-sum, and involves multiple players, each of who can use any one
of a set of strategies. It also could involve potential competitive and coop-
erative strategies. In the Commons Game, an ensemble of approaches
towards the exploitation of the commons can be modeled by colored
cards. This paper shows, in a pioneering manner, the existence of an
optimal solution to Commons Game, and demonstrates a heuristic com-
putation for this solution. To do this, we consider the cases when, with
some probability, the user is aware of the approach (color) which the
other players will use in the exploitation of the commons. We then inves-
tigate the problem of determining the best probability value with which
a specific player can play each color in order to maximize his ultimate
score. Our solution to this problem is a heuristic algorithm which deter-
mines (locates in the corresponding space) feasible probability values to
be used so as to obtain the maximum average score. This project has also
involved the corresponding implementation of the game, and the output
of the new algorithm enables the user to visualize the details.
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1 Introduction

1.1 Game Theory

In Game Theory, a number of players attempt to find strategies for playing a
specific game so as to lead to the best solution for a predefined goal. Although,
Game Theory has been extensively studied in the field of mathematics, it also
has many applications in economics, biology, engineering, politics, philosophy
and computer science. In recent years, there has been a remarkable increase in
research in fields that intersect game theory and computer science.

1.2 What is the Commons Game?

Apart from the above-mentioned domains in which Game Theory has been
applied, many reported artificial games studied can be used to understand the
main aspects of humans using/misusing the environment. Games can, indeed, be
used as tools to model the collective behavior of humans and nations, often driven
by “short-term”, perceived costs and benefits. We believe that humans should
demonstrate a good understanding of how to protect the global environment,
and in this regard Game Theory presents a potentially useful framework for the
modeling and understanding of innate aggregate behaviors of multiple parties,
as related to strategies for the use of resources. The Commons Game basically
describes how a selfish player can use an unregulated resource, and instructs us
of the different strategies that humans can use to cooperatively benefit from the
resources found in the environment (e.g., forest, fish, water, energy, etc.).

In order to reach a point where there is a sustainable use of the environment,
humans must attempt to cooperate. Thus, for example, in the case of fisheries,
it is advantageous that the relevant parties cooperate to establish a rule gov-
erning how much fish can be caught, so as to continue to protect an area from
over-harvesting. In this example, a group that works cooperatively can limit the
amount of fish they individually can harvest so as to sustain the fishery with the
least amount of effort, although the “cheaters” may take as many fish as they
can in any conceivable way. If the number of cheater fishermen are more than
the number of cooperators, most of the time is spent protecting the acquired
resources from these parties, and so the pool of fish resources will not be suc-
cessfully maintained. Finding other parties who will cooperate with you can then
be a successful strategy, since they will only interact with the cheaters once, and
thus spend less time fighting over the resources. However, there must be a bal-
ance between the cooperators and the cheaters due to the costs associated with
each strategy.

The commons dilemma in Hardin’s “Tragedy of the Commons” [14] is
“whether to reduce their individual rates of consumption, sacrificing their own
desires, freedom to consume, and perhaps personal well-being for the future of
the group, or to continue using the resources at the same rate, risking the com-
mon pool” [11]. Hardin describes a pasture open to all, where herdsmen can keep
as many cattle as they desire. There are two choices in this commons dilemma.
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Each herdsman may pursue his own interest by keeping as many cattle as he
wants on the pasture and maximizing his gains. The other choice is for all herds-
men to limit the number of cattle they put on the pasture, resulting in gains
for everyone. The tragedy occurs when all herdsmen pursue their own interests,
and the community is harmed by the depletion of the resource, such as the over-
crowding of the pasture. Hardin writes, “Each man is locked into a system that
compels him to increase his herd without limit in a world that is limited. Ruin is
the destination toward which all men rush, each pursuing his own best interest in
a society that believes in the freedom of the commons”. The Payoff for defecting
behavior is higher than the Payoff for cooperative behavior [9].

The world-famous1 example of players consuming resources is that of coun-
tries harvesting whales in the ocean. This provides a good illustration of how a
commons resource works and, unfortunately, also represents the consequence of
continuously and imprudently exploiting the commons resource at a high rate.
In the past, whales were plentiful in the ocean, and whaling was profitable for
all those nations engaged in the trade. With the growth of technology, finding,
killing and the processing of whales became more proficient, and the harvests
steadily increased for numerous years. Eventually, since World War II, the har-
vest has reduced because of the high rate of exploitation and the steady com-
petition among nations, when, in actuality, the whale harvesting should have
been cut back. Unfortunately, the parties involved have continued to keep “har-
vesting” the whales, and this has led to some serious problems including the
near-extinction of some of the great whales (i.e., the Blue and Right whales).
Apparently, many whale-hunting nations assumed that there was an “infinite”
steady supply of whales, which would have led to a non-conflicting scenario.

A similar example can be cited in the harvesting of trees, and many other
natural resources.

In a commons, the individual parties using it are in competition with each
other. It would, however, be more beneficial for each party (person, nation) to
ensure that there will always be a harvest. But to do so, everyone in the com-
mons must trust the others to act morally if and when an agreement to restrict
exploitation is made. It will not be fair if one party restricts his exploitation,
while another continues to use the resources in an unrestricted manner.

The important features in a commons are thus:

1. An individual’s short-term selfish actions are in conflict with his long-term
best interests.

2. Each individual’s actions affect the others in the commons. For example, if a
person acts greedily in the short-term, he restricts not only his own long-term
benefits, but also restricts the possible earnings and benefits of all the other
parties, regardless of whether he acts greedily or with restraint.

The aim of this paper is to show the existence of an optimal solution to Com-
mons Game, and to derive a heuristic computation for this solution.
1 The reader should clearly understand that this document is not intended to initiate

a political or moral dialogue on any of the related issues.
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This task is far from trivial because the game is particularly difficult. First
of all, it is a multi-player game which requires both competition and cooper-
ation. Further, to augment the complexity, the various players are unaware of
the moves made by the others – they merely observe the consequences of their
respective moves. This makes the game extremely difficult to analyze, and there
is thus no known method by which one can even understand whether the game
has an equilibrium point or not. We thus believe that our results are both novel
and pioneering, and that they constitute a significant contribution to the field of
Game Theory, in general, and more specific to the field of socio-economic games
and dilemmas which have real-life applications!

This project has also involved the corresponding implementation of the game,
and the output of the new algorithm enables the user to visualize the details.
The paper also describes this implementation, which can be made available to
other researchers, if requested.

1.3 History of the “Computational” Commons Game

The introduction2 of the problem to research in Game Theory dates back to 1968
when Hardin offered a simple application of Game Theory for the utilization of
environmental resources in the so-called Tragedy of the Commons [14]. However,
Sigmund asserted that the “Tragedy of the Commons” has been around, since,
at least, the Middle Ages. Indeed, there is no direct way for humans to escape
the dilemma when it concerns the use of the available (finite) resources on the
earth.

With regard to designing a computational “game” to efficiently and appro-
priately model this scenario, Power et al. [18] developed one such environmental
game, the Commons Game in 1977 which is the theme of this study. This is a
group game which has to be played cooperatively. In this game, players choose
their cards individually but free communication is allowed. Players are free to act
independently or interdependently in such a way that they can withdraw from
the commons or take part in it. Consequently, it is possible that intra groups
can form so as to have control on individual actions. In this game, players have
plenty of resources in the beginning which could result in greedy actions. This,
in turn, has long-term consequences for all the players. In any simulation, the
Payoffs must be dynamic, and changes in score should depend on how players
conserve or exploit the resources. This is basically the version of the game that
we use in our work.

In the Commons Game, the players are required to pay more attention to the
so-called cost. This cost is calculated based on one’s own move, the proportion of
other players who play the different moves, and also their respective strategies.
This cost is determined in such a way that if the relative number of cheaters is
higher, the perceived benefit of the other players cooperating increases. Conse-
quently, a proportion of the players must usually play cooperatively even though
2 This sub-section has been included in the interest of completeness. It can be removed

or abridged at the recommendation of the Referees.
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the others fail to, because the success of each strategy is calculated based on the
proportion of the players in the total population, using the various strategies.

The Commons Game has been studied and used in different applications
after its initial introduction into the literature. In [1,5], Baba presented two
microcomputer games that deal with serious environmental problems. We believe
that these games can contribute, in an interesting and helpful manner, towards
the increased awareness of environmental issues, since they operate in a dialog
mode, and because they are well animated and displayed. In [17], Kirts et al.
focused more on simulations which can be used to familiarize participants with
the complexities of decision making and negotiation. They believed that com-
puter communication strategies, coupled with simulations, present the poten-
tial for creating educationally rewarding learning experiences in a cost effective,
flexible and realistic manner. Hardin [15] noted the important aspect that it is
impossible to neglect the issues concerning the commons when it involves breed-
ing. He believed that no technical solution can rescue us from what he perceived
to be “the misery of overpopulation”, for he believed that “freedom to breed
will bring ruin to all”. Marsili and Challet, in [8], discussed the minority nature
of the game which shows that the minority nature of the interaction crucially
depends on the expectation of the agents. In their research, they also reviewed
the effect of the marketplace.

More recently, the Commons Game3 has received a lot of attention due to its
applicability to real-world issues. Baba et al. [2–4] suggested that the utilization
of soft computing techniques (such as Genetic Algorithms (GAs) and Evolu-
tionary Algorithms (EAs)) could contribute towards making the original game
much more exciting. They also comparatively discussed three games, namely,
the original Commons Game, the modified Commons Game utilizing GAs and
Neural Networks (NNs), and the modified Commons Game utilizing EAs and
NNs. They declared that the Commons Game which used EAs and NNs pro-
vided the best opportunity for letting players seriously consider the use of the
commons. Brown and Vincent [6] analyzed the evolution of cooperation for a
family of evolutionary games involving shared costs and benefits, with a contin-
uum of strategies from non-cooperation to total cooperation. This cost-benefit
game allows the cooperating parties to share in the benefit of the option to
cooperate, and the recipients to be, in turn, burdened with a share of their cost.
In [10], Dodds noted that the fundamental aspects of human beings using the
environment can be explained by game theory, which demonstrates the aggre-
gate behavior of the human species driven by perceived costs and benefits. He
suggested schemes for controlling the impact of the human being on the global
environment, which, in turn, must also take into consideration the basic behav-
ioral aspects including the development of social norms and the positive feedback
created. This is because resources become more valuable with increasing rarity,
leading to a greater incentive for consumption. Baba and Handa [13] focused

3 The game is explained, in some detail, in a subsequent section. Although a revised
version of the game was introduced in [7,12], we shall deal with the original game,
as explained later in this paper.
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on designing the game rule by applying two EAs. The first of these, which is a
Multiple-Objective EA (MOEA) generates various skilled players. By improv-
ing their skill, these players can modify the parameters of the game, i.e., the
likelihood of choosing a card in the Commons Game.

1.4 Contributions of the Paper

In this paper:

1. We shall develop a deterministic approach to maximize the average case score
of a player (Player 1) when the probability by which the other players select
a color is known a priori.

2. While we do not claim that our solution attains the local/global optimum
(which, we believe, is an intractable problem), what we endeavor to obtain is
a heuristic by which a feasible solution is achieved.

3. We analyze the game data and present various interesting properties pertain-
ing to its performance.

4. Finally, we illustrate the implementation results of executing the algorithm
and provide various charts so that the reader can visualize the behavior of
the game in various situations.

1.5 Paper Organization

After presenting the state-of-the-art when it concerns the Commons Game in
Sect. 2, the mechanics of the game is described in fair detail in Sect. 2.1. The
algorithm to infer the best suitable strategy to be played by Player 1 (if the
knowledge of the selection probabilities of the other players is known a priori) is
given in Sect. 3, which also includes a formal record of the solution in Sect. 3.2.
Section 4 describes, in some detail, an implementation of a prototype of the
game, and lists some of the salient features of the results obtained from various
simulations. Section 6 concludes the paper and presents the possible avenues for
future research.

2 State-of-the-Art of the Commons Game

The purpose of the Commons Game is to simulate the workings of a set of players
utilizing the commons in such a way that no player has an exclusive right to the
resource, while on the other hand, all the players have access to it.

In the Commons Game, the players can play either selfishly or cooperatively
in each round. The resource is depleted gradually if the collective play is pre-
dominantly selfish, and consequently, everyone ends up with a profit less than if
they had played cooperatively. On the other hand, if the play is predominantly
cooperative, each player takes less than his maximum on each trial, implying
that the resource is inexhaustible, and thus that they can “indefinitely” keep
earning benefits from the resource.

Beside the existing alternative of individuals or nations participating in a
commons, these are three additional options listed below:
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1. The first alternative allows a player to withdraw from the commons if he
does not like the way the game is going or if he does not fully trust the other
players. Such a move earns a small fixed amount, but this amount is less than
the amount that would be earned if he played cooperatively.

2. The second alternative is a so-called “police” response. In this case, a selfish
player will not be able to earn anything in the round if a competing player
chooses to police him. Instead, the selfish player loses a number of points.
This move allows players to determine the effectiveness of relying on altruistic
behavior, and on invoking mild sanctions so as to control the selfish behavior
of others.

3. The third alternative allows players the option of rewarding others who coop-
erate. This choice also costs points for those who invoke it. These two options,
i.e. the ones of rewarding and penalizing, permit players to have some con-
trol over their fellow players and yields explicit control “parameters” that are
potentially available to members in the commons.

One study [14] shows that a novice group of players play selfishly or with-
draw from the commons after several cooperative attempts. So, the literature
recommends players to come back “to the table” and to continue to play the
game subsequently – because players generally behave more cooperatively in
their second or third games.

Hardin’s article titled “The Tragedy of the Commons” [14] in the book by
Hardin and Baden [16], and his film are excellent introductions to potential
players of this game. Although, the game director gives some thought to the
issue of the “debriefing” phase of simulating productive ideas for the resolution
of commons-type dilemmas, there is no need to stress the issues of explaining the
commons, or to appeal to students to behave cooperatively prior to the game.
Neither the tragic nature of the trap nor the feeling of futility of those caught, is
grasped by lecturing about the commons (even to college students) before they
have played the game. When students get a chance to play, though, they will
listen with effective understanding, and are also ready to spend time to enter
into discussions over possible solutions.

2.1 The Original Commons Game Settings

The Commons Game aims to let players comprehend that resources are limited
in the real-world, so that they must manage their exploitation of the resources
carefully. Players will eventually understand that in order to benefit the most,
they must think and play cooperatively. In the Commons Game, players try to
gain points by playing different strategies represented by colored cards. When
the game is started, each player should play a card simultaneously but none of
them is allowed to see the card played by the other players.

In what follows, although we are working with specific numeric score values
defined in the original game manual [18], the arguments and strategies presented
here work even if one changes the values such that after applying the changes,
the main properties of the game remain the same.
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Each card represents an approach toward the commons. The role of each
color is defined in the following:

1. Green card: A green card represents a high exploitation of the commons.
Players who play this card can get the maximum reward. However, they
get −20 points if at least one player plays a Black card in the same round.
The score received by the player who plays the Green card depends on the
state of the game, and the number of Red card players, as will be discussed
later.

2. Red card: A Red card represents a careful utilization of the commons. Each
Red card is worth about forty percent of the points associated with a Green
card. Red card players receive 10 extra points for every Orange card played
at the same round. The points allocated to the Red card again depends on
the state of the game and the number of Red card players, as discussed later.

3. Yellow card: A Yellow card denotes a complete abstention from the utiliza-
tion of the commons. Players who play this card get 6 points at anytime in
the game regardless of the move made by the other players.

4. Orange card: An Orange card is intended to give an encouraging signal to
the Red card players. Those who have played this card will lose a single point
for each player in the game divided by the number of Orange cards played at
that round. So, the formula to calculate the score of the player who plays an
Orange card would be N

NO
, where N is the number of persons in the group

and NO is the number of players who play an Orange card in one round. As
mentioned above, Orange cards are able to add 10 points to Red card players.

5. Black card: A Black card is used for “policing”, and thus punishing Green
card players. Players who play Black will get one negative point for each player
in the game divided by the number of Black cards played at that round. For
example, in a group of 6 persons, it will cost 6 points to play Black. When
more than one player plays Black, the cost is shared equally between them.
So, the formula to calculate the score of the player who plays a Black card
would be N

NB
, where N is the number of persons in the group and NB is the

number of players who play a Black card in the given round. As mentioned
before, by making this move, these players are able to punish Green card
players by giving each of them −20 points.

While the score for Yellow, Orange, and Black card players are easy to calcu-
late, the computation for Green and Red card players are a little more elaborate.
The game has different states ranging from −8 to +8 (the state computation
will be discussed in detail later), and for every state a so-called matrix called
the Payoff matrix is specified, which assigns the score of playing Green and Red
cards depending on the current state of the game. Table 1 shows all the relevant
Payoff matrices.

Note that at each state, the score for both Green and Red card players is
defined under the number of Red cards played. For example, in state −2, if 2
players play a Red card, the score of Red card players is 15, and that of the
Green is 50.
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Table 1. Payoff matrices for 6 players.

State +8
NR SR SG

0
1
2
3
4
5
6

−
90
92
94
96
98
100

200
202
204
206
208
210
−

State +7
NR SR SG

0
1
2
3
4
5
6

−
89
91
93
95
97
99

198
200
202
204
206
208
−

State +6
NR SR SG

0
1
2
3
4
5
6

−
88
90
92
94
96
98

196
198
200
202
204
206
−

State +5
NR SR SG

0
1
2
3
4
5
6

−
87
89

194

−

State +4
NR SR SG

0
1
2
3
4
5
6

−
83
85

186
188
190
192
194
196
−

State +3
NR SR SG

0
1
2
3
4
5
6

−
77
79
81
83
85
87

174
176
178
180
182
184
−

State +2
NR SR SG

0
1
2
3
4
5
6

−
67
69
71
73
75
77

154
156
158
160
162
164
−

State +1
NR SR SG

0
1
2
3
4
5
6

−
55
57
59
61
63
65

130
132
134
136
138
140
−

State -1
NR SR SG

0
1
2
3
4
5
6

−
25
27
29
31
33
35

70
72
74
76
78
80
−

State -2
NR SR SG

0
1
2
3
4
5
6

−
13
15
17
19
21
23

46
48
50
52
54
56
−

State -3
NR SR SG

0
1
2
3
4
5
6

−
3
5
7
9
11
13

26
28
30
32
34
36
−

State -4
NR SR SG

0
1
2
3
4
5
6

−
-3
-1
1
3
5
7

14
16
18
20
22
24
−

State -5
NR SR SG

0
1
2
3
4
5
6

−
-7
-5
-3
-1
1
3

6
8
10
12
14
16
−

State -6
NR SR SG

0
1
2
3
4
5
6

−
-8
-6
-4
-2
0
2

4
6
8
10
12

−

State -7
NR SR SG

0
1
2
3
4
5
6

−
-9
-7
-5
-3
-1
1 −

State -8
NR SR SG

0
1
2
3
4
5
6

−
-10
-8
-6
-4
-2
0

0

−

91
93
95
97

196
198
200
202
204

87
89
91
93

State 0
NR SR SG

0
1
2
3
4
5
6

−
40
42
44
46
48
50

100
102
104
106
108
110
−

2
4
6
8
10
1214

2
4
6
8
10

Observe that in this game, there are 17 Payoff matrices (−8, ...,−1, 0,+1, ...,
+8). As the game proceeds, the Payoff matrix may change and this will effect
the number of points earned by Red and Green card players. The change of the
Payoff matrix is defined by means of the Matrix Board, noted with a marker
peg. Every bin in the Matrix Board corresponds to a state of the game and its
payoff matrix. Each bin consists of 10 holes except bin zero that has 21 holes and
the payoff matrix will change if the peg moves into a different bin as depicted
in Fig. 1. During the game, the Matrix Board and the peg position inform the
players about the payoff matrices that are in effect. The game starts with the
peg in the starting hole in the 0 matrix. The game will be improved if players
do not play Green and the payoff matrices will gradually worsen if they do.

The Peg movement on the matrix board has two rules:

1. The peg moves one hole down for each Green card played.
2. The peg moves up after a random number of plays whose average is 6. The

sequence of numbers which generates this random number is as follow: 2, 4,
6, 8, and 10.

The amount of upward movement of the peg is controlled by the correspond-
ing Payoff matrix which is in effect when the resource is designated to be replen-
ished. The schedule given in Table 2, controls the upward movements.

During the game, players keep their own score on a Record Sheet. Each player
writes down the number of points earned or lost at the appropriate trial number.
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...

...

Bin +8

Bin -8

Bin 0

Peg 0 (Starting Peg)

Fig. 1. The Matrix Board of a typical Commons Game.

The number of the points earned is shown in the Payoff matrix, which is visible
to all players. The Game Director helps players to keep track of their own scores
if they are in doubt. At each round the Game Director will announce the number
of Green cards played, but no players is aware of the identity of the players who
play the various cards.
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Table 2. Upward movement of the peg as a function of the replenishment.

Current state 0 ±1 ±2 ±3 ±4 ±5 ±6 ±7 ±8

Peg increase 8 7 7 6 6 5 5 4 4

The state of the game mainly depends on the players’ strategies. If they
play in a greedy manner to exploit the commons, a faster deterioration of the
commons occurs, and the state falls down faster, so that they earn less as the
game continues. On the other hand, if they play cooperatively and use more Red
cards, the state would go up and they would have more resources to use. The
game has 60 rounds but it will finish as soon as the resources are completely
used, which occurs when the game passes state −8. After every 8th round, the
players have some time to discuss the status of the game. In this way, they can
define their approach for the next rounds of the game. Figure 2 depicts 10 sample
rounds of the game when different colors have been played by 6 players.

This describes the Commons Game completely.

3 Maximum Score Computation

In this section, we develop a deterministic approach to maximize the average
case score of a specific player when the probability by which all the other players
select a color is known a priori. We do not claim that our solution attains the
local/global optimum. What we endeavor to obtain is a heuristic by which a
feasible solution is achieved.

3.1 Problem Formulation

Suppose that for every player i, a probability vector Pi is given, which is the
probability by which the player chooses a specific color. To be specific, Player
i chooses color Green with probability PGi

, Red with probability PRi
, Yellow

with probability PYi
, Orange with probability POi

, and Black with probability
PBi

. Let N be the number of players. We define the expected number of players
that play each color as follows:

PG =
N∑

i=1

PGi
, PR =

N∑

i=1

PRi
, PY =

N∑

i=1

PYi
, PO =

N∑

i=1

POi
, PB =

N∑

i=1

PBi
.

We apologize for this notation of using the same symbol to represent differ-
ent concepts. However, the context of the symbols is, generally speaking, not
confusing.

Figure 3 depicts the probability vectors and the expected values for N = 6.
As described earlier, the score of playing Green at each round is defined using

the Payoff matrix, the Matrix Board, and the number of players who play Red
cards. This score is in effect before invoking the consequence of playing a Black
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Player

Color

Round Score

Total Score

1 2 3 4 5 6
Round State Replenish

G G R R O O

104 104 62 62 -3 -3

104 104 62 62 -3 -3

1 0 0

Player

Color

Round Score

Total Score

1 2 3 4 5 6
Round State Replenish

G Y Y R O R

104 6 6 52 -6 52

208 110 68 114 -9 49

2 0 0

Player

Color

Round Score

Total Score

1 2 3 4 5 6
Round State Replenish

G G G G B R

-20 -20 -20 -20 -6 40

188 90 48 94 -15 89

3 0 0

Player

Color

Round Score

Total Score

1 2 3 4 5 6
Round State Replenish

G B B O R G

-20 -3 -3 -6 50 -20

168 87 45 88 35 69

4 0 0

Player

Color

Round Score

Total Score

1 2 3 4 5 6
Round State Replenish

R G G G G R

42 104 104 104 104 42

210 191 149 192 139 111

5 −1 0

Player

Color

Round Score

Total Score

1 2 3 4 5 6
Round State Replenish

G G G B O O

-20 -20 -20 -6 -3 -3

190 171 129 186 136 108

6 0 +7

Player

Color

Round Score

Total Score

1 2 3 4 5 6
Round State Replenish

G R O O O O

292 251 127.5 184.5 134.5 106.5

7 0 0

Player

Color

Round Score

Total Score

1 2 3 4 5 6
Round State Replenish

G G B B B B

102 80 -1.5 -1.5 -1.5 -1.5

272 231 126 183 133 105

8 −1 0

Player

Color

Round Score

Total Score

1 2 3 4 5 6
Round State Replenish

G G G Y Y Y

70 70 70 6 6 6

342 301 196 189 139 111

9 −1 0

Player

Color

Round Score

Total Score

1 2 3 4 5 6
Round State Replenish

G G G G G G

70 70 70 70 70 70

412 271 266 259 209 181

10 −2 0

-20 -20 -1.5 -1.5 -1.5 -1.5

Fig. 2. 10 sample rounds of the game played by 6 players.
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Green

Red

Yellow

Orange

Black

Player

Color

Sum

1 2 3 4 5 6
Expected

Number

of

Players

PG1
PG2

PG3
PG4

PG5
PG6

PR1
PR2

PR3
PR4

PR5
PR6

PY1
PY2

PY3
PY4

PY5
PY6

PO1
PO2

PO3
PO4

PO5
PO6

PB1
PB2

PB3
PB4

PB5
PB6

1 1 1 1 1 1 6

PG

PR

PY

PO

PB

Fig. 3. The game information table as defined in the formulation.

card. For ease of explanation, we alter the Payoff matrix so that it allows not
only a scalar number of players but also real numbers. For each state of the
game we define a linear function that represents the score for playing a Green
card based on the number of Red cards played. The score functions, denoted by
Payoff functions, are obtained by connecting points on scalar representations of
the Payoff matrices. Figure 4 shows the Payoff function at state −2 of the game
for N = 6 using the data provided in Table 1. For example, if, on the average,
2.5 players play Red cards, the score for playing a Green card in State −2 of the
game is 51. Similarly, the score for playing a Red card at each round is defined
using the Payoff matrix, the Matrix Board, and number of players who played a
Red card. Again, we use Payoff functions to evaluate the score for playing a Red
card at each state of the game. Figure 5 shows the Payoff function at state −2
of the game for N = 6.

As before, the score of playing a Yellow card is 6, and the score of playing
Orange and Black cards are −6

PO
and −6

PB
, respectively.

In the original version of the game, “Replenishment” occurs in random rounds,
and it is known that, on the average, it occurs every 6th round. Thus, to accom-
modate for the average computation, we consider it to occur every 6th round.

Based on the above problem setting, our goal is to compute a probability
vector for a specific player to maximize his score when the probability vector for
the other players is known a priori. Note that although we are working with the
original version of the game as proposed in [18], we desire a general approach
which is applicable to all problems that reflect on the basics of the “Tragedy of
the Commons”.
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46

48

50

52

54

56

58

1 2 3 4 5 6 PR

Score

Fig. 4. The Payoff function for a Green card for State −2 of the game.

3.2 The Proposed Solution

Suppose that the probability vector Pi, i = 2, . . . , N , is given, and that we are
planning to determine the probability vector P1 that maximizes the average case
score of Player 1. Once P1 has been computed, the average score of playing each
color at each round is available, where we use the expected number of players
playing each color to compute the scores for the round. The peg moves, which are
based on the expected number of Green cards played at each round, will then,
in turn, be used to obtain the corresponding Payoff function for the Green and
Red players’ scores. The expected value of Red card players is used to evaluate
the score of Green and Red card players from the corresponding Payoff function.
Also, the expected number of Orange and Black card players are all we need
to obtain their score at each round. Moreover, Yellow card players always get 6
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11

13

15

17

19

21

23

1 2 3 4 5 6 PR

Score

Fig. 5. The Payoff function for a Red card for State −2 of the game.

points and we assume that replenishment occurs at every 6th round. As a result,
all the necessary components needed to compute all the scores are at hand, and
thus, these scores are computable.

Although the scores for playing Yellow, Orange, and Black cards stay the
same on different rounds, the scores of playing Green and Red cards change as a
result of the change in state of the game. Once the expected numbers for all the
colors have been computed, the table in Fig. 6 is used to compute the score for
playing Green and Red cards at each round. Here, SGi

and SRi
are the scores

for playing Green and Red cards in round i, i = 1, . . . , RN , where RN is the
total number of rounds for which the game is played.

Our approach to determine the best probability vector for Player 1 is by
considering the different cases based on the structural properties of the problem.
We repeat that although we are working with score values defined in the original
game manual [18], the same method presented here works even if one changes
the values such that after applying the changes the main properties of the game
remain the same.

First of all, it is straightforward to see that playing Orange and Black cards
is not beneficial toward the goal of the problem. The reason for this is that for
any number of Orange and Black players, the score for those who play them is
negative so that they have a contra effect towards maximizing the score. Conse-
quently, the maximum advantage is obtained by setting PO1 = 0 and PB1 = 0.

Consider the following cases:

1. PB ≥ 1
Whenever the expected number of Black card players is greater than or equal
to unity, playing a Green card always leads to a score of −20 points. So,
playing a Green card is not beneficial, implying that PG1 = 0. So, the best
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...
...

...
...

SG1 SR1

SG2 SR2

SG3 SR3

SGi
SRi

1
2
3

i

RN
RN-1 SGRN−1 SRRN−1

SGRN
SRRN

Round Green Red

Score of RedScore of Green
in round i in round i

Score Score

...

...

Fig. 6. Score of playing Green and Red cards in each round.

probability vector is obtained for some proportion involving PR1 and PY1 ,
(note that PR1 +PY1 = 1). In order to calculate the proportion, we define the
average score of Red card players as the following:

AV GR =
∑RN

i=1(SRi
+ P0 ∗ 10)

RN
, (1)

where, for sake of convenience, we compute the time average, even though,
more formally, we should have computed the ensemble average.
The following cases are possible:
– If (PR1 = 1) ∧ (AV GR > 6). This case implies that the best probability

vector is obtained by setting PY1 = 0 and PR1 = 1.
– Else If (PR1 = 1) ∧ (AV GR < 6). In this scenario, the best probability

vector is obtained by setting PY1 = 1 and PR1 = 0.
– Else (i.e., (PR1 = 1) ∧ (AV GR = 6)). In this scenario, either of the above

solutions is the best probability vector.
The above discussion follows from the fact that decreasing PR1 from its orig-
inal value (equal to 1) results in a decrease in AV GR, and so the total score
will drop more as Player 1 uses less Red cards and more Yellows cards.

2. PB < 1
If the expected number of Black card players is less than unity, playing a
Green card may also be beneficial. Therefore, the best probability vector is
obtained for some proportion involving PG1 , PR1 , and PY1 , where the reader
should observe that PG1 + PR1 + PY1 = 1. In order to calculate the propor-
tion, we first consider the option of only playing Green and Red cards, and
subsequently extend the solution to include playing Yellow cards.
It should be mentioned that, for the sake of convenience, instead of comput-
ing the three point convex combination of PG1 , PR1 , and PY1 simultaneously,
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we consider PY1 separate from PG1 and PR1 . The reasoning behind this is a
consequence of the simplifying effect of assuming that changes in PY1 are inde-
pendent from changes to the values of PG1 and PR1 . As a result, our heuristic
algorithm involves computing trivial two-point convex combinations while
producing reasonable results.
We define the average score for Green card players as the following:

AV GG =
∑RN

i=1(SGi
∗ (1 − PB) + PB ∗ (−20))

RN
.

Note that the average score of Red card players at each round is given by
Eq. (1).
The following cases are possible when a Yellow card play is not involved:

PlayerColor

Green

Red

Yellow

Orange
Black

2 3 5 64

100

0
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Fig. 7. A plot of AV GG, AV GR, and the function PG1 ∗ AV GG + PR1 ∗ AV GR for
increasing values of PG1 when (PR1 = 1) ∧ (AV GG ≤ AV GR).

– If (PR1 = 1)∧(AV GG ≤ AV GR). In this case, the best probability vector
is obtained when PR1 = 1 and PG1 = 0. To show that it is true, suppose
that we decrease PR1 and increase PG1 to get a new proportion between
these probabilities. The average score of playing Red and Green drops
when less Reds are used because of the increasing nature of the Payoff
functions. Besides this, playing more Green cards will cause the state to
drop to negative values faster, which, in turn, results in a less average
score for playing both Red and Green cards. Thus, the total score will
drop if we decrease PR1 and increase PG1 not only because the average
scores are decreasing, but also because we are replacing Red cards (which
have a higher average score) with Green cards which have a lesser average
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score. Consequently, the best probability vector is obtained when the most
possible Red cards are played, namely PR1 = 1. Figure 7 shows an example
where AV GG = 46.82 and AV GR = 46.96 for PR1 = 1. The results
demonstrate that even for some values of AV GG greater than AV GR,
PR1 = 1 is the best probability vector for Player 1. More details of this
are given in Sect. 4.

– Else (i.e., (PR1 = 1)∧(AV GG > AV GR)). In this case the best probability
vector is obtained by finding the maximum of (PG1 ∗AV GG+PR1 ∗AV GR)
for all possible values of PR1 and PG1 , where one should observe that
PG1 + PR1 = 1. Here, in order to find the maximum possible average
score, we decrease PR1 from its original value, 1, by some value Δ and
increase PG1 (initially equal to 0) by Δ and compute (PG1 ∗AV GG+PR1 ∗
AV GR). The highest value is the resultant maximum possible average
score, namely the maximum of (PG1 ∗AV GG +PR1 ∗AV GR). Because of
the fact that decreasing PR1 and increasing PG1 will lead to a decrease
in both AV GG and AV GR, we increase the total score by replacing Red
cards (which lead to a less average score) with Green cards (with a greater
average score), to work towards a maximum value. However, a more careful
observation of the function at different values of AV GG and AV GR by
decreasing PR1 and increasing PG1 reveals that there are some small drops
and jumps in both functions. Figure 8 shows one such example. Here, we
consider Δ = 1 and probabilities which are given by percentages. The
maximum average score in this example is obtained for PG1 = 34.32%
and PR1 = 65.68%. Note that the jumps in the functions AV GG and
AV GR do not affect our previous discussion for the case where (PR1 =
1)∧ (AV GG ≤ AV GR) since both functions have their maxima for PG1 =
0, and the jumps never reach to that value. Consequently, in the case that
((PR1 = 1) ∧ (AV GG > AV GR)), the maximum possible average score
is not unique. A more detailed discussion of the different cases for this
scenario is presented in Sect. 4.

The results that we have obtained up to now do not involve the consideration
of playing Yellow cards. We now consider the case where a Yellow card can
also be played. We define the joint average score of playing Green and Red
cards (defined earlier) as the following:

AV GGR = PG1 ∗AV GG + PR1 ∗AV GR.

The following cases are possible when Yellow cards are also involved:
– If AV GGR > 6. In this case, playing a Yellow card together with Green

and Red cards is not beneficial, implying that PY1 = 0 (see Fig. 8). To
prove this assertion, by way of contradiction, suppose that if we decrease
PG1 by some value Δ and increase PY1 by Δ, we can obtain a greater
total score. If this is true we could, instead of increasing PY1 , increase
PR1 by Δ and get an even higher total score. But this contradicts the
fact that AV GGR is the maximum possible joint average score for playing
Green and Red cards. Also, it is easy to see that decreasing PR1 by some
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Fig. 8. A sample probability vector, AV GG, AV GR, and the function PG1 ∗AV GG +
PR1 ∗AV GR, for increasing values of PG1 .

value Δ and adding Δ to PY1 will not increase the total score since we are
replacing values greater than 6 by 6, and at the same time AV GGR gets
decreased as both AV GG and AV GR fall. So, the best probability vector
would be obtained by the same probabilities as we had before.

– Else If AV GGR < 6. In this case, the best probability vector is obtained
when PG1 = 0, PR1 = 0, and PY1 = 1 (see Fig. 9 for a clarification). This
is true because, for any combination of Green, Red, and Yellow cards, if
PY1 �= 0, the joint average score of playing Green and Red cards is less
than AV GGR obtained earlier. As a result, the best probability vector is
obtained when we use all Yellow cards which, in turn, yields the greatest
possible total score.

– Else (i.e., AV GGR = 6). In this setting, either of the above cases would
lead to an equal total score, and this would be the best probability vector
for Player 1.

The above algorithm leads the maximum average score for Player 1 when
the probability vectors for the other players are given a priori. Observe that the
solution is unique other than for some special cases discussed above.

Note that although we presented our arguments by considering the original
version of the game presented by Powers et al. [18], our solution also works for
other improved versions of the game. Indeed, as one can notice, there is nothing
“special” about the original setting of the game and the specified scores. For
example, we have considered the case when the use of Black card causes the
Green card players to lose 20 points. Since our solution is not based on the
specific values of these points, it could be replaced with any desired value in
the formula. The only factor that our solution is based on is the foundational
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concept of the Commons Game which must remain the same for all versions of
the game, namely the increasing nature of the Payoff function as number of Red
card players increases, and the faster fall of the state as more Green cards are
used.

Algorithm 1 is the formal presentation of the algorithm we informally
described above.

4 Commons Game Implementation and Analysis

This section illustrates the results obtained by implementing the algorithm dis-
cussed in the previous section. We provide various charts so that the reader can
visualize the behavior of the game in various situations. We have also analyzed
the game data and enumerated interesting properties of the results.

4.1 Implementation

We have implemented the Commons Game in order to visualize and analyze the
details of the game, and to test the effectiveness of our algorithm in attaining
the average maximum score. Our implementation of the game is based on the
manual published by Powers et al. [18]. It includes two major JAVA classes
named CommonsGame and UserInterface. The CommonsGame class contains
all the details of the game, and the UserInterface class is the graphical user
interface which obtains the user’s data, and presents the processed results to the
user. The CommonsGame class mainly consists of a number of methods by which
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Algorithm 1. Maximum Score Computation
Input: PG, PR, PY , PO, PB : Expected number of players playing each color
RN : Number of rounds
SRi , SGi : Score of playing Green and Red in round i

Output: PG1 , PR1 , PY1 , PO1 , PB1

Method:

1: PO = 0
2: PB = 0

3: AV GR =
∑RN

i=1(SRi
+P0∗10)

RN

4: AV GG =
∑RN

i=1(SGi
∗(1−PB)+PB∗(−20))

RN

5: PG1 = 0
6: PR1 = 1
7: PY1 = 0
8: if PB ≥ 1 then
9: if AV GR < 6 then

10: PR1 = 0
11: PY1 = 1
12: end if
13: else
14: if AV GG > AV GR then
15: PG1 , PR1 = PG1 , PR1 · (PG1 ∗AV GG + PR1 ∗AV GR) is Maximized
16: end if
17: if PG1 ∗AV GG + PR1 ∗AV GR < 6 then
18: PG1 = 0
19: PR1 = 0
20: PY1 = 1
21: end if
22: end if
23: return PG1 , PR1 , PY1 , PO1 , PB1

End Algorithm

the user can perform a variety of tasks such as playing different game types, score
computations, game state monitoring, and the preparation of results.

In our implementation, the game can be played in two ways: random and
manual. If the player selects the “random play” option, the user has to enter
a value between 0 to 100 for each color under that player. These numbers are
the respective probabilities (given in percentages) with which the player selects
each color in each round of the game, and the sum of these probabilities must be
unity. On the other hand, if the user selects to play the game manually, he will
be given the opportunity to choose his desired color at each round of the game.
An snapshot of the game’s main user interface window is shown in Fig. 10.

The program provides information about the game even as players are playing
it. Once the player types have been defined, pressing the Play button will run
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Fig. 10. A screen snapshot of the user interface of the game.

one round of the game. While the color of the card played by random type
players is defined based on the given probabilities, the card played by manual
players should be specified by the user. After each round of the game the score
of the round and the total score up to the current round will be both computed
and displayed. Additionally, the number of cards of each color played in the
current round, and the total number of cards of each color played up to the
current round are also displayed to the user. In order to virtually build the game
environment for the users, they have the choice of playing it with information
that is hidden or with all the information being visible. If the user opts to play
it with the information being hidden, only the number of Green cards played in
each round and their total number is visible to the users.

We have also implemented the average maximum score computation algo-
rithm presented in Sect. 3. Once the probability vectors for all the players other
than Player 1 is defined, pressing the Maximum AVG button would compute
the best probability vector based on the proposed algorithm and places the prob-
abilities in the corresponding boxes. The user can then start playing the game
using the computed probabilities.
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5 Analysis

Our implementation illustrates some of the structural properties of the Commons
Game and those of the new maximum score computation algorithm. The new
algorithm proposed here computes the maximum possible score that Player 1 can
earn (on average) by working with the average number of players that play each
color in each round. The principle motivation of the new algorithm is to simplify
the behavior of the game using its structural properties, which is captured by
the two functions defined earlier, namely AV GG and AV GR. Since the Green
and Red card moves are related to each other in different ways and toward the
score computation, they effect the final score inter-dependently. Therefore, in
our algorithm which computes the average maximum score, we first compute
the joint average score of playing Green and Red cards, denoted by AV GGR,
and use this quantity to obtain the ultimate result.

A desirable property of the variation of the indices AV GG and AV GR, as a
function of PG1 , is its decreasing nature. As we use more Green cards and less Red
cards the average score of playing both Green and Red cards will drop because
of both the faster decrease in the game states and the increasing nature of the
Payoff functions. As shown earlier, these functions are not always decreasing but
have some small drops and jumps. Two examples of these functions are shown
in Fig. 11.

The following properties are observable in the AV GG and AV GR functions:

1. Both functions are almost always decreasing, except at a few drop and jump
points. The drops in the AV GG and AV GR functions are the result of the
changes at the points at which replenishment and state changes occur.

2. Both functions decrease at about the same rate, although the rate of decrease
of AV GG is slightly more than that of the AV GR function. The difference in
the decrease rates is due to the fact that, in all Payoff functions, the score for
playing a Green card is more than the corresponding score for playing a Red
card. Thus, the degradation to lower states effects the score of Green card
players more than that of Red card players.

3. The points at which drops and jumps occur are mostly the same in both
functions, and the functions look quite similar. Note that the major reason
for these drop and jump changes in AV GG and AV GR is the state change
which affects the scores of the Green and Red cards at the same junctures.

The drops and jumps in the AV GG and AV GR functions also effect the quan-
tity AV GGR. Apart from this, we also record the following properties, noticeable
in the AV GGR function:

1. The AV GGR function starts from where the AV GR starts and ends where
the AV GG ends.

2. If both the function AV GG and AV GR were strictly decreasing, AV GGR

would have possessed a unique maximum value. Because of the drops and
jumps in both AV GG and AV GR, the maximum value for AV GGR is not
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Fig. 11. Typical graphs of the indices AV GG, AV GR, and AV GGR as a function of
PG1 .

unique. Figures 12, 13, and 14 show examples in which the maximum values
for AV GGR occur for two different values of PG1 . Figure 15 depicts an example
where the maximum occurs for 3 different values of PG1 , and Fig. 16 is an
example showing the case when the maximum occurs for many values of PG1 .

3. The higher the value of the maximum AV GGR, the smoother is the shape of
the functions AV GG, AV GR, and AV GGR. Thus, the shape of the function
would be more like the one that is sought for. This is because of the fact that
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in higher states, the effect of state changes and replenishment on the total
score would be less significant, as seen in Fig. 17.

6 Conclusions and Future Work

In this paper, we have studied the Commons Game, the purpose of which is to
simulate the workings of a set of players utilizing the commons in such a way
that no player has an exclusive right to the resource, while on the other hand,
all the players have access to it. In this game, the players are required to pay
more attention to the so-called cost which is calculated based on the proportion
of other players and their respective strategies. However, if the relative number
of cheaters is higher, the perceived benefit of the others cooperating increases.
Consequently, a proportion of the players must usually play cooperatively even
though the others fail to, because the success of each strategy is calculated
based on the proportion of the players using the various strategies in the total
population.

Through this work, we have developed a deterministic approach to maximize
the average case score of a specific player (Player 1) when the probability by
which the other players select strategies (represented by colored cards) is known
a priori. We do not claim that our solution attains the local/global optimum.
What we endeavor to obtain is a heuristic by which a feasible solution is achieved.
We have illustrated the implementation of the algorithm and provided various
charts so that the reader can visualize the behavior of the game in various situ-
ations. Moreover, the game data has been analyzed, and interesting properties
and results have been recorded.

In future, our goal is to develop algorithms to maximize the score when play-
ers have no a priori information about the strategies of the other players. In this
setting, the player should learn the patterns of the other players’ behavior so as
to gain the most possible score. We hope to capture and utilize the results of
different playing strategies towards earning the maximum score, and to adap-
tively apply the most suitable approach based on the current learned playing
strategies of the other players.
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Abstract. During the last few years we have been working on a theory
for the grounding of semiotic symbols in artificial agents. So far the the-
ory allows for the grounding of statements that summarize a speaker’s
knowledge generally without limiting the time or space related deno-
tations of the utterance. The aim of this work is to propose an exem-
plary method for the grounding of context-dependent utterances. The
implementation of this method should allow for the grounding of con-
ditional statements about (describing) the current (last) environmental
observation. To solve this task, a method for constructing a context-
dependent model of a cognitive state is proposed. An agent’s knowl-
edge is partitioned into a few disjoint subsets. This division is the result
of a classification of past environmental observations. The classification
process utilizes some known data exploration and feature selection meth-
ods which pick the environmental observations that seem relevant to the
described situation.

Keywords: Cognitive agent · Language grounding · Conditional
sentences · Modal conditionals · Context-dependent utterance

1 Introduction

The grounding theory [9–12,21,22] provides means of grounding1 a given class of
natural language statements within the environmental observations made by a
cognitive agent. The statements are encoded as formal modal formulas. Conjunc-
tions, alternatives [9–12] and in particular conditionals [21,22] are considered.
Formulas may be extended with auto-epistemic modal operators of possibility
(I find it possible that), belief (I believe that) and knowledge (I know that).

Statement grounding within the theory is achieved by the careful construction
of a link between the environmental observations gathered by the agent and
the natural language statements encoded as formal modal formulas. We say the
formula can be grounded only when this link can be constructed. Every grounded
1 The grounding problem itself has been broadly described in [7,18,19,24,25].
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formula can (but does not have to) eventually be translated to the respective
natural language statement and uttered. It has been proven that the solution
proposed in the grounding theory meets a series of common-sense constraints.
These constraints are related to the conventional criteria of natural language
statement usage. As a result the grounding theory guarantees that a grounded
statement can be eventually uttered sustaining its conventional natural language
meaning. Such a meaning includes typical denotations and implicatures [1,5] of
the natural language statements.

The formal conditions for modal statement grounding are validated against
an agent’s empirical knowledge in the form of past partial environmental obser-
vations. Depending on the type of statement, empirical knowledge is divided
between 2 or 4 subsets called grounding sets. Each grounding set contains pre-
vious experiences which support or neglect a statement. For example, to ground
the statement Bel(p∧ q) (I believe that p and q) one has to extract four ground-
ing sets, each corresponding to one of four mutually exclusive situations: p ∧ q,
p∧¬q, ¬p∧q and ¬p∧¬q. The statement can be grounded only when the distri-
bution of empirical knowledge between the grounding sets (their cardinalities)
meets the predefined formal criteria [9,11].

The grounding theory, in its raw form [9–12], constructs grounding sets
using all the empirical knowledge. Relevance of used knowledge is not evalu-
ated against any context-specific information. In such an approach, the agent is
able to describe its knowledge generally, without reference to any specific obser-
vational context. When the agent says: Pos(p) (I find it (generally) possible that
p.), it simply means that p can hold or not. The agent has observed in past sit-
uations where there was p and where there was not p. Based on that, it states
that p may hold. There is no prioritization of past observations that are more
important in the considered case (observational context). Such an approach is
said to be context-free, as it results in utterances that generally summarize the
agent’s knowledge. Such statements are not ‘absolutely’ context-free as they are
built in relation to the agent’s subjective knowledge. They are context-free in the
sense that the agent does not limit their reference to any particular space or time
except the ones resulting from obvious limitations in the agent’s knowledge base.

The same utterances may also be used to describe some chosen observa-
tion from one particular time point. The form of such an utterance may be the
same, but its meaning changes (see [23] for a discussion on that matter). The
exemplary formula: Pos(p) (I find it possible that p (now).) changes its deno-
tation as it describes p at a particular time point. Such utterances are said to
be context-dependent as the time point determines a specific context. Assumed
understanding of the context is close to the definition of the context of thought
[20], as it matters what the speaker knows or can deduce about the current
time point.

As a result the mental representation of the environmental state when speak-
ing generally is different than when speaking about the current time. The empiri-
cal knowledge used to ground the statement is chosen with respect to the specific
knowledge related strictly to the current time point. That choice of knowledge
results from the agent’s intentions and point of focus on the current time point.
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This forces the agent to use as much information specific for this time point as
possible and discard information that is unrelated or even contradictory to its
knowledge about the world state at this moment.

In order to contextualize utterances, some simple strategies for filtering
empirical knowledge have been proposed. For example, [13] proposes a distance
function to pick the most similar observations to the current observation (the
observation being described). Work [17] summarizes traffic density based on live-
data gathered from various traffic nodes. To summarize traffic for one crossing,
only data gathered at that crossing is considered. In that sense the described
crossing forms the spatial context of the utterance and limits the data that
should be used. Other data is simply not relevant.

The proposed simple solutions [13,17] can be greatly improved. In the ground-
ing theory, the context can be taken into account on the level of the cogni-
tive state model. Some previous environmental observations should be included
within the grounding sets as important in the considered context, while others
should be excluded as unsuitable to it. There is a need to partition empirical
material that is included in the grounding of statements. To achieve this, the
agent needs to be able to construct its cognitive state with respect to the current
observation. Such a cognitive state should encode the agent’s subjective knowl-
edge about the current situation. This model has to be constructed autonomously
and use only the agent’s knowledge (i.e. previous environmental observations).
This in turn requires the agent to be able to reason and learn from empiri-
cal knowledge. The agent should search for various patterns in the knowledge.
Learned patterns should determine the contents of the grounding sets.

The aim of this paper is to provide an exemplary method for constructing the
cognitive state model. The cognitive state model is constructed in the context
of the last observation and is based on previous empirical observations. To con-
struct the cognitive state model, the agent is equipped with some fundamental
reasoning and data analysis mechanisms. Firstly the agent learns from the empir-
ical knowledge by finding associative rules among it. Secondly the agent fills the
cognitive state model with past observations directly related to the learned rules
in the context of the current observation. The proposed method consists of two
strategies. Firstly the agent tries to crisply determine as much as possible about
the current observation. Secondly, if the first approach does not provide desir-
able results, the agent searches for empirical material most similar to the current
observation.

In the next section the grounding theory is briefly explained. In Sect. 3 a
motivational example is presented. Section 4 provides necessary data definitions
and formally defines the task of constructing the cognitive state according to the
context. Within Sects. 5 and 6 the exemplary method which constructs the cogni-
tive state is defined and described. Section 7 provides a computational example.

2 A Short Introduction to the Grounding Theory

The symbol grounding problem [7,18,19,24,25] is about the need for a connec-
tion between an environment and the symbols (for example statements) describ-
ing it. To ground a symbol is to find its relation to environmental observations.
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Such a relation has to satisfy postulates that in turn result from an assumed
meaning (semantics) of the symbol.

The grounding theory [9,10,12,17,21,22] addresses the symbol grounding
problem for a predefined class of modal formulas representing natural language
statements. Exemplary considered statements and formulas are ‘I find it possible
that p’ (Pos(p)), ‘I believe p or not q’ (Bel(p ∨ ¬q)), ‘I know not p and q’
(Know(¬p∧q)). The semantics of formulas are defined with respect to an agent’s
knowledge2. Furthermore, the semantics are assumed to be consistent with the
conventional meaning of the associated natural language statements3. Such an
approach, for example, requires that the agent does not know that p holds when
it says p is possible.

The grounding theory consists of a series of steps that allow for grounding
modal formulas. Firstly an empirical knowledge base is defined. It holds obser-
vations from the current and past time points. Secondly a cognitive state is
presented. This cognitive state is meant to partition the observations from the
empirical knowledge base with respect to the agent’s focus of attention. Thirdly
grounding conditions are formally encoded and defined in the form of epistemic
satisfaction relations. Each formula type has its own definition of the epistemic
relation. Only when this relation holds can the formula be grounded. The epis-
temic relation is validated against the cognitive state.

The further paragraphs present the crucial components of the grounding
theory.

2.1 The Empirical Knowledge Base

An agent’s empirical knowledge consists of a series of temporarily ordered envi-
ronmental observations. The agent is unable to observe the whole environment,
hence the observations contain only partial information about the state of the
environment. An agent’s empirical knowledge contains perceptions of physical
environmental properties. We assume a simple model of knowledge where each
observation consists of binary properties that may hold, not hold or be unknown.

Definition 1. Let the agent’s empirical knowledge base be defined as a tuple:
TB = 〈P, T, V,R〉, where:

P = {p1, p2, ..., pK} is a set of attributes
T = {1, 2, ..., N} is a set of time points
V = {−1, 0, 1} is a set of attribute values
R : T × P → V is a relation assigning values

to attributes at different time points

The relation R defines the observed values of attributes at particular time points.
Let t ∈ T and p ∈ P . Attribute values V have the following interpretation:
2 Semantics differ from classical approaches based on truth tables. They are defined

according to the agent’s partial knowledge, not to the physical (often unknown) state
of the world.

3 For details on semantics please refer to the grounding theory.
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– R(t, p) = 1 - attribute p was observed to hold in t (shortly: p holds).
– R(t, p) = −1 - attribute p was observed NOT to hold in t (shortly: ¬p).
– R(t, p) = 0 - attribute p is unknown in observation t (was not observed).

The observation at time point t shall be denoted by a vector:

R(t) = 〈R(t, p1), R(t, p2), ..., R(t, pK)〉

Observation R(t) contains all data observed at time point t. The empirical knowl-
edge base can also be represented as a series of observations: R(1), R(2), ..., R(N),
where R(N) is the current observation.

2.2 The Cognitive State Model

The cognitive state model (Definition 2) represents the state of an agent’s mind
at some time point. The model consists of previous time points that are divided
between two layers: conscious (or working memory) and unconscious (or perma-
nent memory). One can partition past observations according to the time points
from sets CS and CS. The fundamental partition is based on time points where
the whole observation is classified as one of the layers. In the grounding the-
ory, empirical knowledge is later divided again according to observed attributes.
In such a way grounding sets are formed. The grounding sets form models for
mental representations [16].

Definition 2. An agent’s cognitive state CS is defined as a partition CS =
CS ∪ CS, being a subset of set T such that

CS = CS ∪ CS ⊆ T and CS ∩ CS = ∅

Sets CS and CS are called the conscious and unconscious layers of the cognitive
state respectively.

Intuitively the conscious layer represents past observations that are crucial in the
reasoning process performed by the agent. For example, it includes the obser-
vations that are most similar to the current observation and contain knowledge
on the attributes the agent is interested in. The unconscious layer represents
observations that are not so important but construct an influential background
for the agent’s reasoning. For example, it includes the observations where some
of the interesting attributes were known4. The model of the cognitive state can
be aligned with fundamental assumptions from the models of the mind from
non-technical literature [3,4,15].

The cognitive state model also has many similarities to mental models in
the theory of mental models and possibilities [8] from Johnson. He proposed
that some mental models should be divided into two types: explicit and implicit.
4 For more information on the cognitive state model and its two layer architecture

please refer to the grounding theory.
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His explicit models can be considered as residing in the conscious area and
implicit models reside in the unconscious area.

The Definition 2 is a bit different from the one in the grounding theory.
It has been changed specifically for the purpose of this paper. The grounding
theory provides a definition where CS ∪ CS = T . Such an approach results
in using all the empirical knowledge (either consciously or unconsciously) to
ground a statement. After a slight change (CS = CS ∪ CS ⊆ T ) some of the
knowledge can be omitted in the grounding process. Of course it is not yet
said which part of knowledge can be omitted, as choosing it is the core aspect
of this paper. Intuitively knowledge unsuitable for the analysis of the current
observation should be omitted. Suppose the agent is considering only situations
where p holds. In such a case all the observations where p does not hold should
be neither in CS, nor in CS.

Finally the cognitive state is verified against the formal grounding con-
straints. If the cognitive state meets them, a statement can be grounded.

2.3 Formulas Representing Conditional Statements

This paper deals only with conditional statements which are represented by the
formulas:

– φ → M(ψ)
– M(φ → ψ)

where φ ∈ {p,¬p}, ψ ∈ {q,¬q} and M ∈ {Pos,Bel,Know}.
The formulas have been assigned intuitive semantics:

– If φ then I find it possible / I believe / I know, that ψ.
– I find it possible / I believe / I know, that if φ then ψ.

The semantics of the formulas are defined with respect to the speaker (the agent).
Such semantics impose some constraints resulting from rational language usage
patterns. For example one of such constraints requires the agent not to know
the state of the antecedent φ as otherwise there is no need to use a conditional
‘If φ ...’ at all5.

For example: p → Bel(¬q) means: ‘If p, then I believe, that not q’. The
statement should be read literally as a natural language indicative conditional
used to express the agent’s knowledge. Similarly the modal operator of belief
‘Bel’ has the conventional natural language meaning of belief. One should not
treat these formulas as any form of formal implication in logic.

3 Motivational Example

The meaning of a statement depends on when it is uttered and why it is uttered.
A statement ‘If φ then I believe ψ’ may generally summarize the speaker’s
5 Please refer to [5,21,22] for more information on this subject. Here we count for the

reader’s intuitive understanding of the conventional meaning.
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knowledge or only refer to the current observation (speak about it, describe
it). The listener decides how to interpret the same statement depending on the
conversational context. The conversational context itself is not considered within
this paper. The knowledge used to ground the statement depends on the chosen
time bounds. When one wishes to obtain a general summary then all of the past
observations (empirical knowledge) should be equally considered and the cogni-
tive state should be set to: CS = CS = T , CS = ∅. In the second case only
relevant observations should be considered, so CS is some proper subset of T .
Obviously it is not trivial to decide which observations are relevant. The ground-
ing theory does not provide any method for partitioning empirical knowledge, it
simply acknowledges the existence of such a partition.

Suppose that an agent’s knowledge contains only observations, such that
when there was p1 and p2 there also was q. Attributes p1, p2 and q have sometimes
held and sometimes they have not held. Always when p1 and p2 held, q also held.
From such knowledge the agent can learn that p1 and p2 imply q.

When speaking generally (summarizing all the knowledge), the agent may
say: ‘If p1 and p2, then q’, but should not say: ‘If p1, then q’. It should not use
the second statement because p1 alone does not guarantee q to hold.

Now consider a situation where the agent is saying something about the
current observation. Assume that the agent has currently observed p1 but was
unable to observe p2 and q. In such a situation the statement ‘If p1 and p2,
then q’ is still valid as a material implication but is no longer a reasonable
answer6. The agent already knows that p1 currently holds, so it is pointless to
say ‘If (currently) p1 ...’. On the other hand one is expecting the utterance ‘If
p2, then q’. When p1 is known to hold, p2 is the only missing ingredient for q
to hold, so the expected utterance seems reasonable according to the agent’s
knowledge. When it comes to statement grounding, the chosen context (the
current situation), should change the cognitive state. The agent still has to refer
to past observations but now only the ones where p1 holds are relevant.

As a second example let us assume the agent has observed p1 and p2 but
was unable to observe q. In such a situation no indicative conditional statement
about q is suitable. The agent should simply deduce q and say that it knows q
holds although it has not been directly observed.

These examples show that the current observation, as a set of observed
attributes, defines the context and should influence the choice of observations
taking part in the statement grounding process. The current observation is not
the only element of the context. Another element is related to the agent’s focus
of attention. The choice of past observations also depends on the attributes that
the agent is interested in. In the examples above, the observation of p1 played
an important role in the choice of the content of the cognitive state. The obser-
vation of p1 was important because it influenced q. Attribute q was dependent
on p1 because empirical knowledge provided evidence for that. One can think of
some other attribute p3 that is independent of p1 (empirical knowledge does not

6 The utterance is unreasonable because it conventionally implies that the speaker
does not know whether p1 holds or not [21,22].
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suggest any correlation between p1 and p3). For p3 it is irrelevant if p1 holds or
not. The fact that the agent is interested in q, not p3, has an impact on the con-
tents of the cognitive state. In conclusion, the agent’s focus of attention (what
attributes it is currently interested in) plays an important role.

From this simple example one can conclude that the choice of an utterance
highly relies on the current observation and the agent’s focus of attention. It
is believed that in the grounding theory context-dependent behavior can be
successfully achieved by the proper limitation of the empirical knowledge taking
part in the statement grounding process. This limitation should directly depend
on the current observation (what was observed (not) to hold) and the agent’s
focus of attention (what it is currently interested in).

At the same time the distribution of the empirical knowledge chosen for
the cognitive state highly depends on the agent’s past empirical knowledge (all
of it). This happens because the same empirical knowledge provides evidence
of what is important for the considered context. To choose what is important,
the agent is required to be equipped with some cognitive abilities. Namely the
agent must be able to learn from the data in order to construct higher level,
more general knowledge. The analysis of the empirical knowledge may result
in a discovery of various correlations, associative rules, classifications, trends
etc. The discovered knowledge should later be used to choose observations for
the cognitive state. The choice of particular learning and data analysis methods
relies on the environment model. Intuitively the better suited methods within
the agent, the more appropriate empirical material shall be chosen.

The aim is to implement the ability to construct the context-dependent cog-
nitive state within the agent. As a result the agent should be able to choose a
reasonable utterance about the current observation.

4 The Task Definition

4.1 Additional Notation

Before the task is defined some additional notation is needed:

Definition 3. Let R : T × P → V denote an extended relation assigning
attribute values to observations such that:

∀t ∈ T, p ∈ P : R(t, p) = 0 → R(t, p) = R(t, p)

The extended relation R is equivalent to relation R on all known attribute values.
The extended relation may have some additional attribute values fixed as known.
In the presented approach the extended relation is used to hold predictions of
unobserved attribute values.

Definition 4. Let c(p, v) where p ∈ P and v ∈ V be a condition denoting that
the attribute p takes the value v. Let C be a set of all such conditions. Let Ck ⊂ C
be a set of all conditions where v ∈ {−1, 1}.
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A condition presents a requirement, that some observations may meet or not.
The set C contains all such conditions. The set Ck holds all conditions where we
require the property to be known (v = 0).

Definition 5. Let an observation t be informative with respect to property p ∈ P
iff

R(t, p) = 0

Let t ∈ T be informative with respect to set P ⊆ P iff it is informative with
respect to every property p ∈ P .

An observation t is informative with respect to some property p if the agent has
observed it. One can find a set of all observations within the agent’s knowledge
base that are informative with respect to p:

Definition 6. Let Tk(p) denote a set of all observations informative with respect
to p:

Tk(p) = {t ∈ T : R(t, p) = 0}, p ∈ P
and let Tk(P ) denote a set of all observations informative with respect to all
properties from P ⊆ P

Tk(P ) =
⋂

p∈P

Tk(p), P ⊆ P

Definition 7. Let the observation t be consistent with a condition c(p, v) iff

R(t, p) = v

Let the observation t be consistent with a set of conditions C ⊆ C iff it is con-
sistent with every condition c ∈ C.

An observation t is consistent with some condition c(p, v), if property p holds
(for v = 1), does not hold (for v = −1) or is unknown (for v = 0). One can find
a set of all observations within the agent’s knowledge base that are consistent
with respect to c:

Definition 8. Let Tv(c(p, v)) denote a set of all observations consistent with a
condition c(p, v).

Tv(c(p, v)) = {t ∈ T : R(t, p) = v}
and let Tv(C) denote a set of all observations consistent with respect to a set
C ⊂ C of conditions.

Tv(C) =
⋂

c∈C

Tv(c), C ⊆ C
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4.2 Input and Desired Output Data

The aim is to model the ability to choose a conditional statement which con-
ventionally describes the current observation from the agent’s perspective. It is
assumed that the conditional statement should contain p as the antecedent and
q as the consequent. The input data consists of:

Input data

– the empirical knowledge base TB of previous observations,
– the current observation at time point N (the context),
– two attributes p and q considered by the agent (the context, the agent’s focus

of attention).

The current observation and attributes p, q ∈ P form the only considered con-
text. To choose conditional statements suitable to this context, the contents of
the cognitive state have to be chosen so that they contain only relevant obser-
vations.

The intermediate aim is to fix sets CS,CS (construct the cognitive state) so
that they are suited to the current observation N , p and q. These sets should
contain empirical knowledge relevant to the assumed context. Section 4.3 defines
how to understand relevant empirical knowledge.

Later, the obtained cognitive state is passed to methods of the grounding
theory [21,22] in order to decide which conditional statements can be grounded
and eventually uttered in the assumed context.

Desired output data: A subset of a set of all possible modal conditional for-
mulas holding only statements that can be grounded in the context7. In layman’s
terms: all conditional statements that the agent can use to describe its knowledge
about p and q at the current moment.

4.3 Intuitive Postulates

Observations can be divided between sets CS and CS in many ways, meaning
that there are many possible cognitive states. The aim is to carefully choose the
contents of CS and CS. The contents should exemplify the agent’s knowledge
on p and q (being the considered antecedent and consequent respectively). This
knowledge should be chosen in accordance to the assumed context. As mentioned
in the motivational example, the agent must be able to learn and reason, in
order to choose a reasonable partition. The better the learning and reasoning
algorithms, the better the results. The agent should be able to learn from data at
least as effectively as humans do. Unfortunately we are unable to implement all
of the cognitive abilities of humans. That is why only an exemplary solution is
proposed. This solution assumes the agent has two fundamental abilities. Firstly
the agent can find 100 % confidence associative rules and reason using them.
Secondly the agent can measure the similarity of past observations to the current
observation. For such an ability the cognitive state should meet the following
intuitive postulates:
7 According to the grounding theory.
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The agent should consider the current observation:

1. If the antecedent p is known (R(N, p) = 0) then the cognitive state should
not contain past observations contradictory to it. (If the agent knows that
R(N, p) = 1 / R(N, p) = −1, it should only consider past observations where
p holds / does not hold respectively).

2. Similarly, if the consequent q is known (R(N, q) = 0), then the cognitive state
should not contain past observations contradictory to it.

Postulates 1 and 2 require the agent to reason in accordance to the current
observation. If some of the considered attributes have been observed directly, the
agent should not consider observations which are contradictory in that aspect.
Considering such observations could lead to purely hypothetical reasoning - the
reasoning of what p or q would be if it were not as it had been observed.

The postulates 1 and 2 refer to situations where p or q is directly observed.
When it is not observed the agent should try to reason from the learned rules to
determine as much as possible about the current observation. Each of such rules
is learned from empirical knowledge. Some of the observations in past empirical
knowledge provide information about the rule. For example, a rule p1, p2 → p3 is
learned from all past observations where the three attributes were known. Some
of such observations are consistent with the current observation (with respect
to attributes in the rule). These observations form the source of knowledge that
can be used to crisply determine p or q.

The agent should use the learned rules to reason about the current
observation:

3. If some rule allows for deductions on p or q, then the cognitive state should
contain observations that the rule was learned from.

Postulate 3, formulated above, requires the agent to use learned rules in the choice
of past observations. If some rule allows for deductions on p or q the agent should
consider it. The empirical knowledge the rule is based on should be included in
the cognitive state. In other words: the observations related to the rule provide
a justification for the deduction of p or q.

The agent may fail to deduce the value of p or q. Such a situation can happen
when learned rules do not allow for a crisp deduction. In such a case the agent
must fix the cognitive state using a different strategy. This strategy should meet
postulate 4.

4. If some properties influence p or q (according to the agent), then the agent
should favor the past experiences most similar to the current observation with
respect to those properties.

These postulates have been chosen in accordance to previously assumed and
limited cognitive (learning and reasoning) abilities of the agent. These postulates
define the common-sense criteria of choosing the past observations that should
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go into conscious and unconscious areas. It is not claimed the method will work
efficiently and correctly in any complex environment and with any empirical
knowledge characteristics. The aim is to provide an exemplary solution to this
very complex and general problem.

5 Pre-existing Methods Used Within the Proposed
Solution

5.1 The Idea of Jumping Emerging Patterns

We are given a set of transactions D where each transaction d is a subset of
a given set of items I = {i1, i2, ..., in}. The transactions are divided into two
partitions: D1 and D2 with respect to some binary decision attribute.

The idea of Jumping Emerging Patterns [2,14] can be used to quickly find all
item-sets I ⊆ I existing in D1 but not in D2. Each such item-set I may be used
to classify transaction d. If I ⊆ d, then d belongs to D1 and does not belong
to D2.

From all found item-sets, one can choose the ones that are minimal. An
item-set is minimal if removing any of the items does not guarantee the correct
classification of known transactions to D1.

Furthermore, found minimal item-sets may be used to construct associative
rules, where items from item-sets construct an antecedent and D1 is in the con-
sequent (I ⇒ D1). Each such associative rule has 100 % confidence and non-zero
support in D. When using consecutive items i ∈ I, one can find all associative
rules of the form: I ⇒ i (I ⊂ I and i ∈ I \I), where the attribute i is a decision.

MDB-LLborder [2,14] is a fast algorithm designed to find all JEPs in a trans-
action base D = D1 ∪D2. We use this algorithm to find rules with 100 % con-
fidence and non-zero support of the form: X ⇒ c where c = c(p, v) ∈ Ck,
X ⊂ Ck \ {c}. When it comes to 100 % confidence and non-zero support rules,
MDB-LLborder is much faster than the A-priori algorithm.

The definitions of algorithm and input data have been modified to suit the
needs of this paper. Instead of transactions there are observations. Each obser-
vation, instead of items, is represented by a set of conditions X ⊂ Ck (please
notice that we do not add conditions related to lack of knowledge). An algorithm
is run multiple times for every condition c ∈ Ck as a decision to find rules of
the form X ⇒ c. When dealing with a condition c(p, v), observations where the
value of p is unknown (where R(t, p) = 0) are ignored.

Unfortunately most found rules using MDB-LLborder are a result of data
overfitting. They have a very low support and have happened simply by chance.
To conquer the overfitting problem, minimal support Smin for found rules is
required8. From all found rules only the ones with at least a support of Smin

observations shall be later used.
8 The support is understood here as the amount of observations, not a percentage

value. The choice of Smin value is a separate matter outside the scope of this paper.
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5.2 Feature Selection

A feature selection problem is the problem of finding relevant features P ⊆ P
useful in the context of some classification. Often features are selected using sta-
tistical measures such as correlation. The most common usage of feature selection
is for the reduction of the dimensionality of input data. This data is usually later
passed to a classification algorithm.

Feature selection is utilized to find attributes influencing one fixed attribute
q (the consequent). Later these attributes are used to construct an attribute-
dependent similarity measure. The idea is to find past observations most similar
to the current observation, but to do it in the context of predicting q.

Within the method the greedy algorithm introduced in [6] is used (one can
choose different algorithms). Given some attribute q, the algorithm finds relevant
attributes from P \ {q} that influence the value of q.

5.3 The Distance that Depends on Attributes

A distance function expresses the similarity between the current observation and
previous observations. The distance is dependent on some non-empty subset of
properties P ⊆ P. Distance is defined as:

DP (t) =

∑
p∈P (R(N, p) −R(t, p))2

4 · card(P )
(1)

Distance DP (t) is a normalized metric which takes values from interval [0, 1]. If
distance equals 0, all the attributes within P have the same values (they both
hold, do not hold or are unknown) within R(N, p) and observation for time point
t. If it is equal to 1 all the attributes within P have contradictory values.

If one chooses P = P, distance is measured using all properties (general
distance). If one chooses only one property P = {pi}, where pi ∈ P, distance is
measured between the values of only this property.

The distance function shall be used to find the most similar past observations
in the context of the current observation and interesting property q. Set P shall
be chosen to hold important attributes being a result of the feature selection
algorithm.

6 Proposed Method

The method of constructing the cognitive state consists of two separate strate-
gies. Firstly the agent tries to find ‘crisp’ associative rules within the empirical
knowledge base. Those rules are used as material implications to perform ‘crisp’
reasoning and hopefully determine p or q.

The second strategy is applied if the first one fails. In such a case the agent
uses the feature selection algorithm to search for attributes influencing q. Those
attributes are later used in the relative distance function to find the most similar
past observations that are in turn put into the cognitive state.

Finally the cognitive state is verified according to the epistemic relations
of the grounding theory. This results in the grounding of conditional formulas
which describe the current observation.
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6.1 Strategy 1

Step 1 (discover associative rules): For every condition c(pi, v) ∈ Ck find
all minimal sets of conditions X ⊆ Ck \ {c(pi, v)} such that:

– card(Tv(X) ∩ Tv(c(pi, v))) ≥ Smin (minimal support)
– Tv(X) ∩ Tk(pi) ⊆ Tv(c) (100 % confidence).

To find all such sets one can use a modified version of the MDB-LLborder algo-
rithm [2,14]. As a result one obtains a set of rules Rs of the form: X ⇒ c. These
rules form the discovered crisp knowledge about the environment.

Step 2 (use rules to determine attribute values): The learned rules Rs
are treated as logical implications describing the environment. The implications
are used to reason and determine as many attribute values as possible.

Initially set R := R. Compare found rules Rs against R(N).
For every rule X ⇒ c(pi, v), such that: R(N) is consistent with X and

R(N, pi) = 0, set R(N, pi) = v. Repeat this procedure until no rules can be
used to further change R(N). As a result one obtains R(N) hopefully having
more attribute values determined than R(N).

Step 3 (has p or q been determined?): Run this step only if p or q is known
in R(N).9

If p or q is known in R(N) (meaning it has been observed directly):
Fix CS = {N} and CS = ∅.

Otherwise, if q is known:
Find a rule from step 2 that determined q (X ⇒ c(q, v)).

Otherwise:
Find a rule from step 2 that determined p (X ⇒ c(p, v)).

Fix the conscious set to CS = Tv(X). Fix the unconscious set to CS = ∅.
Return the obtained cognitive state and finish. In this case the cognitive state
either simply consists of the current observation (when the attributes have been
observed directly) or it contains observations consistent with the antecedent
within the rule.

Step 4 (assuming p was known, search for rules that determine q):
Search set Rs for rules such, that all three conditions are met:

– X → c(q, v) (q in the consequent).
– c(p, 1) ∈ X or c(p,−1) ∈ X (there is p in the antecedent).
– ∀c(pi, v) ∈ X\{c(p, 1), c(p,−1)} : R(N, pi) = v (all other properties are known

and consistent with the current observation).
9 In this case, according to the grounding theory, no epistemic relation for a conditional

statement shall be met. The conditional statement can not be grounded and hence
uttered, because it is required by the grounding theory that neither the antecedent,
nor the consequent q is known.
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For every found rule, take past observations: Tv(X \ {c(p, 1), c(p,−1)}). These
observations are directly related to the considered rule and the current obser-
vation. The observations form the source of the discovered knowledge on p
and q. Add found observations to the conscious area of the cognitive state:
CS = Tv(X \ {c(p, 1), c(p,−1)}). Fix the unconscious set to CS = ∅.

As a result of strategy 1, one obtains the cognitive state consisting of obser-
vations providing crisp knowledge on q (or p). Either one of the attributes has
been determined or a rule joining p and q has been found. If no crisp knowledge
(rules) can be found, both conscious and unconscious sets remain empty.

6.2 Strategy 2

If after running strategy 1: CS = ∅ and CS = ∅, the agent was unable to find
any crisp dependencies on p and q. Strategy 1 failed to provide useful results.
In such a case the agent proceeds to step 5 and applies a different strategy to
further analyze the current observation.

Step 5 (discover important attributes): Find attributes influencing q. Put
found attributes to set Rel (Rel is never an empty set). The attributes are
discovered using the feature selection algorithm.

Step 6 (calculate relative distance): For every observation t ∈ T calcu-
late the distance DRel(t). Previously found attributes Rel as used to measure
distance. The distance considers only important attributes in the context of q.

Step 7 (construct the cognitive state): Put all observations such that
DRel(t) � dcMax into CS. Put all observations such that dcMax < DRel(t) �
dsMax into CS.

Distance thresholds dcMax and dsMax are fixed so that: 0 � dcMax < dsMax �
1. The greater their values, the more observations shall be included within the
cognitive state.

7 Computational Example

To test the proposed method, randomly generated data was used. The data
consisted of 5 attributes and 500 observations. Data was generated in accordance
with conditional probabilities provided by Eq. 2.

P (p2) = 0.5 P (p1|¬p2) = 1, P (p1|p2) = 0.5
P (p4) = 0.3 P (p3|p1 ∧ p4) = 0.8, P (p3|¬p1 ∨ ¬p4) = 0.2

P (p5|p1 ∧ p4) = 1, P (p5|¬p1 ∨ ¬p4) = 0.5
(2)

Attributes p2 and p4 are independent. Other attributes directly or indirectly
depend on p2 or p4. Value ¬p2 implies p1. Values p1 and p4 imply p5. Attribute
p3 strongly relies on p1 and p4.
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Data was randomly masked so that about 20 % of the values were unknown
to the agent. Please notice the data is missing at random and the observations
are independent between time points. This case ensures that there are no depen-
dencies between the attributes outside the scope of the agent’s learning abilities.
The agent can learn everything there is to learn about the data.

Distance thresholds were set to dcMax = 0.25 and dsMax = 0.5. The last
observation (for t = 500) was chosen as the current observation. This observation
and a few exemplary past observations are given in Table 1. Within the last
observation, the agent observed that not p2 (p2 = −1). All other attributes were
not observed.

Table 1. Data used for empirical knowledge consisting of 500 observations. Only 7 of
them are shown in the table. First row (t = 500) contains the current observation.

Table 2. Learned 100 % confidence rules

The work-flow of the method can be described as follows:
In step 1 the agent utilizes the JEP idea to find the associative rules with

100 % confidence and enough support. The found rules are presented in Table 2.
The found rules match the ones that were used to construct artificial random
data.

In step 2, from the rule R1 (see Table 2) the agent concludes that p1 = 1 in
observation 500. The agent sets the observation R(500, p1) = 1:

R(500, p1) = 1, R(500, p2) = −1, R(500, p3) = 0, R(500, p4) = 0, R(500, p5) = 0

There are no further rules to use, because the attributes in the antecedent are
either unknown within R or contradictory to it.
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Steps 1 and 2 are independent of the agent’s focus of attention but it must
be fixed in the further steps. Assume the agent focuses on p4 and p5 being the
candidates for the antecedent and the consequent of a conditional formula. These
attributes are put to the context (the method’s input). The agent does not know
the values of p4 and p5, so it skips step 3. In step 4 the agent once more searches
through the rules to find any relations concerning p4 and p5. It searches for rules
such that p5 is in the rule’s consequent and p4 is within the rule’s antecedent.
All other conditions must be known in R(500) and consistent with it. Rules R2
and R3 meet these conditions.

From R2 the agent knows that p1 and p4 determine p5. Attribute p1 is already
known to hold. The agent searches for previous observations such that p1 = 1 and
puts them into the conscious area of the cognitive state. These observations form
the source of knowledge on the considered rule R1 with respect to the current
observation. Similarly for R3 the agent searches for previous observations such
that p2 = −1 and puts them into the conscious area of the cognitive state.

As a result the conscious area of the cognitive state consists of a total of
221 observations (out of a possible 500). The cardinalities related to 4 mutually
exclusive cases concerning p4 and p5 are as follows:

– 51 observations where p4 = 1 and p5 = 1,
– 0 observations where p4 = 1 and p5 = −1,
– 87 observations where p4 = −1 and p5 = 1,
– 83 observations where p4 = −1 and p5 = −1.

There are no observations such that p4 = 1 and p5 = −1 in the constructed
cognitive state. Such observations (a total of 14) exist in empirical knowledge
base TB. These observations have been excluded from the agent’s reasoning as
inapplicable to the current context.

The agent does not apply strategy 2 because the strategy 1 has succeeded.
For such a cognitive state (utilizing the grounding theory [21,22]) the agent may
utter:

1. p4 → Know(p5): “If p4, then I know, that p5” (now).
2. Know(p4 → p5): “I know, that if p4, then p5” (now).
3. ¬p4 → Pos(¬p5): “If not p4, then I find it possible, that not p5” (now).

This answer is about the current observation and intuitively consistent with
it. The agent does not summarize the whole knowledge base, only the current
situation (based on past observations). The direct observation of p2 = −1 has
had an important impact on the reasoning. This reasoning is based on the learned
rules R1, R2 and R3.

For a second example let the agent focus on attributes p4 and p3. The focus of
attention is changed to p4 and p3 respectively. The conditional probabilities used
to generate data on p3 and p4 were: P (p3|p4∧p1) = 0.8 and P (p3|¬p4∨¬p1) = 0.2.
This implies a strong relation between p1, p4 and p3. When both p1 and p4 hold,
p3 has a much greater chance of holding.
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Steps 1 and 2 stay unchanged as they are independent from the focus of
attention. At t = 500 the agent knows neither p3, nor p4. The found rules stay
the same (Table 2). Again, the agent discovers p1 = 1 from rule R1. As a result
the agent knows that p1 holds and p2 does not hold.

Because there are no rules with p3, strategy 1 fails. The agent switches to
strategy 2. In step 5 the agent uses the feature selection algorithm, which returns
p2 as the only property influencing p3. Actually we were expecting p1 and p4, so
at first glance p2 does not seem a valid result. On the other hand both p1 and
p4 rely on p2 (see rules R1, R5 for p1 and rules R3 and R6 for p4). So p2 may
be not such a bad result after all.

Later the agent uses the distance function (see Eq. 1) and chooses the most
similar past observations to the conscious and the unconscious areas of the cog-
nitive state. Because p2 has been chosen as the property influencing p3, past
observations where p2 = −1 are selected as the most similar to the current one.
Indirectly the agent favors p1 because of rule R1. As a result of strategy 2 the
cognitive state consists of:

– 32 observations where p4 = 1 and p3 = 1,
– 10 observations where p4 = 1 and p3 = −1,
– 30 observations where p4 = −1 and p3 = 1,
– 118 observations where p4 = −1 and p3 = −1.

Most of these observations are placed within the conscious area. Such a cog-
nitive state, when passed to the methods of the grounding theory, results in
utterances:

1. p4 → Bel(p3) “If p4, then I believe that p3” (now).
2. ¬p4 → Bel(¬p3) “If not p4, then I believe that not p3” (now).

The returned statements form a common-sense result, being in accordance
with our conventional understanding of conditionals. When p4 holds, the chance
for p3 is high. When p4 does not hold that chance is low.

For a third short example let the agent focus on p2 and p1. For such a case
the agent gives no answer. The cognitive state contains only experiences where
p2 holds (see step 3). For such a case, when p2 is already known to hold, there is
no point in uttering an indicative conditional. Again the result is in accordance
with common-sense.

8 Conclusions

An exemplary method of providing empirical knowledge for grounding modal
conditional statements in the context of the current observation has been pre-
sented. The method has proven to work well for the provided simple data case.
Utilizing the grounding theory, it was able to produce results which complied
with common-sense and suited the provided context (current observation).
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The proposed method uses an exemplary learning algorithm (MDB-LLBorder)
and a simple feature selection algorithm to learn higher level knowledge from
empirical knowledge. This learned knowledge is later used to choose past observa-
tions applicable in the context of an utterance. The proposed intuitive postulates
(see Sect. 4.3), met by the proposed method, ensure the proper grounding of con-
ditional statements.

The proposed method is only an exemplary solution to the complex problem
of contextualization. The results of this method greatly depend on the charac-
teristics of the provided data and the agent’s cognitive capabilities.
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Abstract. Integration of several databases is a complex process, in which it is
needed to specify if two databases with entities and relationship are similar or
strong equivalents or weak equivalent. Data bases that are strong equivalent
became identical with suitable change of entities without change the relation-
ship. In this situation in the federation of databases we have a lot of strong
redundant databases that can be changed in only one prototype. The week
equivalence or week redundant databases are more difficult to discover because
in the federation of databases change the entities but also the relationship. For
example images on the sphere are week equivalent to the projected image that is
a locally distortion of the original images. In this paper we give the algorithm to
discover the week redundant databases and also how to create the local com-
pensation in a way to transform all the different databases in only one prototype.
This is a useful method to solve conflicts among agents as databases.

Keywords: Data base � Strong equivalence � Week equivalence � Redundant
databases � Compensation process � Similarity � Conflicts

1 Introduction

A system of distribute database locate data in different databases. Any independent
database has entities and relationship as referential integration for which any entity or
table with its primary key has foreign key that point to another entity with its primary
key. Entities are connected by primary and foreign keys. Independent data base are not
always completely different but in many case are partially equivalent with different
degree of equivalence or strong or week equivalents with possible local distortions.
When two database are equivalent means that when we solve a query in one data base
is possible to solve similar or equivalent query in another database. When we want to
know where is the minimum distance between two cities in the earth, we can solve the
query by the geographic map on a plane and after we compensate the distortion and
found the minimum distance in the database given by map on the sphere. From the data
in the sphere and on the two dimensional plane there is a week equivalence and one
point in the sphere has one point on the plane and we have always the compensation
process to move from the plane to the sphere to eliminate the distortion. The main job
of this paper is to found methods or algorithm to discover where and how two or more
given database are equivalents. In many cases without a method is impossible to
compare two or more database that at the first superficial impression appear completely
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different one from the others. Equivalent relation without distortion can be obtained
with simple change of the names of the entities with the same relationship. Equivalent
relation with distortion or week equivalence is obtained by local distortions of the
original database. In the equivalent relation we can activate a compensation process to
restore original database with elimination of any distortion. When two database are not
equivalent in a strong or week we can found the part of the new database that is not
equivalent to the old database and the part where are equivalent. To organize data base
to study equivalent relation we built hypercube in multi dimension space where nodes
are database and connection are equivalent relations. Different orders of conceptual
integration are possible. At the zero order we have only one database. At the first order
we have two databases with and equivalent (strong or week) relation. At the order two a
square of four data bases are connected by four equivalent relations. At the third order
eight data bases are connected by equivalent relation. At the fourth order sixteen data
bases are connected and so on. Data base conceptual structure is organize in different
dimension hypercube, one dimension hypercube, two dimension hypercube (square of
data base) three dimension of hypercube (ordinary cube of data base), fourth dimension
hypercube,…., n dimension hypercube. In conclusion we can discover the structure of
equivalence for independent database in a way to control query and answer in a set of
database as in the federation of database without a physical integration but only by the
conceptual integration where different data bases strong or week equivalents can be
transformed in only one prototype database.

2 Entity and Relationship at the Zero Order

We know that any data base is defined by entity and relation in this usual way (Fig. 1)

Fig. 1. Ordinary database Entity, Relation structure.
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Where the entities in the color green are Account, Character, Region, Item, Creep
instantiation. Any entity in green is represented by a table of files in rose. All the
entities are represented by a relationship (Wikipedia). For our purposes we study a
more simple database with Entity and Relationship which example is given by the
graph in Fig. 2.

2.1 Accessible Matrix for Entity Relation in Database

In general any relationship in data base can write in this matrix way

R Entity1 Entity2 Entity3 . . .: Entityn
Entity1 e1;1 e1;2 e1;3 . . . e1;n
Entity2 e2;1 e2;2 e2;3 . . . e2;n
Entity3 e3;1 e3;2 e3;3 . . . e3;n
. . .: . . . . . . . . . . . . . . .
Entityn en;1 en;2 en;3 . . . en;n

2
6666664

3
7777775

ð1Þ

Where the ei,j = 1 when entity i has access to the entity j and ei,j = 0 when entity i has no
access to the entity j. For the data base in Fig. 2 the accessible relation among entities is
accessible matrix in (1) is

R class class room enrollment teacher student

class 0 1 1 1 0

class room 1 0 0 0 0

enrollment 1 0 0 0 1

teacher 1 0 0 0 0

student 0 0 1 0 0

2
666666664

3
777777775

ð2Þ

class Teacher

Class room Enrollment

Student

Fig. 2. Simple Entity Relation data base
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And the matrix of the relationship is

R ¼

0 1 1 1 0
1 0 0 0 0
1 0 0 0 1
1 0 0 0 0
0 0 1 0 0

2
66664

3
77775

So we have in (3) the initial entities and final entities vectors of the accessible entities

Rv ¼

0 1 1 1 0
1 0 0 0 0
1 0 0 0 1
1 0 0 0 0
0 0 1 0 0

2
66664

3
77775

class
classroom
enrollment
teacher
student

2
66664

3
77775 ¼

ðclassroom; enrollment; teacherÞ
class
ðclass; studentÞ
class
enrollment

2
66664

3
77775

ð3Þ
The data base relationship (3) connect five entities in this way. For the initial entity or
principal key class* we have three foreign keys or vectors of final entities as (class
room, enrollment, teacher). Now we can ask where is the room of the class “mathe-
matics” the teacher “Charles” is the teacher of the class “mathematics” where the
students that are enrolled in the class “mathematics”. At the entity class we associate a
table of data where are locate the foreign key and the principal key in this way (Fig. 3)

The formal description of the principal key and foreign key can be repeated for all
the other initial entities in (3). We conclude that with the matrix R we have the formal
description of the relationship in a way that we can make mathematical computation to
compare the databases one with the others. Given two databases with the same number
of entities, different names and different relations, to compare the two databases first we
put the same name at the two databases. After with permutations of the colons and rows
of one database we try to obtain the second database. If from the first data base we
obtain the second the two data base are equivalent in a strong or week way. If they are
not equivalent we can try the same process for a part of the first and the second
database. With the equivalent relations we can eliminate a huge number of databases
that are all similar and redundant.

Class *

Class room

Enrollment

teacher

Fig. 3. The field with asterisk is the principal key the other three fields are the foreign key
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2.2 Change One Accessible Matrix in Another by Permutation Matrix

To change the accessible matrix in another equivalent matrix we create the permutation
matrix in this way. Given the permutation of the n entities

P ¼ 1 2 3 . . . n� 1 n
p1 p2 p3 . . . pn�1 pn

� �
:

The permutation matrix is

ah;k ¼ dh;pk ;where
dk;pk ¼ 1
dh;pk ¼ 0; h 6¼ k

�
ð4Þ

For example given the permutation

P ¼ k ¼ 1 k ¼ 2 k ¼ 3
p1 ¼ 2 p2 ¼ 1 p3 ¼ 3

� �
ð5Þ

And the permutation matrix Ak;ph is

A ¼
a1;p1 a1;p2 a1;p3
a2;p1 a2;p2 a2;p3
a3;p1 a3;p2 a3;p3

2
4

3
5

k ¼ 1; p1 ¼ 2 we have a1;2 ¼ 1

k ¼ 2; p2 ¼ 1;we have a2;1 ¼ 1

k ¼ 3; p3 ¼ 1;we have a3;1 ¼ 1

All other elements of A are equal to zero because are not included in the permutation
operator. So the permutation matrix is

A ¼
0 1 0
1 0 0
0 0 1

2
4

3
5

Given the accessible relation in the matrix form

R ¼
e1;1 e1;2 e1;3
e2;1 e2;2 e2;3
e3;1 e3;2 e3;3

2
4

3
5

When we multiply R with the permutation matrix A at the left we permute the colons
of R. In fact

RAE ¼
e1;1 e1;2 e1;3
e2;1 e2;2 e2;3
e3;1 e3;2 e3;3

2
4

3
5 0 1 0

1 0 0
0 0 1

2
4

3
5 E1

E2

E3

2
4

3
5 ¼

e1;2 e1;1 e1;3
e2;2 e2;1 e2;3
e3;2 e3;1 e3;3

2
4

3
5 E1

E2

E3

2
4

3
5

The new relation R A is the composition of the permutation matrix A of the entities E
and after the accessible relation on AE. So we permute the set of initial entities without
change the accessibility relation. For example for the database in (2) we have

124 G. Resconi



RAE ¼

0 1 1 1 0
1 0 0 0 0
1 0 0 0 1
1 0 0 0 0
0 0 1 0 0

2
66664

3
77775

classroom
class
enrollment
teacher
student

2
66664

3
77775 ¼

ðclass; enrollment; teacherÞ
classroom
ðclassroom; studentÞ
classroom
enrollment

2
66664

3
77775

When we multiply R with the permutation matrix A at the right we permute the rows of
R. In fact

ARE ¼
0 1 0
1 0 0
0 0 1

2
4

3
5 e1;1 e1;2 e1;3

e2;1 e2;2 e2;3
e3;1 e3;2 e3;3

2
4

3
5 E1

E2

E3

2
4

3
5 ¼

e2;1 e2;2 e2;3
e1;1 e1;2 e1;3
e3;1 e3;2 e3;3

2
4

3
5 E1

E2

E3

2
4

3
5

At the begin we use the relation R to compute the accessible entities and after we use
the permutation matrix A to obtain the final results. For example in the database in
Fig. 2 we have

ARv ¼

1 0 0 0 0
0 1 1 1 0
1 0 0 0 1
1 0 0 0 0
0 0 1 0 0

2
66664

3
77775

class
classroom
enrollment
teacher
student

2
66664

3
77775 ¼

class
ðclassroom; enrollment; teacherÞ
ðclass; studentÞ
class
enrollment

2
66664

3
77775

2.3 Isomorphism Between Data Base by Permutations

When we have the commutative identity

AR ¼ GA

G ¼ ARA�1

G and R are strong equivalent or isomorphic. In given the permutation matrix

Permutation ¼ class classroom enrollment teacher student

classroom class enrollment teacher student

� �

and A ¼

0 1 0 0 0

1 0 0 0 0

0 0 1 0 0

0 0 0 1 0

0 0 0 0 1

2
6666664

3
7777775

We can compute G by the permutation by A−1 of the colons and after by the per-
mutation A of the rows. So we have
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RA�1 ¼ RA ¼

1 0 1 1 0
0 1 0 0 0
0 1 0 0 1
0 1 0 0 0
0 0 1 0 0

2
66664

3
77775;G ¼ AðRA�1Þ ¼

0 1 0 0 0
1 0 1 1 0
0 1 0 0 1
0 1 0 0 0
0 0 1 0 0

2
66664

3
77775

and

Gv ¼

0 1 0 0 0
1 0 1 1 0
0 1 0 0 1
0 1 0 0 0
0 0 1 0 0

2
66664

3
77775

class
classroom
enrollment
teacher
student

2
66664

3
77775 ¼

classroom
ðclass; enrollment; teacherÞ
ðclassroom; studentÞ
classroom
enrollment

2
66664

3
77775

If in G we substitute “class” with “classroom” we came back to the original accessible
relation R. The accessible relation G has the same relationship of R when we permute
the entities class and classroom. In a graphic way we

class Teacher

Classroom Enrollment

Student

isomorphism

R

classroom
Student

Class Enrollment

Teacher
G
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The isomorphism can write by the commutative diagram (Fig. 4).

We remark that the equivalent accessible relation G can write in this way

ARA�1 ¼ G

So given R and G if we can change R by the same permutation for the rows and the
colons of R in a way to generate G, G is equivalent to R. If this is impossible we can
found a G′ relation equivalent to R and at the minimum distance to G. Given the two
different relationships R and G (Fig. 5)

The accessible matrices are

R 1 2 3 4

1 0 1 1 0

2 0 0 0 1

3 0 0 0 1

4 0 0 0 0

2
6666664

3
7777775
;

G 1 2 3 4

1 0 0 0 1

2 1 0 0 1

3 0 1 0 0

4 0 0 0 0

2
6666664

3
7777775

Now we permute in the same way the rows and colons of R to be nearest to G. We start
with R and we take G as a target so we fix the in G the relation (2, 1) we permute R in a
way to have the relation (2, 1)

GR

A

A
G A = A R = final entities

Initial entities

Fig. 4. Commutative diagram in the category theory for isomorphic data base
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T1 T2

T3 T4

G

T1 T2

T3 T4

R

Fig. 5. G and R are two non equivalent data bases
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R 1 2 3 4
1 0 1 1 0
2 0 0 0 1
3 0 0 0 1
4 0 0 0 0

2
66664

3
77775 )

R0 1 2 3 4
1 0 0 1 0
2 1 0 0 1
3 0 0 0 1
4 0 0 0 0

2
66664

3
77775

R and R′ are equivalent and R′ is the nearest relation to G equivalent with R. We see
that R′ and G have two arrows in common. Because the isomorphism relation have a lot
of constrains we enlarge the meaning of the equivalence to the more general equiva-
lence denoted homotopy for which two accessible relations are part of the same type
also if they are not isomorphic.

2.4 Isomorphism with Distortion, Homotopy, Gauge Transformation,
Week Equivalence and Compensation by Permutation

To explain the meaning of the homotopy or relations with the same type, we take as
example the projection operator of the sphere into a plane. In the geographic data base
we have two principal data of the earth geography. The first is locate on a sphere and
the other is the projection of the geography information on a plane. Now we know that
the two data base are relate but we also know that are not isomorphic because when we
project from the sphere one image the new image on the plane has a distortion. In fact
map projection make distortion of a sphere is not a developable solid, transfer from 3D
globe to 2D map must result in loss of one or global characteristics as

Shape, Area, Distance, Direction, Position

The distance is equidistance between sphere and plane projection. All the other ele-
ments are distorted. Given a path on the sphere we project the initial point and the final
point of the path into the plane. The path on the plane change in different way from one
part of the sphere to another. The same path at the north polo has a little dimension but
at the equator is more or less the same on the sphere. We have no global transformation
that change paths from the sphere to the plane. We have only local transformation
(gauge) that change point by point in the sphere. This local transformation or gauge is
due to the impossibility to have the curvature property of the sphere into the plane.
Given a sphere with many isomorphic circles (same circle but in different positions on
the sphere). When we project this sphere on the plane the circles are deformed as we
can see in Fig. 6.

In the projection operation we have a weak equivalence for which objects have the
same basic “shape”. For example the Africa image in the sphere and Africa image in
the projection plane are object that are not similar but have the same basic “shape” so
are week equivalent. The projection operation generate distorted image so is a gauge
transformation. Compensation of the distorted image restore the original image on the
sphere. For example in Fig. 6 we can compensate the deformation of the circles in
ellipses in a way to come back to the original circle. Another example of homotopy is
given by a set of trajectories that pass from the same two points (same types) as we can
see in Fig. 7.
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The paths H (t, s) = γs (t) are all different one from the other and also are not
connected by an isomorphism. The transformation that move from one path to another
is a continuous transformation that is different from different points on the path. This
homotopy can be denoted isomorphism with continuous distortion for which length and
direction is different from the different points in the path s in compare with the path
s = 0. Another example of equivalence is in formal language theory, weak equivalence

Fig. 6. Equal circles on the sphere are distorted in ellipses by projection from three to two
dimensions. Circles are week equivalent to the ellipses after the projection

Fig. 7. Homotopy set of trajectories that are week equivalent or homotopy because the different
trajectories have same basic shape (pass from the same two points x and y)
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of two grammars means they generate the same set of strings, i.e. that the formal
language they generate is the same with different semantic interpretations. In compiler
theory the notion is distinguished from strong (or structural) equivalence which
additionally means that the two parse trees are reasonably similar in that the same
semantic interpretation can be assigned to both. Compensation in biology is denoted
adaptation that is a process by which we compensate distortion, in biological DNA
project, given by the environment.

2.5 Week Equivalence in Data Base

Given the accessible relation R and two different permutation matrices A and B when

AR ¼ GB

G ¼ ARB�1

R and G are not strong equivalent but are week equivalents or homotopics. In fact for
the two permutations

A ¼ class classroom enrollment teacher student

classroom class enrollment teacher student

� �

B ¼ class classroom enrollment teacher student

enrollment classroom class teacher student

� �

We have

RB�1 ¼ RB ¼

1 1 0 1 0
0 0 1 0 0
0 0 1 0 1
0 0 1 0 0
1 0 0 0 0

2
66664

3
77775;G ¼ AðRB�1Þ ¼

0 0 1 0 0
1 1 0 1 0
0 0 1 0 1
0 0 1 0 0
1 0 0 0 0

2
66664

3
77775

the accessible relation G is

Gv ¼

0 0 1 0 0
1 1 0 1 0
0 0 1 0 1
0 0 1 0 0
1 0 0 0 0

2
66664

3
77775

class
classroom
enrollment
teacher
student

2
66664

3
77775 ¼

enrollment
ðclass; classroom; teacherÞ
ðenrollment; studentÞ
enrollment
class

2
66664

3
77775

We remark that G is of the same type of R in fact the number of accessible relations
from on entity in G and is the same as in R. But G is not strong equivalent to R because
in R we have no self loop that are present in G. For example enrollment as access to
itself in G but not in R. So R and G have only week equivalence. Now given G we
always can came back to the original relation R. In fact

AR ¼ GB

R ¼ A�1RB
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The week equivalence means that G and R are not equivalent in a strong way but one is
connected to the others so from R we can go to G and reverse. The week equivalence
can draw by the commutative diagram in the category theory

3 Level of Equivalence Among Data Base

Hierarchy of relationship First order relationship (Table) Relationship (Table) Second
order relationship an equivalent bond between relationship Third order relationship an
equivalent bond between second order relationship Fourth order relationship an
equivalent bond between third order relationship and so on. The traditional database is
make by tables (Entities) which colons are fields and relationship between tables.
Query are possible paths among fields in the tables and answers are all possible data
that is in agreement with the given path. In our model we represent table as entities at
the order zero and tables with relationship as entities at the order one. So we have an
initial conceptual hierarchy between tables as the bottom and simple database as the top
of the hierarchy. Now we can go at another level by a new type of database or entity at
the order two where we have database at the level one and a relationship between data
base. Database and relation between database is another entity which order is two. In
this way we can create a tower of entities at high order. As example of entity at the
second order is the federation of the data warehouse (Fig. 8).

Now we will show that when we move from one order to another appear new type
of integration identities that we must solve to avoid conflicts and inconsistency. In fact
a distribute set of database generate a lot of problems for the risk to loss coherence and
integration. In fact to solve this problem we use a new entity or data base manager
which work is to control the coherence of the database itself. Now we think that the
description in a formal way of the order of data base give us a solid description of the
possible risk to built complex federations of database.

GR

B

A
G A = A R = final entities

Initial entities
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So at the zero order we have (Fig. 9)

At the first order we have (Fig. 10)

Fig. 8. Federation of database

Entities and Relationship

Fig. 9. Zero order, or basic order, with simple data base make by entities and relationship

Reference databasedatabase

Equivalent relation

Fig. 10. First order with an equivalence week or strong between data base
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At the second order we have (Fig. 11)

A the third order of equivalent relations we have the eight databases (Fig. 12)

4 Conclusion

In this paper we introduce the idea of the conceptual integration in opposition to the
physical integration. Physical integration control different databases by physical devise
which problem is to increase the complexity of the warehouse system and create a
vulnerable system to the treat. Conceptual integration avoid the physical complexity
with the deeper knowledge of the equivalent relation and compensation between dat-
abases. When we know the strong or weak equivalence we can create suitable

Fig. 11. Second order of equivalence with four databases and four equivalent relations

Fig. 12. Third order where eight data bases are connected with twelve week or strong
equivalence relations
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transformations or compensation for any database in a way to reduce all different
databases to only prototype. In this way similarity became identity and disappear the
necessity to integrate different databases in one because all are week or strong
equivalent to one prototype databases. So is only necessary to know the transformation
to compare different databases. In this way when we found rules in one databases we
can project this rules in other databases. In this way at the physical integration with
physical control network, we can substitute a pure conceptual control and network by
week or strong equivalence. We overcame the physical complexity and problems to
solve conflicts and luck of consensus for a set of databases. We argue that the trans-
lation from one language and another with weak and strong equivalence can be
improved by conceptual integration.
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Abstract. The aim of the paper is to present a new machine learning method
for determining intelligent co-operation at project realization. The method uses
local optimization task of a special form and is based on learning idea. Addi-
tionally, the information gathered during a searching process is used to prune
non-perspective solutions. The paper presents a formal approach to creation of
constructive algorithms that use a sophisticated local optimization and are based
on a formal definition of multistage decision process. It also proposes a general
conception of creation local optimization tasks for different problems as well as
a conception of local optimization task modification on basis of acquired
information. To illustrate the conceptions, the learning algorithm for NP-hard
scheduling problem is presented as well as results of computer experiments.

Keywords: Machine learning � Learning in scheduling � Algebraic-logical
model (ALM) � Learning based on ALM � Local search techniques � Optimi-
zation of co-operation � Project management � Multistage decision process

1 Introduction

The paper is related to the development of a new machine learning method that can be
applied to discrete optimization problems (also scheduling) and especially co-operation
problems. Intelligent co-operation is defined as an accurate assignment of executors to
tasks that form a project. On the one hand, a particular executor is supposed to realize
tasks that it is best suited for, on the other, the selection of tasks and their ordering
needs to take into account optimal (suboptimal) realization of tasks by other executors.

The aim of the article is to present a new heuristic method for determining intel-
ligent co-operation at project realization. The method uses a local optimization task of a
special form and is based on learning ideas. Additionally, the information acquired
during a searching process is used to prune non-perspective solutions.

A project is composed of a number of tasks that need to be performed by various
executors. The term executor may refer to people and/or machines characterized by a
number of differentiating features. Executors should aim towards achieving a common
target, which is the realization of a project at minimal costs, and meet restrictions which
most often refer to execution time, costs and ordering of particular tasks. The execution
time of particular tasks most frequently depends on the assigned executor and the
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extent of the tasks performed so far (the set of performed tasks). This is caused by the
fact that some of the already realized tasks may facilitate or accelerate other task
realization. The completed tasks may become the resources for realization of other
tasks. Thus, such problems can be treated as scheduling problems with increasing
resources which depend on the project state.

One must determine such an ordering of tasks and assignment of these to particular
executors which would minimize the total project cost and meet the restrictions.

The fact that resources depend on the project state makes solving this class of
problem additional difficult and is the cause for developing a new heuristic method
presented in this article.

A lot of combinatorial problems correspond to the co-operation problem presented
above, e.g. task scheduling for multiple machines, especially task scheduling with state
dependent resources. Researches in this area are conducted in two main directions:
developing algorithms for particular problems and developing general solution meth-
ods. The latter includes research devoted to meta-heuristics and software tools
implementing them. The paper also belongs to the second group of research as well.

The paper [11] presents a conception of software tools based on agent team approach
and mainly improvement algorithms. Improvement algorithms can be applied only when
the solution type can be defined a priori (for example, it is a permutation, set, vector, etc.).
However, there are a number of problems for which type of solution cannot be determined
a priori and consequently it is impossible to apply the improvement algorithm (see an
example below). Then, it is necessary to apply a constructive approach.

The authors’ research is related to methods based just upon this constructive
approach. The paper presents developing of learning method given in [5, 7]. Its aim is
twofold:

• to present a general conception of a new method for different co-operation and
scheduling problems; the method is based on learning process connected with
pruning non-perspective solutions,

• to present an application of the extended learning method for NP-hard co-operation
problem (scheduling problem with state dependent resources).

Many types of learning have been explored for scheduling: rote learning, inductive
learning (ID3), neural network learning [17], case-based learning, classifier systems,
and others [14]. Particular methodology offers positive and negative features. However,
none of the mentioned learning concept use of a mathematical model of a problem to be
solved. Novelty of the presented in the paper machine learning is fact that this method
is based on a special mathematical model of problem, named algebraic-logical model
(in short ALM). The model is presented in Sect. 2. A formal approach to creation of
constructive algorithms that use a local optimization and are based on the formal model
of a multistage decision process is presented in Sect. 3. It is clear that efficiency of any
learning method strongly depends on: an amount of the provided knowledge, a type of
knowledge representation that should be convenient to processing, a way of acquiring
and usage of additional acquired knowledge. Better knowledge representation makes
more effective machine learning algorithms. Because the fundamental knowledge for
the presented learning method is given by mathematical model ALM, the presented
method is named as learning method based on ALM.
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It may be underlined, that the presented ideas of learning algorithm significantly
differ from ideas for learning algorithms given in [12, 15].

2 Algebraic-Logical Model of a Multistage Decision Process

An admissible way of a project realization, and in particular assigning executors to
tasks, can be determined with the help of simulation experiments. A single experiment
establishes a sequence of decisions related to the assignment of executors (resources) to
tasks and task realization ordering. It is impossible to provide a sensible sequence of
decisions a priori. It needs to be established in the simulation course.

Simulation course of project realization consists in determining a sequence of
process states and the related time instances. The new state and its time instant depend
on the previous state and the decision that has been realized (taken) then. The decision
determines the task to be performed, resources, transport unit, etc.

Generation of the state sequence is terminated if the new state is a goal state (state
we want the process to be at the end), a non-admissible state, or state with an empty set
of possible decisions. The sequence of consecutive process states from a given initial
state to a final state (goal or non-admissible) form a process trajectory.

The paper and the presented method are based on the formal model of multistage
decision process defined by Dudek-Dyduch E. in [3, 4]. The model is called the
algebraic-logical model of multistage decision process. Let’s recall its definition.

Definition 1. Algebraic-logical model of multistage decision process (MDP) is defined
by the sextuple MDP = (U, S, s0, f, SN, SG) where U is a set of decisions, S = X × T is a
set named a set of generalized states, X is a set of proper states, T � <þ [ f0g is
a subset of non-negative real numbers representing the time instants, f: U × S → S is a
partial function called a transition function, (it does not have to be determined for all
elements of the set U × S), s0 = (x0,t0), SN ⊂ S, SG ⊂ S are respectively: an initial
generalized state, a set of not admissible generalized states, and a set of goal gen-
eralized states, i.e. the states in which we want the process to take place at the end.

The transition function is defined by means of two functions, f = (fx,ft) where fx:
U × X × T → X determines the next state, ft: U × X × T → T determines the next time
instant. It is assumed that the difference Δt = ft(u, x, t) − t has a value that is both finite
and positive.

Thus, as a result of the decision u, that is taken or realized at the proper state x and
the moment t, the state of the process changes for x′ = fx(u, x, t) that is observed at the
moment t′ = ft(u, x, t) = t + Δt.

Because of the fact that not all decisions defined formally make sense in cer-
tain situations, the transition function f is defined as a partial one. As a result, all
limitations concerning the decisions in a given state s can be defined in a convenient
way by means of so-called sets of possible decisions Up(s), and defined as:

Up sð Þ ¼ fu 2 U : u; sð Þ 2 Dom f g:
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In the most general case, sets U and X may be presented as a Cartesian product
U = U1 × U2 × … × Um, X = X1 × X2 × … × Xn i.e. u = (u1,u2,…,um), x = (x1,x2,…,xn).
Particular ui represents separate decisions that must or may be taken at the same time
and relate to particular executor (resources). There are no limitations imposed on the
sets; in particular they do not have to be numerical. Thus values of particular co-
ordinates of a state may be names of elements (symbols) as well as some objects (e.g. a
finite set, sequence etc.). The sets SN, SG, and Up are formally defined with the use of
logical formulae. Therefore, the complete model constitutes a specialized form
of algebraic-logic model of multistage decision process and will be denoted as ALM of
MDP or simply ALM.

For a problem instance, an algebraic-logical model represents a set of its trajectories
that starts from the initial state s0. It is assumed that no state of a trajectory, apart from
the last one, may belong to the set SN or has an empty set of possible decisions. Only a
trajectory that ends in the set of goal states is admissible. The control sequence
determining an admissible trajectory is an admissible decision sequence. The task of
optimization lies in the fact of finding such an admissible decision sequence u ̃ that
would minimize a certain criterion Q.

The ALM of MDP can be easily applied as a model of project realizations. The
ALM can represent all potential possibilities of a project realization. According to its
structure, the knowledge on a project is represented by coded information on U, S, s0, f,
SN, SG. The admissible trajectory corresponds to the admissible project realization.

Using a formal model allows to present an optimization method on a general level
(high level of abstraction). It is also able to define strictly properties of the problem, for
which this method can be applied. In particular, the ALM of MDP allows to define the
approximate distance in state space, even though the state space is not a numerical
space. In [3, 8] co-author has proposed application of semi-metrics to this aim.

3 Extended Learning Method

Let us consider co-operation scheduling problem when some previously performed
tasks may become resources. To solve the problem one should determine assigning
tasks to executors and order of task performing. An admissible solution (an admissible
project realization) corresponds to admissible trajectory. The best admissible trajectory
defines the best co-operation.

To determine the best cooperation, we presented the learning method in [9]. In this
paper the authors propose an “Extended learning method” based on learning method
and additionally using pruning of non-perspective solutions. Therefore, this method
strives during calculations to get and afterwards use much more information, which
could accelerate finding the best solution.

The idea of the extended learning method is as follow. The method consists in
generation of consecutive solutions (trajectory), analyzing them and remembering the
relevant information obtained from the analysis. This information is used to generate
more and better solutions (trajectories). In the course of generating the trajectory, a
local optimization task is used to choose decision in a particular state. Particularly, this
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task may use the semi-metrics term in the state space. Learning is realized in such a
way that gathered during the trajectory generation information is used to change the
coefficients and/or a local optimization task form. The precise mode of learning will be
described later in this paper. Additional collected information is used to prune non-
perspective trajectories. Thus, the presented method combines learning with pruning
and is an extension of the method presented in [9].

The characteristic elements of the method, so as a technique to generate the tra-
jectory, the creation of a local optimization task, trajectory analysis and pruning non-
perspective solutions will be described below.

3.1 Generating a Single Trajectory

The presented method consists in the consecutive construction of whole trajectories,
started from the initial state s0 = (x0, t0).

Trajectory generation process using algebraic-logic model is as follows. In each
newly designated process state s we have to take decision and this decision is chosen
from a set of possible (sensible) decisions in the given state. Then, for considered state
and chosen decision new process state s′ = (x′,t′) is determined, both the process of
proper state and the corresponding moment of time. They are calculated using the
transition function of the process. If the new state belongs to the set of goal states SG,
the generation of the trajectory is completed successfully, and we can make its
assessment. If the new state or the corresponding moment of time do not meet the
limitations, then this process state belongs to the set of not admissible generalized states
SN. Then the trajectory generation is stopped (the trajectory is non-admissible).

During the trajectory generation, the characteristic parameters (attributes) can be
calculated and saved for each generated state. The values of particular parameters can
be analyzed and then they can be used to make an additional assessment of the
generated trajectory.

3.2 Local Optimization of Decision Choice

The literature presents a heuristic method of discrete optimization problems using local
optimization. They are a search methods and are based on partial generating and
searching of states graph [1]. But in these methods local optimization was only based
on minimization (maximization) of the local increase of quality criterion.

In contrast to methods based on the states graph, presented method is based on
algebraic-logical model of multistage decision process (ALM of MDP). This model
takes into account much more information about the optimization problem than the
states graph. As a result, it is able to design a much better search method [5, 6, 13], and
also to present them in a formal way. In particular, ALM allows to create sophisticated
local optimization criteria, which takes into account much more information than only
just about the increase of the criterion.

The trajectory generation is connected with a choice of decision in subsequent
states. It is very important to take adequate decision among all possible decisions in
given state, it has a significant impact on ability to generate an admissible solution.
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There are different ways of selecting a decision at the u ∈ Up(s). In the simplest case,
we can choose randomly one decision from all possible decisions in this state. Another
way is to choose the decision using the probability distribution, which takes into
account certain preferences. But most often, choice of the best decision in given state is
connected with a local optimization criterion. Its quality has great influences on the
ability to generate an admissible solution faster.

Characteristic element of the extended learning method is the choice of the decision
with a specially designed local optimization task, using the idea of semi-metric. Below
it is presented in detail.

The local optimization task lies in the choice of such a decision among the set of
possibilities in the given state Up(s), for which the value of a specially constructed local
criterion is the lowest. The form of the local criterion and its weight coefficients are
modified in the process of solution search. The coefficients are modified as a result of
learning process.

The special local optimization criterion consists of three parts and is created in the
following way. The first part concerns the value of the global index of quality for
the generated trajectory. It consists of the increase of the quality index resulting from
the realization of the considered decision and the value related to the estimation of the
quality index for the final trajectory section, which follows the possible realization of
the considered decision. This part of the criterion is suitable for problems, which
quality criterion is additively separable and monotonically ascending along the tra-
jectory [3].

The second part consists of components related to additional limitations or
requirements. The components estimate the distance in the state space between the state
in which the considered decision has been taken and the states belonging to the set of
non-admissible states SN, as well as unfavorable states or distinguished favorable states.
Since the results of the decision are known no further than for one step ahead, it is
necessary to introduce the “measure of distance” in the set of states, which will aid to
define this distance. For that purpose, any semimetrics can be applied. As it is known,
semimetrics, denotes here by ψ, differs from metrics in that it does not have to fulfill
the condition ψ (a,b) = 0 ⇔ a = b.

The third part includes components responsible for the preference of certain types
of decisions resulting from problem analysis.

The basic form of the local criterion q(u,x,t) can be then represented as follows:

q u,x,tð Þ ¼ DQ u,x,tð Þ þ ^
Q(u,x,t)þ a1 � u1 u,x,tð Þ þ . . .þ ai � ui u,x,tð Þ þ . . .þ an � un u,x,tð Þ

þ b1 � q1 u,x,tð Þ þ . . .þ bj � qj u,x,tð Þ þ . . .þ bm � qm u,x,tð Þ
ð1Þ

where

– ΔQ(u,x,t) - increase of the quality index value as a result of decision u, undertaken in
the state s = (x,t),

– ˆQ(u,x,t) - estimation of the quality index value for the final trajectory section after
the decision u has been realized,
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– φi(u,x,t) - component reflecting additional limitations or additional requirements in
the space of states, i = 1,2,…,n,

– ai - coefficient which defines the weight of i-th component φi(u,x,t),
– ρj(u,x,t) - component responsible for the preference of certain types of decisions that

are responsible for co-operation, j = 1,2,…,m,
– bj - coefficient, which defines the weight of j-th component ρj(u,x,t).

The significance of particular local criterion components may vary. The more
significant a given component is, the higher value of its coefficient is. It is difficult to
define optimal weights a priori. They depend both on the considered optimization
problem as well as the input date for the particular optimization task (instance). The
knowledge gathered in the course of experiments may be used to verify these coeffi-
cients. On the other hand, coefficient values established for the best trajectory represent
aggregated knowledge obtained in the course of experiments.

The form of local criterion can by modified also in the course of trajectory gen-
eration. This is another characteristic element of presented method. Modification of the
local criterion may result from the fact that during the generation of the same trajectory,
some limitations lose sense and should be ignored. An example would be the case
when the trajectory reaches the state from which it is definitely not able to pass to the
non-admissible states or other distinguished unfavorable subsets of states. Then the
coefficient of the adequate component should be equal to zero. So in addition to
changes in the coefficients before the generation of the trajectory, there is a possibility
of changing values of this coefficients during the generation of the same trajectory. This
additional change takes place in the states belonging to certain distinguished subsets of
states, for which certain limitations are inactive or less important. These subsets can be
identified a priori, based on analysis of algebraic-logical model of problem or may be
specified by the experts.

It is important that verification, whether the state belongs to a distinguished subset
of states, should require the minimum or possibly a small amount of calculation, for
example, checking only one or a few coordinates of state.

It should be emphasized that during the creation of a local criterion we need to
consider some additional aspects. On one hand, the quality of the local criterion it
should be good (criterion form should be good to choice the best decision). On the
other hand, we must take into account the complexity and computation time of
determining the value of a local criterion. Unfortunately, these postulates are often
contradictory. Of course a simpler form of a local criterion is computationally easier to
process. However, this form usually includes less information and thus choice of
decisions may be less beneficial.

3.3 Intelligent Pruning Non-perspective Trajectory

Intelligent pruning of non-perspective trajectories can be realized if optimization cri-
terion is additively separable and monotonically ascending along each trajectory of
MDP. This properties have been defined in [3, 4]. Let’s recall these definitions.
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Let us denote: P�a fixed multistage decision process;

SP�set of all states of trajectories of the process;

d ~sð Þ�number of the last state of a finite trajectory ~s;
~U�set of all decision sequences of the process P:

Definition 2. Criterion Q is a separable for the process P, if for every control ũ ∈ Ũ
can be recursively calculated as follows:

Q0 = const., in particular Q0 = 0
Qiþ1 ¼ fQ Qi; ui; sið Þ for i ¼ 0; 1; . . .; d ~sð Þ � 1

where: Qi for i[ 0 denotes partial value of criterion Q calculated for i-th state of
the considered trajectory, defined as follows:

• Qi ¼ Qð~u0Þ, where ~u0 ¼ ðu0; u2. . . ui�1Þ is the initial part of the sequence ~u,
• fQ is some partial function fQ : <� U � S ! < such that:

Dom fQ ¼ a; u; sð Þ 2 < � U � S : s 2 SP; u 2 UP sð Þ; a 2 <� � ð2Þ
Separability is a property of an algorithm which calculates quality criterion for a

sequence of decisions u ̃, and thus for designated by him trajectory ~s. Criterion is
separable if we can calculate its value for the next state of trajectory knowing its value
in the previous state and the decision taken at that time.

Particularly useful are the property of additive separability of criterion. Let Q be
separable criterion and ΔQi be the increase of criterion in the i-th state of a fixed
trajectory of the process P:

DQi ¼ fQ Qi; ui; sið Þ � Qi ð3Þ

Definition 3. Separable criterion Q is additive if ΔQi depends only on ui and si (is
independent of Qi) for each i = 0,1, …, d ~sð Þ for each trajectory ~s

so:
Qiþ1 ¼ Qi þ DQi ui; sið Þ ð4Þ

Definition 4. Separable criterion Q is monotonically ascending along each trajectory
of the process P if Qi+1 ≥ Qi for each decision sequence ~u 2 ~U. If Qi+1 ≤ Qi for each
~u 2 ~U we say that Q is monotonically descending.

This property can be used in our extended learning method for co-operation.
After finding the first admissible trajectory, the algorithm can execute pruning the

final parts of the next trajectories. We realize pruning as follows: during the generation
of a single trajectory we calculate the value of a quality criterion for each admissible
state but which is not a goal state. This value we compare with the earlier obtained
quality criterion value for the best admissible solution (the best admissible trajectory).
If quality criterion values of the current state is larger than the quality criterion value for
the best admissible solution, the generation of the current trajectory is interrupted.
In this way, the trajectories with a worse quality index are eliminated and number of
calculations is reduced.
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3.4 Idea of Learning Method

The learning method consists in generation of consecutive solutions (trajectory). Each
generated trajectory is analyzed. If it is not admissible, the reasons of the failure are
examined. For example, it is examined through which subsets of not advantageous
states the trajectory has passed. A role of the criterion components connected with these
subsets should be strengthened for the next trajectory i.e. the weights (priorities) of
these components should increase. When the generated trajectory is admissible, the role
of the components responsible for the trajectory quality can be strengthened, i.e. their
weights can be increased.

Every pruning, partial trajectory is analyzed. In particular, we test the state in which
pruning was realized. Also we determine the distances between the trajectory states and
states belonging to the set of not admissible generalized states. Pruning trajectories are
thus a source of information that is used to modify the coefficients of a local criterion.

Based on the gained information, the local optimization task is being improved
during simulation experiments. This process is treated as learning or intelligent
searching algorithm.

The process of determining a solution based on the extended learning method may
be terminated if one of the following conditions is fulfilled:

• we generate the number of trajectories, which was requested before the start of the
simulation experiment,

• we obtain a satisfactory admissible solution (with a sufficiently good value of quality
criterion),

• significant improvement of obtained admissible solutions for subsequent trajectories
are not observed - there is no longer learning,

• all the trajectories of the process P was constructed (in most cases this situation does
not happen in real size of problem).

3.5 Preliminary Analysis of Information

As we have noted above, the gathering and analyzing information during the con-
secutive generation of the trajectory is an important aspect of extended learning
method. Equally important may be to analyze the input data before starting essential
part of solutions searching.

Preliminary data analysis has two main purposes. The first aim is verification
whether it is possible to exclude the existence of admissible solution. There is no point
in searching this solution (starting generation of any trajectory) when on the basis of
data analysis we have determined that an admissible solution of the considered problem
instance does not exist. So, it eliminates unnecessary calculations. However, on the
basis of this analysis it is not always possible to conclude that any admissible solution
exists. Then algorithm execute the next steps, in spite of that the admissible trajectory
may not be determined at all.

The second aim of the initial data analysis of considered problem (actually
instances of the problem) is to define its characteristics. The results of analysis may
enable to classify task to sub-problem, for which algorithm determining the best results

144 E. Kucharska and E. Dudek-Dyduch



has been previously developed. In particular, they can help to set an initial values of
coefficients of a local criterion for decision choice.

Information obtained from the preliminary data analysis may be very useful for the
further the algorithm execution. However, this analysis couldn’t be very complicated.
Its range and complexity should be such that the cost and time of its using does not
exceed the cost and time of solutions determination by the algorithm.

3.6 Schema of Learning Algorithm with Pruning

Based on the extended learning method we can create a lot of algorithms for solving
different problems of cooperation. Figure 1 shows a general scheme of the algorithm
that represents a class of algorithms based on the presented method.

In scheme, fragments that characterize the class of considered algorithms were
shown: a preliminary analysis, the choice of the decision with using the local criterion,
pruning trajectory, analysis of data and obtained information. A following designations
are used in scheme:

• QtrðsÞ - value of quality index in state s for tr-th trajectory,
• Qmin - the best value of the global quality index of previously generated admissible
trajectories (upper bound).

4 Scheduling Problem with State Dependent Resources

The presented learning method is very useful for difficult scheduling problems espe-
cially for problems with state dependent resources. Managing projects, especially
software projects, belongs to this class.

To illustrate an application of the extended learning method, let us consider a
specific, very difficult scheduling problem that takes place during scheduling prepa-
ratory works in mines. The set of headings in the mine must be driven in order to render
the exploitation field accessible. The headings form a net formally, represented by a
non-oriented multigraph G = (W, C, P) where the set of branches C and the set of nodes
W represent the set of headings and the set of heading crossings respectively, and
relation P ⊂ (W × C ×W) determines connections between the headings (a partial order
between the headings).

There are two types of working groups. Each of them use driving machines that
differ in efficiency, cost of driving, and necessity of transport. Machines of the first type
(set M1) are more effective but their cost of driving is much higher than of the second
type (set M2). Additionally, the first type of machines must be transported when
driving starts at a different heading crossing than the one in which the machine is
placed, while the second type of machines needs no transport. Driving a heading cannot
be interrupted before its completion and can be done only by one machine at a time.

There are given due dates for some of the headings. They result from the formerly
prepared plan of field exploitation. One must determine the order of heading driving
and kind of working group which each heading should be driven by, so that the total
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Fig. 1. Schema of proposed algorithms based on extended learning method
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cost of driving is minimal and each heading complete before its due date. There are
given the following: lengths of the headings dl(c), efficiency of both types of machines
VDr(m) (driving length per time unit), cost of a length unit driven for both kinds of
machines, cost of the time unit waiting for both kinds of machines, speed of machine
transport VTr(m) and transport cost per a length unit.

Let us notice that the driven headings become the transport ways and may accel-
erate realization of other headings (tasks). Thus, it is problem with state dependent
resources. It is NP-hard [13].

4.1 Formal Model of Problem

The process state at any instant t is defined as a vector x = (x0,x1,x2,…,x|M|), where
M = M1 ∪ M2. A coordinate x0 describes a set of headings (branches) that has been
driven to the moment t.

The other coordinates xm describes state of the m-th machine, where m = 1,2,…,|M|.
A structure of the machine state is as follows:

xm ¼ ðp;x; kÞ ð5Þ
where

– p ∈ C ∪ {0} - represents the number of the heading assigned to the m-th machine to
drive;

– ω ∈ W - the number of the crossing (node), where the machine is located or
the number of the node, in which it finishes driving the assigned heading c;

– λ ∈ [0,∞) - the length of the route that remains to reach the node ω = w by the m-th
machine (in particular λ > dl(c) meaning that the machine is being transported to the
heading, the value λ is the sum of the length of heading c and the length of the route
until the transportation is finished).

A state s = (x, t) belongs to the set of non-admissible states if there is a heading
which driving is not complete yet and its due date is earlier than t. The definition SN is
as follows:

SN ¼ fs ¼ x; tð Þ : ð9c 2 C; c 62 x0Þ ^ d cð Þ\tg ð6Þ
where d(c) denotes the due date for the heading c.

A state s = (x, t) is a goal if all the headings have been driven. The definition of the
set of goal states SG is as follows:

SG ¼ s ¼ ðx; tÞ : s 62 SN ^ 8c 2 C; c 2 x0
� �� � ð7Þ

A decision determines the headings that should be started at the moment t,
machines which drive, machines that should be transported, headings along which
machines are to be transported and machines that should wait. Thus, the decision
u = (u1, u2,…,u|M|) where the co-ordinate um refers to the m-th machine and
um = C ∪ {0}. um = 0 denotes continuation of the previous machine operations (con-
tinuation of driving with possible transport or further stopover). um = c denotes the
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number of heading c that is assigned to be driven by machine m. As a result of this
decision, the machine starts driving the heading c or is transported by the shortest way
to the node of the heading c.

Obviously, not all decisions can be taken into the state (x, t). The decision u(x, t)
must belong to the set of possible (reasonable) decisions Up(x, t). For example, a
decision um = c is possible only when the c-th heading is neither being driven nor
completed and is available, i.e. there is a way to transport machine to the one of the
heading crossing adjacent to the c-th heading or machine is standing in the one of the
heading crossings adjacent to the c-th heading.

Moreover, in the given state s = (x, t), to each machine waiting in the node w, (it has
not assigned a heading to perform), we can assign an available heading or it can be
decided that it should continue to wait. However, each machine which has been pre-
viously assigned a heading and is currently driving it or it is being transported to that
heading, can be only assigned to continue the current activity.

Based on the current state s = (x, t) and the decision u taken in this state, the
subsequent state (x′, t′) = f(u, x, t) is generated by means of the transition function f.

Firstly, it is necessary to determine the moment t′ when the subsequent state occurs,
that is the nearest moment in which at least one machine will finish driving a heading.
For that purpose, tm time of completion of the realized task needs to be calculated for
each machine. The subsequent state will occur in the moment t′ = t + Δt, where Δt
equals the lowest value of the established set of tm.

Once the moment t′ is known, it is possible to determine the proper state of the
process at the time.

The first coordinate x0 of the proper state, that is the set of completed headings, is
increased by the number of headings whose driving has been finished in the moment t′:

x0
0 ¼ x0 [ c : 9

m2M
xmðsÞ ¼ ðp;x; kÞ ^ p ¼ c ^ tm ¼ Dt

� �
ð8Þ

Afterwards, the values of subsequent coordinates in the new state are determined
x′m = (p′, ω′, λ′), for m = 1, 2…|M|, which represent the states of particular machines.

Particular parameters of the coordinate of the new machine state are determined in
the way described in Table 1, where wk(c) is the node adjacent to the heading c, in
which the machine will finish driving, and |rmin(m, c)| is the length of the shortest
transportation route to the heading c for the machine m.

4.2 Learning Algorithm

An algorithm based on extended learning method for the considered problem is pro-
posed in this section. This algorithm generates consecutive trajectories using the special
local optimization task. A trajectory generation is interrupted when in the newly
generated state we obtain quality index which is worse than a quality index for the best
founded solution. The information gained as a result of the trajectory analysis is used to
modify the local optimization task for the next trajectory. This approach is treated as a
learning without a teacher.
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A preliminary analysis of data is made as a first step of the algorithm. The purpose
of this analysis is to determine some characteristic quantities, which are useful in
grouping heading networks (the instances of the problem) with similar parameters.
They may also be useful for creating or matching the local optimization task. The
analysis gives the following information: the length of shortest heading, the length of
the longest heading, the average length of headings, the total length of all headings, the
number of headings with due date, the earliest due date and the latest deadline.

Additionally, a simple analysis is performed for a time limitation. Firstly, we verify
if the time limitation are active for the considered problem instance. This is true when
one team uses a slower machines (without transport) can drive all headings before the
earliest due date. Secondly, it can be concluded: if for any heading with due date the
team with the fastest machine doesn’t manage to drive heading and the shortest path
which leads to it from the initial node before its due date, then time limitation are not
fulfilled. Then at once (without unnecessary simulation calculations) we can say that
admissible solution doesn’t exist.

The local optimization task is defined in the next step of algorithm. The local
criterion takes into account a component connected with cost of work, a component
connected with necessity for trajectory to omit the states of set SN and a component for
preferring some co-operation decisions. Thus, the local criterion is of the form (a1, b1 -
weights of particular components):

Table 1. Particular parameters of the coordinate of the new machine state.
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q u,x,tð Þ ¼ MQ u,x,tð Þ þ ^
Q u,x,tð Þ þ a1 � E u,x,tð Þ þ b1 � F u,x,tð Þ ð9Þ

where ΔQ(u, x ,t) denotes the increase of work cost as a result of realizing decision
u and ˆQ(u, x, t) the estimate of the cost of finishing the set of headings matching the
final section of the trajectory. The third component E(u, x, t), connected with the
necessity for the trajectory to omit the states of set SN, is defined by means of a
semimetrics. The fourth component is aimed at reduction of machine idleness time and
at performing transport ways. Since the model considers the possibility that the
machines will stand idle in certain cases, it seems purposeful to prefer decisions which
will engage all machines to for most of the time. It is therefore necessary to reduce
the probability of selecting the decision about machine stopover when headings are
available for driving and machines could be used for work. This may be realized by
using an additional auxiliary criterion F(u, x, t), which takes into consideration penalty
for a decision about a stopover in the case when a machine could have started another
work/task.

In the course of trajectory generation, the local optimization task may be changed.
Problem analysis reveals that the moment all headings with due dates are already
finished, it is advisable to use only cheaper machines. Formally, this corresponds to the
limitation of the set of possible decisions Up(s). Moreover, it is no longer necessary to
apply the component E(u, x, t) in the local criterion. The modified criterion is as
follows: q(u, x, t) = ΔQ(u, x ,t)+ˆQ(u, x, t)+ b1·F(u, x, t).

In order to select a decision in the given state s, it is necessary to generate and
verify the entire set of possible decisions in the considered state Up(s). For each
decision uk, it is necessary to determine the state the system would reach after realizing
it. Such a potentially consecutive state of the process will be represented as sp_k = (xp_k,
tp_k). Afterwards, the criterion components are calculated. The increase of cost ΔQ(uk,
x, t) is the sum of costs resulting from the activities of particular machines in the period
of time tp_k− t. The estimate of the cost of the final trajectory section ˆQ(uk, x, t) can be
determined in a number of ways. One of these is to establish the summary cost of
finishing previously undertaken decisions, which realization has not been completed
yet, and the cost of a certain relaxed task, realized in the cheapest way. Taking into
consideration that the estimate should take place with the lowest number of calcula-
tions, there has been proposed relaxation which would include omitting temporal
limitations and the assuming the least expensive procedure for finishing the remaining
headings; this would involve using the least expensive machines.

The component E(uk, x, t) uses the value of the estimated “distance” between the
state sp_k, and the set of inadmissible states. The distance is estimated with the help of
semimetrics ψ(s, SN)=min{ψ(s, s′): s′∈SN}.

Assuming that the speed of transporting the “fastest” machine is significantly
higher than its speed of performance, and this one in turn significantly exceeds the
speed of performance of the remaining machines, it is possible to omit the time of
transporting of the fastest machine. For the sake of simplicity, let us assume that there
is just one fastest machine.

One of the methods of determining E(uk, x, t) is to calculate the time reserve
rtc(sp_k) for each not realized and not assigned heading c with due date.
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Taking into consideration these assumptions rtc(sp_k)=d(c) − tp_k− τ(c) − tend, where
d(c) denotes due date for the heading c, τ(c) denotes time necessary to drive heading
c and all the headings situated along the shortest route from the heading c to the so-
called realized area in the given state, by the fastest machine, tend denotes time nec-
essary to finalize the current activity of the fastest machine.

The parameters tend and τ(c) results for following situations. First, “the fastest”
machine may continue the previously assigned task to drive another heading. Second,
heading c may be inaccessible and it might be necessary to drive the shortest route to
this spot from the realized area, involving already excavated headings as well as those
assigned for excavation together with relevant crossings. For the period of time when
the fastest machine finishes the excavation of the previously assigned heading, a frag-
ment of this distance may be excavated by the fastest of the remaining machines. When
the heading is accessible the time equals the time of excavating the length of the
heading with the fastest machine.

Finally, this component is as follow:

Eðuk; x; tÞ ¼
1 for min rtcðsp kÞ\0

1
min rtcðsp kÞ for min rtcðsp kÞ[ 0

(
ð10Þ

As a result, the decision to be taken, from the set of considered decisions, is the one
for which the subsequent state is most distant from the set of non-admissible states.

Component F(uk, x, t) in certain cases should make it purposeful to prefer decisions
which will engage all machines for most of the time. It is therefore necessary to reduce
the probability of selecting the decision about machine stopover when headings are
available for driving and machines could be used for work, especially for transport
ways performance. For that purpose, a penalty may be imposed for the stopover of each
machine that could potentially start driving an available heading. The proposed form is
F(uk, x, t)=R·iwaiting where R denotes the penalty for machine stopover, (calculated for
the decision about stopover when there are still headings available for work), iwaiting
denotes the number of machines that are supposed to remain idle as a result of such a
decision.

The values a1 and b1 are respectively coefficients defining the weight of particular
components and reflect current knowledge about controls, whilst their values change in
the course of calculations. The higher the weight of a given parameter, the higher its
value.

If the generated trajectory is non-admissible, then for the subsequent trajectory, the
value of weight a1 should be increased; which means the increase of the weight of the
component estimating the distance from the set of non-admissible states and/or
the increase of weight b1 value, which would result in lower probability of machine
stopover. If the generated trajectory is admissible, then for the subsequent trajectory the
values of coefficients may be decreased.

It is easy to prove that the criterion Q is monotonically increasing along each
trajectory. Thus, the pruning of non-perspective parts of trajectory may be applied.

During the generation of a single trajectory we calculate the value of a quality
criterion for each admissible state but which is not a goal state. This value we compare
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with the quality criterion value for the best admissible solution (the upper bound). If
quality criterion values of the current state is larger than the quality criterion value for
the best admissible solution, the generation of the current trajectory is interrupted. Then
coefficients of local criterion are modified. The weight of coefficients responsible for
optimization quality criterion increase.

Let’s estimate the algorithm computational complexity. It is equal to the product of
a trajectory generation algorithm complexity comp ~sð Þ and established, by a stop con-
dition, number of trajectories to be generated.

Complexity of a trajectory generation algorithm comp ~sð Þ is equal to product of
number of the trajectory states d ~sð Þ, complexity of the transition function step, com-
plexity of local optimization task procedure, complexity of the pruning procedure in a
state s and the procedure verifying if a state s belongs to the set SG or SN.

The maximal number of any trajectory states d ~sð Þ is equal to a number of jobs.
Complexity of transition function is polynomial. It is so, the number of state as well as
decision coordinates depend polynomially on numbers of machines and the procedure
modifying the state coordinates is polynomial. Obviously, both the pruning procedure
and the verifying one are polynomial, because they depend on number of state/decision
coordinates only.

Complexity of local optimization task algorithm in the worst case depends on the
cardinality of Up(s). Although, cardinality of a set Up(s) can’t be estimated by a
polynomial but it is of order (nm) where m is relatively small. Moreover, cardinality of
Up(s) strongly decreases for consecutive states of a trajectory.

4.3 Experiments

Optimal executor co-operation results in the best possible value of global cost. In
considered problem, the fact that some executors (machines) perform the job that
enables work for another one is the essence of cooperation. In particular, in the case of
little time reserve of some heading (small value of semi-metric) some executors may
prepare transport way for fast executor which should perform that heading to deadline.
Component F(u,x,t) corresponds with it. The aim of experiments was to verify the
effectiveness of proposed method for executor co-operation (especially form of local
criterion and applying the components E(u, x, t) and F(u, x, t)).

The research was conducted for the set of 8 heading networks. Each network is
represented by a planar graph, in which the vertex degrees equal from 1 to 4. The
lengths of headings are numbers from the range [19, 120]. The number of headings
with due dates is approximately 25 % of all headings. Two machines are used to
perform the task, one of the first type and one of the second type. Parameters of
machines are given in the Table 2. The symbols GI and GII denote regular and irregular
structure of the network respectively.

Firstly, the effectiveness of component E(u, x, t) was tested. For each network 40
trajectories was constructed with the changing value of coefficient a1 and zero value of
coefficient b1.
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The first trajectory was always generated when coefficient a1 was equal to zero.
Then the criterion does not include the component E(u, x, t). Depending on the pre-
viously obtained result this coefficient has been changing for the next trajectory.

Characteristic parameters are determined after generating each subsequent trajec-
tories: the time margin for headings with due date (the period of time between time of
finishing of driving the heading and its due date), the minimal time margin and average
time margin for all heading with due date. These parameters illustrate how far process
trajectory passes from the non-admissible state. Values of these parameters are helpful
to determine the value of coefficient a1.

Table 3 shows results for one of the networks: GI-1. It is typical results for all
networks. A value of coefficient a1, the obtained total cost and time of network per-
forming are given. The symbol “*” indicates that admissible solution was not obtained.
In addition, the time margin for heading with due date is given. A negative value
indicates how many time due date has been exceeded. The symbol “*” means that
driving a heading with due date was not stated. It is also given minimum time margin
for all headings and the value of average time margin when we have obtained an
admissible solution.

Based on the obtained results for all network, it can be concluded that increasing
the value of E(u, x, t) increases the probability of obtaining an admissible solution.
When the component E(u, x, t) was omitted, an admissible solution was not found. In
performed experiments we observed that increasing the weight of this component in the
local criterion (by increasing the value of the coefficient a1) allows to find an admis-
sible solution. A relatively low value of coefficient a1 causes the solution of low total
cost. Further increase in the share value of this component in local criterion causes that
the more expensive technology is engaging for heading driving. Therefore founding
solutions has a higher total cost.

Secondly, component F(u, x, t) influence on the total cost was tested. For each
network trajectories were constructed with the changing value of coefficient a1. In most
cases, the increase of weight of this component resulted in increased total costs, but at
the same time the probability of finding an admissible solution was higher.

To evaluate the effectiveness of the proposed algorithm one has compared the
obtained results with the optimal solution. A complete review algorithm for all con-
sidered heading network has been applied. Optimal solution was found only for net-
work GI-2. In other cases, the calculations were interrupted after more than 2 days.
Only for four networks an admissible solution has been found, while for the other

Table 2. Parameters of the machines.

Parameter Machine of M1 type Machine of M2 type

Efficiency [m/h] 10.0 5.0

Transport speed [m/h] 100.0 Unspecified

Driving cost [$/h] 200.0 50.0

Transport cost [$/h] 100.0 0.0

Waiting cost [$/h] 30.0 5.0
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networks an acceptable solution has not been found at this time. Table 4 presents the
summary of performed experiments. The second column contains the optimal cost for
network GI-2 and the best found total cost by a complete review algorithm for which
calculation was stopped after 2 days. The symbol “*” means that any admissible
solution has not been found during 2 days. The next columns respectively contains the
best found total cost by a proposed algorithm, value of coefficient a1 and value of
coefficient b1 for this cost. Moreover, percentage of the cost of using machineM1 in the
total cost and percentage of the length headings which was made by machine M1 in
total driving work is given.

Table 3. Results of applying the components E(u,x,t) for the networks: GI-1.

Value of
coeff. a1

Best
found
cost

Time
margin
for head.
7

Time
margin
for head.
9

Time
margin
for head.
15

Time
margin
for head.
18

Time
margin
for head.
20

Min.
time
margin

Average
time
margin

0 * 32,67 21,00 * * * * *

1 * 32,67 21,00 * * * * *

10 * 32,67 21,00 0,46 −7,77 * * *

50 * 32,67 21,00 2,90 * * * *

250 * 32,67 21,00 2,90 −6,83 * * *

500 * 32,67 21,00 2,90 2,83 * * *

750 * 32,67 21,00 2,90 2,83 * * *

2500 * 32,67 21,00 0,46 * * * *

5000 * 32,67 21,00 0,46 * * * *

7500 * 32,67 21,00 6,10 1,10 −3,60 * *

25000 * 32,67 21,00 6,10 −4,00 1,20 * *

50000 17221,10 15,30 18,50 21,90 3,73 9,00 3,73 13,69

1000000 17249,10 37,40 6,10 22,20 1,08 6,35 1,08 14,63

Table 4. Results of applying the components E(u,x,t) and F(u,x,t).

Network Best found
cost by
complete
review alg.

Best found
cost by
proposed
alg.

Value
of
coeff.
a1

Value
of
coeff.
b1

Cost of
using
machine
M1[%]

Length
made by
machine
M1[%]

GI-1 16480,00 16922,00 50000 2 70 % 50 %
GI-2 16524,40 17284,10 55555 2 75 % 58 %
GI-3 17448,90 16359,90 25000 0 61 % 41 %
GII-4 23132,40 22665,17 500000 0 61 % 35 %
GII-5a * 30946,32 250000 0,5 65 % 42 %
GII-5b * 30888,33 250000 0 62 % 37 %
GII-6 31142,54 30662,31 5000 0 60 % 35 %
GII-7 * 77288,44 250000 1 72 % 52 %
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The result of experiments shows that the difference between sub-optimal cost and
the best found by the learning algorithm is small and in the worst case is 4.59 %.
Percentage difference of cost is calculated as (LAcost-RAcost)/RAcost where LA, RA
denote best cost calculated by proposed algorithm and completed review algorithm
respectively. It can be stated that presented algorithm finds a better solution in most
cases. It should be also pointed that its calculation time was very short (a several
seconds). Moreover, using trajectory pruning reduced the number generated states, and
thus solutions were found faster.

Based on the obtained results, it can be concluded that the application of the
proposed algorithm for the presented problem yields very positive results. Results of
another experiment are given in [13].

5 Conclusions

The paper presents a novel extended machine learning method for working out co-
operation for project realizations. The method is a hybrid one. It joins primary learning
method based on ALM given in [5, 7] and developed in [9] with pruning method.

To illustrate the extended learning conception, some NP-hard problem, namely a
scheduling problem with state dependent resources is considered and the learning
algorithm for it is presented. Results of computer experiments confirm the efficiency of
the algorithm.

Novelty of machine learning method based on ALM is a fact that it is based on a
formal algebraic-logical model of multistage decision processes (ALM of MDP). Thus,
initial knowledge is delivered by means of a formal model of the problem. Then the
additional knowledge is being acquired and gathered during successive experiments
which consist in generation of subsequent trajectories.

The method uses a sophisticated structure of local optimization task. The structure
as well as parameters of the task are modified during search process. It is done on a
basis of acquiring information during previous iterations.

Using a formal model allows to present an optimization method on a general level
(high level of abstraction). It is also able to define strictly the properties of the problem,
for which this method can be applied. In particular, the ALM of MDP allows to define
the approximate distance in state space, even though the state space is not a numerical
space. It is done by means of semimetric. The semimetric is used to define the local
optimization task.

Novelty of the extended learning method consist in integration of primary learning
method based on ALM with pruning method. The introduced extension consists in
acquiring of additional knowledge which is referred to quality criterion of generated
trajectories and this knowledge is using to prune non-perspective parts of state tree.

Comparing our method with methods of machine learning [2, 10], presented
approach has similarities to reinforcement learning [16]. However, it is not its typical
example.

A large number of difficult combinatorial problems can be efficiently solved by
means of the presented method. Especially, the method is very useful for difficult
scheduling problems with state depended resources. Managing projects, especially
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software projects belong to this class. The problems of this type don’t belong to the
classical scheduling problems. Thus, It is difficult to compare the proposed method
with others. The authors intend to compare the proposed method with the other (nature
inspired algorithms, evolutionary algorithms) for simpler known problems in the later
research stages.
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Abstract. Two methods of prediction improvement in Model Predic-
tive Control (MPC) algorithms utilizing fuzzy Hammerstein models are
proposed in the paper. The first one consists in iterative adjustment
of the prediction, the second one – in utilization of disturbance mea-
surement. Though the methods can significantly improve control system
operation, they modify the prediction in such a way that it is described
by relatively simple analytical formulas. Thus, the prediction has such a
form that the MPC algorithms using it are formulated as numerically effi-
cient quadratic optimization problems. Efficiency of the MPC algorithms
based on the prediction utilizing the proposed methods of improvement
is demonstrated in the example control system of a nonlinear control
plant with significant time delay.

Keywords:Fuzzy control · Fuzzy systems · Predictive control ·
Nonlinear control · Constrained control

1 Introduction

Model Predictive Control (MPC) algorithms are widely used in practical applica-
tions due to numerous advantages they offer. They use prediction of the control
plant behavior during calculation of control signal [3,9,17,19]. Thanks to such
an approach they can be successfully applied to processes with difficult dynam-
ics (large time delays, inverse response), also constraints existing in the control
system (put e.g. on manipulated and output variables) can be relatively easy
taken into consideration in these algorithms. Moreover, all information available
to a control system designer can be relatively easy used to improve prediction
the MPC algorithm is based on and, as a result, to improve control performance
offered by the MPC algorithm. This feature will be exploited in the paper.

In order to obtain prediction a model of the control plant is utilized. As
different models can be used to obtain the prediction, different MPC algorithms
were designed. In the standard MPC algorithms linear process models are used.
In such a case however, if the control plant is nonlinear the MPC algorithm may
generate inefficient results. Therefore, it is good to use nonlinear models during
c© Springer-Verlag Berlin Heidelberg 2014
N.T. Nguyen (Ed.): TCCI XIV 2014, LNCS 8615, pp. 158–179, 2014.
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prediction generation. An interesting class of nonlinear models are Hammerstein
models [7]. In these models the nonlinear static block precedes the linear dynamic
block. Such structure of the model makes possible to do synthesis of the MPC
algorithm relatively easy if the model is appropriately used.

Many MPC controllers based on Hammerstein models use the approach in
which the inverse static model is used to compensate the nonlinearity of the
control plant; see e.g. [1,8]. Unfortunately such an approach has disadvantages.
Derivation of the inverse model may be difficult. Moreover, taking manipulated
variable constraints into consideration in such algorithms is complicated, because
after usage of the inverse static model, the constraints must be nonlinearly trans-
formed [1].

The another approach consists in using the classical optimization–based MPC.
In current research it is assumed that the dynamic part of the Hammerstein
model has the form of the step response. It is also assumed that in the static
block of the Hammerstein model the fuzzy Takagi–Sugeno (TS) model is used.
Thanks to such an approach advantages offered by the fuzzy TS models [16,18],
like e.g. relative easiness of model identification, relatively small number of rules
needed to describe highly nonlinear functions or property that the fuzzy reason-
ing makes possible to obtain a linear approximation of the model relatively easy,
can be utilized. The assumed form of the Hammerstein model makes possible to
do synthesis of the MPC algorithm relatively easy if the model is appropriately
used (see e.g. [12,14]). Moreover, in the case of analytical MPC algorithms, the
structure of the controller may be simplified to the large extent; see [13].

Direct usage of a nonlinear process model in the MPC algorithm leads to its
formulation as a nonlinear, nonquadratic, often nonconvex optimization prob-
lem, which must be solved in each iteration of the algorithm; see e.g. [6]. Despite
improved versions of procedures solving the nonlinear optimization problems
are designed (see e.g. [4] for modifications of particle swarm optimization and of
genetic algorithms, taking into account properties of modern CPUs), nonlinear,
nonconvex optimization has serious drawbacks. Time needed to find the solution
of such an optimization problem is hard to predict. There is also problem of local
minima. Moreover, in some cases numerical problems may occur. The drawbacks
of the MPC algorithms formulated as nonlinear optimization problems caused
that usually MPC algorithms formulated as the standard quadratic program-
ming problems, and utilizing a linear approximation of the control plant model,
obtained at each iteration, are used [10–12,14,15,19].

The methods of prediction improvement proposed in the paper can be divided
into two groups. The first one consists in using sophisticated methods of predic-
tion generation using the fuzzy Hammerstein model of the process, described in
Sect. 4.2. Let remind that in [12] prediction is obtained using the original fuzzy
Hammerstein model and its linear approximation. In [14] improvement of this
method of prediction was proposed. It uses not only the original fuzzy Hammer-
stein model and its linear approximation but also values of the future control
changes derived by the MPC algorithm in the previous iteration. In the paper it
is described how to improve this method of prediction even more. It is possible
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because the prediction can be iteratively adjusted. As a result it is closer to
the prediction obtained using the nonlinear process model only. However, still
the prediction can be obtained relatively easy and the MPC algorithm using it
can be formulated as the quadratic optimization problem. The second group of
methods, described in Sect. 4.4, makes possible to take into consideration dis-
turbance measurement during prediction generation. It will be demonstrated in
the example control system that utilization of such mechanisms may radically
improve control performance.

In the next section the general idea of the MPC algorithms is described.
In Sect. 3 MPC algorithms based on linear models are described. In Sect. 4 the
MPC algorithms based on the fuzzy Hammerstein models are reminded and
extended with the proposed methods of prediction improvement. The efficacy of
the MPC algorithms utilizing the proposed methods of prediction improvement
is illustrated by the example results presented in Sect. 5. The last section contains
summary of the paper.

2 General Idea of Model Predictive Control Algorithms

In the MPC algorithms a model of a control plant is used to predict future behav-
ior of the plant many sampling instants ahead; number of these future sampling
instants p is called the prediction horizon. It is assumed that many future values
of the control signal (a trajectory of the control signal) are calculated; number
of future changes of the control signal s is called the control horizon. Control
horizon must be not greater than the prediction horizon (s ≤ p); in practice it
is assumed much smaller in order to simplify computations, without sacrificing
control quality; see e.g. [19].

The future trajectory of the control signal is generated in such a way that
the prediction of the control plant behavior fulfills assumed criteria. Usually it
is demanded that future values of the output should be as close to the desired
value as possible and, at the same time, the control signal should not change too
much. Moreover, constraints existing in the control system should be fulfilled.
The mentioned criteria are used to formulate the optimization problem, solved
by the algorithm at each iteration. This optimization problem has usually the
following form [3,9,17,19]:

arg min
Δu

{
JMPC = (y − y)T · (y − y) +ΔuT · Λ ·Δu

}
(1)

subject to:

Δumin ≤ Δu ≤ Δumax , (2)

umin ≤ u ≤ umax , (3)

ymin ≤ y ≤ ymax , (4)

where y = [yk, . . . , yk]T is the vector of length p, yk is a set–point value, y =
[
yk+1|k, . . . , yk+p|k

]T , yk+i|k is a value of the output for the (k + i)th sampling
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instant, predicted at the kth sampling instant, Δu =
[
Δuk|k, . . . ,Δuk+s−1|k

]T ,

Δuk+i|k are future changes in manipulated variable, u =
[
uk|k, . . . , uk+s−1|k

]T ,
Λ = λ ·I is the s× s matrix, λ ≥ 0 is a tuning parameter; Δumin, Δumax, umin,
umax, ymin, ymax are vectors of lower and upper limits of changes and values of
the control signal and of the values of the output variable, respectively.

As a solution of the optimization problem (1–4) the vector of optimal changes
of the control signal is obtained. It contains s elements, but only the first element
(Δuk|k) is applied in the control system. Then, the algorithm goes to the next
iteration in which the optimization problem (1–4) is reformulated and solved.

The essential for the MPC algorithm is the way the predicted values of the
output variable yk+i|k are derived. If prediction is obtained using a nonlinear
model, and this model is used directly in the optimization problem (1–4), then
in general, nonconvex, nonquadratic, nonlinear and hard to solve optimization
problem is obtained; see e.g. [2,5]. It is, however, advisable to obtain such predic-
tion that an MPC algorithm can be formulated as the standard quadratic pro-
gramming problem. It is natural in the case of linear models (it will be reminded
in the next section) and possible to obtain easy in the case when a Hammerstein
model is used for prediction. In the latter case a linear approximation of the
control plant model must be obtained at each iteration and utilized to obtain
prediction; it is described in detail in Sect. 4.

3 DMC Algorithm as an Example of MPC Algorithms
Based on Linear Models

The algorithms based on fuzzy Hammerstein models are related to the Dynamic
Matrix Control (DMC) algorithm. Therefore it will be now described. Moreover,
in the DMC algorithm incorporation of the mechanism of disturbance measure-
ment utilization is relatively simple and can be adapted in the algorithms based
on fuzzy Hammerstein models.

3.1 Model of the Process

In the DMC algorithm the process model in the form of the step response is
used:

ŷk =
pd−1∑

i=1

ai ·Δuk−i + apd
· uk−pd

(5)

where ŷk is the output of the control plant model at the kth sampling instant,
Δuk is a change of the manipulated variable at the kth sampling instant, ai

(i = 1, . . . , pd) are step response coefficients of the control plant, pd is equal to
the number of sampling instants after which the coefficients of the step response
can be assumed as settled, uk−pd

is a value of the manipulated variable at the
(k − pd)th sampling instant.
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3.2 Generation of the Prediction

The output prediction is calculated using the following formula:

yk+i|k =
i∑

n=1

an ·Δuk−n+i +
pd−1∑

n=i+1

an ·Δuk−n+i + apd
· uk−pd+i + dk (6)

where dk = yk − ŷk−1 is assumed the same at each sampling instant in the pre-
diction horizon (a DMC–type disturbance model), thus (6) can be transformed
into the following form

yk+i|k = yk +
pd−1∑

n=i+1

an ·Δuk−n+i + apd
·

pd+i−1∑

n=pd

Δuk−n+i −
pd−1∑

n=1

an ·Δuk−n

+
i∑

n=1

an ·Δuk−n+i|k (7)

Thus, the vector of predicted output values y can be decomposed into the
following components:

y = ỹ + A ·Δu , (8)

where ỹ =
[
ỹk+1|k, . . . , ỹk+p|k

]T is a free response of the plant. It contains future
values of the output variable calculated assuming that the control signal does
not change in the prediction horizon, i.e. describes influence of the manipulated
variable values from the past; A·Δu is the forced response which depends only on
future changes of the control signal (decision variables); A is a matrix composed
of the control plant step response coefficients and is called the dynamic matrix

A =

⎡

⎢
⎢
⎢
⎣

a1 0 . . . 0 0
a2 a1 . . . 0 0
...

...
. . .

...
...

ap ap−1 . . . ap−s+2 ap−s+1

⎤

⎥
⎥
⎥
⎦

(9)

In the DMC algorithm the free response is given by the following formula:

ỹ = yk + Ã ·Δup , (10)

where

Ã =

⎡

⎢
⎢
⎢
⎣

a2 − a1 a3 − a2 . . . apd−1 − apd−2 apd
− apd−1

a3 − a1 a4 − a2 . . . apd
− apd−2 apd

− apd−1

...
...

. . .
...

...
ap+1 − a1 ap+2 − a2 . . . apd

− apd−2 apd
− apd−1

⎤

⎥
⎥
⎥
⎦
,

yk = [yk, . . . , yk]T is a vector of length p, Δup = [Δuk−1, . . . ,Δuk−pd
]T is a

vector of past changes of the manipulated variable.
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Remark 1. In any MPC algorithm based on a linear model the superposition
principle can be applied and the prediction y is described by the formula (8)
[3,9,17,19]. It can be also shown that the dynamic matrix A is present in all such
algorithms [19]. However, formulas describing the free response will be different
depending on the form of a linear model used to obtain the prediction.

3.3 Formulation of the Optimization Problem

After application of the prediction (8) to the performance function from the
optimization problem (1) and to the output constraints (4) one obtains the
following optimization problem:

arg min
Δu

{
JLMPC = (y − ỹ − A ·Δu)T · (y − ỹ − A ·Δu) +ΔuT · Λ ·Δu

}

(11)
subject to:

Δumin ≤ Δu ≤ Δumax , (12)

umin ≤ uk−1 + J ·Δu ≤ umax , (13)

ymin ≤ ỹ + A ·Δu ≤ ymax , (14)

where

J =

⎡

⎢
⎢
⎢
⎣

1 0 . . . 0
1 1 . . . 0
...

...
. . .

...
1 1 . . . 1

⎤

⎥
⎥
⎥
⎦
.

Remark 2. Note that the performance function in (11) depends quadratically
on decision variables Δu. Moreover, as the prediction (8) was applied in the
constraints (4), all the constraints depend linearly on decision variables. As a
result, the optimization problem (11–14) is a standard linear–quadratic opti-
mization problem.

3.4 Mechanism of Disturbance Measurement Utilization

The utilization of the disturbance measurement in the DMC algorithm is rel-
atively simple. It is because it is sufficient to expand the model of the control
plant with components describing influence of the disturbance on the control
plant and then generate the prediction using the expanded model; see e.g. [19].
In short the procedure is as follows. The expanded model in the form of the step
response has now the following form:

ŷk =
pd−1∑

i=1

ai ·Δuk−i + apd
· uk−pd

+
pz−1∑

i=1

ei ·Δvk−i + epz
· vk−pz

(15)
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where Δvk is a change of the disturbance variable at the kth sampling instant, ei

(i = 1, . . . , pz) are coefficients of disturbance step response of the control plant,
pz is equal to the number of sampling instants after which the coefficients of
the disturbance step response can be assumed as settled, vk−pz

is a value of the
disturbance variable at the (k − pz)th sampling instant.

The output prediction is thus now calculated using the following formula:

yk+i|k =
i∑

n=1

an ·Δuk−n+i +
pd−1∑

n=i+1

an ·Δuk−n+i + apd
· uk−pd+i

+
i∑

n=1

en ·Δvk−n+i +
pz−1∑

n=i+1

en ·Δvk−n+i + epz
· vk−pz+i + dk , (16)

where dk = yk − ŷk−1 is assumed the same at each sampling instant in the
prediction horizon and describes the influence of disturbances which cannot be
measured or estimated. Note that if an estimate of the disturbance v is avail-
able, then the components dependent on it in (16) are known. Therefore, after
transformation, they will be present in the free response. As a result the free
response will be given by:

ỹ = yk + Ã ·Δup + Ẽ ·Δvp , (17)

where

Ẽ =

⎡

⎢
⎢
⎢
⎣

e1 e2 − e1 e3 − e2 . . . epz−1 − epz−2 epz
− epz−1

e2 e3 − e1 e4 − e2 . . . epz
− epz−2 epz

− epz−1

...
...

...
. . .

...
...

ep ep+1 − e1 ep+2 − e2 . . . epz
− epz−2 epz

− epz−1

⎤

⎥
⎥
⎥
⎦
,

Δvp = [Δvk,Δvk−1, . . . ,Δvk−pz
]T is a vector of known changes of the distur-

bance variable v. Thus, in the prediction (8) only the free response component
changes and the prediction linearly depends on decision variables. Thus, the
optimization problem which must be solved at each iteration is the efficient
linear–quadratic one.

4 MPC Algorithms Based on Fuzzy Hammerstein Models

4.1 Model of the Process

It is assumed that in the Hammerstein process model (Fig. 1) the static part has
the form of a fuzzy Takagi–Sugeno model:

zk = f(uk) =
l∑

j=1

wj(uk) · zj
k =

l∑

j=1

wj(uk) · (bj · uk + cj) , (18)

where zk is the output of the static block, wj(uk) are weights obtained using
fuzzy reasoning, zj

k are outputs of local models in the fuzzy static model, l is the
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number of fuzzy rules in the model, bj and cj are parameters of the local models.
Moreover, it is assumed that the dynamic part of the model has the form of the
step response:

ŷk =
pd−1∑

n=1

an ·Δzk−n + apd
· zk−pd

, (19)

where ŷk is the output of the fuzzy Hammerstein model, ai are coefficients of
the step response, pd is the horizon of the process dynamics.

Fig. 1. Structure of the fuzzy Hammerstein model

Note, that form of the dynamic model is the same as of the model used for
prediction in the DMC algorithm (Sect. 3). Thus, prediction can be obtained in
a similar way as in the DMC algorithm.

Remark 3. If in a Hammerstein model the linear dynamic model is of different
form than the step response, it can be always easily transformed to the form
assumed here. Then the proposed approach can be applied.

4.2 Generation of the Prediction

In order to obtain the MPC algorithms in which the control signal is obtained
using the linear–quadratic optimization problem, the prediction is obtained using
a linear approximation of the fuzzy Hammerstein model. However, it is used only
to obtain the dynamic matrix whereas the free response is obtained using the
original nonlinear fuzzy model. Thanks to such an approach the algorithms offer
very good control performance.

Generation of the Free Response. The free response can be obtained, like
it was described in [12], using its definition, i.e. assuming that the control signal
will not change on the whole control horizon. The prediction can be, however,
improved thanks to utilization of future control increments derived by the MPC
algorithm in the last sampling instant during calculation of the free response,
like it was proposed in [14]. Now, the method of the free response generation
will be improved comparing to [14] by adjusting the prediction iteratively.

In the first internal iteration assume that future control values can be decom-
posed into two parts:

u
(1)
k+i|k = ǔ

(1)
k+i|k + uk+i|k−1 , (20)
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where ǔ(1)
k+i|k can be interpreted as the correction of the control signal uk+i|k−1

obtained in the last (k − 1)st iteration of the MPC algorithm; the upper index
denotes the number of internal iteration of the prediction generation. Analo-
gously, the future increments of the control signal will have the following form:

Δu
(1)
k+i|k = Δǔ

(1)
k+i|k +Δuk+i|k−1 . (21)

Note that the output of the model (19) in the ith sampling instant is
described by:

ŷk+i =
i∑

n=1

an ·Δzk−n+i +
pd−1∑

n=i+1

an ·Δzk−n+i + apd
· zk−pd+i , (22)

where the first component depends on future action whereas the next ones
depend on past control actions. Taking into account the decomposition of the
input signal (20), (22) can be rewritten as:

ŷk+i =
i∑

n=1

an·Δž(1)
k−n+i|k+

i∑

n=1

an·Δzk−n+i|k−1+
pd−1∑

n=i+1

an·Δzk−n+i+apd
·zk−pd+i ,

(23)
where Δzk+i|k−1 = zk+i|k−1−zk+i−1|k−1; zk+i|k−1 = f(uk+i|k−1) and ž(1)

k+i|k−1 =

z
(1)
k+i|k − zk+i|k−1. In (23) the second component is known and can be included

in the free response of the control plant. Therefore, the final formula describing
the elements of the free response will have the following form:

ỹk+i|k =
i∑

n=1

an ·Δzk−n+i|k−1 +
pd−1∑

n=i+1

an ·Δzk−n+i + apd
· zk−pd+i + dk , (24)

where dk = yk − ŷk is the DMC–type disturbance model containing influence of
modeling errors, and of unmeasured disturbances.

In the next step, the free response together with the Dynamic Matrix obtained
as described in the next part of Sect. 4.2 are used to formulate the optimization
problem (Sect. 4.3) after solution of which a new control signal trajectory is
obtained. Now, either the control signal is applied to the control plant or the
prediction is improved in the next internal iteration of the algorithm. In the
latter case the next internal iterations are as follows.

Now, as the next control signal trajectory is available, future control values
can be decomposed as:

u
(j)
k+i|k = ǔ

(j)
k+i|k + u

(j−1)
k+i|k , (25)

where the upper index denotes the number of internal iteration of the algorithm
and j = 2, 3, .... The future increments of the control signal will now have the
following form:

Δu
(j)
k+i|k = Δǔ

(j)
k+i|k +Δu

(j−1)
k+i|k . (26)
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Then now (22) can be expressed as:

ŷk+i =
i∑

n=1

an ·Δž(j)
k−n+i|k+

i∑

n=1

an ·Δz(j−1)
k−n+i|k+

pd−1∑

n=i+1

an ·Δzk−n+i+apd
·zk−pd+i .

(27)
As in the first internal iteration, in (27) the second component is known and can
be included in the free response of the control plant. Therefore, the final formula
describing the elements of the free response will now have the following form:

ỹk+i|k =
i∑

n=1

an ·Δz(j−1)
k−n+i|k +

pd−1∑

n=i+1

an ·Δzk−n+i + apd
· zk−pd+i + dk . (28)

Remark 4. The smaller values of obtained corrections of the control trajectory
are the better prediction is obtained. It is because then it will be closer to the
prediction obtained using only the nonlinear fuzzy model.

Remark 5. Number of internal iterations of the algorithm can be chosen depend-
ing on what is the size of changes of the future control increments. If the correc-
tions of the control signal trajectory become rather small, there is no use to do
more internal iterations.

Remark 6. Note that the proposed method is a generalization of the method
proposed in [14] as the latter one is obtained by assumption that only one internal
iteration is made.

Generation of the Dynamic Matrix. Next, at each iteration of the algorithm
the dynamic matrix can be easily derived using a linear approximation of the
fuzzy Hammerstein model (19) [12]:

ŷk = dzk ·
(

pd−1∑

n=1

an ·Δuk−n + apd
· uk−pd

)

, (29)

where dzk is a slope of the static characteristic near the zk. It can be calculated
either analytically (if possible) or numerically using the formula

dzk =

∑l
j=1 (wj(uk + du) · (bj · (uk + du) + cj) − wj(uk) · (bj · uk + cj))

du
,

(30)
where du is a small number. The dynamic matrix will be thus described by the
following formula:

Ak = dzk ·

⎡

⎢
⎢
⎢
⎣

a1 0 . . . 0 0
a2 a1 . . . 0 0
...

...
. . .

...
...

ap ap−1 . . . ap−s+2 ap−s+1

⎤

⎥
⎥
⎥
⎦
. (31)
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Finally, the prediction can be obtained using the free response (28) and the
dynamic matrix (31):

y = ỹ + Ak ·Δǔ , (32)

where Δǔ =
[
Δǔ

(j)
k|k, . . . ,Δǔ

(j)
k+s−1|k

]T
.

4.3 Formulation of the Optimization Problem

After application of prediction (32) to the performance function from (1) and in
constraints (4) one obtains:

arg min
Δǔ

{
JFMPC = (y − ỹ − Ak ·Δǔ)T · (y − ỹ − Ak ·Δǔ) +ΔuT · Λ ·Δu

}

(33)
subject to:

Δumin ≤ Δu ≤ Δumax , (34)

umin ≤ uk−1 + J ·Δu ≤ umax , (35)

ymin ≤ ỹ + Ak ·Δǔ ≤ ymax , (36)

where Δu = Δǔ + Δup, Δup =
[
Δu

(j−1)
k|k , . . . ,Δu

(j−1)
k+s−2|k,Δu

(j−1)
k+s−1|k

]T
; com-

pare with (26). Moreover, formulas (25) and (26) are used to modify the
constraints (34) and (35) respectively. Then, the linear–quadratic optimization
problem with the performance function (33), constraints (34)–(36) and the deci-
sion variables Δǔ is solved at each iteration in order to derive the control signal.

Remark 7. It is also possible to use slightly modified performance function in
which in the second component, only corrections of the control changes Δǔ are
penalized, i.e.

JFMPC2 = (y − ỹ − Ak ·Δǔ)T · (y − ỹ − Ak ·Δǔ) +ΔǔT · Λ ·Δǔ . (37)

Such a modification, however, causes that the meaning of the tuning parameter
λ is different than in the classical performance function. As a consequence, the
algorithm with the modified performance function generates faster responses. It
will be demonstrated in the example control system.

4.4 Mechanisms of Disturbance Measurement Utilization

First Method of Disturbance Measurement Utilization consists in using
the same approach as in the standard DMC algorithm. This method can be
used e.g. when one wants to extend the existing algorithm with the disturbance
measurement utilization mechanism. Then the process model should be extended
like it is done in the standard DMC algorithm. Thus, the structure of the model
will be as depicted in Fig. 2.

As a result the prediction changes. Precisely, to the free response obtained in
Sect. 4.2 an appropriate term from (17) is simply added. As a result the following
formula describing the prediction is obtained (compare with (32)):

y = ỹ + Ẽ ·Δvp + Ak ·Δǔ . (38)
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Fig. 2. Hammerstein model supplemented with step response model of influence of the
disturbance on the control plant

Second Method of Disturbance Measurement Utilization is in fact eas-
ier to apply. It is because it consists in proper usage of knowledge about distur-
bance estimates and original Hammerstein model of the process during the free
response generation. Assume that the model has structure shown in Fig. 3.

Fig. 3. Hammerstein model with static part dependent on the disturbance

Application of the method is straightforward it is because the fuzzy static
model is given by the following formula:

zk = f(uk, vk) =
l∑

j=1

wj(uk, vk) · zj
k =

l∑

j=1

wj(uk) · (bj · uk + ej · vk + cj) , (39)

where vk is the current disturbance estimate, wj(uk, vk) are weights obtained
using fuzzy reasoning, ej are parameters of the local models. Thus, the formulas
describing the prediction in the FMPC algorithm given in Sect. 4.2 can be applied
without changes.

5 Simulation Experiments

5.1 Control Plant

The control plant under consideration is an ethylene distillation column DA–303
from petrochemical plant in Plock. It is a highly nonlinear plant with a large
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Fig. 4. Steady–state characteristic of the plant

Fig. 5. Hammerstein model of the control plant

time delay. The steady–state characteristic of the plant is shown in Fig. 4. The
Hammerstein model of the control plant has the structure shown in Fig. 5. The
output of the plant y is the impurity of the product. The manipulated variable
u is the reflux. The higher the reflux is the purer product is obtained. During
experiments it was assumed that the reflux is constrained 4.05 ≤ u ≤ 4.4. The
measurable disturbance variable v is the composition of the raw substance.

In the Hammerstein model of the plant (Fig. 5) the static part was mod-
eled using ANFIS from Matlab. In order to train the system two sets of data
were used: one for training and the second one for validation. The number of
membership functions (assumed the same for both inputs) and number of train-
ing epochs were set experimentally. During the experiments increase of both
parameters brought decrease of the MSE for data used for training. However,
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Fig. 6. Membership functions in the static part of the Hammerstein model

increase of the number of membership functions brought increase of the MSE
obtained for validation data set. Therefore, two membership functions for both
input variables were finally set. The number of epochs was assumed equal to 200.
The system composed of 4 rules was finally obtained with the membership func-
tions as shown in Fig. 6. The steady–state characteristic modeled by the ANFIS
is almost the same as the one depicted in Fig. 4 (differences are negligible).

5.2 Results

A few MPC algorithms were designed:

– the NMPC one (with nonlinear optimization),
– the LMPC one (based on a linear model) and
– the FMPC ones (using the proposed method of prediction generation, based

on the fuzzy Hammerstein model). Both versions of the algorithm were tested:
the first one (FMPC1) with the classical performance function (33) and the
second one (FMPC2) with the modified performance function (37). In both
algorithms only one internal iteration was used.

The sampling period was assumed equal to Ts = 20 min, the prediction horizon
p = 44 and the control horizon s = 20.

First, the experiments as in [14] were done because the control plant model
used to design the FMPC and NMPC algorithms was changed (it was obtained
using ANFIS instead of a heuristic approach). Example responses to the set–
point changes, obtained for λ = 107 are shown in Fig. 7 and those obtained for
λ = 106 — in Fig. 8.

The responses obtained with the LMPC algorithm to the set–point change to
y3 = 400 ppm are unacceptable. The control system is very close to the boundary
of stability in the case of λ = 107 and for λ = 106 it is unstable. Moreover, the
overshoot in responses to the set–point change to y2 = 300 ppm are very big. On
the contrary, both FMPC algorithms work well for all the set–point values and
the responses have similar shape regardless the set–point value.
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Fig. 7. Responses of the control systems to the changes of the set–point values to
y1 = 200 ppm, y2 = 300 ppm and y3 = 400 ppm, λ = 107; NMPC – red lines, FMPC1
– magenta lines, FMPC2 – blue lines, LMPC – green lines; above – output signal,
below – control signal (Color figure online)
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Fig. 8. Responses of the control systems to the changes of the set–point values to
y1 = 200 ppm, y2 = 300 ppm and y3 = 400 ppm, λ = 106; NMPC – red lines, FMPC1
– magenta lines, FMPC2 – blue lines, LMPC – green lines; above – output signal,
below – control signal (Color figure online)
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Fig. 9. Responses of the control system with FMPC1 algorithm to the changes of the
set–point values to y1 = 200 ppm, y2 = 300 ppm and y3 = 400 ppm at the beginning of
experiment and changes of the disturbance v in the 1000th minute, λ = 107; disturbance
measurement: not utilized – blue lines, utilized using the first method – magenta lines,
utilized using the second method – red lines; above – output signal, below – control
signal (Color figure online)
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The responses obtained with the FMPC1 algorithm are very close to those
obtained with the NPMC algorithm. However, it should be emphasized that the
control signal is generated by the FMPC1 algorithm, after solving the numeri-
cally robust linear–quadratic optimization problem, much faster than in the case
of the NMPC algorithm.

In the case of the NMPC algorithm numerical problems during calculation
of the control signal may occur. It happened for λ = 106 in the case described
in [14], when it utilized the fuzzy Hammerstein model in which the fuzzy static
model was obtained heuristically. Fortunately, in the case considered now, the
NMPC algorithm found the control signal at each iteration but it took much
more time than in the case of the FMPC algorithms.

The fastest responses were obtained with the FMPC2 algorithm (blue lines
in Figs. 7 and 8). They are better even than those obtained with the NMPC
algorithm. It is however a result of assuming, in the optimization problem solved
by the FMPC2 algorithm, a slightly different performance function than in other
tested algorithms.

After decrease of the tuning parameter value to λ = 106, FMPC and NMPC
algorithms work faster (Fig. 8) than in the case when λ = 107 (Fig. 7). The
FMPC2 algorithm in response to the set–point change to y1 = 200 ppm works
slightly faster even than the NMPC algorithm. In the case of set–point changes
to y2 = 300 ppm and to y3 = 400 ppm the differences in operation between
FMPC1, FMPC2 and NMPC algorithms are small. It is due to the fact that the
control signal hits the constraint.

In the next experiments the mechanisms of disturbance measurement utiliza-
tion were tested. In the case of both FMPC algorithms similar responses were
obtained for different values of λ. The first method of disturbance measurement
utilization (magenta lines in Figs. 9, 10 and 11) consisting in using the same
approach as in the standard DMC algorithm, works surprisingly well especially
near 200 ppm (there it is practically as good as the second method). It is because
the model of disturbance influence on the control plant was obtained near this
output value. However, for 300 ppm and 400 ppm the second method which uses
appropriately prepared fuzzy Hammerstein model is the best (red lines). It can
be also noticed that for λ = 107 the FMPC2 algorithm compensates the distur-
bance influence better than the FMPC1 algorithm. However, for λ = 106 the
differences between algorithms were so small that only responses obtained in the
control system with FMPC1 algorithm were presented (in Fig. 11). It can be also
noticed that when λ was smaller (the algorithms were faster) the disturbance
compensation was better.

6 Summary

The methods of prediction improvement in the MPC algorithms based on fuzzy
Hammerstein models were described. The first method uses the future changes
of the control signal, calculated in the last iteration by the MPC algorithm to
derive the free response of the control plant. Such an approach causes that the
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Fig. 10. Responses of the control system with FMPC2 algorithm to the changes of the
set–point values to y1 = 200 ppm, y2 = 300 ppm and y3 = 400 ppm at the beginning of
experiment and changes of the disturbance v in the 1000th minute, λ = 107; disturbance
measurement: not utilized – blue lines, utilized using the first method – magenta lines,
utilized using the second method – red lines; above – output signal, below – control
signal (Color figure online)
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Fig. 11. Responses of the control system with FMPC1 algorithm to the changes of the
set–point values to y1 = 200 ppm, y2 = 300 ppm and y3 = 400 ppm at the beginning of
experiment and changes of the disturbance v in the 1000th minute, λ = 106; disturbance
measurement: not utilized – blue lines, utilized using the first method – magenta lines,
utilized using the second method – red lines; above – output signal, below – control
signal (Color figure online)
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prediction is closer to the one obtained using only the nonlinear process model.
Moreover, it can be iteratively adjusted if needed. The second modification con-
sists in utilization of the disturbance measurement to make its compensation
better. Two mechanisms were proposed. Both do its job well but the one based
on appropriately prepared fuzzy Hammerstein model gives very good results in
the example control system of the highly nonlinear control plant with large time
delay.

All the proposed modifications were performed in such a way that the pre-
diction is described by relatively simple analytical formulas and the MPC algo-
rithms using it are formulated as numerically efficient quadratic optimization
problems. As a result, the FMPC algorithms using the proposed mechanisms
offer practically the same control performance as the NMPC algorithm but need
much less calculations (and time) to generate the control signal. At the same
time they outperform its counterparts based on linear models.
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Abstract. Due to the spreading of semantic technologies, the volume of
the datasets that are described in the Resource Description Framework
(RDF) is dynamically growing. The RDF framework is suitable for inte-
grating data from heterogeneous sources; however, the resulted datasets
can be larger and extremely complex than before, new tools are needed to
analyze them. In this paper, we present a method which aims to help to
understand the structure of semantic datasets. It can reduce the size and
the complexity of a dataset while preserves the selected parts of it. The
method consists of a filtering and a compaction phases that are imple-
mented according to the MapReduce distributed programing model to
be able to handle large volume of data. The result of the method can be
visualized as a labeled directed graph that is suitable to give an overview
of the structure of the dataset. It may reveal hidden connections or dif-
ferent kinds of problems related to the completeness and correctness of
the data.

Keywords: Semantic Web · Big data · Visualization · Hadoop ·
MapReduce

1 Introduction

Due to the evolution of technology, large volume of data are generated day by
day. These can be scientific data from various fields, business reports, or user
generated web contents. The integration of these data offers great opportunities
to discover hidden correlations and complex structures among data coming form
various sources, for example, if we connect biological and chemical datasets,
we may get more detailed information about some compounds [7]. The paper
[19] investigates whether the collective knowledge state is more proper than the
knowledge states of the collective intelligence. However, due to the heterogeneity
and the volume of data, both the integration and the processing of them pose
serious challenges to the scientists. In this paper, we present a system that is
based on the Semantic Web [4] technologies and the MapReduce [8] paradigm,
and it aims to help understanding the inner structure of a dataset by visualize
its important parts after a filtering and a compaction phase.

Tim Berners-Lee et al. introduced the Semantic Web [4] which is a collection
of several technologies that aims to connect all the data and to organize them into
c© Springer-Verlag Berlin Heidelberg 2014
N.T. Nguyen (Ed.): TCCI XIV 2014, LNCS 8615, pp. 180–195, 2014.
DOI: 10.1007/978-3-662-44509-9 9
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the “web of data” in such format which is understandable for not only humans
but machines as well. These technologies are built on the Resource Description
Framework (RDF) [16] which is a general framework for information modeling or
conceptual description based on making statements about resources identified by
Internationalized Resource Identifiers (IRIs). The statements are called triplets
and they are in from of subject-predicate-object or entity-attribute-value like
natural language sentences. This representation method is flexible enough to
integrate data from heterogeneous sources. In addition, the triplets can be seen
as directed edges in a labeled graph, where an edge is going from the subject to
the object of the statements and it is labeled by the predicate. This approach, to
handle datasets as labeled directed graphs, is the basis of our method because
a graph can be easily visualized and an illustrative figure can help to reveal
the inner structure of the datasets. Namely, in a figure, the shape, the texture,
the color, the size, or the position of the visual elements can express different
kinds of information. However, because of the limitation of the display, it is not
recommended to visualize too many elements at the same time as the elements
easily overlap or cross each other making the figure unclear.

In this paper, we introduce a system which offers a novel technique to reduce
the size and the complexity of semantic datasets. It is based on a filtering and a
compaction phase. First, the user selects which predicates should be displayed
from the ones that appear in the dataset. Some basic statistics are provided by
the system to facilitate the decision, such as the cardinality, the domain, and
the range of the predicates. Then, the selected predicates have to be marked
as chain or non-chain. The chain means, that the structure of the objects con-
nected by chain predicates needs to be preserved, while in case of non-chain
predicates the concrete individuals that are connected to an object by non-chain
predicates are not important, but their cardinality are. Next, the system filters
out the statements whose predicates were not selected from the input dataset
and the remaining statements are compacted based on the chain and non-chain
properties. Our main contribution is the compaction technique that merges the
nodes that are connected to the same nodes by the same predicates that are
marked as non-chain together. The output of the process is a GraphML [6] file
which contains the simplified dataset as a labeled directed graph. GraphML is
an XML-based file format for describing graphs and it is suitable for various
graph visualization tools. We used the yEd1 tool in our experiments.

To handle large volume of data, our system is built on the top of an Apache
Hadoop [23] cluster. Hadoop is an open-source implementation of the MapRe-
duce [8] programming model which is wildly used for data-intensive distributed
computations. A MapReduce program is composed of a Map and a Reduce phase.
The Map performs filtering and sorting on the input and converts the data into
key-value pairs. The Reduce collects and aggregates values that are sharing the
same keys. In each phase multiple processes are working in parallel. Our solu-
tion is based on two MapReduce programs, where the first one is filtering the
1 http://www.yworks.com/en/products yed about.htm

http://www.yworks.com/en/products_yed_about.htm
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statements which contain selected predicates while the second one is performing
the node compaction and creates the output file.

We tested our method on the DBpedia [2] and on the Freebase [5] datasets
with various configurations (selecting chain and non-chain predicates). DBpedia
contains information extracted from the Wikipedia as RDF triplets while Free-
base is a large collaborative knowledge base managed by its own community.
The experiments proved the usefulness of our technique because we discovered
a lot of inaccuracies and deficiencies in the datasets, such as missing statements
or wrong edges or node labels, ambiguous IRIs. In addition, our experiments
suggest that the system can scale with the volume of input.

The paper is organized as follows. In Sect. 2, we give an overview of the related
works. Section 3 describes some preliminaries and definitions. Our method and
its evaluation are presented in Sects. 4 and 5 respectively. We summarize our
results and describe our future plans in Sect. 6.

2 Related Work

As mentioned earlier, Semantic Web is a recent topic; the volume of semantic
datasets described in RDF is dynamically growing. Accordingly, many
approaches try to handle and keep understandable the datasets. SPARQL [13] is
a standard query language for RDF databases. It is a declarative query language
that allows for constructing queries which consist of triple patterns, optional pat-
terns, filter expressions; the queries are based on triple pattern matching where
the patterns can contain variables. However, in order to use this query language
it is necessary to get familiar with the data. The main purpose of our system
is to give an insight of the structure of the data to facilitate the understanding
of it.

VoID [1] is an RDF Schema vocabulary that has the same purpose as our
system but it has a different approach; it defines four kinds of metadata that
can characterize a dataset

– general metadata such as title, description, or license,
– access metadata to describe the method of accessing (e.g. data dumps,

SPARQL endpoints),
– structural metadata to give a high-level overview about the internal structure

of the dataset, and
– description of links between datasets such as the number of resources that are

used in other datasets as well.

The structural metadata, especially the ones that are providing numerical statis-
tics about the contained classes and properties, can help to compose an input for
our system as the frequent properties gives the structure of the dataset, therefore
the chain and non-chain properties may be selected among them.

Our system processes the input dataset based on the predefined properties
and it generates an output in GraphML format that is compatible with the
yEd graph visualization tool. The visualization helps to reveal the structure
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of the dataset. There are several other systems that exploit the advantages of
visualization and help to explore the data. Such systems are, for example, the
PGV Explorer [9], LODmilla [17], or the VizBoard [22]. With the PGV Explorer,
the RDF graphs became incrementally explorable which means starting from a
small part of the original graph, the user can expand it with the relevant data and
the irrelevant parts can be collapsed. A node is expendable along its neighbors,
i.e. the neighbors became visible and they connect to the expanded node. Its
reverse process is the collapse of an unrelated node when the connected neighbors
of the node will be hidden. The technique presented in [10] is very similar to,
however, in that system the nodes are composite objects which consist of not
only the labels of the nodes, but each node contains the labels of its neighbors
and the type of the connection as well. It gives a more detailed view of the
nodes, but it results in a more complex figure, therefore only a small part of the
graph can be displayed at the same time. LODmilla works in a similar way as
well, however, it gives additional information of the node that is in focus, such
as a description or an image. These systems are more suitable to examine small
subgraphs in details in contrast to our approach that is giving an overall picture
of the graph structure related to the selected properties.

The Vizboard system defines an information visualization workflow that
enables users to visualize and analyze arbitrary semantic dataset without expert
skills and programming knowledge. The workflow consists of five stages each
one is supported by the system. The process starts at data uploading, and then
some basic statistics are computed to help the human driven data preselection
phase. After that, some clustering methods are applied to divide the datasets
into subsets from which the user selects the interesting ones. Then, the system
recommends visualization components that the user can configure. After the
chosen components are integrated and configured, the visualization is completed
and hidden knowledge may reveal. This workflow is very similar to our method
which is also started with data upload followed by a pre-selection phase in which
users can define the properties as chain or non-chain based on basic statistics
about their cardinalities, domains and ranges. However, in case of our method,
datasets are processed in a distributed system to be able to handle large volume
of data, and the result is in a standard graph format (GraphML) in order to the
replacement of the visualization tools can be easy.

As the volume of the datasets increase, processing of them are posing serious
challenges to the scientists. The distributed computation models and distrib-
uted processing systems can be solutions for this problem. One of those models
is the MapReduce that is used in our work. There are several experiments that
try to take the advantages of this model in processing of semantic datasets.
For example, in [15], Hussain et al. presented a system that can evaluate basic
SPARQL queries with MapReduce. In [20], a data processing method was intro-
duced which is based on the MapReduce paradigm as our method. However, that
technique differs from ours because it uses an iterative algorithm to merge the
similar nodes together which may consume much more time than the method
presented in this paper.
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3 Preliminaries

In this section, we give the formal definitions of the concepts that are used in our
method including the RDF triplets, the semantic graph that can be built from
the triplets, and a similarity relation among the vertexes of a semantic graph
that is the basis of the compaction phase.

As we mentioned in the introduction, the Semantic Web is a collection of
various technologies that aim to organize all the available information into the
“web of data”. The basis of these technologies is the Resource Description Frame-
work [16] which is a general model for conceptual description. In this framework,
the information are expressed as statements in form of subject-predicate-object
or entity-attribute-value triplets.

(a) Example of RDF triples

(b) The triples as a graph

Fig. 1. A small example for RDF triplets and their representations as a directed labeled
graph

Figure 1(a) shows a short example with three statements connected to Eötvös
Loránd University. Note, that the first four rows of the example only define
abbreviations for the frequent IRI prefixes. The first row states that Eötvös
Loránd University is an educational institute, the second row states that it is
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located in Budapest and the third one states that every educational institute is
an organization as well. Based on [12], we define the RDF triple as follows.

Definition 1 (RDF triple). Let I, B, and L (IRIs, Blank Nodes, Literals) be
pairwise disjoint sets. An RDF triple is a (v1, v2, v3) ∈ (I ∪B)× I × (I ∪B ∪L),
where v1 is the subject, v2 is the predicate and v3 is the object.

Note, that in the definition IRIs, Blank Nodes and Literals are distinguished
where IRIs are used to identify objects, the Literals are the values in the entity-
attribute-value like triples and the Blank Nodes are used to create compound
data structures as pair, set or list. For example, a postal address consists of at
least a city, a street and a postal code and these values belong together. In this
case, all the values are assigned to a blank node whose name is unimportant,
therefore it is not identified by an IRI, and it is used as a postal address. However,
in our method all the three types of nodes are treated as the same. An RDF
triple can be represented by a directed edge going from the subject to the object
and labeled by the predicate. In Fig. 1(b), the example statements from Fig. 1(a)
are represented by a semantic graph.

Definition 2 (semantic graph). A semantic graph G = (V,E, label) is a labeled
directed graph consists of a set V = I ∪ B ∪ L of nodes, a set E ⊆ V 2 of edges,
and a labeling function label : E− > I that assigns its predicate to each edge. An
e = (s, o) ∈ E edge of the graph where s, o ∈ V are two nodes and label(e) = p
represents the (s,p,o) RDF triplet.

In our method, users can select which predicates should appear in the out-
put and by marking the selected predicates as chain or non-chain respectively
whether the individual subjects of the statements (or the starting points of the
corresponding edge) have to be preserved or only the cardinality of the similar
subjects connected by the predicate has to be computed. In Definition 3, we
introduce a similarity relation over the set of nodes that defines which nodes are
similar. The definition is based on [14] where the authors introduced a similarity
relation among nodes of labeled graphs.

Definition 3 (simulation). A binary relation ‘≤’ ⊆ V 2 over the set of nodes is a
simulation, if u ≤ v implies for all e = (u,w) ∈ E that there is an e′ = (v, w) ∈ E
edge such that label(e) = label(e′). The node v simulates the node u if there is a
simulation ≤ such that u ≤ v. The nodes u and v are similar, denoted as u ∼ v,
if u simulates v and v simulates u.

Definition 4 (mergeable nodes). Let u,w ∈ E two nodes of a G = (V,E)
semantic graph. u and v is mergeable, if

i. u ∼ v and
ii. all outgoing edges of u are marked as non-chain.

Our method has two main phases, the first one preforms the filtering of the
statements with respect to the selected predicates while the second phase merges
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the mergeable nodes together. Two nodes are mergeable if they are similar and
all their outgoing edges are labeled only with such predicates that are marked
as non-chain as Definition 4 describes. Two nodes are merged into a single one
which will be connected with the same nodes and an integer value will be assign
to it that registers how many nodes has been merged already. The value is
computed as follows; suppose that u, v ∈ V nodes are merged into the new w
node, then

value(w) :=

⎧
⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

2, if u and v are not merged nodes
value(u)+1, if u is merged node, but v is not
value(v)+1, if v is merged node, but u is not
value(u)+
value(v), if u and v are both merged nodes

(1)

Figure 2 shows a small example of how the node merging works. On the left-
hand side of the figure there is the input graph with two kinds of edges. The
dashed edges are marked as non-chain while the solid ones are marked as chain
predicates. As can be seen on the right-hand side, the two nodes in the lower
right have been merged into a new one with the value 2 as none of them were
already merged.

Fig. 2. Node merging example

It can be shown that iteratively applying the node merging technique on the
input graph, the algorithm terminates if there are no other mergeable node pairs
and the result is independent from the order of the merges.

4 Processing of Semantic Graphs

Nowadays, the number of semantic datasets increase as people start to discover
the advantages of the RDF framework. Datasets can contain millions or even
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billions of triples which make it hard to process them. Therefore in this section,
we investigate how the MapReduce paradigm can be applied to process these
large datasets.

The MapReduce paradigm is a distributed programing model in which each
program has two main phases the Map and the Reduce. Multiple processes work
parallel during each phase. First, the Map reads in every line of the input files,
and then computes a set of intermediate key/value pairs from them. Next, the
Reduce combines the values that are sharing the same key in order to produce
the result. Fortunately, the RDF framework has a line-based, plain text repre-
sentation format, called N-Triples [3], that fits for the Map as input. We have
designed and implemented a solution consisting of two MapReduce programs
which perform filtering and compaction on the input graph in order to simplify
that. The result of the process is a GraphML file that can be visualized with
various tools which may offer additional features that help to understand the
structure of the graph.

4.1 Filtering

Program 1 shows the pseudo code of the Filtering part of our method that
prepares the data for the Compaction. The Map phase of the program reads
in the input from N-Triples files, line by line. Each line is parsed into sub-
ject, predicate and object parts (line 2). If the predicate was selected, then
a key/value pair is emitted to the Reduce phase whose key is the subject
of the triple and whose value is the (predicate, object) pair (line 4). If the
predicate was not a selected, then the triplet is filtered out. Next, the emit-
ted pairs are processed in the Reduce phase which concatenates the (predicate,
object) pairs, that are sharing the same key, and the pairs will be sorted based
on their first elements (line 8) into a sequence. The form of the sequences is
(predicate1 object1 predicate2 object2 ... predicaten objectn). These sequences
will be written into new files automatically by the system as an effect of the emit
in line 9 which files will be the input of the second program.

4.2 Compaction

The second phase of our method, described in Program2, is the Compaction
that merges the similar nodes together. The Map of second programs reads back
the sequences from the new files with the corresponding subjects (line 2) and
emits them to the Reduce. It results, that the subjects which are similar to
each other in term of Definition 3 will be identified by the same compound key,
namely the ordered sequence of the (predicate, object) pairs that are derived
from the connected edges by the first program. In the Reduce phase, for each
compound key it is checked whether it contains any predicate that was marked
as a chain predicate. If a key does not contain such predicate, it means that the
subjects are mergeable nodes (see Definition 4) in the corresponding semantic
graph. The merging of those nodes that belongs to the subjects results a single
node which will be connected with the same nodes and its value will be the
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Program 1. Filtering
1: method Map(line) � line is in subject-predicate-object format
2: (s, p, o) = split(line)
3: if p is predefined then
4: emit(s, (p, o))
5: end if
6: end method

(* key is the subject, values is the list of emitted (predicate, object) pairs *)
7: method Reduce(key, values)
8: sort(values) � sorts the (p, o) pairs based on the first elements
9: emit(values, s)

10: end method

number of the subjects. Therefore, a (count(values), predicate, object) triplet is
emitted for each (predicate, object) pair in the key (line 9). However, if a key
contains any predicate that was marked as non-chain, it means that the subjects
are not mergeable, so the original triplet are emitted for each (predicate, object)
pair (line 14).

4.3 Visualization

We have overridden the emit function of the Reduce phase of the second program
to generate GraphML file as output of the process. GraphML is standard XML-
based file format for describing graphs. It is supported by a lot of graph editors
and visualization tools, for example, by the yEd. We chose this program because
it provides additional features that facilitate the understanding of the data, such
as various built-in layouts (hierarchical, organized, circle, etc.), the zooming or
the searching capabilities. In addition, GraphML format is extended by the yEd
with custom tags. These tags define the properties of the visual elements, the
nodes and the edges. Figure 3 shows a fragment of a GraphML file with some
custom tags, that describe a node by its shape, size, color and label, and describe
an edge by its source and target and some additional properties like the color
or the arrow type. We used these tags to distinguish the merged nodes whose
colors differ from the non-merged ones and their size depend on their value. In
addition, for each selected predicate users can define a unique color code for the
corresponding edges.

5 Evaluation

We tested our method on two different datasets: on the DBpedia 3.82 and on the
Freebase3. The DBpedia contains extracted data from the Wikipedia while the
2 Available at http://wiki.dbpedia.org/Downloads38
3 Available at http://download.freebaseapps.com

http://wiki.dbpedia.org/Downloads38
http://download.freebaseapps.com
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Program 2. Compaction
1: method Map(line)
2: (< (p, o), (p2, o2), ...(pn, on) >, s) = split(line)
3: emit(< (p, o), (p2, o2), ...(pn, on) >, s)
4: end method

(* key is a ordered list of (predicate, object) pairs, values is a list of subjects belong
to the pairs*)

5: method Reduce(key, values)
6: p list = getPredicatesFromKey(key)
7: if p list does not contain any predicate that was marked as chain then
8: for all (p, o) ∈ key do
9: emit(count(values), p, o)

10: end for
11: else
12: for all s ∈ values do
13: for all (p, o) ∈ key do
14: emit(s, p, o)
15: end for
16: end for
17: end if
18: end method

Freebase is a large collaborative knowledge base managed by its own commu-
nity. Both datasets are available in N-Triples format which is a line-based, plain
text representation format. The DBpedia contains approximately 40 millions
triples and it requires 5.4 GB space on disk, the Freebase consists of approx-
imately 1.9 billion triples and it requires 250 GB space on disk. We executed
our method with various configurations which means that we have selected and
marked the predicates in multiple combinations and we measured the runtime of
the processes in each configuration. The analysis of the results revealed several
problems related to the completeness and failures of the datasets such as missing
statements or wrong identifiers.

5.1 Performance

To test the performance of our method, we have implemented the MapReduce
programs from Sect. 4 and installed them into a Hadoop cluster. The cluster
contains 13 nodes; each node has Intel Core i5-650 processor 2*3.2 GHz, 4 GB
RAM and 150 GB disk. 1.6 TB disk space is available for the Hadoop Distributed
File System on these nodes. We ran the programs six times for each configuration
and computed the average of the runtime. Table 1 contains the results of the
different executions with the datasets, the configurations, the average runtime
and the number of the resulted statements after the filtering and compaction
phases. Note that Hadoop has a basic cost of running a program because of the
administration tasks; in our system it is approximately 30 s per programs.
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Fig. 3. GraphML fragment with custom yEd tags

First, a configuration was composed to compute the class hierarchy of the
DBpedia with the number of instances belong to the classes. The rdfs:subClassOf
predicate, that defines class-subclass relation between two classes, was selected
and marked as chain. The rdf:type predicate, that represents an instance of
relationship between an object and a class, was marked as non-chain. The next
configuration was used to compute geographical containment between areas,
therefore we selected only the dbpedia:locatedInArea predicate and marked as
chain. In the third use case, we added the dbpedia:birthPlace predicate as non-
chain to the previous configuration to compute how many people were born in a
given area. From the Freebase, the hierarchy of the religions was extracted with
a configuration in which the freebase:religion.religion.branched from predicate is
marked as chain, in addition the freebase:people.person.religion predicate, that
states that a person follows a religion, is marked as non-chain.

As can be seen in Table 1, the runtime of the first use case is twice and a half
as much as the third and four use case, however, all of them used the DBpedia
dataset as input. It is because the rdf:type predicate is frequent in the dataset,
therefore in the compaction phase more nodes had to be merged and that is a
time consuming operation. Furthermore, the use case with the Freebase dataset
suggests that the programs scale well with the size of the input as the difference
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Table 1. Various configuration for the DBpedia and the Freebase dataset with the
runtime of the MapReduce programs and the number of resulted statements

Dataset Configuration Runtime # of results

DBpedia rdfs:subClassOf (c) 195 s 2, 212

rdf:type (nc)

dbpo:locatedInArea (c) 80 s 32, 517

dbpo:locatedInArea (c) 88 s 194, 806

dbpo:birthPlace (nc)

Freebase freebase:religion.religion.branched from (c) 863 s 2, 382

freebase:people.person.religion (nc)

Fig. 4. Graph fragments extracted from the DBpedia dataset

between the runtime of the use cases with the DBpedia and the runtime of the
use cases with the Freebase is less than the difference between the size of the
datasets.
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Fig. 5. Graph built from Freebase dataset

5.2 Graphs

After the programs were performed with the above mentioned configurations,
the results was visualized by yEd graph visualization tool. Figure 4 shows frag-
ments from graphs that were computed from the DBpedia dataset. Fragment 4(a)
depicts the concept classes connected to the transportation from the DBpedia
with the number of instances of the classes; one object may belong to multiple
classes. Fragment 4(c) is the result of the second use case in which the programs
compute the containments between geographical areas of the datasets based on
the dbpedia:locatedInArea predicate marked as chain. It was expected that the
resulted graphs will contain large connected components which represents the
continents. However, as can be seen in the figure there are only two large compo-
nents, one for America and one for Europe, and there are several medium size and
many small ones. It was revealed that the most of the medium size components
represent islands like Greenland and the Easter Island, but one of them belongs
to the Moon and its craters for example. The existence of the small components
is confusing; it suggests some kinds of error in the dataset because they should be
contained by other areas. Therefore, we investigated the small components and
we discovered that some of them belong to bridges or they are parts of different
cities; in those cases, the IRIs are not conventional such as http://dbpedia.org/
resource/Franklin Hills, Los Angeles. The Fragment 4(b) shows the component
that belongs to the Moon and two smaller components that belong to Ronda, a
Spanish province, and Franklin Hill, a part of Los Angeles.

http://dbpedia.org/resource/Franklin_Hills,_Los_Angeles
http://dbpedia.org/resource/Franklin_Hills,_Los_Angeles
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Figure 5 shows the result of our last use case inwhich the freebase:branched from
relationships were investigated among different religions and the number of their
followers who appear in the Freebase dataset. The number of the different kinds
of religions in the dataset is limited, however, there are many people who follow
multiple religion at the same time, therefore they formed large component in the
figure. Small components also appeared which belong to such religions that are
not in freebase:branched from relationship with any other religion, for example,
the Thelema4. Moreover, among the small components we found interesting rela-
tionships that may refer to some failures. For example, according to the datasets
James Zabiela’s5 religion is Jedi6, however, Jedi is an artist, or Matthew Russell
’s7 religion is Production Designer8, but it is a job.

6 Conclusion

Semantic Web aims to integrate all the available data into the “web of data”
in a machine-understandable format to improve the searching capabilities and
to reveal the hidden connections among data coming from various sources. The
most of technologies connected with the Semantic Web are based on the Resource
Description Framework which provides a descriptive language for integrating
data from heterogeneous sources. In this paper we presented a method which can
process large semantic datasets described in this framework to help to under-
stand the structures of the datasets.

Our method consists of two main phases a filtering and a compaction phase.
The former one performs a filtering on the input data based on user defined
configurations that determine what predicates should be kept and transformed.
Then, in the compaction phase the similar nodes with respect to the configura-
tion, the chain and non-chain predicates, will be merged to reduce the complex-
ity of the graphs. The result of the method is a GraphML file that is a standard
format for describing graphs and that can be visualized by various tools. Both
two phases are implemented according to the MapReduce distributed program-
ing model to be able to handle large datasets as the volume of semantic datasets
increases day by day.

We tested the method on two different datasets, on the DBpedia which con-
tains RDF triplets extracted from the Wikipedia and on the Freebase which is a
collaborative knowledge base. Our experiments show how the visualization helps
to understand the inner structure of a dataset and how it can help to reveal dif-
ferent kinds of problems related to the completeness and the correctness of a
dataset. For example, when visualizing the statements that contain the dbpe-
dia:locatedInArea predicate we have got lots of components that consist of only
4 See www.freebase.com/m/07grj
5 See www.freebase.com/m/01rh56d
6 See www.freebase.com/m/01wtsmx
7 See www.freebase.com/m/0plk41m
8 See http://www.freebase.com/m/02pjxr

www.freebase.com/m/07grj
www.freebase.com/m/01rh56d
www.freebase.com/m/01wtsmx
www.freebase.com/m/0plk41m
http://www.freebase.com/m/02pjxr
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a few geographical areas that are not contained by any other area according to
the dataset, which shows the incompleteness of the dataset.

We are currently investigating how our method can be applied in the field
of entity resolution and ontology integration. Namely, if we select and mark the
appropriate predicate carefully, than the mergeable nodes can be the bases of an
entity resolution method such as [18]. Moreover, the values of the merged nodes
can give the number of common instances of two ontology classes that helps to
match ontology classes [11]. For example, in the DBpedia dataset, the most of
the objects are assigned to a class of the YAGO [21] ontology beside the class of
its own ontology.
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