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Preface

Marine surface films are encountered at many places of the world’s 
oceans, particularly in marginal seas and coastal regions. Their impact on 
basic processes at the air-water interface is well known since ancient times 
and has been a matter of scientific research ever since. There has been, 
however, a lack of a comprehensive compendium that provides the state-
of-the-art knowledge on the chemical nature of marine surface films, with 
particular emphasis on their influence on air-sea interaction processes. 

Since the 1960s natural surface films (“sea slicks”), that tend to exhibit 
thicknesses of one molecule only, have been in the focus of interdiscipli-
nary research that required input by various disciplines such as oceanogra-
phy, meteorology, physics and chemistry. Albeit the thickness of such 
monomolecular surface films is small compared to that of mineral oil films 
their wave damping capability and, thus, their influence on air-sea interac-
tions is comparable. Consequently, they are still often mixed up with min-
eral oil films (“oil spills”), particularly in the frame of remote sensing ap-
plications. It is the aim of the present book to provide a scientific basis that 
allows avoiding such misinterpretation in the future. 

This book is organized in four scientific chapters that are preceded by a 
general section. The latter provides a historical survey of more than two 
thousand years of marine surface film research. A biography of Carlo Ma-
rangoni, who formed a basis for the modern sea slick research, is followed 
by a tribute to Erik John Bock who contributed to this book, but died be-
fore its publication. The first scientific chapter provides information on the 
chemical characteristics of both sea slicks and oil spills, thereby putting 
more emphasis on monomolecular surface films. Chapter 2 and 3 summa-
rize theoretical and experimental work on air-sea exchange processes in 
the presence of surface films, and on numerical modelling with emphasis 
on remote sensing of marine surface films. Finally, Chapter 4 describes 
remote sensing applications that benefit from a deeper knowledge of the 
results from the previous chapters. 

The editors sincerely hope that the present contributed book will con-
serve existing knowledge and help to avoid misinterpretations of data, or 
even misplanning of experiments in the future. 

January 2006  Martin Gade 
Heinrich Hühnerfuss 
Gerald M. Korenowski 
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General Section 



Oil on troubled waters – a historical survey 

Heinrich Hühnerfuss 

Institute of Organic Chemistry, University of Hamburg,  
Hamburg, Germany 

1  Early observations and applications 

Damping of water waves by “oil films” has already been appreciated since 
ancient times, however, knowledge regarding the causes of this effect has 
progressed only very slowly since the first attempted explanations in clas-
sical times. The first to describe this phenomenon was Aristotle in his 
Problemata Physica:

Why is it that the sea, which is heavier than fresh water, is more trans-
parent? Is it because of its fattier composition? Now oil poured on the surface 
of water makes it more transparent, and the sea, having fat in it, is naturally 
more transparent. 

Furthermore, Plutarch in his Moralia: Quaestiones Naturales ascribed to Ar-
istotle (probably from lost parts of that author’s Problemata):

Is it, as Aristotle says, that the wind, slipping over the smoothness so caused, 
makes no impression and raises no swell? ...... They say that when (sponge) di-
vers take oil into their mouths and blow it out in the depths they get illumina-
tion and see through the water. Surely it is impossible to adduce slipping of the 
wind as the cause there. 

In addition to these astonishingly correct explanations Plutarch offered alter-
native but relatively obscure interpretations. 

Another practical application of organic surface films added to the sea sur-
face was reported by Pliny the Elder (77 A.D.) describing the seamen’s practice 
of calming water waves in a storm by pouring oil onto the sea, in order to pre-
vent shipwrecking. A similar utilisation of oil was reported by Bede (Baeda 
Venerabilis  The Venerable Bede) who spent most of his life at the monastery 
Jarrow where he wrote the first comprehensive history book on British history 
Historia Ecclesiastica Brittanorum. He gives an account of one of Aidan´s 
miracles, as told to him by Cynemund, a priest of Jarrow. A priest named Utta, 
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making a long sea journey, was instructed to pour oil on the sea in the event of 
a storm: 

.... and the wind will immediately drop, giving you a pleasant, calm voy-
age.....He .... poured some of it over the sea, which immediately ceased its rag-
ing as Aidan had foretold (cited in the translation after Scott 1979).

Further early reports on wave damping by oil can be found in manuscripts 
by St. Germanus, Theophilact Simocrate, St. Nicholas, Erasmus Roterdamus, 
H. Canisius, S. Maiolus, M. Martin, V. Donati, T. Pennant, and L. Poinsinet de 
Sivry. The exact references are summarised in the bibliography by Scott 
(1979), presumably the most comprehensive one with regard to this subject. 

From a scientific point of view, Benjamin Franklin was the first to perform 
experiments with “oils” on natural waters. On June 20th, 1757, a convoy of 
ships set sail northwards from New York, bound for Louisburg, a French fort-
ress near the eastern tip of Cape Breton Island, northeast of Nova Scotia (Giles 
1969). The convoy consisted of transports carrying British troops, their escort-
ing frigates, and some vessels carrying civilian passengers. One of these pas-
sengers happened to be watching the accompanying fleet when something un-
usual in the appearance of the sea around a vessel attracted his attention. This 
passenger was Benjamin Franklin, who had been appointed by the American 
House of Assembly in Philadelphia as their agent to petition George II against 
the action of the Proprietors of Pennsylvania. After a frustrating wait of nearly 
three months in New York until permission was given for the fleet to sail, he 
set out with about 40 others, passengers included, in one of three packet boats, 
which for protection sailed in convoy with the fleet and steered for England. 
The incident, which captured his attention, led to the first scientific recognition 
of the importance of surface films on water. Some years later he described it, 
and its sequel, in these words (Franklin 1774): 

In 1757, being at sea in a fleet of 96 sail bound against Louisburg, I ob-
served the wakes of two of the ships to be remarkably smooth, while the others 
were ruffled by the wind, which blew fresh. Being puzzled with the differing ap-
pearance, I at last pointed it out to our captain, and asked him the meaning of 
it? “The cooks”, says he, “have, I suppose, been just emptying their greasy wa-
ter through the scuppers, which has greased the sides of those ships a little”; 
and this answer he gave me with an air of some little contempt as to a person 
ignorant of what everybody else knew. In my own mind I at first slighted his so-
lution, tho’ I was not able to think of another. But recollecting what I had for-
merly read in Pliny, I resolved to make some experiment of the effect of oil on 
water, when I should have opportunity...... 

At length being at Clapham where there is, on the common, a large pond, 
which I observed to be one day very rough with the wind, I fetched out a cruet 
of oil, and dropt a little of it on the water. I saw it spread itself with surprising 
swiftness upon the surface..... I then went to the windward side, where (the 
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waves) began to form; and there the oil, though not more than a teaspoonful, 
produced an instant calm over a space several yards square, which spread 
amazingly, and extended itself gradually till it reached the lee side, making all 
that quarter of the pond, perhaps half an acre, as smooth as a looking glass (1 
acre = 43 560 sq. feet = 63 x 63 m2).

After this, I contrived to take with me, whenever I went into the country, a lit-
tle oil in the upper hollow joint of my bamboo cane, with which I might repeat 
the experiment as opportunity to succeed...... In these experiments, one circum-
stance struck me with particular surprize. This was the sudden, wide and forci-
ble spreading of a drop of oil on the face of the water, which I do not know that 
anybody has hitherto considered. If a drop of oil is put on a polished marble 
table, or on a looking-glass that lies horizontally; the drop remains in its place, 
spreading very little. But when put on water it spreads instantly many feet 
around, becoming so thin as to produce the prismatic colours, for a consider-
able space, and beyond them so much thinner as to be invisible, except in its ef-
fect of smoothing the waves at a much greater distance. It seems as if a mutual 
repulsion between its particles took place as soon as it touched the water, and 
a repulsion so strong as to act on other bodies swimming on the surface, as 
straws, leaves, chips, etc., forcing them to recede every way from the drop, as 
from a center, leaving a large clear space. The quantity of its force and the dis-
tance at which it will operate, I have not yet ascertained, but I think it a curious 
enquiry, and I wish to understand whence it arises..... 

Benjamin Franklin’s experiments with a “teaspoonful of oil” on Clapham 
pond in 1773 inspired many investigators to consider sea surface phenomena or 
to conduct experiments with oil films. This early work was reviewed by Scott 
(1979),  Giles (1969), Giles and Forrester (1970), and Tanford (1989). Frank-
lin’s studies with experimental slicks can be regarded as the beginning of sur-
face film chemistry. His speculations on the wave damping influence of oil in-
duced him to perform the first qualitative experiment with artificial sea slicks at 
Portsmouth (England) in October of 1773. Although the sea was calmed and 
very few “white caps” appeared in the oil-covered area, the swell continued 
through the oiled area to Franklin’s great disappointment. 

2  Early laboratory experiments and theories 

In addition to early experiments on the open sea, basic studies were per-
formed in the laboratory, in order to gain basic insight into the wave damp-
ing mechanism induced by surface-active oil film materials (“slicks”). The 
first to carry out systematic wave tank investigations appears to have been 
Achard in the year 1778 who used a trough 4.3 m long, 1.2 m wide, and 
1.2 m deep, in which standing waves were generated by a hand-cranked 
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rotating-cylinder assembly (Achard 1778). The effect of the waves on a 
model ship, 15 cm long, was observed, and the action of an oil film in sup-
pressing the breaking of waves over the ship was demonstrated. The effect 
of oil was, however, not remarkable, and the greater wave-suppressing ac-
tion of air-filled glass spheres tethered to the model ship led the author to 
the conclusion that the effect of both oil and floating solid bodies was a re-
sult of the mass they added to the surface. 

Otto (1798) gave perhaps the earliest comprehensive account of the classical 
and medieval authors, and in his descriptions of uses he draws heavily on 
Franklin and Lelyveld (see Scott 1979). In explaining the effect he favours the 
hypothesis that the oil discourages the natural affinity of water for air, and pre-
vents the force of the wind from being transmitted to the water. He does not, 
however, reject the hypothesis of Achard that floating solid bodies may have a 
similar, and more permanent, calming effect. Kries (1799) described his rea-
sons for scepticisms regarding all of the mechanisms so far proposed for ex-
plaining the action of oil on waves: Achard’s work with a model system is 
criticised as unrealistic; Otto`s belief in the chemical effect, waves being gener-
ated by the affinity between water and air, was thought to be unlikely compared 
with the mechanical effect of the fluctuating force of the wind, and Müller’s 
suggestion (see Scott 1979) that the viscous skin on the surface hinders wave 
breaking, although felt to be plausible, was seen to require more experiments to 
determine whether the oil layer is sufficiently strong for this effect. Principally 
concerned with explaining the damping of large amplitude waves observed by 
Franklin at an oil/water interface, Robinet (1807) suggested that an oil film can 
only exert a marked effect on waves whose amplitude is less than the film 
thickness. Since all waves must start from small amplitudes, however, he con-
sidered that the effect on storm waves is credible. By the way of contrast, We-
ber and Weber (1825) conjectured that an oil layer does not adhere to the water, 
and thus absorbs the horizontal component of the wind stress. Van Beek (1842) 
concurred with Franklin and Aristotle that the effect of oil is in the prevention 
of small waves which would allow the wind to grip the breakers. He attempted 
to explain this damping action, his argument being based on some effect of the 
oil on horizontal components of the wind velocity. 

The basis for our present models describing wave damping by monomolecu-
lar surface films was formed by a paper published by Marangoni in 1872: 

Spargendo dell’olio sul mare si sostituische alla superficie elastica 
dell’aqua la superficie non elastica dell’olio; sicche il vento smuoverá 
localmente le particelle dell’olio senza che il movimento venga a 
communicarsi per una grande estensione, e di qui il cessare 
dell’increspamento della superficie coll’effusione dell’olio. 

Marangoni described investigations which showed that motions of bodies at 
the surface of a liquid may be opposed by elastic forces associated with a sur-
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face layer. The conclusion of Plateau that such effects are due to an increased 
viscosity of the surface layer was shown to be inadequate. The importance of 
the surface elasticity (or more precise visco-elasticity in modern terms) in the 
damping of wind waves was pointed out (Abbonacciamento delle onde, pp 
268-270) and the explanation of the effect that the change of elasticity associ-
ated with the oil is sufficient to prevent excitation of waves by the wind, is es-
sentially that still held today. However, it should be noted that Marangoni´s 
conclusions are rather confused from a modern point of view, the water being 
found to be elastic and the oil surface not elastic. On the other hand, Maran-
goni´s views inspired many models related to the influence of surface-active 
chemical compounds on the motion of fluids (Marangoni effect, Marangoni 
damping), including models in the field of Applied and Technical Chemistry. It 
may also be of interest to the readers that several observations of daily life are 
closely associated with the Marangoni effect. For example, if wine is poured 
into a wine glass, and then moderately shaken around such that the wine is 
moving along the outer parts of the glass, one can observe the wine creeping up 
the walls. This upward movement is driven by surface tension gradients (Ma-
rangoni effect) caused by different intense evaporation of ethanol at the lower 
and upper parts of the walls. 

A more precise interpretation of water wave damping through the elastic na-
ture of a spread oil film was given by Reynolds (1880). The full text is as fol-
lows:

The paper contained a short account of an investigation from which it ap-
peared that the effect of oil on the surface of water to prevent wind-waves and 
destroy waves already existing, was owing to surface-tension of the water over 
which the oil spread varying inversely as the thickness of the oil, thus introduc-
ing tangential stiffness into the oil-sheet, which prevented the oil taking up the 
tangential motion of the water beneath. Several other phenomena were also 
mentioned. The author hopes shortly to publish a full account of the investiga-
tion.

This full account apparently never appeared, except for a few lines given in 
Reynolds 1884 (see Scott 1979). 

Lord Rayleigh carried out very detailed laboratory experiments, which 
showed the damping of wind-excited ripples by a drop of oil. The phenomenon 
was explained in terms of the resistance to wave motion associated with the dif-
ferences in surface tension, which arise during the periodic extensions and con-
tractions of the surface. Related experiments on the properties of soap films and 
the spreading of organic materials were also described. The very comprehen-
sive work was published in three papers (Rayleigh 1890a, 1890b, 1890c). 

The first to perform wave-damping measurements in a kind of Langmuir 
trough, i.e., under different compression status of the monolayer, was Agnes 
Pockels (1891). Ironically, she described for the first time an apparatus that was 
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later also used by Langmuir and named after him (according to a publication in 
1917). Pockels performed relatively delicate experiments on the contamination 
of water surfaces by organic materials. A shallow trough divided by a movable 
barrier was used to vary the area of a water surface and thus the compression 
status of the monolayer, and marked variations of the damping of ripples were 
found. A rapid increase in damping with increasing surface concentration was 
found. 

The earliest available hydrodynamic theory of water wave damping by elas-
tic surface films was published by Lamb (1895). He refers to Reynolds (1880) 
and the experiments by Aitken (see Scott 1979, Giles and Forrester 1970), but 
prior publication of the detailed theory is not indicated. All but the outline of 
the theory was omitted from later editions of this book, and it is likely that 
Lamb assumed that damping was greatest with an inextensible film, and that 
intermediate elasticities, therefore, had less effect (cited after Scott 1979). This 
conclusion was shown by Dorrestein (1951) to be incorrect. The paper by 
Levich (1940) was the first to present in detail the linearised hydrodynamics of 
waves on a water surface with surface dilational elasticity. The only cases con-
sidered in detail concern insoluble films, and represent the clean and incom-
pressible-film-covered surface. A detailed treatment of the hydrodynamic the-
ory of surface waves, including the effect of an elastic surface film, was 
published by Levich in 1962. In addition, the damping caused by dissolved sur-
face-active material was considered. Further laboratory experiments performed 
until 1978 were briefly reviewed by Scott (1979). 

3  Utilisation for basic studies of air-sea interactions 

Giles (1969) reviewed the literature published after Franklin’s experiments 
and found 17 authors discussing wave damping by oil prior to 1951. But 
apart from some experiments on wave quelling by John Shields in the har-
bours of Peterhead and Aberdeen (Scotland) in 1882, 70 years passed 
again, before surface films again became of interest as a tool for the practi-
cal modification of air-sea interaction processes, when Mansfield and sev-
eral other authors started large-scale investigations on the retardation of 
evaporation by monomolecular surface films (La Mer 1962). Basically, 
long-chain saturated alkanols and carboxylic acids are able to reduce the 
rate of evaporation of water from lakes and reservoirs in hot, arid regions 
where the amount of water lost by evaporation may exceed the amount 
regularly used. In other terms, evaporation may lower the level of a reser-
voir by as much as ten feet annually. In order to reduce this evaporation by 
using only a monolayer of surface-active compounds, has not only the ad-
vantage that quite small amounts are required, but also that the oxygen 
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necessary to support life can still diffuse into the water, and stagnation of 
the lake is thereby avoided (Davies and Rideal 1963). The reason that 
enough oxygen penetrates a quiescent surface covered with a monolayer 
lies in the high diffusional resistance RL encountered in the aqueous solu-
tion subjacent to the surface: compared with this resistance, the monolayer 
has a small effect. If, however, a thick film layer such as a crude oil spill 
were used to retard evaporation, its enormous resistance would become 
dominant in retarding the entry of oxygen. Under natural conditions the 
exchange both of water and oxygen between a reservoir and the air is aided 
by the wind. However, in the presence of , e.g., hexadecanol monolayers 
the exchange rates may be influenced. While the evaporation retardation 
may thus attain values of about 90 %, the oxygen content may be reduced 
to 80 % of saturation only (Davies and Rideal, 1963). This has little effect 
on living organisms. The experiments carried out in the 50ties and 60ties 
of the last century supplied sufficient evidence that these assumptions are 
realistic. However, it turned out that continuous application of surface 
films on reservoirs was ineffective, if winds were blowing with 5 ms-1.
On the other hand, many insights gained during evaporation retardation 
experiments carried out at reservoirs supplied deepened insights into 
ocean/air exchange processes as well. 

In recent years, experimental sea slicks are being utilised for basic studies of 
air-sea interaction processes including wind wave generation (Hühnerfuss and 
Garrett 1981, Hühnerfuss et al. 1981a, 1981b, 1983, 1987, Alpers and Hühner-
fuss 1989, Barger et al. 1970, Mallinger and Mickelson 1973), wind-induced 
drift response of the ocean surface (Lange and Hühnerfuss 1978), and gas ex-
change (Brockmann et al. 1982) as well as for the investigation of the modifi-
cation of remote sensing signals by biogenic and anthropogenic surface-active 
chemicals on the ocean surface (Hühnerfuss et al. 1994, 1996, Gade et al. 
1998a, 1998b). 
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Carlo Marangoni and the Laboratory of Physics at the 
High School "Liceo Classico Dante" in Firenze (Italy). 

Giuseppe Loglio

Dipartimento di Chimica Organica, Universita degli Studi di Firenze,  
Sesto Fiorentino, Firenze, Italy 

Since 1869 until 1910, during 41 years, Carlo Marangoni continuously 
held the Chair of Physics at the High School Liceo Classico Dante at Flor-
ence. In the course of his long permanence, Marangoni to a large extent 
developed the ancient laboratory of Physics of the "Liceo".  

At Pavia, where he was born in 1840, Carlo Marangoni studied Physics 
including all courses until the University Degree in Physics (Laurea di 
fisica), which he obtained after defending a thesis on the phenomena oc-
curring in liquids due to the action of surface tension, under the advice of 
Professor G. Cantoni (1). In 1868, Marangoni moved to Florence and 
joined the Specola, a section of the Istituto di Studi Superiori (2). Here, he 
focused his attention upon meteorological research subjects. In this field, a 
very short note is particularly worth mentioning, published in Nuovo Ci-
mento in the year 1868 at page 318, entitled The thermometer of Mr. 
Marchi, with maximum and minimum values. Later on, Marangoni equip-
ped the Laboratory of Physics of the Liceo with this kind of instrument, 
which he judged especially accurate. 

Furthermore, Marangoni always showed particular attention and devo-
tion to Acoustics, a typical science of the Nineteenth Century. The rich 
collection of acoustic instruments, present in the High School, testimonies 
the above-mentioned devotion. Moreover, an article (3) about physiologic 
acoustics, executed in the Laboratory of Physics of the Istituto Tecnico at 
Firenze, was published in collaboration with Emilio Villari. 

In 1869, Marangoni started his teaching activity at the Liceo Classico 
Dante (4), accompanied by research activities, as documented by numer-
ous and important articles in Nuovo Cimento (5,6) and in Rendiconti 
dell'Accademia dei Lincei. In Ref. 5, Carlo Marangoni and Pietro Stefa-
nelli, teachers in the Regio Liceo Classico Dante and in the Scuola Tecnica 
Dante at Firenze, respectively, wrote that they used a good "Sine Galvano-
meter" that was present in the Laboratory. This galvanometer, showing a 
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label "made by Officina Galileo", is up to now in a good functioning state 
and it represents one among the earliest products of the Officina Galileo. 

Fig. 1.  Carlo Marangoni, year 1909

In Ref. 6, the fore-mentioned authors described the transport phenomena 
occurring in liquids due to surface tension gradients. During his active life, 
Carlo Maragoni also devoted his time to the preparation of laboratory ex-
periments, to devising new instruments and he participated in thorough and 
state-of-the-art discussions on the principal developments of  scientific re-
search at the end of the Nineteenth Century, as documented by his collabo-
ration with the journal Rivista Scientifico-Industriale edited by Mr. Vimer-
cati.

The continuous work of Marangoni, during more than 40 years, is re-
flected by the instrumentation of the Laboratory of Physics, which attained 
a high qualitative and quantitative level under his direction. Such an im-
portant achievement was, in addition to the prestigious quality of Maran-
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goni as a teacher and as a scientist, also due to the widely held intention of 
the contemporary governments for remedying the large scientific lag of the 
country. Actually, during the second part of the Nineteenth Century, a 
great part of the scientific research was conducted in the laboratories of the 
high school institutes. Moreover, numerous teachers had available com-
parable (if not better) laboratories as compared with university laboratories 
and performed an appreciable and, as much as possible, advanced experi-
mental activity. 

Note. The present short biography of Marangoni is available on the Web-
site of the Liceo Classico Dante. The text has been edited and translated 
into English by Giuseppe Loglio. Figure 1 is cropped out from the image 
of a group of professors and students, celebrating the final High School 
Degree, in the year 1909. The original photograph belongs to a private col-
lection (Dr. Valleri). A photographic reproduction of the original photo-
graph is deposited in the archive of Liceo Classico Dante (by a courtesy of 
the Rector of the High School and of Prof. Maria Teresa Aristodemo 
Renzi).
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Tribute to Erik John Bock 

Nelson Frew 
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The oceanographic and remote sensing communities recently lost a valued 
colleague. Dr. Erik John Bock, of the University of Heidelberg, Germany. 
Erik died unexpectedly near his home in Obrigheim, Germany on June 25, 
2001, of injuries suffered in a bicycle accident. He was 39 years old. 

Erik was bom in Buffalo, New York on November 2, 1961 and grew up 
in Cheektowaga and Boston, New York. An avid Boy Scout and early 
achiever, he attained the rank of Eagle Scout and was Salutatorian of his 
Orchard Park High School Class of 1980. Erik went on to study chemistry 
at the Renssalaer Polytechnic Institute in Troy, New York, earning a B.S. 
in chemistry (magna cum laude) in 1984, an M.S. in Chemistry in 1986, 
and then his Ph.D. in Chemistry in 1987. Following three years as Re-
search Assistant Professor at Renssalaer, Erik joined the Woods Hole 
Oceanographic Institution as Assistant Scientist in 1990, becoming an As-
sociate Scientist in 1994. In 1998, he moved to the University of Heidel-
berg as Guest Scientist to work with B. Jähne in the new Aeolotron wind-
wave facility. 

Erik's research focused on the interfacial properties of the ocean surface, 
and, in particular, how the chemistry of the air-sea interface affects the dy-
namics of short waves, nearsurface flows and interfacial fluxes of heat, 
mass and momentum. During his short career, he contributed to over 30 
scientific publications in this area. His doctoral research, carried out under 
the tutelage of well-known colloid and surface chemist, Sydney Ross, con-
cerned the propagating characteristics of surface waves in the presence of 
adsorbed films. That work was eventually published as a series of seminal 
papers on capillary ripples, and his theoretical treatment of ripple propaga-
tion and a corrected dispersion relation for surface waves in the presence 
of a surface dilational modulus (with J. Adin Mann, Jr.) still stand as the 
definitive word on the subject.  

Erik considered himself first and foremost a surface chemist, although 
the timely relevance of his work to ocean wave dynamics and to remote 
sensing questions pushed him strongly in the direction of ocean physics. 
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He became a leading expert in designing and deploying instruments to 
measure small-scale ocean waves, which play an important role in many 
air-sea exchange processes. Increasing interest in the high frequency tail of 
the ocean wave spectrum and the role of small-scale waves in the scatter-
ing of microwave radar led him to develop novel optical slope gauges that 
provided ripple frequency spectra and later, full three-dimensional fre-
quency-wavenumber spectra of ripples. These instruments played a central 
role in numerous field campaigns to study radar imaging of the sea surface 
and the role of surface roughness in boundary layer processes. In colla-
boration with colleagues at Woods Hole, Heidelberg, and the University of 
Rhode Island, Erik explored the relationship between the mean square 
slope of small-scale waves and air-sea gas transfer velocity, work that sub-
sequently led to estimation of global gas transfer velocity fields using sat-
ellite altimeters. In the laboratory, he continued his interest in interfacial 
phenomena, including the influence of surface films on near-surface vorti-
cal flows, the subject of a contribution with S. McKenna in this volume. 

Erik was mentor and teacher to several postdoctoral investigators, gra-
duate students and undergraduates, who benefited from his clear explana-
tions of physical phenomena and his competent engineering advice. Erik 
made a huge contribution to the field of ocean physics by providing de-
tailed spatiotemporal spectra of small-scale ocean waves. His colleagues 
and the community-at-large will sorely miss his keen insight and jovial 
presence.

Erik J. Bock.  Picture taken during the Gasex 2001 expedition in February, 2001. 
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Chemical Characteristics 
of Sea Slicks and Oil Spills 



Basic physicochemical principles of monomolecular sea 
slicks and crude oil spills 

Heinrich Hühnerfuss 
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Hamburg, Germany 

1. Introduction 

During the 60ties until the 80ties of the last century several working 
groups comprised oceanographic, meteorological, remote sensing, and 
chemical experts that were able to carry out interdisciplinary research on a 
safe basis, taking into account state-of-the-art knowledge of the involved 
disciplines. This was particularly important for the study of air-sea inter-
action processes, their modification by organic chemical compounds as 
well as the investigation of these aspects by airborne and satellite-borne 
remote sensors. In the last decade, however, an increasing number of pa-
pers slipped into scientific journals or are being presented at international 
conferences that report studies on sea slicks or oil spills violating basic and 
well-known principles of organic and physicochemistry. For example, 
every textbook on basic physicochemistry describes the fact that surface-
active compounds form monomolecular surface films, while nonpolar 
chemical compounds that represent the main constituents in crude oils are 
distributed on water surfaces by forming thick layers. In spite of this clear 
background, several papers were presented in which authors describe theo-
retical and experimental approaches that aim at the determination of differ-
ent thicknesses of, e.g., vegetable oil films at the air/sea interface. It is be-
ing ignored that the components of vegetable oils are surface-active and 
never spread over each other, but form monomolecular films that stand in 
equilibrium with the thicker source spot, which comprises the relatively 
small and negligible area, where the vegetable oil was poured onto the sea 
surface. Furthermore, a Babylonic confusion can be found in the actual lit-
erature with regard to the nomenclature of slick and spill phenomena, 
which on one hand side are clearly defined in surface chemistry, however, 
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on the other hand are mixed-up or ignored by authors not caring of the 
clear and internationally obligatory nomenclature. 

This situation forms the background of the present paper that aims at 
summarising the main physicochemical principles of sea slicks and oil 
spills, including the chemical structures of film-forming compounds, their 
interaction with the adjacent water layer, their spontaneous distribution at 
the water surface and their potential influences on air-sea interaction proc-
esses, thus forming a link to the subsequent reports of this monograph that 
describe detailed research on the modification of air-sea interaction proc-
esses and remote sensing signals by sea slicks and oil spills. 

2. The chemical structure of slick- and spill-forming chemical 
substances

Sea slicks are being formed by surface-active organic compounds the 
chemical structure of which consists of a hydrophobic part (hydor = Greek 
word for water; phobos = Greek  for fear) and a hydrophilic part (philos = 
Greek word for love/strong preference). This ambiphilic structure, i.e., 
strong tendency both towards and against water, leads to the consequence 
that surface-active molecules are spontaneously arranged at the air/water 
interface such that the hydrophobic part is directed into the air, while the 
hydrophilic head group dips into the interfacial water layer (Figure 1). 

Fig. 1. Schematic sketch of a monomolecular surface film being formed by sur-
face-active compounds that consist of a hydrophobic and a hydrophilic part 

Specific surface-active substances that have often been used for the gen-
eration of slicks at the sea surface, in order to simulate biogenic sea slicks 
and their potential influence on air sea interaction processes and on remote 
sensing signals, include oleyl alcohol (Z-9-octadecen-1-ol; OLA), oleic 
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acid methyl ester (methyl Z-9-octadecenoate; OLME), and methyl palmi-
tate (methyl hexadecanoate; PME), see Figure 2. 

CH3

O

OH3C

HO
CH3(a)

(b)

(c)

O

O

CH3H3C

Fig. 2. Chemical structures of typical slick-forming compounds, a.) oleyl alcohol 
(Z-9-octadecen-1-ol; OLA), b.) oleic acid methyl ester (methyl Z-9-octadecenoate; 
OLME), and c.) methyl palmitate (methyl hexadecanoate; PME) 

By the way of contrast, crude oil spills mainly consist of alkanes (“par-
affins”), cycloalkanes, and aromatic compounds, i.e., chemicals that exclu-
sively exhibit a hydrophobic character, because no hydrophilic head group 
is present. As a consequence, a small drop of high-boiling paraffin oil, 
placed onto the water surface, maintains its form as a drop, floating in a 
depression as shown in Figure 3. Depending on the amount and the viscos-
ity of the crude oil mixture as well as on the specific environmental condi-
tions the drop will leave this idealised form, flattens out and becomes thin-
ner. However, the final thicknesses thus achieved still remain orders of 
magnitude larger than those of a monomolecular film shown in Figure 1. 

paraffin oil

water

air

Fig. 3. Simplified representation of a drop of high-boiling (= long-chain) paraffin 
oil lying on a water surface
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3. Distribution of slick- and spill-forming substances on the 
water surface 

All surface-active molecules, once placed at one point onto the water sur-
face (“point source”), show a strong tendency to attain the optimum ar-
rangement illustrated in Figure 1. Therefore, all molecules spread from the 
point source towards all sides as a monomolecular film. The thermody-
namic equations describing the spreading effect can be found in every ba-
sic physicochemical textbook, e.g., Davies and Rideal (1963), Gaines 
(1966). If no wind, waves and currents were active (just an ideal, non-real 
assumption) the slick would spread symmetrically in a circle around the 
point source. Wind and/or currents will give rise to elongations of the slick 
(Lange and Hühnerfuss 1978). Close to the point source we encounter 
spreading velocities of typically around 6 to 18 cm/s, depending on the ex-
act chemical structure. Then, the velocity decreases exponentially with the 
distance from the point source. This is exemplarily shown in Figure 4 for 
OLA and OLME that induce strong and weak water wave damping, re-
spectively.  

As long as we try to generate a sea slick from a point source it may take 
several hours to have the complete bulk material spread as a mono-
molecular film. However, during the ongoing spreading procedure, nearly 
the complete slick area is monomolecular, where this area stands in equili-
brium with the source which just covers a negligibly small area (in com-
parison to the monomolecular area). This means that the thickness of near-
ly the complete slick area must not be measured by sophisticated theoreti-
cal and experimental approaches, because it can be safely assumed that it 
exhibits the usual thickness of a monomolecular film consisting of mole-
cules with C16 to C18 chain lengths, i.e., the actual thickness is about 2.4 - 
2.7 nm. In connection with sea slick investigations slight deviations of this 
value (  a few tenth of nm) due to a slight variation of the angle of the al-
kyl chain with respect to the water surface does not play any role for this 
discussion. This aspect has to be taken into account when investigating the 
influence of morphology effects (see the paper by Hühnerfuss et al., this 
monograph).  

The decrease in spreading velocity with increasing distance from the 
source has consequences for the optimum strategy for the generation of ar-
tificial sea slicks aiming at the simulation of potential influences of bio-
genic slicks on air sea interaction processes and remote sensing signals. A 
very effective generation was described by Hühnerfuss and Garrett (1981) 
who distributed frozen chunks of slick material (ca 80 g each) from a heli-
copter within a sea area of 0.5 to 2.5 km2. Thus about 100 to 300 point 
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sources allowed spreading of a corresponding number of single slicks that 
were easily connected to one large slick after about 10 to 15 min. 
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Fig. 4. Spreading velocities cm/s  in dependence on the distance from the source 
cm  for pure oleyl alcohol (OLA; top), a 75 mmol solution of OLA in ethanol 

(OLA/ethanol; middle), and pure oleic acid methyl ester (OLME; bottom); note 
the different ordinate scales 

Furthermore, potential holes within the slick that may have been caused 
by strong winds or waves are easily repaired by respreading of material 
present as surplus material at the nearest point sources. While theoretically 
about 2 mg of the slick material are needed per square metre, it is advis-
able to use a tenfold surplus because of these repair mechanisms. As a 
consequence, 10 to 30 litres of the respective slick materials such as OLA 
or OLME are sufficient to generate slick sizes of 0.5 to 2.5 km2. Care has 
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to be applied that the helicopter flies sufficiently high, in order to avoid 
disturbance of the water wave field by the downwash-effect of the helicop-
ter.

If no helicopter is available, fluid slick-forming substances may also be 
distributed on the sea surface from aboard a boat. However, in this case the 
bulk material must be poured overboard very close to the water surface, in 
order to get optimum spreading conditions. Furthermore, the boat should 
be moved very slowly backwards out-of the developing slick, while additi-
onal slick material is being poured continuously onto the sea surface. Dur-
ing this procedure, propeller-induced water turbulence should be avoided 
as far as possible. 

Several particularly strongly wave damping substances such as PME 
(see Figure 2) are solid and must be solved prior to their application, be-
cause solid PME crystals will not spread on the sea surface. The choice of 
an appropriate solvent is important for the spreading procedure, which de-
termines the morphology of the developing slick and thus the influence on 
the water wave spectrum. The latter aspect is discussed in a separate paper 
by Hühnerfuss et al. in this monograph. In many cases, ethanol is assumed 
to be an excellent choice as a solvent. Its potential influence on the spread-
ing velocity of the respective surface-active compound is shown for OLA 
in Figure 4. However, it has to be stressed that the application of organic 
solvents requires specific safety precautions, which in each country may be 
based on different safety regulations. 

The distribution of crude oil mixtures on the water surface is dominated 
by the viscosity of the crude oil mixture as well as on the specific environ-
mental conditions (currents, wind and water wave directions and magni-
tudes). As crude oil spills will form layers that remain orders of magnitude 
thicker than those of monomolecular slicks, considerably higher amounts 
of oil material are needed to generate experimental crude oil spills. Typi-
cally some cubic metres of crude oil have to be pumped onto the sea sur-
face, i.e., three to four orders of magnitude more than in the case of artifi-
cial sea slicks. Furthermore, caution should be applied with the application 
of crude oils, because the transformation of the chemical constituents is 
much slower than that of the components of quasi-biogenic sea slicks. Fur-
thermore, regulations of the respective countries have to be checked.

4. Damping of water waves by sea slicks or oil spills 

The different water wave damping mechanisms of sea slicks and crude oil 
spills can be understood on the basis of their different influences on the 
structure and physicochemical characteristics of the air/water interface. 
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Monomolecular surface films change the structure of the uppermost water 
layer within a thickness of around some micrometers to possibly some 
hundred micrometers (Hühnerfuss and Alpers 1983, Hühnerfuss 1986). 
For example, “ice-like” clathrate structures are induced by OLA films in a 
water layer of d  190 m. Furthermore, the surface potential of pure water 
of about – 180 mV becomes positive and may approach values of  400 
mV (Gericke and Hühnerfuss 1989), and the dilational surface viscosity is 
drastically increased (Hühnerfuss 1985). The relaxation time for disturb-
ances of the surface film order comp attains values of around 10 to 20 min, 
which are about 1013 times larger than the relaxation time s of the water 
molecules (Hühnerfuss and Alpers 1983). 

Wave-induced compression and dilation of a monomolecular surface 
film lead to concentration gradients, which in turn give rise to surface ten-
sion and surface potential gradients (Hühnerfuss 1986, Lange and Hühner-
fuss 1984). A viscoelastic surface film changes the free surface boundary 
condition in the tangential direction, i.e., longitudinal waves are formed, 
and it thus strongly modifies the flow pattern in the boundary layer. As a 
consequence, wave energy is dissipated by enhanced viscous damping in 
the short-gravity-wave region due to large velocity gradients induced in 
the viscous boundary layer. This phenomenon is called the Marangoni ef-
fect. Marangoni damping denotes resonance-type wave damping of water 
waves in the short-gravity-wave region, which is connected with the fact 
that viscoelastic surfaces can carry two kinds of waves, the well-known 
gravity-capillary waves and the Marangoni waves. The latter waves are 
predominantly longitudinal waves in the boundary layer which are heavily 
damped by viscous dissipation. When these two waves are in resonance, 
the surface waves experience maximum damping. The fact that the Maran-
goni waves are strongly damped is the reason why these waves have long 
escaped detection. Their existence was verified experimentally only in 
1968. A detailed presentation of the theory is given in Hühnerfuss (1986) 
and Alpers and Hühnerfuss (1989). In summary, water wave damping by 
monomolecular sea slicks can be attributed to the Marangoni effect and to 
slick-induced modification of nonlinear wave-wave interaction, by means 
of which wave energy is transferred from the longer waves to the energy 
sink in the Marangoni resonance region. 

By the way of contrast, a water surface covered with a freshly spilled 
crude oil exhibits quite different physicochemical characteristics. No sur-
face tension gradients will be generated by the undulating water surface 
and thus the Marangoni effect plays no role. On the other hand, the crude 
oil layer may also dampen short gravity waves due to its relatively high 
viscosity as compared with a pure water surface.  
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Both water damping effects, Marangoni damping and viscous damping, 
may be observed in parallel, if crude oil spills drifted on the sea surface for 
many days, weeks or even months. Then, the alkanes, cycloalkanes and 
aromatics will be subject to photochemical and microbial transformation 
processes (the so-called weathering process), by means of which surface-
active compounds may be formed, which in turn may spread and thus form 
large area monomolecular slicks around the smaller areas of thicker crude 
oil layers. Within the outer areas of monomolecular regimes Marangoni 
damping with its resonance-type damping characteristics may be observed 
(Alpers and Hühnerfuss 1988), while within the thick crude oil layers vis-
cous damping will still dominate. 

As a consequence of the slick- or spill-induced water wave field various 
remote sensing signals and several air/sea exchange processes such as gas 
exchange and exchange of inorganic and organic chemical substances will 
be modified. These aspects will be further pursued in specific articles of 
the present monograph. 

In conclusion, the main differences in slick and spill characteristics as 
well as the implications for the respective nomenclature are summarised in 
Table 1. 

5. Comparative studies of slicks and spills 

Comparative studies of sea slicks and crude oil spills are scarce, in parti-
cular investigations, in the course of which both spills and slicks were gen-
erated within the same sea area, at the same time, overflown by the same 
airborne or spaceborne remote sensors. It would be beyond the scope of 
this chapter, which actually intended to supply the basic chemical back-
ground information for the interpretation of remote sensing signals, to give 
a detailed appreciation of the few comprehensive slick/spill studies report-
ed in the literature. Herein, only a brief summary as well as references can 
be given that will allow the reader to dive deeper into this aspect by con-
sulting the original reports and papers. 
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Table 1: Summarising characteristics and nomenclature for sea slicks and crude 
oil spills. 

Sea Slicks Crude Oil Spills 
Chemical constituents surface-active substan-

ces consisting of a hy-
drophilic head group and 
a hydrophobic tail 

alkanes, cycloalkanes 
and aromatics with pref-
erentially hydrophobic
character, no hydrophilic 
head group 

Distribution at the  
water surface 

a.) substances spread on 
the water surface;  
b.) substances are being 
spread on the water sur-
face
c.) a sea slick is gene-
rated (or produced) at
the sea surface 

a.) crude oil is spilled at 
the sea surface 
b.) a crude oil spill is
generated (or produced)
at the sea surface 

Thicknesses monomolecular, typi-
cally 2.4 – 2.7 nm 
(2.4 x 10-9– 2.7 x 10-9 m) 

thicker layers, typically 
m-range until mm-

range, if freshly spilled 
even cm-range (in con-
nection with accidents) 

Origin both biogenic (secreted 
by plankton or fish) and 
man-made 

nearly in all cases man-
made, in few cases oil 
seeps (e.g., Gulf of Mex-
ico) 

Water wave damping 
mechanisms 

resonance-type wave 
damping in the short-
gravity-wave region, 
(Marangoni damping)

damping by an inter-
facial layer of higher 
viscosity 

Microbial or photo-
chemical transforma-
tion of constituents 

relatively fast: time scale 
hours or few days (
soluble, highly polar 
substances that disappear 
in the bulk water) 

very slow: several 
months ( weathered 
oil spills  formation of 
surface active com-
pounds slick forma-
tion around thick spill 
centres) 

5.1. Generation of crude oil spills 

Several drawbacks related to the generation of crude oil spills on the sea 
surface have to be taken into account. While the spreading of artificial, but 
quasi-biogenic, sea slicks such as oleyl alcohol slicks is absolute harmless 
as they are part of natural processes at the sea surface, the spilling of crude 
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oil on the open sea requires an official permission that will be different for 
each country. Furthermore, the chemical composition of crude oils as out-
lined in Chapter 2 has the consequence that the strong van-der-Waals in-
teractions between the long alkyl chains give rise to three-dimensional 
thick layers. The crude oil has to be pumped from a ship onto the sea sur-
face, where it forms thick layers, dependent on the viscosity of the crude 
oil sort or fraction applied. After the campaign, intensive efforts should be 
undertaken to recover the remainder of the oil from the sea surface by oil 
combating ships. 

In order to illustrate the range of application strategies (chocolate
mousse, fuel oil spill etc.) that are closely related to the chemical structures 
of the respective crude oil fractions, examples are summarised in Table 2 
that stem from the ARCHIMEDES experiments carried out in the German 
Bight in 1983 and 1985 (Commission 1985). 

Table 2: Characteristics of the crude oil fractions used during ARCHIMEDES 1 
in 1983 in the German Bight (Commission 1985) 

Sort of spill Fractions  
included

Density 
kg m-3

Viscosity 
m2 s-1

Evapora-
tion %

# 1 Mousse spill 
chocolate 
mousse

fuel oil:     11.3 m3

gas oil:        4.0 m3

sea water: 34.7 m3

990 0.0022 
(i.e. 2200 cSt)

20

#2 Pure fuel oil 
spill 

fuel oil:     40.0 m3

gas oil:        6.7 m3
895 0.00075 

(i.e. 750 cSt) 
20

After the combating exercise some samples were taken and analysed: For 
spill #1 the viscosity and the water content turned out to be 0.055 m2 s-1

and 75 %, respectively, while for spill #2 the viscosity and the water con-
tent attained 0.035 m2 s-1 and 70 %, respectively. 18 hours after the spill-
age for both spills a total amount of about 20 m3 of pure oil was evapo-
rated, and to be combated at the sea surface remained 7.3 m3 oil in spill #1, 
and 28 m3 fuel oil in spill #2. In total, 30 m3 were actually recovered by the 
combating vessels. 

5.2. Comparison of different remote sensors flown over sea 
slicks and spills 

In the literature, comparison of sensors that were flown over slicks and 
spills, which had been produced at different locations, can be found occa-
sionally, and in some few experiments slicks and spills were generated 
within the same sea area and overflown with the same sensor systems, be it 
air or spaceborne (Table 3).  
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Table 3: References comparing the performance and signal responses of remote 
sensors to different slicks and spills; OLA  oleyl alcohol; DIEOISO 
di(ethylenglycol)mono-iso-stearyl ether; OLME  methyl oleate; TOLG  triolein; 
DP  Discrimination Potential 

Campaign Slicks Spills Sensors DP Ref. 
MARSEN  
(1979) 

OLA artificial 
crude oil*

passive microw. 
L-band and  
S-band 

+
-

Blume et al. 
1983 

MARSEN 
(1979) 

OLA Murban 
crude oil*

Lidar
(381, 414, 
 482, 500 nm) 

-
+

Hühnerfuss 
et al. 1986a 

SPILL 84 
(1984) 

OLA
ISEO2 
OLME 

North Sea 
crude oil 

RAR X-band; 
IR sensor 

-
-

Hühnerfuss  
et al. 1986b 

Archimedes 
2  (1985) 

OLA
ISEO2 
OLME 

Ekofisk cr, 
chocolate 
mousse, 
heavy fuel, 
med. fuel 

five RAR 
X-band systems; 

- Hühnerfuss  
et al. 1986c, 
1987 

Review  
article

OLA
ISEO2 
OLME 

Murban 
crude oil; 
North Sea 
crude oil 

RAR x-band; 
Lidar 381, 414, 
 482, 500 nm; 
IR sensor 

-

+
-

Hühnerfuss 
and Alpers 
1987 

Archimedes 
2a (1988) 

OLA
ISEO2 
OLME 

heavy fuel RAR X-band 
and Ka-band; 
passive microw. 
L-band**

-

?

Hühnerfuss 
et al. 1990 

SIR-C/
X-SAR 
(1994) 

OLA
OLME 
TOLG 

heavy fuel L-, C-, and X-
band SAR; 
5-frequency 
HELISCAT 

-
-
+

Gade et al. 
1996, 1997, 
1998a,b 

* same sensor system, however, different experimental areas for spills and slicks 
** passive microw. L-band signals disturbed by interference with Schiphol airport 

As can be inferred from Table 3, some remote sensors appear to bear a 
potential for the discrimination of sea slicks and crude oil spills. The most 
promising approach was published by Hühnerfuss et al. (1986) who 
showed evidence that both Lidar and passive microwave L-band sensors 
may be able to discriminate between slicks and spills (Figure 5). 
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Fig. 5. Top left: Laser-induced Raman backscatter (381 nm) and two fluorescence 
return signals (414, 482 nm) measured during an overflight over an oleyl alcohol 
slick and adjacent clean sea areas; bottom left: the simultaneously obtained pas-
sive microwave L-band data; top right: same lidar sensor, Raman backscatter 
(381 nm) and fluorescence return signal at 500 nm during an overflight over a 
Murban crude oil spill and adjacent clean sea areas; bottom right: same passive 
microwave sensor, over an artificial oil spill in the New York Bight. 

With regard to the Lidar measurements, the presence of an OLA slick at 
the ocean surface caused a decrease in both the Raman backscatter at 381 
nm and of the fluorescent bands at 414 and 482 nm, while in the presence 
of a thick crude oil spill the Raman depression at 381 nm was accompa-
nied by a simultaneous increase in the longer wavelength bands. During 
the same overflights a dramatic decrease in the passive microwave L-band 
signals was observed in the presence of an OLA slick (Blume et al. 1983), 
while in the presence of a crude oil spill an increase in the same band is 
encountered. Unfortunately, a verification of the latter conclusions is still 
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due, because during subsequent Archimedes 2a experiments off the Dutch 
coast (Table 3) the radar signals of Schiphol airport interfered with the 
DFVLR passive microwave L-band sensor thus spoiling the data set. 

Conceivable explanations for the potential of lidar and passive micro-
wave L-band sensors for the discrimination between slicks and spills can 
be given on the basis of the chemical structures of the respective film-
forming compounds: Crude oil always contains aromatic compounds, and 
as a consequence, an increase in fluorescent signals around 500 nm can be 
taken for verification. The relative amount of such aromatic compounds 
may vary in dependence on the origin of the crude oil. High resolution 
evaluation of lidar data may even shed light on the sort  and the origin of 
crude oils. The present state-of-the-art of this technique is being discussed 
in this monograph by Zielinski et al. By the way of contrast, in biogenic 
and nearly all anthropogenic monomolecular sea slicks the content of aro-
matic and other fluorescent compounds is negligible.  

The chemical background of the different signal characteristics of a pas-
sive microwave L-band sensor in the presence of slicks and spills was dis-
cussed by Hühnerfuss and Alpers (1983). Monomolecular sea slicks in-
duce ice-like clathrate structures within the uppermost water layer thus 
giving rise to a significant reduction of the relaxation time of water mole-
cules by an order of magnitude, while crude oil represents a layer of com-
pletely different dielectric constant. These two different phenomena are be-
ing reflected by a decrease in the brightness temperature in the presence of 
slicks and an increase in the signal in the presence of crude oil spills. 
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Abstract. The different morphology of palmitic acid methyl ester (PME) 
slicks spread from n-hexane or ethanol was studied by ‘Brewster Angle 
Microscopy’ BAM . In the latter case, already at large areas per molecule 
a foam-like structure is being formed on the water surface, i.e., a two-
dimensional network which appears to be comparable with the morpholo-
gical structure of biogenic sea slicks. In line with this assumption, both the 
magnitudes of the radar backscatter damping ratios and the characteristics 
of the damping ratio/wave number curves were comparable for the PME 
slick spread from ethanol and for the biogenic slicks, while in the presence 
of the PME slick spread from n-hexane lower damping ratios were deter-
mined. In the first instance, we were able to simulate the water wave 
damping characteristics of the biogenic sea slicks very well. Furthermore, 
the relaxation of alkanoic acid esters, which are often being found in bio-
genic sea slicks, was investigated by ‘Infrared Reflection-Absorption 
Spectroscopy’ IRRAS . It turned out that the ester group is continuously 
hydrated and dehydrated during compression and dilation on an undulating 
water wave field. It can be safely assumed that the strong water wave 
damping induced by these chemical compounds is centrally related to this 
phenomenon. 

1. Introduction 

Thus far, different model substances have been used in the open sea to 
simulate biogenic sea slicks with the aim of studying their influence on 
various remote sensing signals (Alpers and Hühnerfuss 1989, Hühnerfuss 
1986, Hühnerfuss and Garrett 1981, Hühnerfuss et al. 1982, 1984, 1987). 
The choice of these chemicals was largely based on their physico-chemical 
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characteristics and/or their wave damping potential as inferred from wind 
wave tunnel investigations. In recent experiments during the SIR C/X-
SAR campaign, it turned out that the spreading procedure, be it from fro-
zen chunks or be it with the help of spreading solvents, may give rise to 
significantly different distribution patterns (the so-called „morphology“) 
on the sea surface and thus to different influences on remote sensing sig-
nals.

Morphology effects reflect the phenomenon that the same film-forming 
compound may be arranged and distributed at the air/water interface in the 
following different manners: 

The molecules may be spread homogeneously. 
The molecules may form ‘islands’, so-called domains, of different 
sizes between microns and several hundred microns in diameter 
(Benvegnu and McConnel 1992). 
The hydrophobic alkyl chains may be arranged vertically with re-
spect to the water surface (i.e., 90°) or at a specific angle of less 
than 90°. The hydrophobic alkyl chains may exhibit kinks, i.e., the 
linear arrangement of the alkyl chain is disturbed by irregularities. 
The head group structure may vary in dependence on the compres-
sion status. For more details on these aspects the reader is referred 
to (Hühnerfuss 1986, Hühnerfuss et al. 1984, 1994). 

The clear correlation between morphology effects and remote sensing 
signals inspired us to perform systematic laboratory investigations on the 
influence of the spreading procedure on the surface viscosity, the surface 
potential and on the morphology. The latter aspect, which will be dis-
cussed further in this paper, is being studied with the help of ‘Brewster 
Angle Microscopy’ BAM , while the molecular structure of the slick/ ad-
jacent water layer system is being investigated by ‘Infrared Reflection-
Absorption Spectroscopy’ IRRAS . Both methods allow in situ investi-
gations of the monolayer at the air water interface without disturbing the 
structure and morphology of the film. Comparison with scatterometer re-
sults obtained over biogenic and man-made sea slicks during the SIR C/X-
SAR campaign will illustrate the morphology aspects and their importance 
for the simulation of biogenic sea slicks. 

2. Methods 

In the present study, the water surface is being surveyed by two optical 
methods, i.e., ‘Brewster Angle Microscopy’ BAM  and ‘Infrared Reflec-
tion-Absorption Spectroscopy’ IRRAS . A schematic sketch of  the BAM 
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setup is shown in Fig. 1a, while the experimental approach is depicted in 
Fig. 1b. 

Fig. 1a, left. Schematic sketch of the BAM setup; 1b, right: Schematic sketch of 
the experimental approach 

If the incidence angle of p-polarised radiation is equal to the Brewster 
angle B, the reflectivity from the pure (i.e., slick-free) water surface is 
close to zero. As a consequence, the water surface appears to be dark. In 
the presence of a film-forming substance, however, the slick patches re-
present a different optical medium that gives rise to a measurable reflecti-
vity, which in turn makes the slick domains visible by their lighter appear-
ance. This effect can be recorded by a Charge-Coupled-Device CCD -
camera. 

The infrared reflection-absorption spectroscopy was performed on a 
Bruker IFS 66 spectrometer (Karlsruhe, Germany) equipped with a MCT 
detector and a modified external reflection attachment P/N 19650 of 
SPECAC (Orpington, UK). This included a miniaturized Langmuir-trough, 
permitting thermostatic measurements. An extensive description of the 
method can be found in Gericke et al. (1993). The IRRAS set-up as well as 
the experimental approach can be inferred from the schematic sketch 
shown in Fig. 2. 
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Fig. 2. Schematic sketch of the IRRAS setup: S1, S2, S3, and S4 are mirrors 

3. Results and Discussion 

As an illustration of the versatility of BAM, examples of the investigation 
of two problems will be given:

the morphology changes during the compression of a slick on an 
undulating water surface. 
the different morphologies attained by different spreading pro-
cedures of slick-forming material. 

A sequence of BAM images obtained in the course of compression of a 
slick consisting of hexadecanoic acid methyl ester (Palmitic acid Methyl 
Ester = PME) is shown in Figs. 3-5. At large area per molecule, relatively 
small domains prevail (Fig. 3), which, under compression, combine so that 
kidney-like shapes are being formed (Figs. 4 and 5). A completely differ-
ent situation is encountered when the same slick material is being spread 
from ethanol (Fig. 6). Already at large areas per molecule a foam-like 
structure is being formed, i.e., a two-dimensional network that is expected 
to exhibit quite different viscoelastic characteristics compared to those of 
the morphological structures of the PME film displayed in Figs. 3-5. 

The versatility of IRRAS for the in situ investigation of slick structures 
on the air/ water interface is demonstrated in Fig. 7, which summarizes the 
results of a relaxation experiment: a PME monolayer was generated at a 
water surface and then compressed to 0.272 nm2/molecule. In the course of 
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the compression procedure, some disorder is induced within the mono-
layer. After stopping the compression, the molecules tend to arrange them-
selves such that an optimum order of the alkyl chains and of the head 
groups is attained. This is largely the relaxation process that is also en-
countered on a slick-covered undulating water surface. With regard to the 
PME films, it is well-documented 4  that the ester head group performs a 
“flip-flop”-like change in its orientation (the so-called E/Z-isomerisation). 
As a consequence, the head group is prevented from hydration by the adja-
cent water  layer  during  compression  of  the  monolayer,  and, vice

Fig. 3. Morphology of a PME-film 
spread of n-hexane as determined by 
BAM; compression status 0.34 
nm2/molecule; 1 mm = 100 m

Fig. 4. Same as Fig. 3, but com-
pression status 0.24 nm2/molecule 

Fig. 5. Same as Fig. 3, but compression 
status 0.20 nm2/ molecule 

Fig. 6: Morphology of a PME-film 
spread of ethanol as determined by 
BAM; compression status 0.415 nm2/
molecule; 1 mm = 100 m



42      H. Hühnerfuss, F. Hoffmann, J. Simon-Kutscher, W. Alpers, and M. Gade 

Fig. 7. IR reflection-absorption spectra for a PME slick at the air/water interface 
after compression to 0.272 nm2/molecule and subsequent relaxation, from bottom 
to top after 10, 30, 50, and 80 min, respectively   

versa, accessible to water molecules during dilation of the film. The same 
hydration effect can also be observed during the increasing ordering of the 
film molecules, i.e., a higher order means more space per molecule and 
thus an increased possibility for a hydration of the head group. This phe-
nomenon can be followed by IRRAS: In the spectra shown in Fig. 7, a 
strong band is observed at 1739 cm-1 directly after spreading and also 10 
min thereafter. This band represents the C=O vibration of an unhydrated 
carbonyl group. In the course of the relaxation procedure (Fig. 7, t  10 
min), a second band appears at 1720 cm-1 which indicates the C=O vibra-
tion of a hydrated carbonyl group. This results shows that alkanoic acid es-
ters, which are often being found in biogenic sea slicks, are continuously 
hydrated and dehydrated during compression and dilation on an undulating 
water wave field. It can be safely assumed that the strong wave damping 
effect of these compounds is centrally related to this phenomenon. 

With the aim of simulating biogenic sea slicks, we generated PME 
slicks at the sea surface by distributing the film-forming material with the 
help of different spreading solvents, i.e., by the application of ethanol or n-
hexane. These man-made sea slicks were overflown by a helicopter carry-
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ing a five-frequency multi-polarization radar scatterometer, the so-called 
HELISCAT of the University of Hamburg. During the same flight, we also 
overflew biogenic sea slicks, which had been forming sufficiently close to 
this sea area, under the same meteorological and oceanographic conditions. 
It turned out that both the magnitudes of the damping ratios as well as the 
characteristics of the damping ratio/wave number curves determined for 
the PME slick spread from ethanol (Fig. 8) and for the biogenic slicks (Fig. 
9) were very comparable, while in the presence of the PME slick spread 
from n-hexane lower damping ratios were determined. 

Fig. 8. Damping ratio, i.e., reduction of 
the backscattered radar power (in dB) 
induced by a PME slick, which was 
spread from ethanol, as a function of 
the Bragg wave-number. The meas-
urements were performed at L-, S-, C-,
X-, and Ku-band using both VV- and
HH-polarisations (up- tri-angles  and 
downwind squares  look directions) 

Fig. 9. Damping ratio, i.e., reduction 
of the backscattered radar power (in 
dB) induced by natural sea slicks, as a 
function of the Bragg wave number. 
The measurements were performed at 
L-, S-, C-, X-, and Ku-band using both 
VV- triangles  and HH-polarisations 
squares

Obviously, we were able to simulate the water wave damping character-
istics of the biogenic sea slicks, in this case largely secreted from phaeo-
cystis globosa, as well as their influence on backscattered radar signals 
very exactly by spreading PME from ethanol. This result is conceivable, 
because biogenic slicks are being formed from microdroplets that are se-
creted by plankton, i.e., many tiny point sources will appear at the sea sur-
face, if the wind speed and thus the turbulence of the upper water layer 
will be sufficiently reduced, say below about 7 m/s wind velocity. Further-
more, many alkanoic acid esters have been found in biogenic sea slicks, 
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i.e., chemical compounds exhibiting structures very similar to PME. 
Therefore, it can be safely assumed that very comparable morphological 
structures are prevailing in biogenic sea slicks and in PME slicks spread 
from ethanol. 
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Abstract.  Surface-active organic matter collected from the air-sea inter-
face is examined using mass spectrometry. The mass spectra reveal signifi-
cant spatio-temporal variability in the chemical composition of sea slick 
materials. This compositional variability leads to differences in observed 
surface pressure-elasticity relationships. 

1. Introduction 

Biogenous marine surfactant films or sea slicks play a significant role in 
modulating physical exchange processes across the air-sea interface, in-
cluding mass, heat, and momentum transfer (Herr and Williams 1986).  
Sea slicks are prominent features in microwave imagery of the ocean sur-
face (Vesecky and Stewart 1982, Hühnerfuss et al. 1983, 1994, Alpers et 
al. 1982, Alpers and Hühnerfuss 1989, Gade et al. 1998, Marmorino et al. 
1998) since they modulate the spectral density of centrimetric-scale waves 
via the Marangoni effect (Bock and Mann 1989). The intensity of the 
modulation of these processes depends on the elasticity of the film-influ-
enced sea surface and, therefore, on film surface concentration and specific 
chemical composition.  The occurrence, spatial distribution, concentration 
and composition of sea surface films, however, are not well known (Wil-
liams et al. 1985, Romano 1996, Frew 1997, Gašparovi  et al. 1998, Frew 
and Nelson 1999). 

Sources of surface-active organic matter (SAOM) are varied and include 
primarily phytoplankton, zooplankton and their degradation products 
(Zutic et al. 1981, Williams et al. 1985, Henrichs and Williams 1985), but 
also marine bacteria (Sieburth et al. 1976, Hardy 1982, Carlucci et al. 
1985, Van Vleet and Williams 1983), rivers and estuaries (both natural and 
anthropogenic organic matter) and atmospheric volatiles and dust (Peltzer 
and Gagosian 1989). Sea surface films are, therefore, complex mixtures of 
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surface-active compounds spanning a wide range of polarity, molecular 
weight and chemical structure (Frew and Nelson 1992a,b). As multicom-
ponent systems, microlayer films exhibit a more complex rheological re-
sponse to surface straining than monolayers of single pure compounds 
(Bock and Frew 1993, Krägel et al.1995, Kozarac  et al. 2000). 

This paper discusses studies of sea surface films observed and collected 
in the southern California Bight and the U. S. Middle Atlantic Bight. The 
goals of these studies were to understand the relationship between chemi-
cal composition and surface elasticity in these complex natural films and to 
determine the range of surface elasticity typical of the ocean surface. Mass 
spectrometry was the principal analytical tool because of its capacity to 
characterise and identify chemical structures for many compound classes 
and to provide a quick assessment of compounds enriched in sea surface 
films. We present typical variations in SAOM chemical composition as re-
flected in mass spectral patterns and show the effect of these compositional 
variations on the film elasticity. 

2. Methodology 

2.1. Microlayer Sampling and Extraction   

The sea surface microlayer was sampled with a surface skimmer of a de-
sign similar to that of Carlson et al. (1988). The sampler consisted of a par-
tially submerged, rotating glass cylinder supported by a small catamaran. 
The rotating cylinder collected a thin layer of water (40-60 m thickness) 
by viscous retention. The theoretical basis for the sampling mechanism 
was described by Levich (1962) and verified experimentally by Cinbis 
(1992). The sampler was used to collect large volume (20 L) samples of 
the microlayer and subsurface water (10 cm nominal depth). The SAOM 
was extracted from microlayer and bulk seawater samples using bubble 
adsorption in a foam tower apparatus (Wallace et al. 1972). Briefly, sam-
ples were filtered through pre-combusted Whatman glass fiber filters 
(GF/F 1 m nominal pore size) under low nitrogen pressure to remove par-
ticulate matter and organisms; 6.5 L of the filtered samples were then 
loaded into the foam tower. A plume of ultrahigh purity nitrogen bubbles 
generated by a frit in the tower base was used to adsorb and strip surfac-
tants from the large volume samples, producing a surfactant-enriched foam 
that was collected at the top of the apparatus. The concentrated SAOM in 
the foam was then fractionated by extraction into a series of increasingly 
polar solvents to provide three SAOM fractions designated F1 (1:1 n-hex-
ane/dichloromethane), F2 (2:1 trichloromethane/methanol) and F3 (10:9:1 
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trichloromethane/methanol/methanoic acid). The resulting fractions were 
used to explore the effects of changing composition on surface elasticity. 
SAOM was also isolated using a solid phase extraction technique de-
scribed in Frew and Nelson (1992a) in which samples were acidified to pH 
5.0 and pumped through SepPak-Plus tC18 cartridges (Waters Associates, 
Milford, Massachusetts) to remove SAOM. The cartridges were then 
rinsed with distilled water and the adsorbed surfactants were eluted with 
methanol. All extracts were stored at -40 C until analysed.   

2.2. Mass Spectrometric Analysis   

Sample extracts were analysed in triplicate by desorption-electron ionisa-
tion (DEI) mass spectrometry (Boon 1992). Data were acquired on a Mi-
cromass Autospec-Q hybrid mass spectrometer equipped with a low en-
ergy electron ionisation source and a modified direct chemical ionisation 
probe. The original wire desorption coil on the probe was replaced by a 1.5 
turn, 1 mm diameter loop of 0.005" platinum wire. Aliquots (1-5 L) of 
the extracts containing ~1 g dry weight SAOM were applied to the loop 
and allowed to dry before inserting the probe into the mass spectrometer 
ion source. Samples were desorbed by resistively heating the platinum 
loop with current programming from 0.0 to 1.5 A at a rate of 1.0 A min-1.
The ion source was operated at 185 C with 16 eV electron ionisation and 
8 kV acceleration voltage and was tuned only to nominal resolution. The 
magnet was scanned from 800 to 40 Da at 1.15 sec decade-1 and data were 
acquired in centroid mode. The resulting mass spectra represented the 
composite signal from desorbed volatile components and pyrolysed (ther-
mally dissociated) involatile polymeric components. 

2.3. Film Elasticity Measurements   

Elasticities were estimated quasi-statically from surface pressure-area 
( /A) isotherm measurements in a KSV 2200 Langmuir film balance 
(Frew and Nelson 1992a). Aliquots of film extracts containing ~20 g of 
SAOM were uniformly spread on clean seawater at pH 8.1 ± 0.2. The sea-
water substrate was Sargasso seawater (1000 m depth) that had previously 
been stripped of surfactants in the foam tower; the substrate exhibited low 
surface activity and generally gave surface pressure readings comparable 
to high purity distilled water blanks ( 0.25 mN m-1) at maximum compres-
sion. The SAOM film was allowed to stabilize for 20 minutes and then 
compressed at a rate of 50 mm min-1 from an initial surface area of 725 
cm2 to a final area of 58 cm2. Instrument sensitivity was ±10 N m-1; the 
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estimated maximum uncertainties in film pressure ( ) and static elasticity 
( o = - d /dln A) were ± 0.4 mN m-1 and ± 0.9 mN m-1, respectively. 

3. Results and Discussion 

Coherent slicks were observed in both coastal and oligotrophic waters un-
der low to moderate wind stress conditions, indicating that sufficient sur-
face-active organic material was usually present to form localised surface 
features whenever organised water motions were favourable for concen-
trating organic material at the surface. Wind stress and subsurface water 
motions play a strong role in controlling the degree of enrichment of the 
surfactant classes that dominate microlayer surface elasticity (Moum et al. 
1990, Bock and Frew 1993). Thus, the spatial distribution of surface film 
enrichments can be extremely ‘patchy’ or inhomogeneous (Frew et al. 
2002). Mass spectrometry provided the means to visualise these variations 
in enrichment. The DEI-MS spectra of foam extracts (fraction F2) of a 
slicked surface microlayer and a bulk seawater sample collected at a sta-
tion in oligotrophic waters (35° 24'  N; 73° 41' W) are compared in Figure 
1. Differences in mixture composition are evident from a comparison of 
the relative intensities at each mass-to-charge ratio (m/z) in the spectra.   
Specific surface-active lipids, including fatty acids (e.g. m/z 256, 270, 
284), sterols and other tetracyclic/pentacylic lipids (m/z 370-470) and -
carotene (m/z 536) are relatively enriched in the microlayer spectrum.  
Highly oxygenated surfactant compounds similar to synthetic poloxamers 
(m/z 58, 59, 160, 161, 333) are relatively more abundant in the spectrum of 
the subsurface sample, although the absolute concentrations (not shown) 
are lower in the subsurface water than in the microlayer.  Less prominent 
in the spectra of both samples are mass fragments that arise from pyrolysis 
(thermal dissociation) of peptide, protein and carbohydrate components, 
and a background of degraded polymeric (humic) materials. Additional 
analyses using electrospray ionisation mass spectrometry indicated that the 
bulk of the surface-active materials in these samples exhibit molecular 
weights below 2000 Da, with a maximum abundance in the 700-1000 Da 
range.
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Fig. 1. Comparison of DEI-MS spectra of a marine microlayer F2 foam extract 
(2:1 v/v trichloromethane-methanol) with that of the underlying seawater. The 
spectra highlight the microlayer enrichments of several classes of lipid com-
pounds, including fatty acids, sterols and carotenoids 

The mass spectra indicated that some compound classes tended to be-
come enriched in the microlayer regardless of spatial considerations (per-
haps reflecting autochthonous marine sources), while enrichment of other 
compound classes depended strongly on distance offshore (reflecting terri-
genous sources). In certain cases, systematic variations in microlayer com-
position were observed along cruise transects due to changing organic mat-
ter composition in the underlying bulk water. In the Middle Atlantic Bight, 
for example, bulk seawater concentrations of coloured dissolved organic 
matter (primarily terrigenous humic materials) decreased roughly 20-fold 
from the Delaware River estuary to the continental slope.  The signature of 
this humic material in the microlayer mass spectra also decreased strongly 
with distance from the estuary. Figure 2 presents a sequence of mass spec-
tra of microlayer SAOM (SepPak isolates) from three stations, progressing 
south-eastward from Delaware Bay across the continental shelf. The spec-
trum for the sample at 37.85 N 74.90 W, which was within the Delaware 
River plume, was dominated by a broad background of fragments at every 
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m/z value, characteristic of pyrolysis spectra of coloured humic materials 
(Little and Jacobus 1985). This background decreased rapidly and other 
individual components became prominent in the spectra with increasing 
distance offshore. 

Fig. 2. Variations in surface microlayer chemical composition as shown by DEI-
MS spectra for three microlayers (SepPak eluates) collected along a cruise track 
from Delaware Bay south-eastward across the continental shelf.  Spectral intensi-
ties are normalised to the most abundant m/z intensity. The spectrum of the sample 
in the upper panel, which was collected within the Delaware River plume, is 
dominated by the presence of humic compounds that characteristically pyrolyse to 
produce mass fragments at every m/z value. The contribution from humic materi-
als decreases markedly with distance from the estuary 

Qualitatively, the Middle Atlantic Bight samples were very similar to 
those collected in the California Bight. The predominant components were 
the same in both locales, suggesting that a limited number of compound 
classes are dominant in microlayer films, but present in varying propor-
tions. The specific mixtures of surfactants in the microlayers sampled in 
this study strongly influenced air-sea interfacial quasi-static elasticity. Pre-
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vious field work comparing small-scale wave spectra in slicked and un-
slicked regions (Bock and Frew 1993) has suggested that sea-surface films 
exhibit a complex surface response to compressional-dilational straining, 
dependent on chemical composition. In this work we used static elasticity 
as representative of dynamic elasticity, recognising that in situ measure-
ments of dynamic elasticity, although preferable, were not feasible. Recent 
laboratory work on the dynamic behaviour of sea surface films (Mass and 
Milgram 1998) suggests that static elasticities predict dynamic elasticities 
accurately, since the time scales for interfacial exchange processes are long 
relative to the time scales for surface straining by capillary waves. The 
strong influence of chemical composition on interfacial elasticity is illu-
strated by comparing mass spectra of selected samples with their respec-
tive o-  characteristics. The mass spectra of three surfactant mixtures iso-
lated by bubble adsorption and n-hexane/dichloromethane extraction 
(fraction F1) from (1) a surface bulk water sample, (2) an unslicked micro-
layer, and (3) a heavily slicked microlayer are presented in Figure 3. The 
mass spectrum of the bulk seawater sample is dominated by intense ions 
from only a few compounds, whose structures we have shown to be similar 
to poloxamers (mixed ethylene oxide-propylene oxide copolymers), most 
likely of anthropogenic origin. In the spectrum of the visibly unslicked mi-
crolayer, additional low intensity ions are observed in the m/z 80-150, 200-
300, and m/z 350-470 regions, representing the presence of small amounts 
of adsorbed lipid materials, primarily free and bound fatty acids, steroids, 
and terpenoids, along with the poloxamers. The spectrum of the third sam-
ple indicates that these lipid components, seen in minor amounts in the un-
slicked microlayer, are heavily enriched in the slicked microlayer relative 
to the poloxamers. The effect of this changing composition on interfacial 
elasticity is shown in Figure 4, in which measured static surface elasticities 
are plotted as a function of film surface pressure for the same three sam-
ples. Film balance measurements of surface elasticities of films composed 
of poloxamers isolated from coastal seawater and purified by gas chroma-
tography have shown that these compounds have intrinsically low elastic-
ity at a given surface pressure. This is reflected in Figure 4 by the o vs.
curve for the bulk water sample, which exhibited the lowest elasticity as a 
function of film pressure. Increasing amounts of the lipid components in 
the microlayer samples had a measurable effect on surface elasticity, in-
creasing it up to a factor of four in the most concentrated slicks. 
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Fig. 3. Examples of mass spectra of n-hexane/dichloromethane (F1) extractable 
surfactants isolated by foam tower stripping from a bulk surface seawater sample 
(upper), an unslicked microlayer (centre), and a heavily slicked microlayer 
(lower). The spectra show the dominance of polyoxy components in the bulk sea-
water surfactants and different degrees of enrichment of more hydrophobic lipid 
surfactants in the microlayer. Note that these particular spectra were chosen to il-
lustrate the range of composition observed and the impact on surface elasticity 
(see Figure 4), not to represent bulk seawater, unslicked and slicked microlayers 
generally  
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Fig. 4. The variation of static surface elasticity ( o) with surface pressure ( ) for 
air-seawater interfacial films with compositions corresponding to the F1 extracts 
and mass spectra of Figure 3.  The highest elasticities at a given film surface pres-
sure were observed for films dominated by lipid surfactants; lowest elasticities 
were observed for films dominated by polyoxy surfactants 

4. Summary 

Surface microlayer films sampled in both coastal and oligotrophic waters 
exhibited variable enrichments of surface-active compounds, including lip-
ids, biological and synthetic polymers, and humic materials.  The relative 
proportions of these compound classes in the films were shown to influ-
ence the overall film elasticity. Although the elasticity measurements in 
this study were carried out on surface films reconstructed from artificially 
fractionated film materials, the observed elastic moduli were very similar 
to those reported for spontaneous films formed from unfractionated sea-
water (Barger and Klusty, cited in Peltzer et al. 1992); the latter exhibited 
maximum elastic moduli of ~26 mN m-1 at surface pressures <10 mN m-1.
In some of the few dynamic elasticity estimates made in situ, Lombardini 
et al. (1989) reported elasticities generally ranging from 10 to 25 mN m-1.
They also suggested that variations in elasticity were caused by varying 
proportions of water-soluble and water-insoluble surfactants, based on pa-
rametric fits to a wave damping model. Thus, it is likely that elasticity 
variations are coupled to compositional differences in films in situ.
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Abstract. Variations in the chemical composition of surfactants from natu-
ral sea slicks are compared to variations in surface elasticity using mass 
spectrometry, Langmuir film balance measurements, and multivariate sta-
tistical techniques. It is shown that the information on chemical class and 
molecular structure contained in the mass spectra is strongly correlated 
with measured static elasticity and can be used to estimate film elasticity at 
a given surface pressure. 

1. Introduction 

The surface physical properties of a surfactant are strongly dependent on 
molecular structure (Gaines 1966). As multicomponent systems, micro-
layer films exhibit a more complex rheological response to surface strain-
ing than monolayers of single pure compounds (Bock and Frew 1993). 
Since the composition of these mixed films is too complex to allow rigo-
rous modelling of surface rheology based on individual component proper-
ties, an empirical approach is suggested. The mass spectral fingerprints of 
sea-slick materials may contain information not only about chemical com-
position and molecular structure, but also the surface elasticity. Thus, it 
may be possible to use the mass spectra of microlayer organics not only to 
identify the structural classes that control elasticity but also to predict elas-
ticity. We explore this hypothesis by applying chemometric techniques to 
the mass spectra. We show, through the use of multivariate analysis, the 
effect of these compositional variations on the film elasticity. 
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2. Methodology 

The mass spectral data selected for multivariate analysis represented a 
suite of 30 microlayer and bulk surface seawater surfactant samples (frac-
tion F1; Frew et al. (2006)) including seven from waters off Monterey and 
Santa Barbara, California and 23 collected along a transect from Delaware 
Bay on the U. S. east coast to the Sargasso Sea. Sample extracts were ana-
lysed in triplicate by desorption-electron ionisation (DEI) mass spectro-
metry (Boon 1992; Frew et al. 2006). Individual DEI mass scans were 
summed over the full desorption/pyrolysis interval, reduced to integer 
masses, and averaged for processing by multivariate analysis. Elasticities 
were estimated quasi-statically from surface pressure-area ( /A) isotherm 
measurements in a KSV 2200 Langmuir film balance (Frew et al. 2006). 
The elasticity data were subsampled at fixed surface pressure intervals (0.5 
mN m-1) for comparison with the results of the multivariate analysis. 

Linear discriminant analysis (LDA) was applied to the resulting 90 mass 
spectra using a MATLAB-based (MATLAB™, The Mathworks, Inc., Na-
tick, Massachusetts) chemometrics routine ‘Chemometricks’ (developed at 
FOM-AMOLF, Amsterdam; www.amolf.nl). This LDA routine was im-
plemented using a two-step principal component analysis (Hoogerbruge et 
al. 1983) that reduced the number of variables relative to the number of 
classes. Classes were defined in two ways: by allowing each set of sample 
replicates to represent one class, yielding 30 classes, or by arbitrarily bin-
ning samples with similar elasticity values at  = 6.5 mN m-1. The seven 
classes resulting from the latter method are listed in Table 1. Discriminant 
functions were then developed that minimised and maximised the within-
class and between-class variance (Windig et al. 1983) respectively, and the 
discriminant function scores for each spectrum were evaluated. The possi-
ble relationship between the mass spectral patterns and elasticity was then 
evaluated by computing the correlation matrix for the static surface elasti-
cities measured for each surface film at each surface pressure interval and 
the corresponding discriminant scores, resulting in linear relations between 
elasticity and discriminant score for each surface pressure interval. A 
quantitative description of microlayer films covering different dynamic 
and physical conditions in a variety of geographic and productivity re-
gimes was thus developed. In this initial report, LDA results are presented 
for fraction F1 extracts only.  Similar LDA analyses of fractions F2, F3 
and the SepPak isolates from this sample suite are in progress and will be 
reported elsewhere. 
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Table 1. Seven elasticity classes obtained by binning samples with similar elasti-
city at  = 6.5 mN m-1

Elasticity Class 

Class ID 1 2 3 4 5 6 7 

Bin elasticity 
range  

(mN m-1)

6.1 
-7.7 

8.5 
-9.4 

9.6 
-10.6 

11.2-
13.5 

14.7 
-15.6 21.2 24.5 

-26.1 

# Samples in 
class * 18 12 15 21 9 3 12 

Mean elasti-
city for class 

(mN m-1)

7.2 
±0.7 

8.9 
±0.3 

10.3 
±0.4 

12.2 
±0.9 

15.2 
±0.5 21.2 25.6 

±0.8 

Mean D1 
Score for class  -0.097 -0.063 -0.056 -0.013 +0.040 +0.199 +0.222 

Std. deviation of 
D1 score  
for class 

±0.001 ±0.019 ±0.006 ±0.007 ±0.007 n. a. ±0.003 

*Individual mass spectrum/elasticity pairs 

3. Results and Discussion 

The Chemometricks analysis developed discriminant functions that distin-
guished each sample or sample class from every other based on the princi-
pal mass components of the spectra. Applied to individual spectra, the dis-
criminant functions yielded a function score that reflected the abundance 
of those chemical components in the sample mixture that distinguished the 
sample or class from the others. Experimentally measured static elasticities 
for the samples were then compared with the discriminant scores to deter-
mine the degree of correlation between the spectral patterns and surface 
elasticity. 

In Figures 1-3, we present the results of the LDA analysis of the 30 F1 
surfactant extracts for the case where classes were defined by binned elas-
ticity. Trends were roughly similar whether the spectral classes were de-
fined by replicates or by binned elasticity value. The Chemometricks algo-
rithm was not given any information about the elasticity values other than 
which samples exhibited similar elasticities at a fixed surface pressure, yet 
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the analysis demonstrated that variations in the mass spectra were system-
atically and strongly correlated with observed variations in elasticity. The 
five top-ranked discriminant functions (D1-D5) explained roughly 41% of 
the between-class spectral variance. It was found that elasticities were 
most strongly correlated with the scores of the first-ranked discriminant 
D1 (Table 1). The graphical representation of D1 is given in Figure 1. This 
discriminant represented 30 % of the variance in the original spectral data 
and had a between-class to within-class variance ratio of 110. The dis-
criminant function is shown as a reconstructed mass spectrum with both 
positive and negative sides, where the intensities represent the loadings for 
each particular mass-to-charge ratio (m/z) used to calculate scores from in-
dividual sample spectra. 

Fig. 1. Graphical representation of discriminant function D1 derived from the che-
mometric analysis of mass spectral signatures of 30 microlayer and bulk seawater 
film extracts (F1).  Intensities at each m/z represent the loadings for that particular 
m/z variable used to calculate the D1 discriminant function score. Prominent m/z
variables include those representative of fatty acids, acyl lipids, sterols, poloxy-
mers and humic compounds 

Note that since the mean spectrum was subtracted from each individual 
spectrum in the initial stage of the discriminant analysis, the resulting dis-
criminants reflect only the variations in the spectra that distinguished one 
sample class from another. The positive portion of D1 (D1+) was domi-
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nated by lipid components, particularly free fatty acids (e.g. m/z 256, 270, 
284), bound acyl lipids, including wax esters and glycerides (m/z 227, 239, 
271, 285, 299), and sterols (m/z 368, 384, 398, 412). The negative portion 
of D1 (D1-) was dominated by the highly oxygenated poloxymers (m/z
160, 161, 333, 391). The averaged D1 scores for the 30 sample extracts are 
shown plotted against corresponding average surface elasticities at a sur-
face pressure  = 6.5 mN m-1 in Figure 2.  A strong linear correlation (r = 
0.9875) is evident. Microlayers enriched in D1+ components (higher D1 
scores) had higher elasticities than those enriched in D1- components 
(lower D1 scores). Somewhat analogous to the characteristic water masses 
that define a salinity mixing curve, the D1+ and D1- discriminants de-
scribe the extreme or ‘end member’ compositions that control variations in 
mixed film rheology. 

Fig. 2.  Correlation of static surface elasticity ( 0) at a film pressure of 6.5 mN m-1

with discriminant function D1 score for 28 films formed from microlayer and sub-
surface seawater F1 surfactant extracts 

The mass spectra contained sufficient information to predict film elasti-
cities. Linear regressions were evaluated at each 0.5 mN m-1 surface pres-
sure interval in the range 0.5 - 7.5 mN m-1 from the correlation matrix. The 
resulting coefficients for the linear fits are given in Table 2 along with the 
correlation coefficients. Correlation coefficients were greatest at high sur-
face pressures and decreased toward low surface pressures, for which the 
measurement uncertainty becomes significant. The regression coefficients 
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can be used to predict static elasticity from the mass spectrum, if the sur-
face pressure (or surface tension) is known. This is illustrated in Figure 3 
where we plot the predicted and measured o vs.  curves for the three 
samples of Figure 3 of Frew et al. (2006).  The results suggest that the D1 
scores and the resulting regression relations can be used to predict surface 
elasticities at a given surface pressure reasonably accurately (to within 20 
%) for the F1 fraction. Deviations of the predicted elasticities from the 
measured values are mainly due to the fact that only D1 was used in the 
prediction, thus ignoring information in lower ranked discriminants. In the 
future, a more comprehensive approach using canonical correlation tech-
niques may improve this by incorporating multiple discriminant functions. 

Table 2. Linear fit coefficients a and b, respectively, and correlation coefficient r 
at an elasticity ( ) = a [D1 Score] + b 

 (mN m-1) a b r  (df)* 

0.5 2.59 1.38 0.557  (28) 
1.0 7.96 2.39 0.910  (28) 
1.5 15.19 3.62 0.944 (28) 
2.0 22.33 4.75 0.957 (28) 
2.5 28.38 5.86 0.960 (27) 
3.0 34.11 6.93 0.969 (27) 
3.5 38.83 7.94 0.969 (27) 
4.0 43.53 8.88 0.976 (27) 
4.5 46.69 9.79 0.982 (27) 
5.0 49.36 10.64 0.983  (27) 
5.5 51.19 11.47 0.984  (26) 
6.0 53.33 12.19 0.987  (26) 
6.5 55.04 12.84 0.988  (26) 
7.0 56.18 13.43 0.987  (26) 
7.5 57.26 13.99 0.985  (25) 

*Degrees of freedom = n-2 
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Fig. 3. Measured static surface elasticity (solid lines) as a function of surface pres-
sure for the three surface films of Figures 3 and 4. Solid symbols are elasticity 
values predicted for the three films from their mass spectra using the LDA-derived 
D1 scores and the linear relations in Table 2.  The shaded area indicates the over-
all range of elasticity values observed for the suite of 30 microlayer 

4. Summary 

In the absence of a rigorous theoretical model for multicomponent surface 
films, an empirical method for relating the composition and molecular 
structure of complex natural surface films to interfacial physical properties 
has been explored. The method combines chemical and structural data with 
statistical analysis. The advantages of this approach are that (1) it facili-
tates identification of the end-member components in complex mixtures 
that determine the elasticity of microlayer films and (2) allows reasonably 
accurate estimates of static elasticity from surface pressure and the mass 
spectrum of the microlayer SAOM.  This approach will be extended in fu-
ture work to in situ mapping of slick composition and surface elasticity by 
coupling advanced ion trap mass spectrometers, which are capable of de-
tecting and measuring individual film components in unresolved mixtures, 
with continuous microlayer sampling. 
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Abstract.  Interaction between a current and surface-active material is 
considered. Some simple cases where the substrate motion is steady and 
2D is analysed using standard boundary layer theory. Questions like: how 
is the transversal dimension of a slick related to the film pressure and the 
substrate convergence? and how strong substrate motion does it take to 
break up a surface film?, are addressed. It is pointed out that the answers 
depend on whether the film can be considered stagnant, or develops self-
organised motion. It is further pointed out how small scale thermal convec-
tion at the ocean surface is easily suppressed by a slick. 

1. Introduction 

The surface motion of the sea takes place on a variety of scales from mm 
capillary waves to mesoscale eddies. At low wind conditions it seems that 
there are some scales that dominate with regard to slick-formation. They 
give rise to long filamentary structures observed on optical- as well as 
SAR-images of the sea surface, where they have a transverse dimension of 
the order of 100 m and longitudinal coherence for several kilometres 
(Scully-Powers 1986). 

Also readily observed on satellite images are the ship-wakes, which may 
extend over large distances (wake-lengths of approximately 70 km have 
been reported). Again, the reason why they are visible seems to be con-
nected to the ability of the ship wake to trap surface-active material and to 
produce a coherent film (Peltzer et al. 1992). 

At the other end of the relevant scales is the surface motion caused by 
shallow convection. Gemmerich and Hasse (1992) demonstrated its role in 
renewal of the sea surface at low and moderate winds (less than 6 m s-1

say). Their study indicated a time scale for the renewal of the sea surface 
under these conditions of the order of 10 seconds. 

The present paper considers some simple case studies with surface film 
and substrate motion in search for some criteria for construction and de-
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struction of a coherent film-covered surface. It is shown using the data of 
Gemmerich and Hasse (1992) that a slick can easily suppress small-scale 
convective motion in the surface layer. Thus the heat transport through the 
sea surface is influenced by surface films, as found experimentally (Jarvis 
1962).

2. Some ''simple'' case studies 

In order to understand how surface slicks are formed and how they are 
broken up, it is necessary to take into account a number of elementary 
processes and how they work in combination. This paper does not pretend 
to present anything like a complete list of these processes, nor does it have 
much to say about their interaction. What is intended is a simple-minded 
discussion on a few effects that are felt to be of importance to establish a 
more coherent description of slicks. 

In the following three case studies with simplified geometry and flow 
are considered. Two of them are simple theoretical investigations using 
standard hydrodynamic theory, while the third one is based on a very in-
teresting experiment carried out by Mockros and Krone (1968). 

2.1. Tearing of a continuous film 

Consider a piece of the ocean covered with a monolayer with film pressure 
w - , where w and  are the surface tensions of pure water and film, 

respectively. We further assume that the film is stagnant. Beneath the film, 
however, there is a horizontal motion (taken to be in the x-direction) with a 
corresponding boundary layer. Consequently, there is a tangential viscous 
stress, visc , on the film which must be balanced by a gradient in .

dx
d

dx
d

visc (1)

We take the motion below the boundary layer to be spatially periodic with 
up-welling and down-welling zones, and model the flowfield v just below 
the boundary layer as 

)cos,0,(sin kxkzkxU kv (2)

where z is the vertical coordinate (see Figure 1), and there stagnation lines 
parallel to the y-axis at kx = 0, , 2 .....   are assumed. 
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Fig. 1. Periodic surface current 

In this steady state the film is stagnant and acts as a "wall". The corres-
ponding boundary layer can be calculated by standard methods. We have 
used an approximative method due to Twaites (White 1991). Starting from 
the up-welling stagnation line at x = 0 there is an acceleration zone up to 
kx = /2. Then, a deceleration zone up to the down-welling stagnation line 
at kx =  can be assumed. Separation, according to the approximate theory, 
occurs at the point kx  1.8. Integrating the viscous stress from the up-
welling stagnation line to the line of separation we obtain 

2/13.

.
93.0

k
U

dx ksep

stagn visc (3)

By equation (1) this is balanced by the difference in film pressure between 
the same two lines. If max is the maximum available film pressure, the 
condition for tearing the film becomes 

2/13

max 93.0
k
U k (4)

If the condition (4) is satisfied, a steady state with the film covering the 
whole area is no longer possible. Instead, the film is split up into periodic 
bands (slicks) centred on the down-welling stagnation lines.  We consider 
next such a down-welling zone in some more detail. 

2.2. Accumulation near a stagnation line 

We now consider a two-dimensional down-welling zone with a stagnation 
line at x = 0 . The flow field below the boundary layer is taken to be 
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),0,( zxv (5)

which is a simplified version of the flow around x =  in the example 
above, if  = kUk (see (2)). There is now a surface convergence u = -
so that surface active material may collect starting from the stagnation line 
x = 0 (see Fig. 2). Here u is the horizontal component of v. Let us assume 
that the film has grown to a width 2L. Again assuming that there is no mo-
tion in the film, it may be considered as a ''rigid'' boundary. The boundary 
layer for such a situation has been worked out by Howarth (1937). He 
found that the deceleration towards the stagnation line caused separation to 
occur at a distance of 0.12L downstream of the edges. The force per late-
ral length acting on the film from an edge to the corresponding separation 
line, can be worked out from Howarths results to be 

2/13
22/32/12.

_
17.017.0

k
U

kLLdx ksep

edgefilm visc (6)

where the last equation follows by the substitution  = kUk. The film pres-
sure  exhibits a maximum, and  a corresponding minimum at the line of 
separation. If the force (6) exceeds the maximum sustainable film pressure 

max the film growth will stop. 

Fig. 2. Down-welling zone with accumulation of film 

Therefore, the maximum width of the film becomes 

4/34/1
2/1

max
max 4.2L (7)
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As a numerical example consider the parameters = 10-3 s-1,  = 0.015 cm2

s-1, and max = 40 mN m-1 which is not unreasonable for a slick. This gives 
a ''slick width'' according to (7) of  150 m. 

In both examples above we have assumed that there is no motion in the 
film, so that it can be considered to act like a ''rigid'' plate. In the next case 
study we shall see that even in a steady state situation there may be a pat-
tern of motion in the film that change the total viscous drag. 

2.3. Accumulation of a surface film by flow under surface 
obstruction

It is commonly observed that an obstruction on the surface of water flow-
ing gently in an open channel (with free passage underneath the obstruc-
tion) causes a spontaneous surface film to accumulate on the upstream 
side. Although this is not the way a surface slick is generated, there is per-
haps something to be learned here. 

A very interesting controlled experiment was described by Mockros and 
Krone (1968). Ordinary tap water was recirculated in a flume 113 cm wide 
8 cm deep and 4 m long. When a shallow obstruction was placed across 
the full width of the channel, a surface film was observed growing. The 
upstream front of the film was easily visible by a small ripple, the so-
called Reynolds ridge (Harper and Dixon 1974). The growth followed a 
power law first at a fast rate, and then at a reduced rate (Figure 3). 

Fig. 3. Typical growth curve for the surface film (taken from Mockros and Krone 
1968) 
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At a certain critical length, Lc, depending on the stream velocity, U, the 
film stopped growing. It is found that a dimensionless parameter (a ''Weber 
number'') Nw given by 

2ULN c
ow

w
(8)

is approximately constant with a value of roughly 620 in the experiment. 
Here w and o are the surface tensions upstream of the film (pure water) 
and at the obstruction end of the film, respectively, i.e., w - o is the total 
drop in surface tension. In the experiment this drop was always found to be 
around 45 mN m-1. This implies that 

constant2ULc

It was further found that the surface tension varies linearly along the 
film (excluding the front portion with the Reynolds ridge). Using (8) we 
get

xUK 2 (9)

where  is the drop in the surface tension and x the distance from a refer-
ence level right behind the Reynolds ridge (Figure 4). Here the dimen-
sionless number K  0.003. 

Fig. 4. Drop in surface tension  from a reference level behind the Reynolds 
ridge as a function of U2x where x is the distance behind the same reference level 
(taken from Mockros and Krone 1968) 
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If one assumes that there is no motion in the film it acts as a "wall". 
Then the viscous stress visc from standard theory would be distributed as1

x
U

visc

3

33.0
(10)

where x is the distance from the front of the 'plate'.2 The viscous stress 
must be balanced by a gradient in the surface tension, i.e. 

dx
d

visc

Integrating over the entire film length when the film has obtained its criti-
cal length Lc one then obtains 

cow LU 3
max 66.0 (11)

implying that U3Lc  constant, which is inconsistent with the experimental 
findings described above. 

The reason for the inconsistency of the 'plate'-model is presumably the 
circulation pattern that was observed in the film: a self-organized motion 
of regularly spaced, unsteady channels, oriented parallel to the direction 
of the substrate flow. These channels, about 1 cm in width, extended most 
of the length of the film and alternated in direction of flow. The circulation 
velocity was U/2.

It is questionable to apply the experimental results of Mockros and 
Krone to a field situation. This is mainly because the role of the side walls 
and the bottom in the formation of the streaming filaments is not known. 
Another question is what happens when the substrate flow is non-uniform. 
A new experiment is needed, looking into these questions. One possibility 
is to make a down-welling zone with film accumulation symmetrically 
around the stagnation line, and making the experiment broad enough for 
side wall effects to be negligible. 

2.4. Dimensional arguments 

One might inquire what can be obtained on purely dimensional grounds 
considering relations between the quantities ,k,Uk and max/ . Since only 

                                                     
1 The Reynolds number in the boundary layer is sufficiently small so that laminar 

flow can be assumed. 
2 Obviously this is not a good model near the front where the curvature at the 

Reynolds ridge modifies the stress distribution. 
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two independent non-dimensional quantities can be formed from them, any 
possible relation will be of the form 

k
U

f
k

U kk
2

max

where f(x) is an unknown function. The relation (8) with Nw = const. corre-
sponds to the case f(x) = const, while the relation (4) corresponds to 
f(x) x-1/2.

3. Motion on different scales 

The surface motion is of many scales, spanning from mm-waves to meso-
scale eddies. In our discussion perhaps the range 10-1 to 103 meters is of in-
terest. Surface slicks are only observed for relatively low and moderate 
winds. The surface motion during slick conditions may, however, be the 
result of earlier wind induced turbulence and Langmuir cells in the upper 
ocean layer. Small scale motion (of the order of 10 cm or less) is probably 
due to a convective motion in a shallow surface layer (Gemmerich and 
Hasse 1992). 

Let us first consider the surface flow caused by turbulence in the bulk. 
While moving towards the surface, the vertical velocity fluctuations are 
disappearing and the horizontal ones seems to have the same wave number 
scaling as in the bulk (Kumar et al. 1998, Eckhardt and Schumacher 2004). 
If the turbulence in the bulk has an inertial range with a Kolmogorov type 
spectral variation, then the induced surface divergence kUk (at a clean sur-
face) scales like k-1/3 i.e. a rather weak dependence on k, and the right hand 
side of equation (7) scales like k1/4. On the other hand the quantity 
(Uk

3/k)1/2 appearing in equation (4) would be expected to scale like k-5/2. So 
over the inertial range the longest scales would be likely to dominate the 
tearing, while the compacting have an insignificant variation with scale in 
the same range. 

For scales comparable or exceeding the depth of the mixed layer it 
seems reasonable to assume that the arrangement of surface film material 
is dominated by stronger and more coherent motions like Langmuir cells 
and fronts with downwelling. The structures seen in SAR images have a 
number of different scales. The basic ones being the filamentary structures 
with transverse dimensions of the order of 100 m and longitudinal coher-
ence of several kilometers. Even the smaller eddies (order of 10 km) are 
visualized by the bending of this smaller scale striation. There is, however, 
an upper limit to the ocean scale induced arrangement of slicks, because a 
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characteristic time L/U for advection over a distance L cannot be longer 
than the time available with low or moderate winds. 

3.1. A note on wind and waves 

So far we have assumed the slick material to be collected and compacted 
by regions of surface convergence of the currents in the upper ocean. A 
wind of velocity V causes a surface drift that on the average is uniform and 
of the order of magnitude 0.03V. Such a surface drift will then tend to 
move the surface material relative to the underlying regions of conver-
gence and thus upset the process of compactification of film material. 

In the first case study above a wind velocity V in the x-direction would 
remove the stagnation points, and thus the source of accumulated slick 
formation if Uk < 0.03V. For example, with Uk = 15 cm s-1 this would take 
a wind of velocity > 5m s-1.

The waves caused by small wind velocities are damped by a slick. The 
momentum loss of the waves induces a wave stress gradient acting on the 
surface film (Foss 2001). This results in a compacting influence on the 
upwind side of the slick. 

3.2. Surface renewal 

At the short end of the scale (of the order of 10 cm) the motion may be due 
to convective instability in a shallow surface layer as explained by Gem-
merich and Hasse (1992). They made field observations of the surface mo-
tion by spraying powdered corkwood on the surface, watching how it col-
lected on a time scale of 10 seconds or less, into various structures 
depending on the condition. Lines were by far the most common structure 
observed. They may, for example, be caused by convective rolls along the 
wind drift direction. 

Will a slick be able to suppress such a convectively induced surface mo-
tion? Gemmerich et al. measured characteristic lengths between the lines, 
and the corresponding surface velocities. One can now use the relation (4) 
to estimate the critical film pressure needed to cover such an area. We find 
using their data that a film pressure of 2 mN m-1 would be enough. Thus a 
slick easily suppresses the surface motion induced by shallow convection, 
causing a boundary layer over which heat must be transported by conduc-
tion rather than convection. The viscous boundary layer is thicker than a 
corresponding thermal layer because the kinematic viscosity is much larger 
than the thermal diffusivity. This lead to a reduced efficiency of heat 
transport through a slick that can be detected through the surface tempera-
ture signature it leaves (Jarvis 1962, MacLeish 1970). 
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4. Conclusions 

Some simple cases of 2D current-film interaction have been studied, re-
lating to questions like: How is the transversal dimension of a slick related 
to the film pressure and the substrate convergence? Possible relations were 
found, both through standard hydrodynamic theory and dimensional ana-
lysis. It was pointed out, referring to an interesting experiment by Mockros 
and Krone (1968), that the answers depend on whether the film can be 
considered stagnant or develops self-organised motion. It is further pointed 
out using the mentioned results that small-scale thermal convection at the 
ocean surface is easily suppressed by a slick. 
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1  Introduction

Observations that films of surfactant material influence wave propagation 
date back at least two millennia (Plinius Secundus 77 AD). One of the first 
mathematical treatments of wave damping was that by Levich (1962), who 
studied the propagation of capillary waves for the limiting cases of a free 
interface and an interface with an infinite dilational elastic modulus.  
Levich analytically solved these two limiting cases and found that the 
time-damping coefficient of short waves was increased by a factor of ap-
proximately 1.5 for waves propagating on liquids with infinite elastic 
films. Levich did not investigate the case of finite surface dilational visco-
elasticty, but his work launched a number of theoretical and experimental 
investigations. 

Much of the early interest in the propagation characteristics of short 
waves stemmed from the increased feasibility of utilizing remotely-sensed 
microwave backscatter from radars to observe wide areas of the ocean sur-
face.  The primary scattering elements for these instruments are ocean sur-
face waves having wavelengths similar to the incident electromagnetic ra-
diation (Bragg scattering), making it necessary to understand the statistical 
distribution of short waves under different environmental conditions.  Re-
mote sensing data products were initially interpreted to yield fundamental 
geophysical estimates, including sea state and wind speed (for global 
weather prediction models), ship wake incidences (for ship detection and 
tracking), internal wave propagation (for wave interaction models), and 
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later, in assessing mass-transfer rates on global scales (for balancing global 
budgets for CO2 and other environmentally important gases). 

It became apparent that the presence of surfactant films could affect all 
of these estimates, but at the time when the first quantitative studies were 
being performed on capillary ripple propagation, many aspects of the re-
mote sensing field were still in stages of development.  For instance, su-
percomputers had not yet developed to the point where dense maps of 
wind speed could be assimilated in real time to predict global weather.  
Similarly, synthetic aperture radar had not yet been developed to produce 
the scale resolution needed for ship wake tracking or internal wave field 
interpretation. It was also evident that environmental issues of global 
warming and greenhouse gases had not yet achieved prominent recog-
nition.  These reasons accounted for the ebb in research efforts between the 
time of the first formulation by Levich in 1962 and the revitalisation that 
occurred two decades ago.  The renewed interest that occurred in the 1980s 
was spurred by the maturation of several independent technologies, includ-
ing computing power, remote-sensing capabilities, and the development of 
robust techniques for making short wave measurements in situ. This com-
bination enabled studies to assess the amount, extent, and physical proper-
ties of the microlayer that forms at the air–sea interface from both natural 
and anthropogenic sources.

2  Theoretical and experimental studies

Following Levich, subsequent wave propagation studies sought to deter-
mine the extent to which surface films modify the air–water interface and 
its dynamics for intermediate cases of surface dilational viscoelasticity 
(Mann and Hansen 1963, Hansen and Mann 1964, van den Temple and 
van de Riet 1965, Lucassen-Reynders and Lucassen 1969, Cini and 
Lombardini 1978, Hühnerfuss et al. 1982, Bock and Mann 1989). Theory 
predicted, and laboratory studies validated, that damping enhancements 
could exceed two orders of magnitude under some circumstances. The 
bulk of the experimental data was obtained from measurements of the dis-
tance-damping characteristics of short ripples.  The wavelengths studied 
ranged from roughly 0.01 cm to 10 cm using waves induced by mechani-
cal, electro-capillary, active thermal, and passive thermal techniques (Sohl 
et al. 1978, Bock 1987, Stenvot and Langevin 1988). 

Other experimental efforts focused on the collection of ocean surface 
samples in order to investigate properties of the marine microlayer in the 
laboratory. Samples were retrieved using either inert screens (Garrett 
1965) or drum-type samplers (Carlson et al. 1988, Frew and Nelson 1992).  
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Because these samplers physically disturb the natural state of the marine 
microlayer, in vitro results obtained from collected samples could not be 
proven to represent films in their natural state. Despite this limitation, 
these studies resulted in characterisation of quasi-static film elasticities and 
led to parameterisations that adequately define bounds within which the 
marine microlayer typically ranges. By setting such bounds, these works 
provided constraints for laboratory experiments (e.g., Hirsa et al. 1995, 
McKenna 1997, Saylor 1997). At the same time, techniques for making 
short wave measurements in situ were developed by independent re-
searchers (Hwang 1989, Bock and Hara 1995), and others have followed 
(Zhang 1995, Suoja 2000).

Field measurements of the microlayer and its effects on air–sea pro-
cesses have advanced with the use of specialized sampling and measure-
ment platforms. Carlson et al. (1988) developed a small catamaran plat-
form (SCUMS, Self-Contained Underway Microlayer Sampler) for 
making measurements of the extent of chemical enrichment (using an in-
line fluorometer and UV-absorbance detector), near-surface microstructure 
(using high-resolution, fast-response temperature sensors), and surface 
wave statistics (using a simple laser slope gauge). This platform was re-
fined to incorporate a fixed-point slope gauge capable of measuring tem-
poral wave spectra and was deployed during several field programs in the 
Atlantic and Pacific Oceans.  A scanning laser slope gauge (Bock and Hara 
1995) was integrated later to allow full three-dimensional wave spectral 
measurements of capillary and capillary-gravity waves (wavelengths be-
tween 7.9 x 10-3 and 3.1 x 10-1 m could be measured), as well as an array 
of capacitive wire wave gauges to measure longer gravity waves (wave-
lengths greater than 10 m). A recent configuration of this platform (shown 
in Fig. 1) was used in the Coastal Ocean Processes field experiments con-
ducted off Southern California and in the Northwestern Atlantic Ocean in 
1995 and 1997. This research catamaran has the capability of simultane-
ously measuring short and long wave spectra, surface chemical enrich-
ment, wind stress, and near-surface turbulence. 
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Fig. 1. Research catamaran during 1997 Coastal Ocean Processes experiment.  
The catamaran is shown here after deployment from R/V Oceanus in the North-
western Atlantic Ocean. The platform is manoeuvred autonomously and is con-
trolled remotely from the ship. During this experiment, the catamaran was 
equipped to measure long and short wave spectra, sub-surface turbulence, chemi-
cal enrichment, and various meteorological parameters. A system to measure ver-
tical profiles of dimethylsulfide above the ocean surface was also incorporated 
into the catamaran measurement suite 

One of the most important findings of these studies and parallel labora-
tory efforts was that surface wave roughness (a parameter that can be re-
motely-sensed) was found to correlate well with gas-transfer rates across 
the air–sea interface (Frew et al. 1995, Hara et al. 1995).  Results obtained 
in both laboratory and field experiments indicate that the range of wave-
lengths pertinent to gas transport may be restricted to wavelengths of mil-
limetres to centimetres. While the correlation between surface roughness 
and gas transport is robust under differing environmental conditions, the 
specific mechanisms of interfacial transport have yet to be adequately elu-
cidated and are the topic of recent research (e.g., McKenna 2004). 

3  Mechanisms of air–water gas transport 

The enhancement of air–sea gas transport (for waterside rate-controlled 
gases), over that expected for pure molecular diffusion, is affected by sev-
eral interrelated mechanisms that can depend on the wind and wave condi-
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tions. Thus, many complex physical processes influence gas transfer, in-
cluding: the interaction between the wind-driven surface shear layer and 
the wave field, near-surface turbulence, the modification of interfacial hy-
drodynamics by surface films, and breaking waves that lead to bubble for-
mation and increased mixing. Consequently, an experiment or model that 
completely describes gas transfer does not exist. Estimates of gas-transfer 
coefficients based on wind speed have been favoured for years (e.g., Liss 
and Merlivat 1986, Wanninkhof 1992).  Each of these formulations pre-
dicts a monotonic increase in the gas-transfer rate with increasing wind 
speed. The largest difference between the Liss and Merlivat model and 
subsequent models is the mechanistic interpretation of distinct regimes oc-
curring under different wind conditions. Liss and Merlivat suggest a low 
critical wind speed below which the gas-transfer rate increases slowly with 
increasing wind speed owing to the lack of near-surface mixing associated 
with a smooth surface without waves. They also suggest a second critical 
wind speed that occurs when the wind over a wavy surface exceeds the 
threshold necessary for initiating wave breaking. Above this point, it is 
presumed that wave breaking, bubble entrapment, and near-surface mixing 
by rising bubbles contribute significantly to gas transfer.  In contrast to this 
tri-linear model, the Wanninkhof (1992) relationship postulates a smoother 
enhancement of gas transfer as wind speed increases. 

Several laboratory and field studies, from the early work of Broecker et 
al. (1978) to the more recent studies of Frew (1995), have shown that a 
unique relationship between the gas-transfer rate and wind speed is not 
likely to exist for natural waters where surfactants are influential. Funda-
mentally, the exchange of gases between water and air occurs through very 
thin boundary layers at the air–water interface where turbulent motions are 
suppressed giving way to molecular diffusion processes. The details of 
these layers — their thicknesses and the gradients across them — are de-
termined by the aero- and hydrodynamics near the surface.  For sparingly 
soluble gases (e.g., CO2, O2, N2) the airside effect is less critical, and the 
transport is determined by the waterside boundary layer. The fluid flow in 
this boundary layer is highly sensitive to the presence of a surface film and 
can be modified considerably, which is the reason gas transfer exhibits a 
similar sensitivity. Therefore, studies of the relevant physical mechanisms 
of interfacial gas transport and the role of surface films are crucial to im-
proving our understanding of the exchange process. 

Conceptual models aimed at explaining the dominant processes associ-
ated with gas transfer can be generalized as being either turbulent eddy dif-
fusivity or surface renewal models; others are based on similarity consi-
derations with reference to experimental data. Irrespective of the model 
type, it may be assumed that the vertical velocity fluctuations near the sur-
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face, w'(z), which bring fresh fluid from the bulk to the interface for diffu-
sion, contribute to gas-transfer enhancement. Assuming incompressibility, 
these velocity fluctuations can be expressed in terms of the surface diver-
gence as zzw oh )()( v  to first order, where the subscript ‘o’ indi-
cates evaluation at the interface, z = 0. Expressing w'(z) in such manner 
suggests a strong connection between the surface divergence, oh )( v ,
and gas transport. Some models (e.g., Lamont and Scott 1970, Brumley 
and Jirka 1988) attempt to predict gas-transfer rates by considering surface 
renewal by turbulent eddies. Such a process is sketched conceptually in 
Fig. 2, which shows how upwelling eddies bring about a horizontal surface 
divergence that renews the near-surface region with bulk fluid from below.  
This figure also makes clear how the presence of a surfactant can influence 
surface renewal and divergence. A common difficulty with many gas-
transfer models has been relating the model inputs (velocity, length, and/or 
time scales) to relevant, measurable hydrodynamic parameters.  Therefore, 
a direct experimental measurement of the surface divergence could prove 
very useful. In addition, such a measurement could be used to explore the 
model results of Ledwell (1984) and Csanady (1990), which provide direct 
relationships between surface divergence and the gas-transfer rate. 

Fig. 2. Conceptualisation of surface renewal by a turbulent eddy in the presence of 
a surfactant.  The eddy upwells fresh fluid to the surface, while the differential 
spreading pressure, , opposes the transport of new fluid to the interface. 
Adapted from Davies and Rideal (1963) 

In order to gain insight into the impact of an interfacial film on surface 
divergence, the case of linear, monochromatic capillary-gravity waves was 
studied. Although it is generally believed that the mechanical straining of 
the surface due to orbital wave motions is not sufficiently large enough to 
bring about significant gas-transfer enhancement, this simple case provides 
a useful and illustrative result. 



Physicochemical effects of the marine microlayer on air-sea gas transport      83 

Using a formulation similar to that of Lucassen-Reynders and Lucassen 
(1969), the near-surface two-dimensional velocity field was numerically 
solved for both ideal and viscoelastic surfaces.  Before considering surface 
divergence, Fig. 3 shows an example of the near-surface profile of the ve-
locity component in the direction of wave propagation for three different 
conditions: ideal flow (irrotational and inviscid), viscous flow with zero 
elastic modulus, and viscous flow with a finite viscoelastic modulus. The 
results are for a 15 Hz water wave, with the profiles taken under a crest.  
The wave amplitude was set at 5% of the wavelength to accommodate lin-
ear theory, and velocities were forced to be equivalent at depth. The effect 
of a viscoelastic surface on the surface velocity is marked. The sharp gra-
dient in the velocity within the upper 0.3 mm for the surfactant case is re-
sponsible for wave damping.  This strong gradient is acted upon by the 
fluid viscosity, which dissipates the wave motion effectively. The surface 
divergence for the same group of conditions and for the same wave motion 
is shown in Fig. 4. The divergence is plotted along the phase of the wave.  
The considerable reduction (~50%) in divergence due to a viscoelastic sur-
face is apparent. Reduction in surface divergence implies less surface re-
newal, which leads to reduced gas-transfer enhancement. In this way, the 
role of surface films in air–water gas exchange is revealed. 

Fig. 3. Theoretical streamwise velocity profiles for a 15 Hz capillary-gravity 
wave. Curves are shown for an ideal inviscid flow, a real flow with zero viscoelas-
ticity, and a surfactant flow with a finite viscoelasticity. All profiles are taken un-
der a wave crest. The wave amplitude : wavelength ratio is 1 : 20 
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Fig. 4. Theoretical surface divergence for a 15 Hz capillary gravity wave.  Curves 
are shown for an ideal inviscid flow, a real flow with zero viscoelasticity, and a 
surfactant flow with a finite viscoelasticity. Each curve is along the phase of each 
wave, with the horizontal position at zero corresponding to a wave crest. The 
wave amplitude : wavelength ratio is 1 : 20  

Next, we report results of a laboratory investigation focused on the ef-
fects of surface films on the flow field near the air/water interface. For re-
peatability and simplicity, we selected an axisymmetric vortex ring for the 
source of surface expansion and dilation (divergences) of the near surface. 
A detailed description of the experimental apparatus can be found in 
McKenna (1997). In summary, the technique relied on forcing a small slug 
of fluid from the mouth of a knife-edged stainless steel tube vertically into 
a visualisation tank. Upon exit from the tube orifice, the fluid rolled up 
into a vortex ring and propagated upward where it then interacted with the 
free surface. Surfaces with varying surfactant concentration were used to 
examine the influence of different surfactant composition on ring impact 
and the ensuing hydrodynamics. Shown in Fig. 5 are flow visualisation re-
sults taken from McKenna (1997) illustrating the effect of surfactants on 
the near-surface flow field. Four cases are presented:  (a) approach toward 
a free surface, (b) interaction with a nominally clean free surface, (c) inter-
action with a surface covered with a microlayer of stearic acid, and (d) in-
teraction with a solid wall boundary. 
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(a) Approach 

(b) Clean 

Fig. 5. Flow visualisation of vortex ring interaction with various interfaces.  Each 
panel represents a vertical cross-section of the flow and only one half of the vortex 
ring is imaged. In each panel, r indicates the radial distance from the vertical axis 
of the ring, d measures the vertical distance from the interface, D is the major di-
ameter of the ring prior to surface interaction, and  is a dimensionless time. In this 
figure, panel (b) represents a surface that has not been contaminated intentionally. 
For this case, accompanying measurements of the spatial damping parameter (us-
ing the capillary wave technique) indicate the damping was, on average, within 
7% of the theoretical value for pure water. Panels (c) and (d) follow on the next 
page. Taken from McKenna (1997) 
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(c) Microlayer 

(d) Wall 

Fig. 5 (cont.). Visualisation of vortex ring interaction with various interfaces.  
Panel (c) is that for a stearic acid microlayer having concentration 3.5 x 10-10

mol cm-2. Taken from McKenna (1997) 

In an ideal fluid with a free surface and potential flow, a vortex ring 
nearing the surface will tend to dilate. This result can be rationalized by 
the mathematical construction of an ‘image’ vortex ring reflected about the 
interface and approaching from the opposite direction.  Fig. 5b depicts the 
experimental observation of a physical case similar to this type of behav-
iour. On the other hand, when a no-slip or intermediate-slip interface is 



Physicochemical effects of the marine microlayer on air-sea gas transport      87 

present, the dilation of the ring major diameter is altered, as is the trajec-
tory subsequent to surface interaction. The solid boundary demonstrates 
the behaviour of a no-slip interface (Fig. 5d), and the viscoelastic surface 
condition, obtained by spreading a surfactant film on the water surface, 
represents an intermediate-slip interface (Fig. 5c). A surfactant-covered 
surface constitutes an intermediate-slip condition because of the Maran-
goni effect. This effect arises from gradients in surfactant concentration 
that lead to gradients in surface tension, which then give rise to surface 
stresses and surface flows. Owing to Marangoni stresses, a surfactant sur-
face can support a finite surface shear, whereas a free surface in the ab-
sence of any adsorbed film cannot. These Marangoni stresses develop as a 
result of the vortex-induced surface velocities, which act to redistribute 
surfactant and compress the film as the ring interacts with the surface. 
Such compression results in spatial gradients of the surface tension that 
seek to equilibrate and produce a surface flow field by themselves. These 
opposing flows in the surface viscous boundary layer can have strong im-
plications for the bulk flow. Vorticity, opposite in sign to that of the pri-
mary vortex cell, can be generated in this near-surface layer. In all the 
cases studied, save for the clean case, coherent secondary and tertiary vor-
tex rings were formed as a result of this newly generated vorticity. In Fig. 
5c, a second vortex outside the primary cell can be seen forming very near 
the interface, and in Fig. 5d, two additional vortex rings are observed de-
veloping as a result of the wall interaction. Thus, a surface with an ad-
sorbed surfactant can act intermediate between a free-slip boundary and a 
no-slip boundary. The ability of a surfactant surface to hydrodynamically 
resemble a solid boundary is widely evidenced in studies of air/water gas 
exchange. For mass transfer at a smooth solid boundary, the gas-transfer 
velocity is found to follow a -2/3 exponential Schmidt-number dependence 
(Deacon 1977). It has been observed (e.g., Jähne et al. 1984) that film-
covered free surfaces, which inhibit formation of small-scale waves, tend 
to follow the same -2/3 dependence rather than a -1/2 dependence that is 
expected for an ideal free surface. 

In order to elucidate the affects of a surfactant on the near-surface flow 
further, the temporal evolution of the radial component of the near-surface 
velocity as the vortex ring approaches the surface is plotted in Figs. 6a, b.  
Velocity measurements were carried out using the non-invasive full-field 
flow measurement technique known as digital particle image velocimetry 
(DPIV). In addition to a general attenuation of the tangential velocity, we 
observe the quasi-no-slip condition occurring outside of the vortex core for 
the microlayer situation. This is a direct consequence of surfactant-induced 
Marangoni forces that develop at the interface. These vortex ring experi-
ments illustrate the degree to which surface films can modify near-surface 
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flow. By acting like a solid interface, a surfactant surface can dramatically 
alter the flow field at the interface. Fluid velocities at the interface are re-
duced, inhibiting eddy motion near the surface. This affects the degree of 
vertical upwelling at the surface through a reduction in the surface diver-
gence.

 (a) Clean interface 

(b) Microlayer interface 

Fig. 6. Variation of the near-surface radial component of velocity.  Panel (a) is for 
a clean interface; panel (b) is for the stearic acid microlayer. All variables are as 
defined in Fig. 5, u is the radial component of velocity, and U is the vertical free 
propagation speed of the vortex ring.  Velocities are taken along a horizontal sec-
tion at a depth d/D = 0.03 (0.125 cm). The temporal spacing between curves, ,
is 0.15. Taken from McKenna (1997) 
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4  Concluding remarks

Much progress has been made in understanding the role of surface films in 
air–sea gas transfer. Advances in both laboratory and field techniques have 
provided improved measurements and needed insight into this complex 
and important process. Current efforts focused toward better understanding 
the key physical mechanisms involved in interfacial gas transfer and the 
role of surfactants, along with innovative and interdisciplinary field and 
laboratory measurements, will help to further our present knowledge. 
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Abstract. The functionality and performances of an oscillating bubble 
tensiometer designed for the measurement of static and dynamic surface 
tension of marine water samples are illustrated. The instrumentation com-
pletely works in automatic mode. Semi-continuous operation can also be 
easily implemented. By virtue of its geometrical configuration, the appara-
tus shows a relative insensitivity to external disturbances, in comparison to 
other measurement techniques, and consequently it can be employed even 
under severe environmental conditions, such as those encountered onshore 
or on platform-based locations. Experimental observations of the dynamic 
surface tension response to harmonic surface area changes are reported, for 
samples of sea water and for a dilute aqueous solution of a standard surfac-
tant. The observed results are considered useful for a physical characteri-
sation of marine water in respect to interfacial ocean-atmosphere pheno-
mena and processes. Furthermore, the oscillating-air-bubble tensiometer 
mimics the real behaviour of the bubbles (ubiquitously present in the near 
surface of the oceans) and appears to be a suitable instrument for the as-
sessment of the presence of natural and man-made adsorption-film-form-
ing organic materials at the air/water interface.  

1  Introduction 

Interfacial properties play an important role in many natural processes oc-
curring in the marine environment. A multitude of natural or man-made 
organic substances escape homogeneous distribution in the water column 
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and spontaneously segregate at interfaces (specifically, air-water interfaces 
or bottom and suspended sediment-water interfaces). 

At the upper ocean microlayer and at the boundary layer confining the 
air bubbles, among other various physical and chemical effects, organic 
materials significantly alter the surface tension of water, . In slick covered 
sea surfaces, depressions of  exceeding  20 mN m-1 have been observed. 

Certainly, equilibrium surface tension (or surface pressure) is of basic 
importance. However, as regards interfacial processes in the marine envi-
ronment, dynamic surface tension (time domain), (t), or the surface dila-
tional modulus (frequency domain ), *(i ) , is far more important than the 
static quantity. It is now firmly established that the existence of the dyna-
mic quantity significantly modifies various interfacial phenomena. 

In particular, organic materials at the upper ocean microlayer (sea sur-
face slicks) are of considerable importance to the surface hydrodynamics. 
In fact, the presence of (adsorbed or spreading) surface films affects to a 
various extent the surface tension of sea water and, consequently, influen-
ces the process of capillary wave damping. The change of surface rough-
ness in turn is reflected in the sea surface imagery, as observed in different 
ranges of the electromagnetic spectrum. 

Extension-contraction of the sea-surface area (by wave motion, by in-
ternal waves and by convection) prevents from reaching adsorption equi-
librium. Then, the surface properties in the marine environment show a 
large spatial and temporal variability, depending on amount and nature of 
the dissolved organic compounds and on the meteo-marine conditions. The 
actually-occurring surface properties of sea water can be evaluated by 
measurements at sea (either in situ or by remote sensing). 

Laboratory tests may provide additional quantitative information on dif-
ferent physico-chemical properties, useful to predict the environmental be-
haviour of the complex mixture of natural and man-made organic com-
pounds encountered in marine waters. In particular, in previous articles we 
dealt with laboratory measurements of static and dynamic surface tension 
of sea water samples (Loglio et al. 1986, 1987, 1998a). 

Herein, our concern is to assess the suitability of the oscillating bubble 
tensiometer for marine purposes. Essentially, we conducted the present in-
vestigation with the aim of estimating the sensitivity of the measurement 
method, with respect to oceanographic studies and monitoring. In this pa-
per we illustrate preliminary experimental results, obtained with a typical 
apparatus, working in an onshore laboratory. 
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2  Experimental 

2.1  Instrument 

The measuring system is the oscillating bubble tensiometer, described in 
detail elsewhere (Loglio et al. 1996, 1998b, 2001, Kovalchuk et al. 2001, 
Miller et al. 2000). Figure 1 shows a schematic drawing of the measure-
ment assembly, which is composed of three parts: 1)  the sample (20 mm x 
20 mm x 40 mm) pyrex vessel, 2) the capillary (2.00 mm internal diameter 
stainless-steel tube with flat tip ), 3) an air chamber with deformable walls 
(made with piezoelectric discs). Possible fluidodynamic instability of the 
bubble has been taken into account in the design of the bubble pneumatic 
circuit.

The instrument was located inside a small onshore laboratory, at the 
Municipal Aquarium of Leghorn (Italy). Measurement procedure, calibra-
tion and bubble profile processing were performed as previously described  
(Loglio et al. 1996, 1998b, 2001, Kovalchuck et al. 2001, Miller et al. 
2000).

Fig. 1. Schematic diagram of the measurement assembly 

2.2  Materials 

Sea water samples were collected in the Tyrrhenian Sea, in front of the on-
shore laboratory. n-Dodecyl-dimethylphosphine oxide (DC12PO) was pur-
chased from Gamma-Service, Berlin. Water was doubly distilled from al-
kaline permanganate. 
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3  Results and discussion 

3.1  Functionality of the instrument 

The apparatus used in the present study is based on the axi-symmetric 
bubble shape analysis, i.e., a firmly established technique for the measure-
ment of static and dynamic surface tension as well as of the geometrical 
properties of the bubble (Loglio et al. 1996, 2001, Kovalchuk et al. 2001, 
Miller et al. 2000, Rusanov and Prokhorov 1996, Neumann and Spelt 
1996, Cheu et al. 1998). In essence, the shape of a bubble (or of a drop) is 
determined by a combination of surface tension and gravity effects. Sur-
face forces tend to make drops and bubbles spherical whereas gravity tends 
to elongate them. 

Drops and bubbles are indeed the same mathematical object. However, 
in marine water studies, the profile analysis of captive (or emerging) bub-
bles is preferable in respect to the analysis of drops. Actually, from the 
physical point of view, bubbles exhibit some differences in respect to 
drops: a) diffusion to the air-water interface from a semi-infinite medium 
(rather than from the small volume confined by the drop); b) limited eva-
poration; c) possibility of observing bubble properties both in quiescent 
hydrodynamic conditions or in laminar flow regime. Moreover, a captive 
bubble can be expanded to very large dimensions. 

The overall instrumentation, used in the present investigation, is essen-
tially a laboratory assembled system. Today a number of commercial set-
ups and respective software packages exist, yielding the same quality of 
results as the present laboratory-assembled instrument. As an example, the 
drop and bubble shape tensiometer PAT1 from Sinterface Technologies 
Berlin, Germany, is an accurate instrument with a large number of meas-
urement procedures. Such an equipment shows a special mode of control-
ling the surface area of the bubble (constant area or changing area as a 
function of time), which is a vital prerequisite for experiments with bub-
bles.

We take advantage from recent rapidly-growing developments in nume-
rical image processing. After setting the experiment parameters for each 
particular run, all operations are automatically performed by a proper soft-
ware (Loglio et al. 2001). At the start, an air bubble is generated at the cap-
illary tip, inside the liquid phase, with a selected value of surface area. 
Then, the bubble area is continuously controlled by the computer pro-
gramme, according to a predefined (transient or periodic) time function. At 
given (unevenly-spaced) time intervals, bubble profiles are acquired and 
stored; hence, the synchronous values of surface tension and surface area 
are determined (the Laplace equation, relating surface tension to interfacial 
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curvature and differential bubble pressure, is the theoretical principle of 
measurement (Loglio et al. 1996, 2001, Kovalchuk et al. 2001, Miller et al. 
2000, Rusanov and Prokhorov 1996, Neumann and Spelt 1996, Cheu et al. 
1998).

In order to describe a liquid meniscus and hence to obtain the interfacial 
tension from the shape of a drop or bubble the Laplace equation is used. 
This equation describes the mechanical equilibrium of two homogeneous 
fluids separated by an interface (Rusanov and Prokhorov 1996, Neumann 
and Spelt 1996) and relates the pressure difference across the interface to 
the surface tension and the curvature of the interface 

1 1

1 2R R
P (1)

Here R1 and R2 are the two principal radii of curvature, and P is the pres-
sure difference across the interface. P can be expressed as a linear func-
tion of the elevation 

gzPP 0 (2)

where P0 is the pressure difference at a reference plane,  is the density 
difference between water and air, g is the gravity constant and z is the ver-
tical height of the bubble measured from the reference plane. The earliest 
efforts in the analysis of axisymmetric interfaces (drops and bubbles) were 
those of Bashforth and Adams (1883). Later many authors improved the 
calculations by using computer programmes to integrate the Laplace equa-
tion. An important step ahead was the development of the Axisymmetric 
Drop Shape Analysis (ADSA), which allows fitting the Laplace equation 
to the shape of drops or bubbles obtained by a video camera (Neumann 
and Spelt 1996). Today, due to increased quality of the video chips, the 
various corrections introduced into the ADSA package became less impor-
tant so that simple calibration procedures can be applied rather than a cali-
bration with a grid covering homogenously the whole field of the screen. It 
has been demonstrated that a determination of the magnification by using a 
single sphere is usually sufficient to reach high accuracy of the measure-
ments, typically better than 0.1 mN m-1.

The oscillating bubble tensiometer, devised for marine studies, shows a 
particular  feature, consisting of a couple of inlet and outlet tubes (Figure 
1). Such conduit allows sea water to be fed either from the sampling bottle 
or directly from a continuously-flowing pumping system, submersed in the 
sea. Then, the tensiometer vessel can be initially flushed with sea water for 
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some minutes, prior to each measurement run. Also, the measurements can 
optionally be repeated on successive portions of sea water. 

In this connection, considering the potential problem of surfactant loss 
to the apparatus, we remark that the procedure of an initial flow of sample 
water through the tensiometer vessel is mandatory in all circumstances 
when the concentration of soluble or almost-insoluble surfactants is very 
low. Actually, at first significant amounts of the surfactants become lost 
via adsorption onto the glass-vessel walls or loss of material due to adsorp-
tion at the bubble surface (Miller 2004). Consequently, the water flow 
through the vessel should continue until the adsorption equilibrium is 
reached. The instrument proved to be relatively insensitive to vibrations, as 
reported by Loglio et al. (1998b). Thus, the observed functionality, inside 
the onshore laboratory, may likely be fulfilled on a platform-based loca-
tion, too. 

3.2  Performances of the instrument 

Figure 2 shows the surface tension response values, (t), in concomitance 
with a trapezoidal pulse of surface area, ln A ( t ), for a sea water sample 
collected in the late winter. A constant value of  ( t ), as seen in the figure, 
indicates that no (soluble or insoluble) film is present at the bubble surface, 
even after a long time. 
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Fig. 2. Surface tension values as a function of time, ( t ) (upper symbols), in con-
comitance with a trapezoidal pulse of relative surface area,  ln A( t ) (lower sym-
bols), for a sea water sample collected in the Tyrrhenian Sea. Observed values af-
ter 3 hours from the instant of bubble formation. Temperature T = 22.0 °C  



Static and dynamic surface tension of marine water      99 

Figure 3 displays a sequence of responses of dynamic surface tension, 
excited by harmonic disturbances of the bubble surface area, for a sea wa-
ter sample collected in the late summer. By keeping the bubble surface at a 
constant value during increasing time intervals, the (t) response pro-
gressively shifts toward a lower value, but with a larger oscillation ampli-
tude. Such behaviour manifests a slowly adsorbing organic material. 
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Fig. 3. Time evolution of the dynamic surface tension response, ( t ), excited by 
harmonic changes of relative surface area, ln A( t ), for a sea water sample col-
lected in the Tyrrhenian Sea. Observed values at different time of bubble surface 
creation: a) fresh bubble surface; b) 10-minute age; c) 40-minute age; d) 1-hour 
age; e) 3-hour age.  Temperature T = 20.0 °C 

Figure 4 represents a (zoomed) part of the ( t ) data of  Figure 3, to-
gether with the (synchronous) surface area data. In this case, the phase an-
gle between response and perturbation is almost zero. In other words, the 
film appears as purely elastic. In contrast, a viscoelastic film shows an an-
ticipating response, as  Figure 5 illustrates for example. 

The relationship between dynamic surface tension, ( t ), and surface 
viscoelasticity (which is one of the parameters relevant to wave damping) 
is well defined in the literature (Loglio et al. 1994, 1995, Dukhin et al. 
1995, Noskov and Loglio 1998, Zholkovskij et al. 2000, Kovalchuk et al. 
2000, 2004, 2005, Joos 1999, and references therein). Figures 2-5 also 
demonstrate a satisfactory sensitivity for marine applications of the meas-
urement technique. 
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Fig. 4.  Same values of dynamic surface tension as in Fig. 3, panel e) (circles, left 
axis scale), together with the synchronous values of surface area (small triangles, 
right axis scale) 
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Fig. 5. Example of phase difference between dynamic surface tension response 
(circles, left axis scale) and input area perturbation (small triangles, right axis 
scale), for a submicellar aqueous solution of a standard surfactant  (DC12PO), at 
concentration c = 1.6 x 10-5 mol dm-3. Temperature T = 22.0 °C  
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4  Conclusions 

Considering the functionality and performances of the oscillating bubble 
instrument, described here, we conclude that the instrument is suitable for 
oceanographic studies. In particular, the obtained results allow us to assess 
the “availability to the surface” of adsorption-film-forming substances, on 
a long time scale, and to determine the surface rheological properties. In 
other words, we get useful information for describing and interpreting the 
behaviour of surfactant films (sea-slicks, formed under weak meteorologi-
cal conditions), which are responsible for wave damping and reflectivity 
modulation over a broad range of frequencies (from the visible to the mi-
crowave regions of the spectrum). 
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Abstract. Propagation of capillary waves along the surface of water cov-
ered by a homogeneous insoluble film has been a subject of numerous ex-
perimental and theoretical studies. However, it has been shown only re-
cently that real surface films contain two-dimensional aggregates, which 
influence the characteristics of surface waves. The problem of multiple 
scattering of surface waves by two dimensional viscoelastic particles is 
considered briefly below. The results can be compared with the experi-
mental data for condensed films with two-dimensional bubbles of gaseous 
phase.

1  Introduction 

Insoluble monolayers on an aqueous substrate have been investigated by 
means of the capillary wave method for many years. Lucassen and Hansen 
(1966) in their pioneering work neglected the surface viscosity and con-
sidered only pure elastic films. Subsequent studies showed that the surface 
elasticity of real surface films is a complex quantity, and both the equili-
brium surface properties and the kinetic coefficients of relaxation pro-
cesses in the films influence the characteristics of surface waves. However, 
it has been discovered recently that the real situation is even more compli-
cated and the macroscopic structure of surface films influences the de-
pendency of the damping coefficient of capillary waves on the area per 
molecule (Miyano and Tamada 1992, 1993, Noskov and Zubkova 1995, 
Noskov et al. 1997, Chou and Nelson 1994, Chou et al. 1995, Noskov 
1991, 1998, Hühnerfuss et al. this issue). Some peculiarities of the experi-
mental data can be explained, if one takes into account the capillary wave 
scattering by two-dimensional particles (Noskov et al. 1997).  
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Articles by Miyano and Tamada (1992, 1993), and Wang et al. (1994) 
also contain some experimental results indicating the influence of surface 
film heterogeneity on the propagation of capillary waves. The authors no-
ticed that the lack of elaborate theory restrains further progress in this 
field. The influence of the effects of multiple scattering on the propagation 
velocity of surface waves is the main subject of this work.  

2  Results and Discussion 

At first we will consider the liquid-gas interface and linear surface waves 
incident on a two-dimensional particle of the radius a (Fig. 1) under the 
following main assumptions: the liquid is incompressible and Newtonian, 
the two-dimensional particle has a circular shape, the amplitude of the 
waves A is much less than the wavelength, the front of incident waves is a 
straight line, the excess of the energy dissipation in the transitional region 
at the border of the particle (Fig. 1) is negligible in comparison with the 
whole energy dissipation in the liquid under the two-dimensional particle. 

Fig. 1. Scattering of surface waves by a single two-dimensional particle 

The energy of the wave motion is mainly dissipated in the vortical layer 
at the surface. The thickness of this layer  depends on the wave number k
and, consequently, on the surface properties, which are different in the in-
ner and outer regions. This leads to a transitional region in the liquid at the 
boundary between two-dimensional phases where the liquid motion is sig-
nificantly more complicated than at a distance from the boundary line.  
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The solution of the equations of liquid dynamics, which correspond to 
the propagating plane surface waves, takes the form 

iikxmziikxkz
z

iikxmziikxkz
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(1)

where x,y,z are the cartesian coordinates, p is the pressure, vx , vz are the 
components of the liquid velocity, t is the time, g is the gravitational accel-
eration,   is the angular frequency, m2 = (k2 + i / ),  Re(m) > 0,   is 
the density of the liquid,   is the viscosity. 

In the outer region the wave field is a superposition of the incident wave 
(1) and the scattered wave. The latter is described by special cylindrical 
functions (Hankel functions). The cylindrical functions of another type 
(Bessel functions) also describe the wave motion in the inner region. The 
conditions at the boundary line between two-dimensional phases allow us 
to “sew together” the solutions of the hydrodynamic equations in the inner 
and outer regions. The wave motion in the transitional region can be rather 
complicated. However, if we are not interested in the details of the liquid 
dynamics in the transitional region, we can continue the solutions, which 
were obtained at a distance from this region, up to the boundary line. 

The conditions at the boundary line can be reduced to the following four 
equations:

1. The balance of the surface forces normal to the boundary line (the 
diagonal components of the surface tension tensor n )

Rnn
0 (2)

where   is the line tension, R is the radius of the curvature, the su-
perscript “0” indicates the inner region. 

2. The balance of tangential forces. 
3. The continuity equation for the normal components of the bulk pres-

sure tensor in the liquid at the boundary line at  z = 0.
4. The continuity of the velocity vector at the boundary line. 
The scalar potential of the scattered wave 2 in the cylindrical coordi-

nates r, , z  takes the form 

0

1
22 ,cos)(

n
nn

tikz arnkrHAe (3)
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where H1
n  is the Hankel function of the first kind, A2n are the amplitudes 

of the corresponding harmonics like the coefficient A in expression (1). 
Using the Helmholtz theorem the vector potential of the scattered wave 

2 can be represented as a sum of two components 

arerote zz ),( 22212
(4)

where

nfnfrkHfBe nn
n

jnnjnj
tizm

j
j cos;sin  );( 21

0
2 (5)

and Bnj are the expansion coefficients. 
One can find the wave numbers mj from the conditions at the interface. 

Note that the potential 21 relates to the shear surface waves. This wave 
motion rapidly fades away at a short distance from the boundary between 
two-dimensional phases. 

The boundary conditions allow us to find the scattering amplitude (the 
coefficients A2n, Bn2 ). In the case of long waves (ka<<1), it is sufficient to 
consider only the first two harmonics. For transverse surface waves 
(m>>k, A>>B) the corresponding expressions for A20 and A21 as deve-
loped in Noskov (1991) take the form 
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(7)

where  is the surface tension,    is the complex longitudinal dynamic 
surface elasticity, which takes into account both the dilational and shear 
surface viscoelasticity (Noskov 1991, Noskov and Zubkova 1995). 

For transverse waves the amplitudes of potential flow exceed by a few 
orders of magnitude the amplitudes of the vortical flow: A20 >> Bo2 and A21
>> B12. This means that the inhomogeneities of surface tension mainly 
scatter the capillary waves, and the inhomogeneities of the dynamic sur-
face elasticity play a minor role. 

The obtained results allow us to calculate the scattering cross section 
and the corresponding effective damping coefficient. However, the real 
surface films usually can be considered as two-dimensional colloid sys-
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tems, where one can take into account the effects of multiple scattering of 
surface waves. 

If A >> B (scattering of transversal surface waves) (Fig. 2), one can ap-
proximately consider the liquid motion to be potential and to introduce the 
scalar potential , which will satisfy the following equation 

0)()( 2 rk (8)

The exciting field acting upon the scatterer with the centre in the point r1

E r r( / )1  is a sum of the incident wave  inc  and the waves scattered 
by other particles.  The contribution of the given particle depends on the 
distribution of the other scatterers. If the scattering is weak (n0Qs/k<<1 , 
where Qs is the total scattering length and n0 is the number density of the 

particles), the configurationally averaged exciting field E  is the solu-

tion of the following integral equation (Waterman and Truell 1961) 

)/()/()()/()()/( 11 rrRrrrTrrnrdrrr EincE (9)

where T r( )  is the scattering operator, n(r /r1) the conditional density of 
the scatterers,  R a correction taking into account correlations between the 
scatterers. In the following we will assume that R=0.

Fig.2. Scheme of multiple scattering 

The solution of Eq. (9) takes the form (Noskov 1998) 
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where (r-r1) is the angle between the vector  r-r1  and the x axis. 
The scattering amplitude can be defined by the following equations 
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where 0=1, n=2 at n=1,2,...  ; A A i An n
n

n2 2
~   . 

Under the conditions of scattering the phase velocity of capillary waves 
will deviate from the value for the medium without scatterers. Therefore, it 
is natural to introduce an effective wave number K for the former case and 
to choose the following trial functions for the coefficients Cn

1)( 1
iKx

n exC (12)

Eqs. (9)-(12) allow us to obtain the following expression for the com-
plex effective wave number after rather cumbersome transformations 
(Noskov 1998) 
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where f(0) and f( ) are the forward and the backscattered amplitudes 
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Relation (13) is the main result. It allows us to determine the effective 
wave number at the propagation of surface waves along the interface with 
two-dimensional scatterers on the basis of the scattering characteristics on 
a single particle. As it could be expected, the difference from the three-
dimensional case only consists in the form of coefficients f(0) and f( ) and 
also in the form of the expressions for the scattered amplitudes in them-
selves.

If the condition of weak scattering is satisfied and scatterers are statisti-
cally independent, Eq. (13) holds for two-dimensional particles of all sizes. 
The condition of “two-dimensionality” of scatterers is not too rigid. It is 
only important that the scattered wave approximately satisfied the Eq. (8) 
and it was possible to define the scattered amplitude. Probably a rather 
large group of particles meets these conditions, for example, three-dimen-
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sional particles, which are held off at the interface by capillary forces, if 
the wavelength exceeds their size. 

In the general case transverse surface waves have a vortical component 
and Eq. (8) is assumed to be an approximation only. This means that Eq. 
(13) does not allow to calculate the damping coefficient. However, the real 
part of the complex wave number K for slightly damped capillary waves 
(ReK >> ImK) can be estimated.  

Both the inhomogeneities of the surface tension and of the dynamic sur-
face elasticity scatter capillary waves. In the former case one can estimate 
the effects of multiple scattering if the line tension and the particle size are 
known. The existing experimental estimates of the line tension for the 
boundary between two-dimensional fluidlike phases give too low values, 
which cannot lead to any measurable scattering effects (Benvegnu and 
McConnel 1992). The larger numbers can be expected for the boundary 
between solid-like phases, especially under non-equilibrium conditions. In 
this case a noticeable influence of the multiple scattering has been pre-
dicted (Noskov 1998). Although the fluctuations of the surface elasticity 
usually almost do not influence the scattering of transversal waves, a spe-
cial situation arises when the continuous surface film contains regions of a 
gaseous two-dimensional phase (two-dimensional bubbles). If the dynamic 
surface elasticity of the scatterer tends to zero, large multiple scattering ef-
fects can be observed (Noskov 1998).   

Although the Eqs. (13), (14) do not allow us to estimate the contribution 
of scattering to the effective damping coefficient of surface waves within 
the assumptions, which have been made in this work, this can be fulfilled 
with the use of the total scattering length Qs (Chou and Nelson 1994) 

2/ImIm snQkK (15)

The total scattering length was calculated in Noskov (1991). The notice-
able changes of the effective damping of surface waves arise simultane-
ously with the corresponding changes of the wavelength. In this case it is 
possible to speak about a new mechanism of the wave damping: the effec-
tive damping coefficient, which can be measured experimentally, increases 
at the account of scattering. 
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Laboratory study of the damping of parametric ripples 
due to surfactant films 

Stanislav A. Ermakov and Sergei V. Kijashko 

Institute of Applied Physics, Nizhny Novgorod, Russia 

Abstract. Laboratory studies of damping of capillary-gravity waves 
(CGW) due to organic films were carried out in a wide range of surfactant 
concentrations using a method of parametrically excited surface waves 
(Faraday ripples) at wave frequencies from about 15 Hz to 30 Hz. The 
threshold acceleration for CGW excitation and CGW wavelengths were 
measured and the wave damping and the surface tension coefficients were 
retrieved for a clean water surface and for water covered with organic 
films. It is obtained that the damping coefficient for ordinary surface-
active substances (e.g., oleyl alcohol and oleic acid) exhibits a maximum 
at small surfactant concentrations, comparable with the concentrations 
needed for monomolecular coverage and remains practically constant at 
large concentrations. The damping coefficient for polymer films (poly-
oxyalkylene glycol - “Emkarox”) shows two maxima, one of which is a 
narrow peak at small concentrations similar to the case of ordinary surfac-
tants, and a "plateau"-like maximum at large concentrations. The dynamic 
film elasticities are retrieved from the measured damping coefficient using 
a theory of wave damping for purely elastic films. The dynamic elasticities 
are shown to differ strongly from the static elasticities, especially at large 
surfactant concentrations. 

1  Introduction. 

Damping of gravity-capillary waves due to organic films has been a prob-
lem of long-term interest in physico-chemical hydrodynamics (Levich 
1962, Lucassen-Reynders and Lucassen 1968), the problem also is very 
important in oceanography, in particular, in studies of organic slicks on the 
ocean surface and their remote sensing using radar and optical methods 
(Alpers and Hühnerfuss 1989, Scott 1986, Scott and Thomas 1999 and the 
references therein). The most interesting aspect for remote sensing of 
slicks with C-, X-, Ku-, and Ka-band radars is the damping of centimetre-
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millimetre-scale wind ripples with frequencies of about 5 Hz to 50 Hz. It 
follows from theory (Levich 1962) that the damping action of films on 
surface waves is determined by the dilational film viscoelasticity. This pa-
rameter depends on surface and bulk diffusion, relaxation processes, film 
viscosity, wave frequency etc. and its measuring is a very difficult prob-
lem. Surface films formed by insoluble surfactants, when neglecting sur-
face diffusion and relaxation processes, can be the considered as purely 
elastic with a constant elasticity modulus E. The latter was measured tradi-
tionally using the Langmuir trough technique, which gives us information 
about “static” elasticity, corresponding to very slow film deformations. 
However, Hühnerfuss (1986) clearly showed that static or low-frequency 
elasticity values for the prediction of the damping of cm-mm-scale CGW  
are not adequate for insoluble surface films at monomolecular coverage (= 
completely covered water surface). Note, that a new method of estimating 
the film elasticity at low frequencies (about 1 Hz) was developed based on 
measurements of parameters of longitudinal waves (Bonfillon and Lange-
vin 1993, Noskov et al. 1998). Previous wave damping measurements 
were carried out mostly for very short capillary waves with frequencies of 
about 100 Hz and higher (Lucassen-Reynder and Lucassen 1968, Noskov 
and Grigoriev 1996, and cited literature), and for decimetre waves with 
frequencies about 2.5 Hz and smaller (Hühnerfuss et al. 1984). Experi-
mental data on the damping of cm-scale waves, however, are rather scanty 
at present. Among them are the measuments by Cini et al. (1987) carried 
out at frequencies 3 Hz – 12 Hz for one chemical at a given concentration, 
mainly aiming to demonstrate the existence of a maximum of the damping 
coefficient in the frequency domain. One can note also measurements of 
wave damping by Pogorzelsky et al. (1984) at a frequency of 30 Hz, and 
by Garrett and Zisman (1970) at a frequency of 60 Hz. The last experi-
ments were conducted simultaneously with measurements of the film pres-
sure in a Langmuir trough, and the measured damping coefficient was 
compared with theoretical predictions when using the static film elasticity 
(Dysthe and Rabin 1986). Qualitative agreement with theory was obtained, 
although the measurements were carried out with monolayers below 
monomolecular coverage in a comparably narrow surfactant concentration 
range. Scott and Stephens (1972) carried out measurements for polymer 
films in a wide concentration range at a wave frequency of 30 Hz and 
found some interesting peculiarities of wave damping, which, in particu-
lar, are studied further in this paper.    

Note, that previous wave damping measurements were conducted for 
monomolecular films at surfactant concentrations which usually were 
smaller or comparable with the concentrations representing a completely 
covered water surface. It follows from measurements by a Langmuir 
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trough and by the method of longitudinal waves that a static or a low-
frequency elasticity modulus tends to zero at concentrations exceeding 
saturated monolayer concentrations. Correspondingly, one might expect 
that the damping coefficient tends to its value for a clean water surface. 
This, however, contradicts to numerous observations of strong wave 
damping at large concentrations (Hühnerfuss 1986, Ermakov et al. 1995, 
Henderson 1998), and is also in disagreement with observations of damp-
ing in artificial slicks for which mean surfactant concentrations are often 
large, and which often represent saturated monolayers with microscopic 
drops of surfactants. Recently, Ermakov et al. (1995, 1996) addressed the 
problem, when estimating dynamic elasticities of some traditional surfac-
tants at concentrations both below and above monomolecuar coverage. 

Here we present an extended study of wave damping due to films of in-
soluble ordinary surfactants and a polymer substance for a wide surfactant 
concentration range. Retrieval of the film elasticity from the damping 
measurements has been performed, and compared with static film elastic-
ity.

2  Experimental 

The experimental apparatus comprised a small rectangular container (13.9 
cm x 4 cm x 2 cm), an electromagnetic shaker, an accelerometer, and a la-
ser slope wave gauge. Surface waves were excited at a frequency which is 
half the shaker frequency. In the experiments the threshold acceleration, 
corresponding to parametric excitation of CGW was measured, and the 
damping coefficient which is known to be proportional to the threshold ac-
celeration could be retrieved. The wave excitation was detected with a la-
ser slopemeter. The modes of parametrically excited CGW in the container 
could be clearly observed visually and in photographs, at CGW frequen-
cies of about 10-15 Hz and larger the plane wave modes with longitudinal 
wave numbers only were mainly excited. Note, that when changing the 
surfactant concentration, and as a result, the surface tension coefficient, the 
mode number and the wavelength of CGW at a given frequency were also 
changed, CGW of neighboring modes could be excited, too. Therefore, to 
keep only one mode of CGW and thus to minimize errors in the determina-
tion of CGW wavelength and the damping coefficient, some tuning of the 
shaking frequency to the resonance conditions was needed. In practice, 
however, this tuning in the considered frequency range was quite small.  

Water for experiments was carefully purified using a carbon filter, usu-
ally 10-15 purification cycles were performed for each experiment. Before 
measurements, the water surface in the container was cleaned several times 
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by skimming with paper, then auxiliary wave measurements were carried 
out immediately after the cleaning and 10-15 min later to check, if there 
were surfactants in the bulk water. Different insoluble surfactants - oleyl 
alcohol, oleic acid and polyoxyalkylene glykol (“Emkarox”) - were tested 
in the present experiment. The surfactants were dissolved in ethanol to 
spread films at given concentrations. Note, that the viscosity coefficient of 
an aqueous solution of ethanol is larger, than for pure water, correspond-
ingly ethanol can enhance the damping coefficient. Special experiments 
were conducted to estimate this effect and to choose proper concentrations 
of surfactant solutions for which the action of ethanol was small compared 
with the effect of the surfactants. 

3  Theory  

The damping coefficient of standing surface waves in a closed container 
can be written in the form  

 = w + s +  c (1)

where w , s ,and c denote the damping coefficients due to the container 
walls, the water surface and contact line effects, respectively.  

The damping due to walls is connected with viscous dissipation within 
the boundary layers at the walls of a container and can be found easily in 
the boundary layer approximation (Ermakov et al. 1995)  
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a
mk ,  denotes the kinematic viscosity coeffi-

cient of water, k  the wave number of a standing CGW mode with indexes 
(m, n),  the frequency of a CGW mode with wave number k, a and b the 
width and the length of a rectangular container,  h the water depth.  

The damping coefficient due to surface, covered with an elastic film can 
be written as (Lucassen-Reynders and Lucassen 1969, Cini et al. 1987) 

Ds 0 (3)
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Here  denotes the water density, E the film elasticity modulus. 
Description of wave damping due to contact line effects needs some 

empirical data on meniscus velocities (Henderson 1998). Therefore, the 
third component in (1) is not considered here because of the lack of our 
knowledge about the phenomenon. One, however, can assume that the 
contact line effects give a small contribution to wave damping, because the 
dimensions of the container are large compared with the characteristic cap-
illary scale and the wave amplitudes are small. In particular, since we 
study the parametric wave excitation near its threshold, i.e., at very small 
amplitudes, the contact line is nearly “pinned” to the walls. Then, accord-
ing to Miles’ theory of wave damping due to dynamic contact line, the ad-
ditional wave damping, which is proportional to the speed of the contact 
line at small speed values (Miles 1991, Henderson 1998), is expected to be 
small.  

4  Results and Discussion 

4.1  Clean water

Wave damping in the container with clean water was measured in the fre-
quency range 10 Hz - 32 Hz. Figure 1 shows the experimental total damp-
ing coefficients and the damping coefficients calculated for a plane wave 
mode (m = 1) and “mixed” modes with m = 1,2. 

It can be inferred from Figure 1 that the damping coefficient values for 
the plane mode are practically the same as for the "mixed" modes, i.e., the 
wall damping coefficient mainly depends on frequency, but not on the 
mode structure. One, therefore, can conclude, that the mixed modes weak-
ly affect the wave damping coefficient, even if they are excited in experi-
ment. Furthermore, Figure 1 shows that experimental values of the damp-
ing coefficient are in reasonable agreement with theory. However, the 
experimental values are a little smaller than theoretically predicted, thus 
showing that the measured damping is smaller than a sum of the surface 
damping and the wall damping for free contact line. This, probably, can be 
due to the "pinning" of the contact line between the water surface and the 
walls. According to Hocking (1987) “the damping rate when this edge 
condition is used is probably less than that for the free-end condition be-
cause of the reduction in the movement of the interface at the contact”. 
This assumption, however, needs further special investigations. 
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Fig.1. Damping coefficient due to walls and clean water surface.  - experiment, 
, , x – theory for modes 0,1,2 

4.2  Wavelengths at film-covered water surfaces  

Measurements of the wavelengths of standing CGW were carried out from 
photographs of the wave patterns in the container. In order to reduce the 
influence of the meniscus on the wavelength the wave crests/troughs dis-
tances were measured for the waves not adjacent to the container walls. 
The results for CGW at a frequency of 25 Hz are shown in Figure 2. 

The surface tension coefficient for the studied films can be found eas-
ily from the dispersion relationship as follows: 

 =( 2 -gk)/k3                                     (3)

Corresponding film pressure values  = 0 - ( ) as a function of surfac-
tant concentration , calculated from the wavelength measurements are 
shown in Figure 3, arrow bars are shown in the last graphic. In Figure 3 the 
static elasticity values, estimated from the pressure-concentration curves as 
E= (dP/d ) are also presented (the scale for the values of elasticity and 
film pressure is the same). 
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Fig. 2. Wavelength of 25 Hz waves as a function of surfactant concentration of 
oleyl alcohol (a), oleic acid (b) and Emkarox (c) 

It follows from Figure 3 that the film pressure values increase with sur-
factant concentration tending to nearly constant values at large concentra-
tions, which correspond to monomolecular films reflecting complete 
monomolecular coverage. The concentrations of the latter films are about 
(1.5 - 2) mg m-2.

The behaviour of the pressure-concentration curves is analogous to the 
pressure-concentration curves obtained with Langmuir trough technique. 
Figure 4 gives examples of static isotherms for films of oleyl alcohol and 
Emkarox, measured at the University of Southampton with a Langmuir-
Blodgett Trough “NIMA 611”. The static elasticity values shown in Figure 
4 are calculated from the isotherms (the scale for the elasticity values in 
Fig. 4 is the same as for the film pressure values).   
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Fig. 3. Film pressure-concentration curves, retrieved from wavelength measure-
ments for films of oleyl alcohol (a), oleic acid (b) and Emkarox (c).  – static elas-
ticity values 

Some differences between the isotherms and the elasticity curves in Fig-
ures 3 and 4 are worth noting. In particular, the concentrations reflecting 
monomolecular coverage appear to be a little smaller than for the iso-
therms in Figure 3, the elasticity values in Figure 3 are also smaller than 
those in Figure 4. This can be connected with enhanced diffusion of sur-
factants dissolved in ethanol from the surface to the subsurface microlayer 
due to parametrically excited surface waves and container vibrations. 
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Fig. 4. Pressure-concentration curves and elasticity (dashed lines) for oleyl alcohol 
(a) and Emkarox (b) obtained from Langmuir trough measurements  

In spite of these quantitative differences, qualitatively the behaviour of 
the static elasticity curves are similar in Figures 3 and 4: the elasticity 
achieves a maximum at small concentrations of the order of a saturated 
monolayer concentration and then decreases very quickly tending to small 
values for saturated films. 

4.3  Wave damping coefficients

The measured relative damping coefficients, i.e., the damping coefficient 
at a given surfactant concentration, normalized by the damping coefficient 

0  for a clean water surface is shown in Figure 5 at different wave fre-
quencies for oleic acid, oleyl alcohol and Emkarox films.  

Note, that the ranges of surfactant concentrations for all substances 
strongly exceeded the concentrations needed for monomolecular coverage. 
The damping coefficient curves for oleic acid and oleyl alcohol films ex-
hibit one peak at monolayer concentrations below monomolecular cover-
age. At large concentrations the damping coefficient for these substances is 
practically constant. This can be explained by the fact that oleic acid and 
oleyl alcohol at large concentrations form monomolecular films with the 
excess of the surfactant material accumulated in small drops ("lenses"); at 
sufficiently large concentrations the drops can be seen by eye. The small 
drops do not strongly influence the damping of cm-scale waves, if wave 
scattering is weak and if the wave periods are low compared with the char-
acteristic relaxation time of the drops. Therefore, the “oversaturated” films 
simply act on surface waves like a monolayer completely covering the wa-
ter surface.  The low increase in the damping coefficient at very high mean 
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concentrations for oleyl alcohol (Figure 5) is probably due to the solvent 
action.
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Fig. 5. Relative damping coefficients of oleyl alcohol (a), oleic acid (b) and Em-
karox (c) vs. surfactant concentration 

The damping coefficient curves for Emkarox films exhibit two peaks: a 
narrow one at low concentrations of about 0.5 mg m-2 and a "plateau"-like 
maximum in the concentration range from about 2-3 mg m-2 to 6-7 mg m-2.
The curves are similar in shape to that reported by Scott and Stephens 
(1971) for a film of soluble polymers. The first part of the damping coeffi-
cient curves with the first narrow maximum seems to be similar to the 
damping curves for monolayers of oleic acid and oleyl alcohol. Probably,  
polymer molecules at small concentrations unfolded and lay on the water 
surface interacting with water due to their hydrophilic monomer groups, so 
that a polymer film at this stage can to some respect be analogous to films 
formed by ordinary surface-active molecules. At higher concentrations the 
polymer chains increase the number of loops and tails and the molecules 
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tend to exist as coils. This can lead to a more complex behaviour of the 
damping curves.  

4.4  Film elasticities  

In order to retrieve film elasticities from the damping coefficient values we 
assumed that the films can be described as purely elastic and the relation 
between the damping coefficient and the film elasticity parameter is given 
by expression (3). The problem of retrival of the film elasticity from for-
mula (3) is that there are two elasticity values (two roots) corresponding, in 
general, to a given damping coefficient value measured at a given wave 
frequency. The problem of the proper choice of retrieved elasticity values 
seems to be solved, if the damping coefficients will be measured at several 
wave frequencies. Then for purely elastic insoluble films the real elasticity 
value should be equal at different wave frequencies. Usually, however, 
both the roots for the retrieved elasticity values are different at different 
frequencies because of experimental errors and because a purely elastic 
film is only an idealization of real films. Therefore, some additional argu-
ments have to be included to choose a physically significant elasticity 
value retrieved from damping measurements at a given frequency. 

The film elasticity roots retrieved from the data presented in Figure 5 
are shown in Figure 6. One should note that the two roots tend to each 
other at concentrations corresponding to the maxima of the damping coef-
ficients. We assume that a transition of the film elasticity values from one 
root to another should occur. It will give us a smooth dependence of the 
elasticity on concentration with a continuous derivative of the elasticity on 
concentration, which is reasonable from a physical point of view. If to as-
sume the elasticity as one of the roots in the whole concentration range, 
then the derivative of the retrieved elasticity will have a step-like behav-
iour at concentrations of the damping maxima.   

The resulting elasticity values, using the above criterion are given in 
Figure 7. Obviously, the elasticity for the ordinary surfactants increases 
monotonously with concentration tending to some large limiting values at 
concentrations of the order and larger than monomolecular coverage. The 
physical arguments in favour of this behaviour are as those presented 
above. Namely, at concentrations reflecting monomolecular coverage the 
surface-active molecules are directed practically normal to the water sur-
face and strongly interact with each other, so that the monolayer exhibits 
high elasticity. At mean concentrations exceeding monomolecular cover-
age the excess of surfactant materials will form microscopic drops. If the 
periods of surface waves are small compared with the characteristic times 
of surfactant exchange between the drops and the monolayer, then the 
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processes of "condensation/evaporation" of the drops when waves com-
press and dilate the film are insignificant and practically do not affect the 
resulting film elasticity. The latter is expected to be as high as for the satu-
rated monolayer. We feel that this is the case for high-frequency gravity-
capillary waves. At very slow quasistatic film deformations the opposite 
limiting case can be realized and the film elasticity at concentrations ex-
ceeding the saturated monolayer concentrations is nearly zero. Another ar-
gument in favour of choosing the high root values at high concentrations 
for the ordinary surfactants is that the relative damping coefficients slight-
ly decrease with frequency in this concentration range. This, according to 
theory occurs for large elasticity values. 
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Fig. 6. Elasticity roots of oleyl alcohol (a), oleic acid (b) and Emkarox  (c) films, 
retrieved from the damping coefficient values 
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Fig. 7. Retrieved dynamic elasticities of oleyl alcohol (a), oleic acid (b) and Em-
karox  (c) films 

For the Emkarox film at low (smaller than 0.4 mg m-2) and at high (lar-
ger than 6-8 mg m-2) concentrations the relative damping increases with 
frequency, so that we choose the smaller root. Besides, the other root gives 
unrealistically large values in these concentration ranges. In the intermedi-
ate concentration range the relative damping decreases with frequency, and 
we assume the elasticity described by the upper root. This general behavior 
of the elasticity of Emkarox polymer films in Figure 7 is similar to that ob-
tained by Scott and Stephens (1972) for soluble polymer film. We hypo-
thesize that at rather low concentrations polymer molecules lie on the wa-
ter surface forming two-dimensional chains attracting to the surface due to 
their hydrophylic groups. When the polymer concentration increases, the 
polymer chains, being two-dimensional, become in stronger interaction to 
each other thus increasing film elasticity and wave damping. At large con-
centrations the polymer molecules, presumably, can form three-
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dimensional coils which can be more compressible, so that the film elastic-
ity decreases. 

5  Conclusions

Laboratory measurements of the damping coefficient and wavelengths 
of cm-mm-scale surface waves due to ordinary surfactants (oleic acid and 
oleyl alcohol) and polymer (polyoxyalkylene glycol - “Emkarox”) organic 
films in a wide concentration range and at different wave frequencies are 
carried out using a method of paramertically excited waves.  

It is shown that the dependencies of the damping coefficient on surfac-
tant concentration are quite different for the ordinary surfactants and for 
the polymer films. For the ordinary surfactants the damping coefficient 
achieves a maximum at concentrations of the order of the concentration of 
saturated monolayers; at higher concentrations the damping coefficient is 
high and practically constant. For the polymer films the damping coeffi-
cient has a low-concentration peak similar to the case of ordinary surfac-
tants and a "plateau"-like maximum at high concentrations. 

The dynamic elasticities of the ordinary and polymer films are estimated 
from the measured damping coefficient using a theory of wave damping 
for purely elastic films. It is obtained that the elasticity of the ordinary sur-
factants at the concentrations larger that the saturated monolayer concen-
tration is quite large and does not depend on concentration, while the static 
elasticity is practically zero in this concentration range. This can be ex-
plained by the fact that the ordinary surfactant films at large concentrations 
represent a saturated monolayer with microscopic drops. The drops weakly 
affect the wave damping and corresponding dynamic film elasticity in this 
case is as large as for saturated monolayers. 

The estimated dynamic elasticity of the polymer film also differs from 
the static elasticity. The dynamic elasticity increases with concentration, 
achieving a maximum at intermediate concentrations (between the two 
damping coefficient maxima), and then decreases monotoniously to small 
values at large concentrations. 
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Wave tank study of phase velocities and damping of 
gravity-capillary wind waves in the presence of surface 
films
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Vladimir Yu. Goldblat, and Yury B. Shchegolkov 

Institute of Applied Physics, Nizhny Novgorod, Russia 

Abstract.  The wave number-frequency spectra of gravity-capillary waves 
were measured using two optical spectrum analysers and an artificial gra-
dient illuminator. It was found that phase velocities of centimetre-milli-
metre (cm-mm) scale waves on clean water do not obey the dispersion re-
lation of free surface waves, but they increase with fetch, while frequen-
cies of dominant decimetre (dm)-scale wind waves decrease with fetch. 
This observation implies that the wind wave spectrum contains nonlinear 
cm-mm-scale harmonics bound to the dominant waves and propagating 
with the phase velocities of the dominant waves. The relation between 
bound and free waves can be estimated from measurements of phase velo-
city. Wind ripple damping was found to be maximum at wavelengths 
around 5-7 mm. The latter effect agrees with results of our field experi-
ments using artificial slicks and can be explained qualitatively by a non-
linear “cascade” damping mechanism, when the damping of dm-scale 
dominant waves leads to strong damping of their cm-mm-scale nonlinear 
harmonics including damping of “parasitic” capillary ripples.   

1  Introduction 

It is well known that marine slicks detected by radars and optical systems 
may be used to characterize areas of biological productivity or pollution. 
In order to retrieve parameters of marine films from radar/optical observa-
tions of slicks one needs to know the physical mechanisms responsible for 
the damping of short wind waves. Classical linear wave damping theory 
(Lucassen-Reynders and Lucassen 1969 and references therein) predicts a 
maximum of the relative damping coefficient in the centimetre wavelength 
range. Our recent field experiments with artificial slicks (Ermakov et al. 
1998), however, showed that the relative damping (contrast) of short wind 
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waves increases monotonically with wave number and achieves a maxi-
mum in the range 9-12 rad cm-1 (wavelengths about 5-7 mm). A nonlinear 
mechanism of wave damping for cm-mm-scale waves has been hypo-
thesized, based on the assumption that nonlinearity of dm-cm-scale waves 
makes a significant contribution to the spectrum of cm-mm-scale waves.  

Short dm-cm-scale gravity waves are characterized, even at low winds, 
by rather large slope values, so that nonlinear effects can determine the 
wind wave spectrum in the gravity-capillary range. One of the effects is 
connected with a non-sinusoidal profile of dm-cm-scale surface waves, 
which can be considered as a result of generation of “bound waves” - high-
order harmonics and parasitic capillary ripples (Longuet-Higgins 1992). 
The bound waves move with the phase velocities of basic gravity waves, 
as experimentally confirmed for cm-scale waves (Yuen and Lake 1982) 
and for the parasitic capillary ripples (Ermakov et al.1986), generated by 
periodic gravity waves. The phase velocities of cm-mm-scale wind ripples 
are determined by free capillary-gravity waves and by bound waves. Mea-
surements of phase velocities of wind ripples in support of this assumption 
are scarce and have so far been carried out in a frequency range of about 
1.5-10 Hz (wavelengths 40-2.5 cm) using contact methods (Yuen and Lake 
1982, Ramamonjarisoa and Giovanangeli 1978), and, also at two wave-
lengths of about 1.5 cm and 0.5 cm using X-band and Ka-band radar mea-
surements (Gade et al. 1998). No other measurements of phase velocity of 
capillary-gravity wind waves (wavelengths smaller than 2-3 cm) have been 
reported, at sea or in wave tanks, although these studies are very important 
for the development of models of wind waves. 

The amplitudes of the high-order harmonics very strongly depend on the 
amplitude of the basic waves. For Stokes waves, for example, the ampli-
tude of the n-th harmonic is proportional to the n-th power of the ampli-
tude of the basic wave. Therefore, even weak damping of dm-scale basic 
waves due to films can lead to strong nonlinear depression of the bound 
waves (“cascade” effect), the latter effect can result in a maximum of the 
damping in the mm-scale wavelength range. 

This paper presents wave tank optical measurements of phase velocities 
of wind waves on clean water surfaces and on water surfaces covered with 
organic films and measurements of film-induced water wave damping. The 
results confirm the assumption that the wind wave spectrum contains non-
linear cm-mm-scale harmonics bound to the dominant wind waves, giving 
a strong contribution to the damping of wind waves due to films. 
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2  Experimental 

Experiments were carried out in the oval wind wave tank of the Institute of 
Applied Physics. A sketch of the experimental approach is shown in Fig-
ure 1.

10 cm

1.2 m

wind

MOSAOSA

wire 
gauge

30 cm

30 cm

illumination system

I(x,s)

film clean water

Fig. 1. Schematic diagram of the present wave tank experiment; OSA  second 
Optical Spectrum Analyser; MOSA  Multichannel ("Stroboscopic") Optical 
Spectrum Analyser 

The phase velocities of surface waves were measured using an optical 
method based on the refraction of incident light by the rough water sur-
face. Surface waves can be imaged by refracted light, as a result of both 
the dependencies of the refraction coefficient on the local surface slope 
and the nonuniformity of the light source. The latter factor is usually more 
important when observing the water surface at low incidence angles (near 
the nadir direction). If the intensity of the image of the water surface at 
each point is proportional to the local wave slope, the wave number spec-
trum of the image is linearly related to the wave number spectrum of sur-
face waves. In order to satisfy this condition, a gradient illumination sys-
tem has been designed, analogous to that reported in Keller and Gotwols 
(1983) and later in Jähne and Riemer (1990). 

The illumination system contained a transparent plastic box, installed at 
the bottom of the wave tank and filled with an aqueous suspension of La-
tex particles with a diameter of about 0.3  - 0.4 . A nearly parallel light 
beam from a line-source lamp is directed into the box. Measurements with 
a photo receiver have shown that the resulting light intensity, in accor-
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dance with first order scattering theory, decreases nearly exponentially 
with distance in the horizontal plane as I0(x) = I0 exp(- x) with a character-
istic scale 1/ , depending on the Latex concentration. The light intensity 
weakly depends on the refracted angle except the "forward scattering an-
gle” range, which is not the range of interest in our experiments. 

The water surface is imaged by a lens with a vertically directed axis, po-
sitioned over the water surface. It can be shown (Keller and Gotwols 1983) 
that the light intensity in the image plane can be written in the first order 
approximation as follows 

)](01)[(),( 2
0 sscxIsxI (1)

where I0(x) is the light intensity in the absence of surface waves, 
and s denotes the surface wave slopes. The coefficient c in (1) for nearly 
isotropic light scattering and at low refraction angles is proportional to the 
light intensity gradient. The quadratic term in (1) is small for the con-
ditions of the experiment (less than 0.5 % in the power slope spectrum).  

The Multichannel ("Stroboscopic") Optical Spectrum Analyser (MOSA) 
allows us to carry out spatial Fourier analysis of the images of a ruffled 
water surface. One can show (see, Appendix) that the frequency spectrum 
s( ) = < |i( )|2 > (<…> denotes statistical averaging) of the MOSA signal 
i(t) can be written in the form  

),0,()(~)( 2
0

2 nKVnKFIcAFSSs n (2)

Here An denotes the Fourier coefficients describing the slit transparency 
function, F(kx,ky, ) is the wave number-frequency slope spectrum (con-
volved with the spectrum of the aperture of the MOSA) at discrete wave 
number values nK = n2 /L, n = 1,2,3,…, and L is the period of the slits. 
The reference frequency KV is determined by the slit velocity V. If surface 
waves obey some dispersion relation  = k(kx,ky), then the spectrum of 
the MOSA signal has the form of peaks at frequencies nKV + k(nK,0) 
with amplitudes equal to the wave number spectrum at kx = nK, ky = 0. 
When measuring the frequency shifts of the spectrum peaks relative to the 
basic frequencies nKV, one can obtain the frequencies at wave numbers nK
of surface waves propagating in the x-direction. The term FSS in formula 
(2) is due to an apparatus effect. FSS represents a system of peaks at fre-
quencies nKV and corresponds to the undisturbed water surface. In the ex-
periments the MOSA could detect surface waves in the wavelength range 
from about 10 cm down to 0.6 cm for clean water and to 1-2 cm for con-
taminated water (the shortest detectable wavelengths depend on the inten-
sity of the waves exceeding the noise level of the MOSA). The second op-
tical analyser (OSA) allowed us to measure only the wave number 
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spectrum water waves, but for shorter wavelengths, from about 5 cm to 2-3 
mm. The two analysers were positioned over the wave tank, with co-
located look areas. Co-located wave height measurements were also per-
formed, using a wave gauge. Wind wave measurements were carried out 
for clean water and for water surfaces covered with surfactant films at a 
mean wind velocity of 2.5 m s-1 at a height of 15 cm and at two different 
fetches: 12 m and 8 m. Wind drift velocities were measured between 4 cm 
s-1 for clean water and about 3 cm s-1 for contaminated water using small 
floats.

The films were produced by spreading of 10%-solution of oleic acid in 
ethanol, the solvent was used to ensure better spreading of surfactants and 
formation of monomolecular films. Two different amounts of oleic acid 
were spread on the water surface for each fetch - about 1 mg and 2 mg 
(“film 1” and “film 2”). In the stationary wind wave regimes the films oc-
cupied a part of the tank from about 2.5 m to 3 m length, depending on the 
fetch and the amount of the surfactant. The surfactant concentrations 
ranged above those necessary for monomolecular coverage of oleic acid 
monolayers (which is about 1.1 mg m-2), the elasticity of saturated oleic 
acid films can be considered as constant (Ermakov et al. 2006). Therefore, 
differences between wave propagation conditions in the experiments with 
different films could be characterized mainly by a distance from the up-
wind edge of the film to the look area. The largest distance from the edge 
of the film and, correspondingly, the most strong wave damping was for 
the case of “small fetch/film 2”, while the case “large fetch/film 1” was 
characterized by the shortest distance and the weakest damping. Results 
below are presented for these two limiting cases.  

3  Results 

3.1  Clean water surface 

3.1.1  Regular waves  

Firstly, measurements of the wave number-frequency spectrum were con-
ducted for steep mechanically generated waves of frequency 4.67 Hz. In 
order to detect the waves, the parameter L of the MOSA was chosen to be 
equal to 7.5 cm, i.e., equal to the basic wavelength of the steep waves. The 
wave amplitudes were 0.6 mm and 3 mm. The phase velocities and ampli-
tudes of the first four harmonics in the wave number spectrum are plotted 
in Figure 2.  
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Fig. 2. Phase velocities and relative amplitudes of harmonics of a short gravity 
wave with a wavelength 7.5 cm. Fig. 2a: - measured velocity, solid line –linear 
theory. Fig. 2b: wave amplitude 0.6mm ( ) and 3mm ( ), solid lines – Stocks 
theory 

Obviously, the phase velocities of high-order harmonics with wave-
lengths L/n are equal to the phase velocity of the basic harmonic (n=1), so 
that these harmonics can be considered as bound to the basic wave. The 
measured harmonic amplitudes for the second and third harmonics are 
found to be in good agreement with Stokes theory. The amplitude of the 
4th harmonic aIV is about 2 times larger than that in theory; this is, as we 
assume, because the Stokes expansion is not valid for strong gravity waves 
with asymmetric slopes and parasitic capillary ripples propagating along 
the forward wave slopes.  

3.1.2  Wind waves 

The wave number-frequency spectrum of wind waves was measured at 
low wind velocity, 2.5 m s-1, and at two different fetches. Dominant dm-
cm-scale wind waves are steep enough and are characterized by asymmet-
ric profile and parasitic ripples generation even at such a low wind veloc-
ity, so that we expect that nonlinear effects can be quite strong. Co-located 
measurements of wave height were conducted using a wave gauge. The 
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wave height frequency spectra at two fetches are shown in Figure 3a, de-
monstrating that the frequencies of the dominant waves are different at the 
large and small fetches, 4.7 Hz and 5.3 Hz, respectively.  

The phase velocities of wind waves obtained from measurements using 
the MOSA are presented as functions of the wave numbers in Figure 3b. 
Note that in this set of experiments the parameter L of the MOSA was cho-
sen to be 10 cm. A theoretical dependence of the phase velocity of free 
surface waves accounting for the wind drift are also presented in Figure 3b 
at a drift velocity Vdr of 4 cm s-1. It follows from Figure 3b that the phase 
velocities of cm-mm-scale wind waves do not obey the dispersion relation-
ship for free waves, being larger and increasing more slowly with wave 
number in the range from about 2 rad cm-1 to 10 rad cm-1  than free waves. 
The phase velocities in this wavelength range also increase with fetch (one 
should remind that the phase velocities of the dominant waves, according 
to the dispersion relationship of free surface waves, are larger at the large 
fetch than at the small one). Both of these facts support the existence, in 
the wind wave spectrum, of bound harmonics which propagate with the 
phase velocity of the dominant waves. Note, that for better frequency reso-
lution in the spectrum of the MOSA signal we could discriminate between 
peaks corresponding to free and bound waves at a given wave number. 
However, in our experiments we determined only weighted mean of phase 
velocities.
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Fig. 3.  Frequency spectra (a) and phase velocities (b) of wind waves at two 
fetches (1 - small fetch, 2 - large fetch). Clean water, wind velocity 2.5 m/s.  Solid 
line in Fig. 3b – phase velocity for linear gravity-capillary waves (surface tension 
72 mN/m) accounting for wind drift  

3.2  Contaminated water surface 

Wave damping due to a film is characterized by the contrast K(k) = 
Fnsl/Fsl, where Fnsl and Fsl denote the spectra of wind waves in non-slick 
and slick regions at a given wave number k. The contrasts and the phase 
velocities measured by the optical spectrum analysers are presented in 
Figure 4 for the case of “large fetch/film 1” and in Figure 5 for the  case of 
“small fetch/film 2”. The contrast curves in Figures 3 and 4 show the oc-
currence of the maximum, which corresponds approximately to wave-
lengths of about 6-8 mm, which are typical wavelengths of parasitic capil-
lary ripples (Ermakov 1986). The wavelengths of the contrast maximum 
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are the same as those obtained in our field experiments with artificial 
slicks (Ermakov 1998). This confirms our hypothesis about a nonlinear 
mechanism of damping of mm-scale wind ripples, connected with strong 
depression of parasitic ripples on the profile of basic dm-cm-scale waves 
due to film damping of these basic waves. 
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Fig. 4. Contrasts (a) and phase velocities (b) for cm-mm-scale wind waves at 
large fetch. Fig. 4a: 1 – MOSA, 2 – OSA. Fig. 4b: - clean water, - film 1, solid 
lines – linear theory for surface tension 72 mN m-1 and drift velocity 4 cm s-1

(curve1) and for surface tension 32 mN m-1  and drift velocity 3 cm s-1  (curve 2)   

The phase velocities of cm-mm-scale waves decrease in the presence of 
a film and, as for clean water, do not satisfy the linear dispersion relation-
ship, the theoretical curves for phase velocities in Figures 4b and 5b are 
plotted for the surface tension values of 72 mN m-1  and 32 mN m-1  for 
clean and contaminated water, respectively.  
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Fig. 5. Same as in Fig. 4 for film 2. Small fetch 

Let us estimate the contribution of the free waves Ff to the wind wave 
spectrum. One can easily show that the measured phase velocity C at a 
given wave number k can be written as 

C = Ck  +R(Ckm - Ck  ) (3)

where R= Fb/F, Fb denotes the intensity of bound harmonics, F is the to-
tal intensity of the spectrum of wind waves at a given wave number k,
Ck=(g/k+Tk)1/2 +Vdr is the phase velocity of gravity-capillary waves ac-
counting for wind drift, and km is a wave number of the dominant dm-
waves.

The estimated “bound wave/total wave” ratio R is shown in Figure 6 for 
clean and contaminated water at the large fetch and in Figure 7 for the 
small fetch. 
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Fig. 6. Relative intensity of bound components in the spectrum of wind waves. 
Large fetch.  - clean water,  – film 1 

0 2 4 6 8 10
Wavenumber, rad/cm

0.0

0.5

1.0

Fig. 7. Same as in Fig. 6 for film 2. Small fetch 

It can be inferred from Figures 6 and 7 that the contribution of bound 
waves for a clean water surface for both fetches is quite large (about 0.6-
0.8). In the presence of the films R-values increase for the large fetch and 
decrease for the small one. This can be explained taking into account that 
dominant waves for the large fetch are comparably long (wavelengths 
about 8 cm). Therefore, the dominant waves and corresponding bound 
waves are damped weakly compared with free waves. For the small fetch 
the dominant waves are rather short (about 5 cm) and their harmonics can 
be damped stronger than free waves.  
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4  Conclusions 

Optical measurements of the wave number-frequency spectrum of wind 
waves in the wave tank have shown that the phase velocities of cm-mm-
scale waves do not obey the linear dispersion relationship of gravity-
capillary waves (GCW), both for clean water and in the presence of surfac-
tant films, since the spectrum in this wavelength range is essentially de-
termined by bound waves, which are nonlinear high-order harmonics of 
longer, dm-cm-scale waves. Nonlinear damping of “parasitic” capillary 
ripples on the profile of the dominant wind waves results in a contrast 
maximum in the mm-scale wavelength range of the spectrum. Relative in-
tensity of bound waves in the spectrum of cm-mm-scale wind waves has 
been estimated from the measured phase velocities. It is obtained that the 
contribution of bound waves is large and can either increase or decrease in 
the presence of surfactant films, depending on a wind wave regime.   

Note that the effect of damping of dm-waves and their nonlinear har-
monics as well as free waves depend on the film elasticity. Therefore, one 
can expect that the resulting phase velocity of the system “free 
waves/bound waves” should depend on the characteristics of films. This 
effect will be studied in further experiments. 
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APPENDIX:
Multichannel ("Stroboscopic") Optical  Spectrum  Analyser 

The principle of the MOSA operation was suggested by L.S. Dolin. The 
refracted light forming an image of the ruffled water surface in the image 
plane of a lens passes through a screen with narrow periodic slits. Then the 
light intensity of the image I(x,y,t) is integrated by a photo receiver. The 
output signal i(t) can be written in the form 

dxdyVtxRsyxIyxWti )(),,(),(~)( (A.1)

where R(x) describes the screen transparency (we assume that the slits are 
parallel to the y-axis), W is a  "window  function", which for a rectangular 
window can be written in the following form 

)(1)(1)(1)(1),( yyxx DyDyDxDxyxW (A.2)

Here Dx and Dy are the window scales in the x- and y- directions. In 
(A.1) we assumed that the slits move in the x-direction with velocity V,
practically it can be achieved using a rotating disk with radial slits, if the 
radius of the disk is large compared with the size of an analysed image. 
The periodic function R(x) can be represented by a Fourier series as 

R x A inKxn( ) exp( ) (A.3)

Then it follows from (A.1)-(A.3) and (1) that the spectrum i( ) of i(t) 
can be written in the form 

dxdyinKxnKVyxsxIyxWc
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(A.4)

Here

dxdyinKxxIyxWnKF )exp()(),()0,( 00 (A.5)

is the wave number spectrum of the mean intensity for an undisturbed wa-
ter surface multiplied by the window function W(x,y., In (A.4) s(x,y, )  is  
the amplitude frequency spectrum of wave slopes. The first term in the 
r.h.s. of (A.4) corresponds to an undisturbed water surface and does not 
contain information about surface waves. This "flat surface spectrum" has 
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a maximum at n=0 and decreases with wave number approximately as 
sin(nKDx)/nKDx . The second term in r.h.s. of (A.4), corresponding to a 
signal from a rough surface, can be discriminated, in general, from the "flat 
surface spectrum”, since it is shifted from the frequencies nKV; the shift 
from a given frequency nKV is equal to the frequency of surface waves 
with a wave number nK.

The power frequency spectrum of the MOSA signal s( ) = < |i( )|2 > 
(<..> denotes statistical averaging) can be written in the form (1) 

),0,()(~)( 2
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In (A.7) B(x,y, ) = < s(x+ ,y+ , )·s( , , ) > is the slope correlation 
function. It is easy to see that if the correlation lengths are small compared 
with Dx, Dy, 1

-1 then F in formula (A.7) in the first approximation is equal 
to the wave number-frequency spectrum of slopes convolved with the 
spectrum of the window spectrum, i.e.  
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Laboratory measurements of artificial rain impinging on 
slick-free and slick-covered water surfaces 

Nicole Braun, Martin Gade, and Philipp A. Lange 

Institute of Oceanography, University of Hamburg, Hamburg, Germany 

Abstract. Laboratory measurements with artificial rain were carried out in 
the wind-wave tank of the University of Hamburg, in order to gain better 
understanding of the radar backscattering from a slick-free and slick-
covered water surface, particularly when it is agitated by strong rain. We 
used a coherent 9.8 GHz (X band) scatterometer at different polarisations 
and at an incidence angle of 28 degrees, a resistance-type wire gauge, and 
a two-dimensional laser slope gauge. A water surface area of 2.3 m2 was 
agitated by strong artificial rain with a rain rate of 160 mm h-1 and rain 
drops of 2.9 mm diameter. The wind-speed range used in the present in-
vestigation was between 2 and 10 m s-1. A monomolecular surface film 
was produced by deploying oleyl alcohol on the water surface. The results 
of the analyses of the measured radar Doppler spectra and wave amplitude 
and slope spectra are presented. We show that while the wind-induced sur-
face roughness is strongly reduced in the presence of the slick, at a high 
rain rate (of 160 mm h-1) the surface slick less strongly affects the rain-
induced increase of the surface roughness (i.e., the generation of crowns, 
cavities, stalks, ring waves, and secondary drops).

1  Introduction 

Radar signatures of rain events are often observed on synthetic aperture 
radar (SAR) images of the ocean surface because rain drops impinging on 
the sea surface change the surface roughness in at least two ways: (1) 
roughness is increased because the rain drops generate ring waves, crowns, 
cavities, and stalks, and (2) roughness is decreased because they generate 
turbulence in the upper water layer which in turn dampens the wind gener-
ated water waves. Moreover, oceanic surface films (be they of biogenic or 
anthropogenic origin) strongly influence the backscattered radar power 
( rel) by damping the small-scale surface roughness, which is responsible 
for the radar backscattering at oblique incidence angles (between 20 and 
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75°, so-called Bragg waves). Figure 1 shows subsections of three SAR im-
ages of the Atlantic Ocean, north of the Azores, acquired on April 12th,
1994, at 0721 UTC by the Spaceborne Imaging Radar C/X Band SAR 
(SIR-C/X-SAR) at L-, C-, and X-band (from left to right), VV polarisation. 
The diagonal dark narrow line visible on the three images is caused by 
freshly spilled mineral oil, and the irregular bright spot in the image centre 
is caused by strong rain. This example shows the different imaging of the 
two counteracting phenomena (surface film and strong rain) at the differ-
ent radar bands: the contrast is highest at X-band, and it is lowest at L-
band. A more detailed analysis of the described phenomena can be found 
in Melsheimer et al. (1998) and Braun (1998), respectively. 

Fig. 1. Subsections of three synthetic aperture radar (SAR) images of the Atlantic 
Ocean, north of the Azores, acquired on April 12th, 1994, at 0721 UTC by the 
Spaceborne Imaging Radar C-/X-Band SAR (SIR-C/X-SAR) at L-, C-, and X-
band (from left to right), VV polarisation. The diagonal dark narrow line is caused 
by freshly spilled mineral oil, whereas the irregular bright spot in the image centre 
is caused by strong rain  

Braun et al. (2002) presented results from laboratory studies of the in-
fluence of artificial rain on the measured water surface elevation and slope, 
and, moreover, on the radar backscattering from a rain- and wind-
roughened slick-free water surface. In order to complement their findings, 
we performed a second measurement series, where we investigated the in-
fluence of artificial rain on a slick-covered water surface. The aim of these 
studies was to improve the classification of signatures visible on SAR im-
ages. In particular, for an effective surface film detection the influence of 
rain on the visibility of oceanic surface films has to be known. Vice versa,
if spaceborne radar data is used for the estimation of rain rates (as pro-
posed by Melsheimer et al. (1998)), one has to know how surface films af-
fect the radar signal of (strong) rain events over the ocean surface. First re-
sults of our studies are presented herein. 
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2  Instrumentation 

The wind wave tank of the University of Hamburg is 26 m long and 1 m 
wide. It is filled with fresh water with a mean water depth of 0.5 m. The 
wind-tunnel height is 1 m, and the effective (maximum) fetch is 19 m. All 
measurements reported herein were performed at a fetch of 14.5 m and at 
wind speeds between 2 and 10 m s-1 generated by a radial blower. In the 
measurement and rain area, the metallic plates of the tank's roof were re-
moved and, on the leeward side, replaced by Styrofoam panels to ensure 
the unattenuated transmission of the microwaves (Figure 2). At the wind-
ward side of the rain area plates of microwave absorbing material were 
vertically mounted in the direction of the specular-reflected radar beams. 

Fig. 2. Schematic side view of the wind-wave tank. 1: blower, 2: honeycomb, 
3: wave flap, 4: anemometer, 5: rain generator, 6: radar absorber plates, 7: wire, 
8: laser, 9: laser optics, 10: X band antennae, 11: beach and overflow baffle, 
12: diffusor, 13: slick deployment. 

The rain generator consists of six interconnected tubs (each 0.8 m long, 
0.6 m wide, and 0.3 m high) which are mounted in an aluminum frame at a 
height of 4.5 m above the water surface. Approximately 2500 hypodermic 
needles are inserted in a triangular pattern with a distance of 3 cm into the 
bottoms of the tubs. The total area covered by the artificial rain is 
2.3 m x 1 m. The diameter of the rain drops in our investigation was 
2.9 mm and they attained an impact velocity of 8.1 m s-1 which is 85 % of 
their terminal velocity (Laws 1941). Monomolecular surface films were 
produced by deploying oleyl alcohol (OLA) dissolved in ethanol 
(75 mMol L-1) on the water surface at a fetch of 5.5 m by using a pipette 
that was fixed a few millimetres above the water surface. The drops 
touched the water surface, thus allowing for optimum spreading of the 
monolayer without significant losses to the bulk. 



148      Nicole Braun, Martin Gade, and Philipp A. Lange 

The radar measurements were performed with separate upwind looking 
radar antennae for transmission and reception. We used a coherent conti-
nuous wave (CW) 9.8 GHz (X-band) scatterometer operating at a fixed in-
cidence angle of 28°. The X-band microwave beam was focused on the 
water surface by means of a bistatic parabolic reflector construction 
mounted on a metal frame. The dimensions of the radar footprint on the 
water surface were 15 cm x 12 cm (range x azimuth). Wave heights were 
measured using a resistance-type wire wave gauge with a 0.075 mm dia-
meter tungsten wire whose penetration point into the water was located at 
a distance of 22 cm laterally from the radar footprint (i.e., at the same 
fetch). Wave slopes were measured using a laser slope gauge whose foot-
print was at the centre of the radar footprint. The frequency resolution of 
the wire gauge is 30 Hz and of the laser slope gauge better than 100 Hz. 
The reference wind speed was measured at the wind entrance 65 cm above 
the mean water surface level using a propeller-type anemometer (Figure 
2).

3.  Results and Discussion 

Various data sets were obtained by using the different sensors; however, in 
this paper we concentrate on results from measurements with the laser 
slope gauge as well as with the X-band scatterometer operating at co- 
(VV) and cross-polarisation (HV). In order to gain insight into the specific 
damping behaviour of OLA in the presence of rain, we calculated the nor-
malised orientation ratio, NOR, which we define as 

)(
)()(

)(
fS

fSfS
fNOR

x

xy (1)

where Sy( f ) and Sx( f ) are the along-wind and crosswind wave-slope spec-
tra, respectively. High values of the NOR denote a strong orientation of the 
wave field in the along-tank direction. 

Some results obtained at different wind speeds are shown in Figures 3 
and 4 for slick-free and slick-covered water surfaces, respectively. In both 
figures the NOR in the upper row were obtained without rain (rain rate 
0 mm h-1), and the NOR in the lower row were obtained at a rain rate of 
160 mm h-1. The columns denote different wind speeds (3, 5, 7, and 9 m  
s-1, from left to right).  
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Fig. 1. Frequency dependence of the normalised orientation ratio, NOR (see (1)), 
measured with the two-dimensional laser slope gauge at different wind speeds 
(columns) without rain (upper row) and with rain at a rain rate of R=160 mm h-1

(lower row). The water surface was not covered with any slick. 

In Figure 3 it is demonstrated how the strong rain decreases the effect of 
strong wave orientation, particularly at the frequency of the dominant wind 
wave: for each wind speed a sharp maximum of the NOR was observed 
without wind (upper row in Figure 3), but only a weak maximum was ob-
served in the presence of strong rain (lower row in Figure 3). Even at high 
wind speeds (9 m s-1) and at a rain rate of 160 mm h-1 the orientation of the 
wave field along the wind direction is still reduced. 

The results shown in Figure 4 were obtained when the water surface was 
covered by an OLA slick. At 3 m s-1 (leftmost column), which is below the 
threshold wind speed for the first excitation of wind waves on a slick-
covered water surface, only slight differences are caused by the rain (Fig-
ures 4a and e). However, at 5 m s-1 (Figures 4b and f) we measured 
strong differences: whereas a pronounced orientation of the wave field is 
observed from the maximum in Figure 4b (corresponding to the frequency 
of the dominant wave field), a less pronounced maximum was measured 
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when the water surface was agitated by rain (Figure 4f). The (non-ori-
ented) ring waves, which are generated by the rain, cause a strong reduc-
tion of the NOR in the frequency range between 3 and 12 Hz (which is the 
characteristic frequency range of the ring-wave spectrum, see Bliven et al. 
(1997)).

Fig. 2. Frequency dependence of the normalised orientation ratio, NOR (see (1)), 
measured with the two-dimensional laser slope gauge at different wind speeds 
(columns) without rain (upper row) and with rain at a rain rate of R = 160 mm h-1

(lower row). The water surface was covered with oleyl alcohol 

At 7 m s-1 (Figures 4c and g) we measured a rain-induced decrease in 
the NOR also at higher frequencies (i.e., up to 25 Hz, compare Figure 4g). 
On the one hand, the high-frequency part of the wave-slope spectrum is 
strongly damped by the slick, particularly, those waves which are travel-
ling in crosswind direction (and which are not directly generated by the 
wind). On the other hand, the high-frequency part of the ring-wave spec-
trum causes an additional reduction of the NOR at higher frequencies. 
Thus, the observed effect is caused by the two counteracting effects de-
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scribed above (wave damping by the slicks and wave generation by the 
rain drops).

At 9 m s-1 (Figures 4d and h), again, we measured a reduction of the 
NOR in the presence of rain in the entire frequency range. However, we 
can infer from the sharp maximum in Figure 4h at about 2 Hz that at high 
wind speeds the wind-generated part of the slope-spectrum dominates over 
the rain-induced part only at low frequencies. The entire wind-wave spec-
trum is, therefore, more oriented than in the absence of any slick (cf. Fig-
ure 3).

Radar Doppler spectra measured at co-polarisation (VV-pol.) and at 
cross-polarisation (HV-pol.) are shown in Figures 5 and 6, respectively. In 
each figure the solid curves denote Doppler spectra acquired at a rain rate 
of 160 mm/h, and the dashed curves correspond to Doppler spectra ac-
quired without rain. During the measurements the water surface was cov-
ered with a monomolecular OLA slick. 

The Doppler spectra measured at VV-polarization, without rain (dashed 
curves in Figure 5), show that no X-band Bragg waves are generated at 2 
and 4 m s-1 (Figures 5b, c). Moreover, at moderate wind speeds (6 and 8 m 
s-1; Figures 5d, e) the existence of bound and freely propagating Bragg 
waves can be delineated from the different locations of the narrow spectral 
maximum (for details see Gade et al. (1998)). 

The solid curves in Figure 5 (160 mm h-1 rain rate) show that the rain-
generated ring waves are the main scatterers at wind speeds up to 8 m s-1.
It was already shown by Braun et al. (2002) that the occurrence of two 
peaks in the Doppler spectra (measured at co-polarisation) is caused by 
ring waves propagating towards and away from the radar antennae. These 
ring waves cause two separated peaks with an overall (mean) Doppler shift 
due to the wind-dependent surface drift. 

At 10 m s-1, the slicks are dispersed in both cases (wind only and wind 
plus rain). Thus, the Doppler spectra at co-polarisation measured with and 
without rain are similar and only a slight influence of the slick coverage is 
visible.

The Doppler spectra measured at HV-polarisation, without rain (dashed 
curves in Figure 6), show that no radar backscattering from a slick-covered 
water surface was measured up to wind speed of about 4 m s-1. Moreover, 
at 6-8 m s-1 only a very weak backscattered signal was measured. At 10 m 
s-1, where the surface film has already started to disperse, a significant ra-
dar Doppler signal was measured. 
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Fig. 5. Radar Doppler spectra measured at vertical polarizations (VV) and differ-
ent wind speeds (0, 2, 4, 6, 8, 10 m s-1, from top to bottom, left to right). The water 
surface was covered by an OLA slick. Dashed line: wind only, solid line: rain and 
wind 

The Doppler spectra measured at HV-polarisation at a rain rate of 
160 mm h-1 (solid curves in Figure 6) are very similar in the whole wind-
speed range used in the present investigation: they show a symmetric, 
broad peak with its maximum at about -40 dB. The location of this maxi-
mum, however, depends on wind speed because of the wind-induced sur-
face drift. From this finding we conclude that the radar backscattering at 
cross-polarisation from a slick-covered water surface agitated by rain is 
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solely caused by rain-induced effects up to wind speeds of 8 m s-1. As al-
ready pointed out by Braun et al. (2002) these effects may comprise stalks 
and cavities, or secondary drops. 

Fig. 6. Same as Figure 5, but for cross polarisation (HV) 

Finally, the wind-dependence of the backscattered radar power ( rel) has 
been studied under different conditions. The results are shown in Figure 7, 
where the stars denote rel values measured at a slick-free water surface 
and with rain, the circles denote rel values measured at a slick-covered wa-
ter surface and with rain, the crosses denote rel values measured at a slick-
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free water surface without rain, and the pluses denote rel values measured 
at a slick-covered water surface without rain. 

The upper diagram shows the measured rel values for VV-polarisation, 
and the lower diagram shows the measured rel values for cross-polarisa-
tion. It is obvious that the agitation of strong rain caused similar radar 
backscattering, independently of the slick coverage (see the stars and cir-
cles in Figure 7). That is, at high rain rates (like used in the present inves-
tigation) the enhancement of the radar backscattering by rain-induced ef-
fects such as ring waves, stalks, and cavities is not affected appreciably by 
the presence of a slick. This explains why the bright signature in the right 
panel of Figure 1 (X-band) is obviously not affected by the mineral oil 
spill.

Fig. 7. Wind dependence of the relative backscattered radar power, rel, measured 
under different conditions ( : slick-free, no rain; +: slick-covered, no rain; *: 
slick-free, with rain; : slick-covered, with rain). Upper diagram: VV-polarization, 
lower diagram: HV-polarisation 
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The rel values measured without rain (crosses and pluses in Figure 7, 
corresponding to a slick-free and to a slick-covered water surface, respec-
tively) show that the reduction of the radar backscattering by monomo-
lecular slicks is lower at cross-polarisation than at co-polarisation. This 
finding is in contrast to the results presented by Braun et al. (2002) and we 
suspect that this is due to an insufficient signal-to-noise ratio encountered 
during the herein presented measurements. 

4  Summary and Conclusions 

We have presented results of our laboratory measurements with artificial 
rain impinging on slick-free and slick-covered water surfaces. They show 
that the rain-induced roughness is not appreciably affected by slicks, 
whereas wind waves are strongly damped.  

We have studied the dependence of the wave orientation ratio (measured 
with the two-dimensional laser slope gauge) on slick coverage and on wind 
speed. It can be inferred from our results that, on a slick-covered water sur-
face, the rain-induced effects have an influence on the orientation of the 
wave field, particularly on the high-frequency part (up to 25 Hz), which is 
expected to be due to high frequency ring waves generated by the rain. 

We also observed that, at wind speeds up to 8 m s-1, the radar backscat-
tering at co- and cross-polarisation is mainly caused by the rain-induced 
effects. Since similar results were obtained at slick-free water surfaces, we 
conclude that the coverage of the water surface by a monomolecular slick 
has no significant influence on the measured radar backscatter. However, 
we expect larger differences are to be found at lower rain rates.  

Though our experiments were performed in a wind wave tank, where 
volume scattering at rain drops is negligible (cf. Melsheimer et al. 1998), 
our results may be transformed to lower radar frequencies. The splash 
products may strongly affect the radar backscattering at C-band, but vol-
ume scattering occurs only at very high rain rates. Therefore, our results 
are important for the interpretation of SAR images acquired by spaceborne 
SAR sensors at C-band (e.g., by those flown on the ERS, Envisat, and Ra-
darsat satellites). That is, our results are suitable for the explanation of ra-
dar signatures of rain cells over the ocean, when its surface is covered by 
slicks or by mineral oil spills. However, in order to allow better knowledge 
of the influence of oceanic surface films on the imaging of strong rain 
events (and vice versa) additional experiments, particularly with lower rain 
rates and at different radar frequencies, are proposed. 
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Abstract. The surface specific spectroscopic probes of reflected second 
harmonic generation (SHG) and reflected sum frequency generation (SFG) 
have been successfully employed to measure surfactant monolayer concen-
tration gradients on the ocean surface. Reflected SHG was adapted for 
areal measurements of monolayer concentrations using an intensified pulse 
gated CCD camera for detection and a dichromatic image splitter to allow 
for signal normalisation and scaling. As a preliminary test prior to field 
use, the imaging probe was used to measure the surfactant concentration 
gradients for an insoluble monolayer on a channel flow downstream of the 
Reynolds ridge. The resulting concentration measurements had a temporal 
resolution of 3 nanoseconds and spatial resolution of 0.21 millimetres or 
less per pixel.

1  Introduction 

Over the last thirty or so years, the ocean science and ocean engineering 
communities have slowly come to recognise the importance of natural 
ocean surfactants in modifying the physicochemical properties and pro-
cesses at the ocean/air interface. It is now the belief of many individuals in 
these communities that all of the ocean surfaces should be viewed as sur-
factant influenced to some degree or another (Liss et al. 1997). This grow-
ing interest has stimulated a new generation of scientific research directed 
at the ocean microlayer. Our own research is a part of this renewed scienti-
fic interest. We have worked at adapting reflected second-harmonic gene-
ration (SHG) and reflected sum-frequency generation (SFG) as nonintru-
sive in situ techniques for measuring surfactant concentration distributions 
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on the ocean surface (Frysinger et al. 1992, Korenowski et al. 1993, Kore-
nowski 1997). 

2  Background 

Over the last twenty years, reflected SHG and reflected SFG have emerged 
as important new laboratory probes for studying the one or two molecular 
layers that comprise an interface. These techniques have been reviewed 
elsewhere and the reader is directed to several of these reviews for more 
detailed information (Shen 1989, Korenowski 1997) and a text on the sub-
ject of nonlinear optics is referenced (Shen 1984). It will suffice to say 
here that SHG and SFG are laser based second order nonlinear optical in-
teractions (nonlinear dependence on the incident optical field). In general, 
SHG and SFG occur when the electric field from the pump laser light 
beam (SHG) or beams (SFG) drive the electrons in a condensed medium to 
oscillate in response to the sinusoidal varying electric field, but with an 
anharmonic component because of the strong electric field or fields.  These 
electrons radiate light not only at the pump laser or laser frequencies but 
also at the harmonic and sum frequencies. For an isotropic medium, SHG 
and SFG are forbidden optical processes (electric dipole approximation).  
For a liquid medium such as water, the random molecular ordering in the 
bulk is sufficient to qualify the medium as isotropic.  Only at the interface, 
where the isotropy is necessarily broken because of the interface, is there 
enough molecular ordering to permit SHG and SFG. Consequently, any 
SHG or SFG signal generated in transmission or reflection is the result of 
the optical interaction in the interfacial layer of molecules. When reflection 
occurs into an essentially non-dispersive (optical) medium like atmo-
spheric pressure air, the conservation of momentum requires that the re-
flected pump laser beam at optical frequency  (wavelength ) be colli-
near with the reflected SHG signal at optical frequency 2  (wavelength 

/2). The magnitude of this reflected nonlinear optical signal is dependent 
upon the vibronic (vibrational and electronic) structure of the interfacial 
molecules. When either the pump optical frequency or that of the nonlinear 
signal matches an allowed vibronic transition in the interfacial molecules, 
the resonance occurs and the signal increases. For strong resonances, the 
signal increase may be many orders of magnitude. Tuning the optical 
probe to a vibronic resonance of a surfactant molecule, enables one to 
monitor surfactant concentrations along with the much smaller signal from 
the interfacial water molecules (not in optical resonance). Any small po-
tential for heating or photochemical degradation of the surfactant is not a 
problem when only a single laser pulse is used to record the signal or when 
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the probe beam is scanned across the surface (each footprint is on a fresh 
section of surface.) 

The above characteristics of the reflected SHG and SFG probes were 
exploited by our group in developing these processes as in situ probes for 
natural ocean surfactants. The instantaneous nature of the signal (time 
scale for the duration of the incident laser pulse of either 5 to 3 nano-
seconds), the extremely narrow spectral spread of the signal (essential the 
same spectral bandwidth as the pump laser which is less than 0.01 nm), the 
squared dependence of signal intensity on pump laser intensity, and the 
nondestructive nature of the optical processes were all invaluable in en-
abling us to use these probes in the field successfully. Tuning the laser 
wavelength to where we expect some form of  resonance or preresonance 
(vibronic) for almost any organic surfactant, we were able to enhance the 
surfactant signal well above the background water signal. The temporal re-
sponse of the signal, the pump laser intensity dependence, and its narrow 
spectral width made it easily identified and isolated from the ambient 
background light. In addition, the collinear nature of the signal and reflect-
ed pump laser allowed us to correct or scale the signal for fraction of sig-
nal collected. This is especially important, when surface waves create an-
gular spreading in the surface reflection (Frysinger et al. 1993). 

Figure 1 is an example of a time series SFG signal (532 nm and 355 nm 
pump beams and SFG at 213 nm) generated from surfactant gradients on 
the ocean surface (Korenowski et al. 1993, Korenowski 1997). The ex-
periment was carried out during the SLIX 89 experiment just off the coast 
of California in the vicinity of Santa Rosa Island. The increases in the SFG 
signal correspond with visible records of crossing through a series of 
banded surface slicks. The increasing signal while crossing the banded 
slicks indicates an increase in surfactant concentration in the first molecu-
lar layer of the surface (The SFG and SHG signals increase quadratically 
with surfactant concentration). The largest signal occurs at the upwind 
edge of the banded slick and sharply decreases upon exiting the slick in the 
upwind direction. The variation of surfactant concentration is a maximum 
at the upwind edge decreasing to a minimum at the leeward edge. Such a 
concentration distribution would be consistent with the wind assisting the 
natural spreading tendencies of a surfactant monolayer downwind and op-
posing spreading on the upwind edge leading to compaction of the slick 
and a more abrupt change in concentration. Unfortunately, no information 
was available about any subsurface flow and its potential role in creating 
this concentration distribution. Another interesting feature occurs between 
22 and 30 minutes in the data. A visible slick was observed but only a 
modest increase in the SFG signal occurred (slightly larger than back-
ground). This indicates only a small surface concentration of surfactant in 
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this region. Yet this small concentration of surfactant was enough to alter 
the interfacial rheology dramatically leading to suppressed wind-wave 
coupling and increased wave damping in this region. There are, however, 
limitations with the technique. The nonlinear response from different sur-
factants does vary. Consequently, for complex mixtures of surfactants like 
those found on the ocean surface, the probe only provides a general idea of 
when surfactant concentrations are increasing or decreasing when profiling 
the ocean surface. Spectral scanning of the pump lasers, however, would 
allow for some chemical speciation potential. 

Fig. 1. The 213 nm SFG signal measured during a transect of a series of banded 
slicks. Signal maximums occur at the upwind edges of the banded slicks.  Hori-
zontal lines indicate regions visibly identified with banded slicks.   

While these measurements provide a wealth of information on the gross 
structure of surfactant concentration gradients, the point sampling (2.5 cm 
in diameter sampling footprint) nature of the measurement technique; the 1 
to 2 meter per second speed of the ship serving as the platform; and the 20 
Hz repetition rate (20 laser pulses per second) of the laser make it difficult 
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to resolve the fine structure within the concentration gradients. In particu-
lar, it is especially important to obtain millimetre spatial resolution with 
these surfactant measurements. Millimetre spatial resolution would pro-
vide detailed information of the surfactant gradients on capillary-gravity 
(CG) and capillary waves where surfactants have their largest impact on 
wave damping and wind-wave coupling. With this goal in mind, we ex-
plored the possibility of making single laser pulse SHG and SFG measure-
ments using a CCD camera to record an image of the surfactant based sig-
nal.

3  Experimental

Figure 2 is a schematic of the imaging experiment. An unfocussed 6 milli-
metre diameter 532 nm second harmonic beam from a high repetition rate 
(100 Hz) Coherent Infinity Nd:YAG laser was made incident at 60 degrees 
from normal on a water surface in a channel. An insoluble monolayer of a 
hemicyanine surfactant, 4-[4-(dimethylamino)-styryl]-1-docosyl-pyridini-
um bromide, was spread on the distilled water surface. The hemicyanine 
surfactant is a model surfactant system that we have found useful in preli-
minary laboratory studies (Hirsa et al. 1997). (Hemicyanine is a model sur-
factant for which we have synthesised derivatives with varying degrees of 
solubility ranging from derivatives that form insoluble monolayers to solu-
ble surfactant versions). The water in the channel was subjected to a lami-
nar flow of nominal velocity 20 cm s-1.  Details of the fluid measurements 
were presented elsewhere (Hirsa, et al., 2001). At the end of the channel a 
surface barrier was placed across the channel perpendicular to the flow di-
rection. The SHG signal and the collinear reflected pump laser beam were 
collect in the direction of reflection. The collinear beams were passed 
through a dichroic image splitter to separate the green pump beam (532 
nm) and the 266 nm second harmonic signal beam. The green pump laser 
beam was passed through a series of neutral density (ND) filters to limit 
the detected intensity. The UV SHG signal was passed through a 7-54 col-
our glass filter to eliminate any residual green pump laser light. The two 
beams are recombined side by side and sent through a Nikon quartz lens to 
image the two beams on the photocathode of the pulse gated microchannel 
plate image intensifier. This image is amplified and optically transferred 
via a fiber optic coupler to the chip of a CCD camera (Princeton Instru-
ments now named Roper Scientific). The KG-1 filter was used in the pump 
beam path to eliminate any spurious 266 nm light from the pump beam. 
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MICROCHANNEL
PLATE INTENSIFIER

CCD CHIP

QUARTZ NIKON LENS

Fig. 2. A schematic drawing of the second harmonic imaging experiment and ap-
paratus. KG-1 and 7-54 are coloured glass filters. The 266 nm signal follows the 
path through the 7-54 filter and the probe beam follows the path through the neu-
tral density filters (ND) 

4  Discussion of results 

In the experiment, second harmonic measurements were taken at various 
positions down stream of the Reynolds ridge. An image of the surfactant 
distribution was recorded for each laser pulse. The intensity profile of the 
probe laser beam is quasi-Gaussian in cross-section, so each SHG image 
must be corrected for the intensity squared dependence on pump intensity.  
For each frame, a correlation between each of the pixels of the SHG image 
and those of the reflected pump laser was established. This (i, j) correlation 
between image pixels was then used to correct for spatial variations in 
pump laser intensity pixel by pixel. Prior to initiating flow in the channel, 
SHG measurements were made for a range of hemicyanine surface concen-
trations. This set of scaled SHG images served as a basis set for establish-
ing SHG intensity as a function of surfactant concentration. This allowed 
one to determine an absolute value for the surfactant concentration at each 
pixel location. With the standard concentrations recorded, flow was initi-
ated in the channel and images were obtained for the surfactant gradients 
downstream of the Reynolds ridge which formed in the channel. A portion 
of one image is shown in Figure 3 after intensity correction and conversion 
of the signal intensity to an absolute surfactant surface concentration. The 
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measurement of Figure 3 was carried out using one 532 nm laser pulse of 
slightly less than 3 nanoseconds in duration. The 60 degree angle of inci-
dence used for the pump laser beam led to an elliptical footprint that ac-
counts for the two spatial resolutions of 0.21 mm per pixel and 0.07 mm 
per pixel in the measurement.    

Fig. 3.  Absolute hemicyanine monolayer concentrations just downstream of a 
Reynolds ridge in a laminar channel flow. The concentration gradient was deter-
mined using reflected SHG imaging 

5  Conclusions 

While past work established that SHG and SFG are important and viable in
situ probes capable of measuring surfactant concentration gradients on the 
ocean surface, the spatial resolution was limited in these experiments. In 
order to resolve concentration gradient features of 1 cm or less in extent, 
an areal SHG measuring technique was developed using a CCD camera as 
the detector. An image splitting optical separator is key to this measure-
ment technique allowing one to capture both the reflected SHG signal im-
age along with the image of the reflected pump beam which allows us to 
correct for the intensity variations in the pump beam. The technique is ca-
pable of measuring surfactant concentrations with a spatial resolution of 
less than 1 millimetre and a temporal resolution of less than 3 nano-
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seconds. In Part 2, we will discuss the application of this technique to the 
measurement of surfactant concentrations at the peak and trough of capil-
lary waves.   
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Abstract. Surfactant concentrations at the peaks and troughs of a standing 
capillary wave field were measured using a reflected second harmonic 
generation (SHG) imaging technique. The results revealed behaviour that 
is consistent with a compaction of the insoluble monolayer at the crests of 
the capillary waves and a dilation of the monolayer in the troughs. Each 
measurement was obtained using a single 3 nanosecond laser pulse, provi-
ding essentially instantaneous measurements of surfactant concentrations.

1  Introduction 

In Part 1, we reviewed the utility of reflected second harmonic generation 
(SHG) and reflected sum frequency generation (SFG) as ocean surface 
probes. We have adapted these laboratory probes to give us the first spec-
troscopic techniques capable of studying the top one or two molecular lay-
ers of the ocean surface in situ. The method has been demonstrated in field 
studies where we measured surfactant concentration gradients on the ocean 
surface (Frysinger et al. 1992, Korenowski et al. 1993, Korenowski 1997). 
This ability to measure and determine the chemical composition of the first 
two molecular layers is particularly important because surface tension, in-
terfacial elasticity, and interfacial viscosity are a function of the composi-
tion in these layers. While these SHG and SFG probes have proven to be 
highly useful, nondestructive, and nonintrusive ocean surface probes, there 
are restrictions. In particular, there is a limitation on the spatial resolution 
when performing single point measurements on the ocean.  The natural di-
vergence in the laser beams and the limited repetition rates (100 Hz or 
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less) for solid state Q-switched lasers (high peak intensities needed to gen-
erate the SHG and SFG signals) coupled with the one to two metre per 
second speeds (slowest speed while maintaining steerage) of a research 
vessel, limit surface resolution to about a centimetre. While this is excel-
lent for general surface profiling, millimetre or finer spatial resolution is 
needed to resolve variations in surfactant concentrations on the surface of 
capillary-gravity (CG) waves and capillary waves. Such measurements are 
important since surface tension gradients, interfacial viscosity, and interfa-
cial elasticity strongly affect the CG and capillary waves, and wind-wave 
coupling and wave damping are dramatically altered for these waves when 
there are small changes in the interfacial chemical composition at the air-
ocean interface.   

The system, which we presented in Part 1, was an imaging detection ap-
paratus for use with the reflected SHG and SFG probes. It was applied to 
the measurement of a gradient in an insoluble surfactant monolayer on a 
laminar channel flow. A two-dimensional surfactant gradient map was ob-
tained (0.2 millimetre or better spatial resolution) from this flat, surfactant-
covered surface. In this paper, we apply this reflected SHG imaging tech-
nique to the measurement of surfactant concentrations at the crest and 
trough of a standing capillary wave field. It is expected that insoluble sur-
factant monolayers will undergo compression and dilation on a capillary 
wave surface (e.g. MacIntyre 1971). The expansion of the compressed por-
tion of the monolayer and the contraction of the dilated portion give rise to 
additional interfacial forces instrumental in wave damping and the reduc-
tion of wind-wave coupling (Levich 1962). In this paper we present a di-
rect measurement of this capillary wave induced compression and dilation 
of an insoluble monolayer.   

2  Experimental 

Measurements of surfactant concentrations on travelling capillary waves is 
complicated by the rapid decay rate of these waves, necessitating measure-
ments close to the source of wave generation.  To avoid this complication, 
we utilized a field of standing capillary waves. The wave tank was a cir-
cular (6.99 cm, inner diameter) glass vessel. The inner wall was coated 
with paraffin to avoid loss of the surfactant to the tank side walls. Triply 
distilled water was used as the substrate. The tank was overflowed to clean 
the surface prior to spreading the insoluble hemicyanine surfactant mono-
layer at a surface concentration of 0.288 g cm-2. Hemicyanine, 4-[4-
(dimethylamino)styrl]-1-docosyl-pyridinium bromide, is a stilbazolium 
dye molecule to which is attached on one end a saturated twenty two car-
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bon chain making it an insoluble surfactant. A monolayer was spread from 
a 3.644 mg mL-1 stock solution of hemicyanine in HPLC grade chloro-
form. Using a microlitre syringe, the stock solution was applied to the wa-
ter surface and allowed 20 minutes for solvent evaporation and monolayer 
equilibration prior to use. The spreading concentration of 0.288 g cm-2

will be referred to as the equilibrium concentration, meaning the con-
centration in the absence of the circular wave field. (After each ten to thirty 
laser pulses, the surface was cleaned and a new monolayer was spread 
throughout the series of experiments.) 

The tank was mounted on a shaker to impart a vertical vibration for pro-
ducing the circular capillary wave field. A laser slope gauge consisting of a 
HeNe laser and a position sensitive detector, was used to measure the wave 
slope at the tank centre, and to trigger the SHG probe laser. This made it 
possible to obtain single laser pulse images with the centre of the tank ei-
ther at a maximum (peak) or minimum (trough). The wavelength of the 
capillary wave used was 2.0 millimetres (frequency of 240 Hz which 
matched the frequency of the electromechanical shaker). This frequency 
was chosen because it produced a small enough wavelength wave where 
several crests and troughs could be imaged with the existing optical sys-
tem. The maximum amplitude of 28 microns occurred at the centre of the 
tank and successive standing wave extrema decreased in amplitude with 
radial distance from the tank centre. When viewed with the human eye, the 
wave field appeared as a series of concentric rings. A detailed analysis of 
the wave field has been presented elsewhere (Saylor et al. 2000). 

The incident probe pulse was the 532 nm second harmonic beam from a 
Coherent Infinity Nd:YAG laser. The 3 nanosecond laser pulse was orient-
ed 60 degrees from the water surface normal direction. The 6 millimetre 
diameter laser beam was not focussed, and the beam energy was 85 mJ per 
pulse. The imaging detection system described in Part 1 was used in this 
experiment; it consisted of a dichroic image splitter, quartz Nikon camera 
lens, and a pulsed gated, intensified CCD camera (Roper Scientific former-
ly Princeton Instruments).  

3  Discussion of results

In the following discussion, a frame is defined as the recorded output from 
the CCD detection system as generated by a single pulse from the pump 
laser. Within each frame there are two related images. One image is the re-
flected 532 nm pump laser surface reflection and the second is the 266 nm 
SHG surface signal. There was no averaging of frames from different 
pump laser pulses. Consequently, each SHG image obtained in the experi-
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ments contains a 3 nanosecond snapshot of the surfactant layer concentra-
tion on the wave surface. In order to extract this concentration map from 
the raw images, a correction was applied to account for intensity variations 
across the laser beam profile. This correction process is now described. 

The SHG signal intensity has a quadratic dependence on the incident la-
ser pump intensity (Shen 1989). This quadratic dependence makes it espe-
cially important to correct for any variations in laser intensity across the 
SHG image carefully. The pump laser beam possesses a quasi-Gaussian in-
tensity in spatial profile in addition to small random intensity fluctuations. 
In order to obtain an accurate surface concentration map, these intensity 
variations must be recorded and the resulting SHG image appropriately 
scaled.

We first determined the correct (i,j) offset between a pixel in the 532 nm 
image and its corresponding pixel in the SHG image for each frame.  This 
(i,j) offset between the two images was determined by finding the best cor-
relation between the three most intense pixels in the 532 nm image with 
those in the 266 nm SHG image. This (i, j) offset only varied by plus or 
minus one pixel over all the frames analysed. Consequently, we believe the 
resulting image scaling yields reliable surfactant concentration measure-
ments. 

With the (i, j) offset determined, each pixel in the SHG image was 
scaled to correct for the pump laser intensity variations. The scaled second 
harmonic image corresponds to a relative concentration map of the surfac-
tant monolayer. In order to convert this relative surface concentration to an 
absolute concentration, images from flat (no waves) surfactant-covered 
surfaces (surfactant concentration of 0.288 g cm-2) were recorded using 
the same laser intensity. The scaled pixel intensities from these standard 
images were used as a scale for converting the relative concentrations from 
the capillary wave images to an absolute surface concentration map.  Be-
cause the optical system is aligned to collect an optical signal only from 
the regions of zero wave slope (flat regions), only those regions which cor-
respond to the crest or trough of the standing capillary wave field provide 
sufficient signal to convert into a concentration value. A portion of one 
such concentration map is shown in Figure 1 below.  

Each pixel in the crest or trough of the image is a point measurement of 
surfactant concentration. These point concentration measurements are sub-
ject to small perturbations and inhomogeneities in the wave field as well as 
the noise inherent to the SHG measurement (detector noise, etc.). In order 
to obtain a more precise measure of the surfactant concentration along a 
given crest or trough, averaging along the individual crests and troughs of 
the image was performed. In the table below the averaged concentrations 
along the crests and troughs are listed along with their 95 % confidence 
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limits for the image of Figure 1. The regions of zero slope (crest and 
troughs) in the image (detection system aligned to accept the specular re-
flection from a flat surface) were determined from the complimentary im-
age of the reflected incident pump laser beam footprint and timing from 
the wave slope detector. 

Peak #1
0.338 g/cm2

Trough #1
0.282 g/cm2

Trough #2
0.218 g/cm2

Peak#2
0.322 g/cm2

Fig. 1. An intensity scaled SHG image of surfactant concentration on a 2.0 mm 
wavelength standing circular capillary wave is shown above using a grey scale 
with darker indicating a stronger signal.  The equilibrium (no waves) surfactant 
concentration was 0.288 g cm-2.  The image was obtained with a single 3 nano-
second laser pulse and the imaging system was optically aligned to capture the 
signal from the regions of zero slope (crests and troughs-the darker bands in the 
image). The image is 80 by 80 pixels on edge (0.81 mm/pixel in the y axis and 
0.22 mm/pixel in the x axis due to the 60 degree angle of incidence). Indicated on 
the image are regions corresponding to peaks and troughs of the wave. For each of 
these regions, concentrations of the insoluble hemicyanine monolayer are indi-
cated. These concentrations are obtained by averaging the individual pixel con-
centrations along the crest or trough for that particular extremum. The region indi-
cated as ‘Peak #1,’ is the tank centre.    

All of the individual frames analysed in these experiment show trends in 
surfactant concentration variation: an increase in surfactant concentration 
at the crest of the wave and a decrease in surfactant concentration at the 
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trough. Deviations from the equilibrium surface concentrations are at a 
maximum at the centre of the circular wave field where wave amplitudes 
are at a maximum. Excursions from the equilibrium surfactant coverage 
(0.288 g cm-2) for crests or troughs converge toward the equilibrium con-
centration at large distances from the centre of the tank. This behaviour is 
expected since the standing circular capillary wave field in the experiment 
exhibits a maximum amplitude at the centre. Wave amplitudes decreased 
as one moved outward from the centre. Images recorded when the centre is 
a trough, rather than a crest, exhibit the opposite trend from that presented 
in Table 1. The surfactant concentration was less than the equilibrium 
value in the centre, and then alternating positive/negative excursions from 
the equilibrium value. Consequently, the SHG imaging technique pre-
sented here is measuring surfactant concentrations that are consistent with 
a compression and dilation of the monolayer in the peaks and troughs, re-
spectively. 

Table 1. Surfactant surface concentration ( g cm -2) and  95 % confidence limits 
for the image in Figure 1 

 Surfactant Concentration 
g cm -2

Crest (Centre) 0.338  0.197 
Trough 1 0.282  0.051 
Crest 2 0.322  0.073 
Trough 2 0.218  0.046 

While these results are intriguing, we need to address the large con-
fidence limits for the measurements obtained at the tank centre. There are 
two primary reasons for this large confidence limit. The first is that there 
are very few pixels to average over for the centre crest or trough (in com-
parison to other crests or troughs). With the optical system aligned to col-
lect signal from regions of zero wave slope only, the image of the central 
crest (or trough) has the fewest number of pixels available for averaging. 
We included as many pixels as possible in the averaging process for the 
central portion of the wave field. This may have included pixels in the im-
age not necessarily corresponding to exactly a slope of zero, and which 
were not necessarily focused in the image plane. This was compounded by 
the fact that there are small deviations or irregularities in the diameter of 
the tank resulting from manufacturing and paraffin coating of the inner 
walls. These diameter deviations are small. Nevertheless, they affect the 
waves resulting in an approximation, albeit a good approximation, to a true 
standing wave with slight distortions. The wave field is generated at the 
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tank walls by the vertical shaking motion creating an inward travelling cir-
cular wave that is reflected at the centre (now an outward travelling wave) 
with the net result a quasi-circular standing wave field.  These edge devia-
tion effects are not discernable in the outer portions of the field near the 
tank edge but are magnified near the centre of the tank where the wave 
field is focused. This effect appears as a distorted central crest (or trough). 
Nevertheless, image after image shows a consistent concentration increase 
for a centre crest and a concentration decrease for a central trough albeit 
with a large confidence limit. Consequently, we believe the measurement 
is capturing the correct change in concentration for this region.  The slight 
distortion in the wave field may also account for slight deviations from the 
expected absolute surfactant concentrations measured in moving from the 
centre of the field outward. The overall trends recorded are, however, con-
sistent with the insoluble monolayer under compression at the wave crest 
and dilated at the wave trough. In future experiments we will expand the 
incident probe laser beam to encompass more of the wave field in the im-
aging.

The existing measurements of the crest and trough surfactant concentra-
tions are precise and accurate enough to demonstrate that the reflected 
SHG imaging technique can measure capillary wave generated surfactant 
concentration gradients. The measurements obtained in these experiments 
will be subjected to a comparison with theoretical predictions in a future 
publication. In addition, experimental work on the technique and its appli-
cation to capillary wave induced surfactant concentration gradients con-
tinues as well as work adapting the method for in situ ocean work.   

4  Conclusions 

We have demonstrated that capillary waves do induce concentration gra-
dients for an insoluble surfactant monolayer on a water surface. In the ex-
periments described above, reflected SHG imaging was shown to provide a 
direct measurement of these surfactant concentration gradients with a tem-
poral resolution of 3 nanoseconds. As far as we know, this is the first such 
direct, nonintrusive measurement of these monolayer concentration gradi-
ents on a capillary wave field which does not require mechanical contact 
with the system under study. Elegant surface potential measurements were 
used in similar experiments but this latter technique requires part of the 
measuring device to be located under the water and in close proximity to 
the water surface that may affect the subsurface motion associated with the 
wave (Hühnerfuss et al. 1985, Hühnerfuss et al. 1985, Lange et al. 1986).  
In these surface potential measurements, a travelling wave was used which 
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can result in a phase shift with respect to the position of maximum com-
pression and dilation of the monolayer on the wave surface. For this rea-
son, the experiments reported here employed a standing wave field (or 
nearly so) in an attempt to simplify the experiment by eliminating or 
minimising any phase shift so that maximum compress and dilation should 
occur (according to theory) at the wave crest and trough, respectively.  

Applications of this nonlinear laser imaging technique holds the promise 
of directly studying the effect that capillary wave stresses exert upon the 
surfactant layer as well as those exerted by the surfactant on the water sur-
face. The importance of capillary wave/surfactant dynamics at the ocean 
underscores the importance of these experiments and suggests that further 
efforts directed toward extending these experimental techniques to in situ
ocean studies would be most useful.   

Acknowledgements. The authors would like to acknowledge support from 
the Office of Naval Research (N000149710707 and N000149611071) and 
the Naval Research Laboratory. 

5  References

Frysinger G S, Asher WE, Korenowski GM, Barger WR, Klusty MA, Frew NM 
and Nelson RK (1992) Studies of ocean slicks by nonlinear laser processes, 
Part 1:  Second-harmonic generation.  J Geophys Res 97: 5253-69 

Hühnerfuss H, Lange PA, and Walter W (1985) Relaxation effects in monolayers 
and their contribution to water wave damping. Part I: Wave induced phase 
shifts.  J Colloid Interface Sci 108: 430-441 

Hühnerfuss H, Lange PA, and Walter W (1985) Relaxation effects in monolayers 
and their contribution to water wave damping. Part II: The Marangoni pheno-
menon and gravity wave attenuation.  J Colloid Interface Sci 108: 442-450 

Lange PA and Hühnerfuss H (1986) Use of an electrical surface potential probe 
for the measurement of capillary and gravity water waves. Rev Sci Instrum 
57, 926-932. 

Korenowski GM, Frysinger GS, and Asher WE (1993) Noninvasive probing of the 
ocean surface using laser-based nonlinear optical methods. Photogrammatic 
Engineering and Remote Sensing, 59: 363-369. 

Korenowski GM (1997) Applications of laser technology and laser spectroscopy 
in studies of the ocean microlayer. In The Sea Surface and Global Change, ed. 
P. S. Liss and R. A. Duce, pp.445-470. Cambridge, U.K. 

Levich VG (1962) Chapter 9 “Waves on a Liquid Surface”.  In  Physicochemical 
Hydrodynamics, pp 591-668, Prentice-Hall, U.S.A. and the references therein. 

Liss PS, Watson AJ, Bock E J, Jähne B, Asher WE, Frew NM, Hasse L, Kore-
nowski GM, Merlivat L, Phillips LF, Schluessel P, and Woolfe DK (1997) 
Physical processes in the microlayer and the air-sea exchange of trace gases.  



Surfactant concentration distributions. Part 2. Standing capillary waves       173 

In The Sea Surface and Global Change, ed. P. S. Liss and R. A. Duce, pp.1-
33. Cambridge, U.K. 

MacIntyre F (1971) Enhyancement of gas transfer by interfacial ripples. Phys Flu-
ids, 14, pp.1596-1604  

Saylor JR,  Szeri AJ, and  Foulks GP (2000) Measurement of surfactant properties 
using a standing circular capillary wave field.  Experiment in Fluids (in press) 

Shen YR (1989) Surface properties probed by second-harmonic generation and 
sum-frequency generation.  Nature 337: 519-25. 



Chapter 3: 

Modelling and 
Air-Sea Interactions



Variability of the wave number spectra of short surface 
waves in the ocean and their modulation due to internal 
waves and natural slicks 

Paul A. Hwang 

Oceanography Division (on assignment of Remote Sensing Division),  
Naval Research Laboratory, Washington DC, USA 

Abstract. Spatial measurements of capillary-gravity (CG) waves in the 
ocean are collected using a scanning slope sensor mounted on a free-drift-
ing, wave-following buoy. The spectral analysis of spatial measurements 
yields wave number resolution directly. The range of wavelengths resolved 
from the optical sensor is from 0.4 to 6.2 cm. This paper investigates the 
variability of the spectral densities of these capillary-gravity waves under 
natural field conditions. For mild to medium wind speeds, the variation 
factor (to be further defined in the text) is typically between 1.5 and 2.5 in 
the short gravity wave regime, and between 2 and 4 in the capillary wave 
regime. The quantitative enhancement of the roughness contrast by natural 
slicks and surface current strains induced by internal waves is also pre-
sented.

1  Introduction 

Acquisition of capillary-gravity wave data in the ocean has been a difficult 
task due to several reasons. (1) High Doppler frequency shift of short 
waves by surface currents, rendering interpretation of point measurements 
difficult. (2) Spatial measurements using wave gauge array suffer the limi-
tation of frequency response and contamination from meniscus effect. (3) 
Spatial measurements using imaging techniques are complicated by the 
convolution process of image formation and optical scattering from a com-
plicated surface, the nonuniform ambient lighting condition also contri-
butes to the uncertainty of results. (4) Short waves are sensitive to varia-
tions of environmental parameters, either natural or manmade, thus flow 
disturbance of instrument mounting platform represents a serious source of 
signal contamination.
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In order to alleviate these problems, several solutions are available. Spa-
tial scanning techniques can be applied to the design of laser slope gauge 
to eliminate the problem associated with Doppler shift and still maintain 
high frequency response (e.g., Hwang et al. 1993, 1996, Li et al. 1993, 
Bock and Hara 1995). In order to reduce flow disturbance, Hwang et al. 
(1996) initiated the design of free-drifting deployment. The instruments 
are mounted on an open-frame structure, which also serves as a free drift-
ing wave-following buoy such that the relative velocity between flow and 
instruments can be reduced to minimize disturbance to the sensing area. 

The scanning slope sensor buoy (SSSB) participated in the HiRes II 
Field Experiment onboard R/V Columbus Iselin in June 1993. The average 
wave number spectra are reported by Hwang et al. (1996). The results in-
dicate that (1) a pronounced peak at the wave number k = 9 rad cm-1 is 
evident in the curvature spectra for wind speeds below 6 m s-1; (2) the 
slopes of the curvature spectra are 1 and -1 on the two sides of the spectral 
peak; (3) the spectral density and mean square roughness properties in-
crease linearly with wind speed; and (4) these observations suggest a spec-
tral function of the form ( ) = ,*

-2 -4k Au c c k km m  which is proportional to 
u*k-3 in the short gravity wave region and u*k-5 in the capillary wave re-
gion, where u* is the wind friction velocity, cm  the minimum phase velo-
city of surface waves, and km the corresponding wave number. In this pa-
per, the variability of spectral intensity under natural field conditions and 
the modulation due to internal waves are studied. Section 2 describes the 
field experiment and the measurements. Section 3 presents the analysis 
procedure and the results of spectral variation. Section 4 is a summary. 

2  Field experiment 

2.1  Measurements 

The key instrument for CG wave measurements is the scanning slope sen-
sor. In the present design, a laser beam scans a two-dimensional pattern of 
eight linear segments spaced 0.5 cm apart. Each linear segment, 10 cm in 
length, is sampled at 50 positions with an equal spacing of 0.2 cm. The du-
ration to sample the 50 positions is 2.5 ms, and the mechanical flyback 
time of the scanning mirror facets to generate two consecutive scan lines is 
4.3 ms. In addition to the scanning slope sensor, other data collected from 
the wave-following SSSB include wind speed and direction at 1.32 m 
above mean water level (MWL), air temperature (0.97 m above MWL), 
water temperature (0.47 m below MWL), long wave induced acceleration 
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of the platform, depth of water above the laser scanner projector, the com-
pass orientation of the platform, and the ambient light intensity. 

In field measurements, monitoring of the ambient light is an important 
task. Due to the limited laser power (8 mW output, 670 nm wavelength), 
the signal intensity deteriorates markedly under bright sunlight although 
narrow band-passed filters are used. An analysis of the effect of ambient 
light on the slope measurements was presented by Hwang et al. (1996). It 
was shown that the ambient light causes an attenuation of the slope signal. 
The attenuation factor is a function of the ambient level normalized by the 
laser intensity (denoted as N/S). Experiments carried out in the laboratory 
confirm the analytical calculation. From these results, the data segments 
with ambient light intensity N/S<2 can be compensated with reasonable 
confidence. The ambient intensities of the data selected for analysis pre-
sented in this paper, with N/S<0.76, are much less than the critical level. 
During the data processing, the ambient light intensity is updated every 
10 s. 

2.2  Environmental conditions 

The SSSB is deployed in the Atlantic Ocean approximately 40 km north-
east of Cape Hatteras (Case 1413) at 35  26.16' N, 75  2.90' W and re-
trieved at 35  24' N, 75  4' W. The data collection period is from 
13:59:29.14 (t = 0) to 16:09:22.03 (t =7783.15s) UTC. The data for the 
first 14 minutes or so are onboard the research vessel and not used. On this 
day, two long internal wave bands several kilometres long and approxi-
mately 2 to 4 kilometres apart are spotted on the water surface. The buoy is 
released into water at 14:13 UTC. The sky is partly cloudy. At 14:49 (t
3000 s) the ship is in a large dark cloudy area. The buoy records a sharp 
drop in the ambient light at t >2500 s. The dual surface slick bands are 
visible throughout the morning. The buoy obviously crosses one of them at 
t  3100 s when a dip of 0.1 C water temperatures is recorded (Fig. 1b). 
Visual confirmation of this encounter is not available due to the large dis-
tance between the ship and the buoy. However, similar surface temperature 
drops (from Jim Edson's onboard met-sensor display) occur when ship 
crosses slick bands in a few other occasions.  
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Fig. 1. Case 1413, buoy encountered internal wave soliton and slick bands. (a) 
Mean square curvature, (b) surface water temperature, (c) wind speed, (d) wind di-
rection, and (e) air temperature 

Wind readings from shipboard display indicate northerly in the first 
hour after deployment. The wind speed increased from 3.5 m s-1 at 14:00 (t

 30 s) to 5 m s-1 at 15:00 (t  3630 s). The wind started shifting clockwise 
and gradually decreased to 3 m s-1 from 30  at 15:37 (t  5850 s), then in-
creased to 5 m s-1 from 30  at 16:00 (t  7230 s). In the afternoon, wind 
continued shifting and speed reached 9 m s-1 from 75  at 17:00 (t  10830 
s). Similar fluctuation of wind velocities was recorded at the drifting buoy 
(Figs. 1c, d). There are some apparent differences between the ship obser-
vation and the buoy recording. Because the buoy was too far away from 
the ship, we are able to establish only semi-quantitative correlation be-
tween ship observations and buoy recording. The time difference can be 
attributed to the spatial distance of the ship and the buoy. From radar 
tracking, the distance was approximately 2 km at 14:49 and the buoy was 
barely visible from the ship by unaided eyes. (In fact, the buoy was too far 
away at the end of the experiment it disappeared from the ship radar. NRL 
P3 aircraft and R/V Bartlett had to be summoned to help searching and re-
covering the buoy.) The wind direction output shown in Fig. 1 is not cali-
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brated and has an unknown bias. The magnitude of wind shifting, how-
ever, is accurate. 

3  Analysis procedure and result discussion 

Hwang et al. (1996) reconfirmed the linear correlation between (long-term 
averaged) wind speeds and surface roughness established from sun glitter 
measurements by Cox and Munk (1954). Hwang (1977) compiled avail-
able field data sets, included the mean square slopes derived from the sun 
glitter measurements (Cox and Munk 1954), surface slope measurements 
by a laser slope gauge mounted 10 m ahead of a ship’s bow (Hughes et al. 
1977), surface slope measurements by a laser slope gauge mounted on a 
mechanical wave-follower (Tang and Shemdin 1983, Hwang and Shemdin 
1988), and the data from the scanning slope sensor buoy (Hwang et al. 
1996). The combined measurements show that the scatter of data points 
from these various sources is primarily confined within the factor-of-two 
envelope of the mean trend. For wind speed exceeding a threshold condi-
tion, the functional relationship of mean square curvature in the downwind 
direction, < 11

2>, on wind speed, U10, is empirically determined to be  

10
22

11 109 U (1)
In order to investigate the spectral variability, wave number spectra 

from optical scanning slope sensor were processed in 10-s segments. The 
resulting spectrum of each segment is the average of 1800 raw spectra. As 
illustrated in Fig. 1a, the 10-s processing preserves many fine features of 
the structure of ocean surface roughness. Notably, the two sets of spikes in 
the mean square curvature (Fig. 1a) at the leading (t ~ 3200 s) and trailing 
(t ~ 3750 s) edges of the internal wave event are well resolved. Associated 
with this internal wave event (suggested by the water temperature record 
(Fig. 1b) and visual observations during the experiment) are regions of low 
surface roughness, presumably caused by the slick bands observed in the 
region throughout the whole period of experiment. The data analysis is 
complicated by the large variation in the wind field (Fig. 1c, d) during the 
same period.  

Based on Eq. (1), a ratio r = < 11
2>/(0.09U10) is used to sort out data 

segments into three classes (I, II, and III) according to r 1/ 2, 1/ 2< r
2, and r > 2. Subsets of class I with r <2 (Ib) and of class III with r >2

(class IIIb) are also produced. The three classes will be referred to as sub-
normal, normal, and super-normal conditions in the following. 

Figure 2 shows an enlarged section of the internal wave event and the 
associated 10-s average mean square curvature (Fig. 2a) and wind speed 
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(Fig. 2b). Different plotting symbols are used to identify sub-normal (cir-
cles and down triangles) and super-normal (pluses and up triangles) from 
the normal segments (crosses).  

Fig. 2: Enlarged plots of the segments near the internal wave event. (a) Mean 
square curvature ( : normal, + and : super-normal, 1.5 and 3 dB, respectively, o 
and : subnormal, -1.5 and -3 dB, respectively), (b) wind speed (symbols are the 
same as those in (a)), (c) surface water temperature, (d) dimensionless wave num-
ber spectra, B(k), (e) same as (d) but in logarithmic scales, (f) normalized spectra. 
In (d-f), the mean spectrum is shown by pluses, the dashed curves are the 3 dB en-
velops, and the dash-and-dotted curves are the 6 dB envelops 

Three groups of enhanced roughness can be identified. (1) At the lead-
ing edge of the internal wave, t 3190 s, there are two closely spaced 
roughness spikes. Using the average drift velocity of the buoy, 0.31 m s-1

computed from the retrieval and deployment locations, the separation dis-
tance of the two spikes was approximately 3 m. (2) At the trailing edge 
there are another two spikes more widely separated, at t  3700 and 3820 s. 
The distance of separation calculated with the mean drift velocity was 36 
m. (3) Between these two sets of roughness spikes, a region (between t
3460 and 3530 s) of super-normal roughness with very low wind speeds 
but above-average surface roughness was observed. The water temperature 
profile indicates some noticeable perturbations (see fig. 1a for a better per-
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spective) and suggests that the straining of the surface current field, not the 
wind, was responsible for the presence of this roughness patch. 

Regions of suppressed roughness occurred at both edges of the internal 
wave event. These suppressed regions tend to be more contiguous. At the 
leading edge, two subnormal bands occurred on both sides of the enhanced 
roughness (at t 3190 s). The water temperature showed a prominent fluc-
tuation signature (Fig. 1b provides a better perspective) associated with 
this roughness enhancement event. The temperature dropped significantly 
(at t 3250 s) following the subsequent roughness suppression. The sec-
ond group of roughness suppression that occurred at the trailing edge was 
more spread out. A long contiguous region near t 3600 s was coincident 
with a plateau of the water temperature time series. Surface wind speed in 
this segment was above average of the whole episode. The significance of 
these correlations of the surface temperature microstructure and the surface 
roughness may provide interesting insights of the dynamics of short waves 
on the ocean surface. Because surface temperature is a much easier quan-
tity to measure than the near-surface current, it may serve as a surrogate 
parameter to represent the near surface turbulence and current strain. The 
correlation to the surface roughness then allows radar or other remote sen-
sors to monitor the near-surface turbulence structure.  

The dimensionless spectral density (the degree of saturation, 
B(k)=k 1(k), defined by Phillips, 1985) of the three classes and two sub-
classes are shown in Figs. 2d and 2e in linear and logarithmic scales, re-
spectively. The maximum of B(k) occurred at k 7 rad cm-1. Using the 
mean spectral density of the class II segments as the normalization factor, 
the normalized spectra are shown in Fig. 2f. The envelope formed by the 
super- and sub-normal spectra is a representation of the roughness contrast 
of the ocean surface. Environmental parameters contributing to the rough-
ness contrast include wind-induced turbulence fluctuation and surface or 
internal wave modulation. The range of spectral variations in the short 
gravity wave range (1 k 5 rad cm-1) was relatively constant, and in-
creased steadily toward short capillary waves with higher wave numbers.  

The same analysis is applied to three other cases without internal waves. 
The mean wind speeds were 1.3 (case 2422), 3.5 (case 1310) and 5.7 (case 
1223) m s-1, as compared to 2.1 m s-1 for the internal wave case (case 
1413) just described. The spectral variability as a function of wave number 
is calculated by the ratio of BIII(k)/BI(k), where subscripts I and III denote 
class I and class III, respectively. The results are plotted in Fig. 3, showing 
a monotonic increase in the variation level with increasing wind speed and 
wave number. The spectral variability can be interpreted as a measure of 
the modulation amplitude. The modulation level of the internal wave seg-
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ment in case 1413 is considerably higher than that of the segment with 
similar wind speed but in the absence of internal waves or surface slicks 
(Fig. 3).

Fig. 3: The ratio BIII(k)/BI(k), as a representation of the modulation amplitude, 
plotted as a function of k.

4  Discussion and conclusions 

Using a free-drifting scanning slope sensor system, the wave number spec-
tra of surface roughness in the vicinity of an internal wave soliton were 
measured. Associated with the internal wave event were two persistent lin-
ear slick bands. The surface roughness responded to the surface current 
strain induced by the internal wave and displayed high roughness spikes at 
the leading and trailing edges of the soliton. The response of the observed 
roughness modulation has certain similarities with observations of internal 
waves by synthetic aperture radars (Hughes and Gower 1983, Hughes and 
Dawson 1988, Thompson and Gasparovic 1986). It is believed that the 
primary mechanism is the modulation of short waves by straining of sur-
face current induced by the internal waves. 

Interestingly, the amplitude of spectral modulation increased toward 
higher wind speed and wave number (Fig. 3). This trend is opposite to the 
prediction of the relaxation theory that assumes a monotonic increase in 



Variability of the wave number spectra of short surface waves in the ocean      185 

the relaxation rate with increasing u*/c (e.g., Keller and Wright 1975, 
Hughes 1978, Plant 1982). Based on the relaxation theory, in a non-
resonant system (comprised of the modulating current field, the modulated 
wave component, and the associated wind generation and breaking dissipa-
tion) the spectral density fluctuation (thus the contrast of radar backscatter) 
is larger if the relaxation rate is slower (longer wavelength, lower wind 
speed, or faster convection of the modulating current field). The modulus 
of relaxation can be expressed as (Hwang and Shemdin 1990) 

22 /1/ ngnr

n
Cc

rsM (2)

where n and Cn are the n-th harmonic of the characteristic angular fre-
quency and the phase velocity of the modulating current field, r the ratio of 
the group velocity, cg, and the phase velocity, c, of the modulated short 
wave component, s the slope of the wave number spectrum in the vicinity 
of the modulated short wave component, and r the relaxation rate, which 
is approximately proportional to the growth rate, , of the modulated short 
waves. Hwang (1999) presented an analysis of laboratory measurements of 
the hydrodynamic modulation of capillary-gravity waves. The result show-
ed that the theoretical predictions were in excellent agreement with the up-
per bound of the experimental data. This is a logical conclusion because in 
a wind-generated wave system, growth and decay of short waves are con-
tinuous processes. The interaction time or interaction distance between a 
particular modulated wave number component and the modulating long 
waves is variable. Therefore, the measurements represent modulation re-
sults at different stages of interaction. Hwang and Shemdin (1990) illus-
trated with numerical computations that the modulus of hydrodynamic 
modulation increases monotonically with interaction duration or inter-
action distance.

Although the ratio of BIII(k)/BI(k) presented in the last section is not the 
same as the modulus of hydrodynamic modulation, one expects that the 
two quantities to be proportional. The increasing trend of hydrodynamic 
modulation of short CG waves has important implications in radar remote 
sensing. The results suggest that high contrast of sea return can be obtained 
from radars of shorter wavelengths, making implementation on spacecraft 
or aircraft much easier to accommodate. It is noted that similarly sur-
prising results have been reported for much longer Bragg waves of L- and 
X-band radars (about 25 and 3 cm wavelengths). These results suggest that 
the hydrodynamic properties of short surface waves (decimetre to millime-
tre scales) are very different from those of longer gravity waves (greater 
than ~10 m) that have been studied extensively. For example, one of the 
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well-documented observations is the parasitic capillary waves phase-
locked with short and steep gravity waves (e.g., Cox 1958, Ebuchi et al. 
1987, Perlin et al. 1993). Longuet-Higgins (1963, 1992, 1995) presented 
theoretical analyses describing a physical mechanism that produces para-
sitic capillary waves. The steep curvature near the crest of a short gravity 
wave produces localized surface tension force that serves as the generator 
of capillary waves. The capillary waves can maintain phase-locked with 
the short gravity wave when their propagation speeds match. These capil-
lary waves decay very fast and the evolution processes are frequently 
completed at the front phase of the crest of the short gravity wave. The 
modulation properties of these waves are controlled by the viscous dissipa-
tion rather than wind forcing or breaking dissipation (Hwang 2002). This 
feature is starting to be integrated into the study of surface wave spectral 
models (e.g., Makin and Kudryavtsev 1999, Kudryavtsev et al. 1999). 
More research remains to be carried out on short gravity and capillary-
gravity waves to gain a better understanding of their dynamics and evolu-
tion in the open ocean. 
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On the imaging of biogenic and anthropogenic surface 
films on the sea by radar sensors 
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Abstract. Radar signatures of sea surface films of different origin are in-
vestigated, which have been acquired by airborne and spaceborne multi-
frequency/multi-polarisation microwave sensors during the Spaceborne 
Imaging Radar-C/X-Band Synthetic Aperture Radar (SIR-C/X-SAR), mis-
sions in 1994, as well as by the ERS SAR in 1996-98. During SIR-C/X-
SAR, controlled surface film experiments were performed in the German 
Bight by deploying various quasi-biogenic substances and mineral oil on 
the sea surface, in order to study the radar signatures caused by surface 
films of different visco-elastic properties. In general, our results show that 
multi-frequency capabilities, rather than multi-polarisation capabilities, are 
needed for a radar-based system for the discrimination of marine surface 
films. We show that, under high wind conditions (> 10 m s-1), a discrimi-
nation between the different kinds of surface films is very difficult, where-
as at low to moderate wind speeds (  5 m s-1) a discrimination seems to be 
possible. This finding is supported analytically by means of a new model 
for the wave number-dependent radar contrast at high wind speeds (> 10 m 
s-1) and statistically through the analyses of more than 700 ERS SAR im-
ages. In addition, results of laboratory experiments are presented that were 
carried out in the wind-wave tank of the University of Hamburg. At certain 
wind-speed ranges a different damping of bound and freely propagating 
surface waves by monomolecular surface films is observed, which may 
explain the high radar contrasts measured by the microwave sensors. 

1  Introduction 

The damping of short gravity-capillary ocean surface waves by biogenic 
and anthropogenic surface films is a well known phenomenon and has 
been subject of various investigations (Gade et al. 1998a, and literature 
cited therein). At oblique incidence angles short ocean surface waves are 
responsible for the backscattering of microwaves of comparable wave-
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lengths (Bragg scattering, see Valenzuela 1978), thus, wave damping by 
oceanic surface films causes a reduction of the measured radar backscatter. 
For this reason, dark patches visible on synthetic aperture radar (SAR) im-
ages of the ocean surface can often be related to oil spills or natural slicks 
floating on the sea surface. 

The layer thickness of a mineral oil spill is much larger than that of a 
monomolecular sea slick, which results in different visco-elastic properties 
and, therefore, in a different damping of the ocean surface waves (Alpers 
and Hühnerfuss 1988). Results of laboratory experiments showed that Ma-
rangoni damping is the dominant mechanism for the damping of short si-
nusoidal gravity waves by monomolecular slicks (Hühnerfuss 1986). Fol-
lowing Marangoni damping theory, monomolecular surface films exhibit a 
resonance-like damping behaviour (at wave numbers of about 100 radm-1),
whereas this distinct damping maximum is missing for (thick) mineral oil 
spills.

Since the application of a single-frequency, fixed incidence radar system 
(like the C-band SAR aboard the ERS satellites) can provide information 
on the damping of ocean surface waves at only one single Bragg wave-
length, multi-frequency radar techniques have already been used to obtain 
more extended information on the damping behaviour of the detected sur-
face films (e.g., Gade et al. 1998c). However, during recent field experi-
ments with artificial monomolecular surface films, a distinct damping-
maximum at intermediate wave numbers was not measured (Gade et al. 
1998c). Thus, additional terms describing the energy fluxes on the water 
surface, like the energy input by the wind, wave breaking, and non-linear 
wave-wave interaction, have to be taken into account for the development 
of theoretical models that can explain the measured damping of small 
ocean surface waves by different surface films. 

During the two Shuttle Imaging Radar C-/X-Band Synthetic Aperture 
Radar (SIR-C/X-SAR) missions in April and October, 1994, surface films 
of different visco-elastic properties were deployed in the German Bight of 
the North Sea, in order to simulate different biogenic and anthropogenic 
ocean surface films. The aim of these experiments was to investigate 
whether active microwave techniques are capable of yielding information, 
on the one hand, on the damping behaviour of different surface films and, 
on the other hand, on the damping behaviour of one substance under dif-
ferent environmental conditions. Here we briefly present the results of 
these experiments obtained by a 5-frequency/multi-polarisation scat-
terometer, and by the 3-frequency/multi-polarisation SIR-C/X-SAR. They 
are complemented by statistical analyses of more than 700 ERS SAR im-
ages acquired over different parts of European coastal waters and by re-
sults of laboratory studies performed in a wind-wave tank. For a more de-
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tailed description of these results the reader is referred to Gade (1996) and 
to the papers by Gade et al. (1998a,b,c). 

2  Results obtained from measurements with HELISCAT 

During the two SIR-C/X-SAR missions in April and October, 1994, radar 
backscatter measurements were carried out with a 5-frequency/multi-
polarisation scatterometer flown on a helicopter. This scatterometer, called 
HELISCAT, works at 1.25, 2.4, 5.3, 10.0, and 15.0 GHz (L-, S-, C-, X-, 
and Ku-band, respectively) and is capable of performing radar backscatter 
measurements at different incidence angles. 

During all measurements, monomolecular slicks consisting of oleyl al-
cohol (OLA) were deployed, thus allowing for an investigation of the de-
pendence of the damping behaviour on different environmental conditions, 
in particular, on wind speed. Even though it is known to simulate biogenic 
slicks not optimally, this substance was already deployed during several 
earlier campaigns, because its strong damping capabilities make it easy to 
be detected by microwave sensors. In addition to OLA, slicks consisting of 
oleic acid methyl ester (OLME) and triolein (TOLG) were deployed, 
which both represent compounds of natural surface films. Because of their 
molecular structure, these substances form monomolecular surface films 
(i.e., slicks with a thickness of only one molecule). Depending on wind 
and wave conditions, however, these slicks may be locally disrupted, thus 
causing a large scatter in the measured radar contrast (Figures 1 and 2). 
The measurements were performed shortly after the slick deployment, 
when the slicks were fully spread, in order to avoid any data spoiling by 
slick aging effects. The measured damping ratios (i.e., the ratios of the 
relative backscattered radar power from a slick-free and a slick-covered 
water surface) are shown in Figure 1. 

It can be concluded that, under all wind speed conditions, the measured 
damping ratios increase with increasing Bragg wave number and that the 
maximum damping decreases with increasing wind speed. These two find-
ings cannot be explained by pure Marangoni damping theory which de-
scribes the damping of small sinusoidal water surface waves by monomo-
lecular slicks and which predicts a distinct damping maximum at inter-
mediate wave numbers of approx. 100 rad m-1 (Hühnerfuss 1986). In addi-
tion, wind-induced effects, primarily the energy input into the wave spec-
trum, have to be considered, as well. 
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Fig. 1. Damping ratios measured by HELISCAT over an oleyl alcohol (OLA) 
slick at different wind speeds (left: 3.5–4 m s-1; middle: 5 m s-1, right: 12 m s-1). 
Diamonds, circles, and grey triangles denote HH, VV, and VH/HV polarisation, 
respectively

In order to explain their experimental results obtained at high wind 
speeds (12 m s-1, where the energy input by the wind is larger than the vis-
cous dissipation in the whole Bragg wave number range) quantitatively 
Gade et al. (1998c) developed an analytical model for the damping ratios 
that is based on the assumption that the spectral action is balanced (Has-
selmann 1960), i.e. 
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where  is the radar backscattering at a (Bragg) wave number k, (k) is the 
wave spectrum, N(k) is the wave action, and Swi, Svd, Sbr, and Snl are the 
source terms for the wind input, viscous dissipation, wave breaking, and 
nonlinear interaction, respectively. The indices "0" and "s" denote a slick-
free and a slick-covered water surface. Gade et al. (1998c) included ana-
lytical expressions for the wind input (Phillips 1985) and the wave break-
ing (Donelan and Pierson 1987) and assumed that the nonlinear interaction 
is much smaller than the energy flux caused by wave breaking (which 
should be the case under high wind conditions). They found the following 
expression for the measured damping ratios: 
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where  is the coefficient for the wind energy input given by Plant (1982), 
 is the coefficient for viscous dissipation, cg is the group velocity of the 

water waves, u* is the wind friction velocity,  is the azimuth angle be-
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tween wind and wave propagation direction, and g is the acceleration of 
gravity. The parameters m and n describe the reduction of u* and of the 
wave breaking, respectively, in the presence of a slick (for more details see 
Gade et al. (1998c)): 

s

s

nnn
uum

0

)0(
*

)(
*

(3)

where ni are the exponents in the analytical description of the wave break-
ing source term, Sbr ~ (k4 )n. Following the results of earlier field measure-
ments performed by Stolte (pers. commun.), m was set to 0.7 and 0.9 for 
the strong (leeward) and weak (windward) damping parts of the surface 
films, respectively. Considering the different impact of the weak and 
strong damping parts of a surface film on wave breaking the parameter n
is ranging from 0.7 (weak damping substance oleic acid methyl ester) to 
3.5 (strong damping substance oleyl alcohol). 

Fig. 2. Same as Figure 1, but for the strong (left) and weak (middle) damping 
parts of a triolein (TOLG) slick and the strong damping parts of a mineral oil 
(IFO180, right) spill under high wind conditions (12 m s-1). The solid lines added 
into each diagram denote model results (see (1)) using the respective parameters m
and n given in the panels. Diamonds, circles, and grey triangles denote HH, VV, 
and VH/HV polarisation, respectively 

Note that in this parameterisation m and n describe the reduction, but 
not the absolute value, of the source terms for wind input and wave break-
ing, respectively.  

Deploying their model Gade et al. (1998c) were able to explain the con-
tinuous increase in the measured damping ratios with Bragg wave number. 
A comparison of some experimental and model results is shown in Fig-
ure 2. 

It is obvious that this model can well reproduce the measured damping 
ratios and, moreover, that the absence of the expected Marangoni damping 
maximum at intermediate Bragg wave numbers (approx. 100 rad m-1) can 
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be interpreted. Furthermore, the model can explain the similarities between 
the results obtained from quasi-biogenic (TOLG) and anthropogenic 
(IFO180) surface films under high wind conditions. 

3  Results obtained from analyses of SIR-C/X-SAR data 

Various SIR-C/X-SAR images showing biogenic and anthropogenic sur-
face films at different parts of the world's oceans were analysed, in order to 
investigate whether or not SIR-C/X-SAR is capable of discriminating be-
tween biogenic and anthropogenic oceanic surface films. Using SAR im-
ages of the surface film experiments in the German Bight of the North Sea, 
again, we found that the measured damping ratios strongly depend on the 
wind speed, which is in accordance with the results obtained by 
HELISCAT (see Figure 1). The results obtained from SAR images of vari-
ous biogenic and anthropogenic surface films are shown in Figures 3 and 
4, respectively. The classification between biogenic and anthropogenic 
surface films was made based on the shape and the size of the observed 
surface films. E.g., the SAR images shown in Figure 3 show typical signa-
tures of biogenic surface films encountered in large sea areas during ongo-
ing algal blooms: the surface-active material accumulates on the water sur-
face and the long, narrow, dark streaks follow the surface currents. In con-
trary, signatures caused by spilled mineral oil look different: the dark elon-
gated patch in Figure 4 is very likely caused by an oil spill, because of its 
irregular shape and the fact, that its contrast is independent of the different 
wind speed on either sides of the varying wind speed in that very area. In 
general, however, no sampling of any film material was done for our stud-
ies.

It is obvious that biogenic surface slicks cause a strong damping at L-
band (Figure 3), whereas anthropogenic oil spills cause low L-band damp-
ing ratios (Figure 4). Considering the large scatter of the data, the observed 
damping ratios at C- and X-band are similar, which, particularly at C-band, 
is due to an insufficient signal-to-noise ratio of the SIR-C/X-SAR system.  

The presented results, however, show that multi-frequency SAR im-
agery yields more information about the damping characteristics of oce-
anic surface films than single-frequency SAR imagery. This is, in turn, 
needed for a better discrimination between different kinds of surface films, 
particularly under low to moderate wind conditions. Moreover, our results 
show that L-band data is crucial for a successful discrimination of different 
surface films. Although OLA represents natural slicks, its damping ratios 
look similar to those of mineral oil spills. A possible reason for this is the 
limited spatial extent of these films. In contrast, natural slicks usually 
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cover large areas of the sea surface, thus being more effective in damping 
even longer (metre) waves. 

Fig. 3. Left side: SIR-C/X-SAR images of the same spot of the North Sea ac-
quired during the first shuttle mission on April 12th, 1994, and showing signatures 
of natural surface films (image dimensions 7 by 9 km). The images were acquired 
at L-, C-, and X-band (from top to bottom), VV-polarisation. On the bottom 
right, damping ratios obtained from SIR-C/X-SAR images of various natural 
slicks at low to moderate wind speeds (< 7 m s-1) are shown. Diamonds and circles 
denote HH and VV polarisation, respectively 

In summary, multi-frequency SAR imagery is advantageous to the rec-
ognition and classification of oceanic surface films; that is, important addi-
tional information can be inferred from these SAR data. The evidence 
shows that under low to moderate wind conditions, multi-frequency radar 
techniques are capable of discriminating between the different kinds of 
surface films, whereas at high wind conditions a discrimination (on a basis 
of damping measurements) is impossible (for examples for high wind 
speed see the paper by Gade et al. (1998b)). 
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Fig. 4. Upper row: SIR-C/X-SAR images of the same spot of the Baltic Proper 
acquired during the first shuttle mission on April 16th, 1994, and showing signa-
tures of a mineral oil spill (image dimensions 8 by 7 km). The images were ac-
quired at L-, C-, and X-band (from left to right), VV-polarisation. On the bottom 
right, damping ratios obtained from SIR-C/X-SAR images of various mineral oil 
spills at low to moderate wind speeds (< 7 m s-1) are shown. Diamonds, circles, 
and triangles denote HH, VV, and HV/VH polarisation, respectively 

4  Statistical Analysis of ERS SAR Data 

Gade et al. (2000) analysed more than 700 ERS SAR images of European 
marginal waters (acquired between December 1996 and November 1998 
over the Baltic Sea, the North Sea, and the northwestern Mediterranean 
Sea) with respect to the detectability of marine oil pollution. Model wind 
speeds provided by the Deutscher Wetterdienst (DWD, German Weather 
Service) were used to get an estimate of the influence of the mean local 
meteorological conditions (namely of the wind speed) on the overall de-
tectability of marine oil pollution. The model results for the three test ar-
eas, each for the entire period of SAR image acquisition (December 1996 
until November 1998), are shown in Figure 5. The upper row contains the 
values calculated for the summer periods (April – September) and the 
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lower row contains the values calculated for the winter periods (October – 
March). The maximum mean wind speed in the Baltic Sea test area (left 
column of Figure 5) lies between 8 and 9 m s-1 during summer and be-
tween 9 and 10 m s-1 during winter. The corresponding values for the 
North Sea test area (middle column) are 7 and 8 m s-1 (summer) and 10 
and 11 m s-1 (winter), and for the northwestern Mediterranean Sea test area 
they are 6 and 7 m s-1 (summer) and 8 and 9 m s-1 (winter), respectively. 
Thus, on average, oil spill detection using SAR techniques should be most 
successful in the northwestern Mediterranean Sea during the summer pe-
riod, and it should be least successful in the North Sea test area during 
winter period. 

Fig. 5. Mean wind speeds for the three test areas, as derived from a numerical 
model driven by the DWD. In the upper row the mean wind speeds are shown for 
summer periods (April – September) and in the lower row for winter periods (Oc-
tober – March) 

Gade and Redondo (1999) used the same data set to derive areas of 
mean oil pollution by taking into account those dark patches in the SAR 
images that show a significant reduction of the radar backscatter. In all 
three regions they found more oil pollution during summer months (April 
– September) than during winter months (October – March), which they 
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explained by the overall higher wind speeds in all test areas during winter 
time. Moreover, the northwestern Mediterranean Sea seemed to be the test 
area with highest detected oil pollution, whereas the pollution seemed to 
be lowest in the Baltic Sea. They concluded that this might be caused by 
the difference in mean wind speed, which in turn causes a different visibil-
ity of oil pollution in SAR images. (However, it is of course also possible 
that the northwestern Mediterranean Sea is simply the most polluted test 
area.)

For our improved statistical analysis we included the mean local wind-
speed, as derived from interpolated values of the DWD model. As a first 
step we calculated the distribution of the detected oil spills with wind 
speed. As shown in the upper left panel of Figure 6 most oil spills were de-
tected at mean (modelled) wind speeds between 3 m s-1 and 4 m s-1. The 
upper right panel of Figure 6 shows the wind speed distribution of the 
DWD model with a maximum between 5 m s-1 and 6 m s-1. The lower 
panel of Figure 6 shows the “normalised oil spill visibility” (NOSV) calcu-
lated as the (normalised) ratio of the two above.  

Fig. 6. upper left: histogram of the distribution of detected oil pollution as func-
tion of wind speed; upper right: distribution of the DWD model winds; lower
left: “normalised oil spill visibility” calculated as the ratio of the histograms for 
oil spills and model winds 
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The NOSV gives a better estimate of the detectability of marine oil pol-
lution, independently of the local wind conditions of this particular study. 
These results show that higher wind speeds cause lower detectability of oil 
pollution, and the maximum (model) wind speed where oil spill detection 
in European coastal waters can be inferred. In particular, at wind speeds 
below 7 m s-1 oil spills are well detectable, whereas above 10 m s-1 wind 
speed the definite detection of marine oil pollution seems to be almost im-
possible. At wind speeds between 7 and 10 m s-1 the detectability of oil 
spills is rather low. These results can explain why less oil pollution was 
detected in the northern test areas during winter time. E.g., the mean wind 
speed in the central North Sea during winter time lies above 10 m s-1 (Fig-
ure 5), thus making it unlikely that every oil spill in that area was detect-
able by SAR sensors. 

5  Results obtained from laboratory measurements 

In order to complement the results of the radar backscatter measurements 
on the open sea, laboratory measurements of the wave amplitude and slope 
and of the radar backscatter at X- and Ka-band were carried out in a wind-
wave tank with mechanically generated gravity waves as well as with 
wind-generated waves on a slick-free and a slick-covered water surface. In 
this paper, we concentrate on the results of the radar measurements with 
wind-generated waves. For a full description of the obtained results the 
reader is referred to Gade et al. (1998c). 

The measurements were carried out in the wind-wave tank of the Uni-
versity of Hamburg, which is 26 m long and 1 m wide. The mean water 
depth is 0.5 m, the wind tunnel height is 1 m, and the effective fetch is 
19.5 m. The measurement area was at a fetch of 15.5 m. The scatterome-
ters used for the present investigation are working at 9.8 GHz (X-band) 
and 37 GHz (Ka-band) and the measurements were carried out with up-
wind looking radar antennae and at VV-polarisation. 

Figure 7 shows the measured radar Doppler shifts, both at X- and Ka-
band, for the entire wind speed range. The solid and dashed lines in both 
panels denote theoretical Doppler shifts assuming freely propagating 
Bragg waves and Bragg waves bound to the dominant wind waves, respec-
tively. We can conclude that the X-band backscattering from a slick-free 
water surface at low wind speeds (up to approximately 4.5 m s-1) and long 
fetches (15.5 m in our investigation) is determined mainly by bound 
waves, whereas the Ka-band backscatter is caused by both bound and 
freely propagating Bragg waves. For wind speeds higher than 4.5 m s-1 the 
X-band backscattering in our experiments is caused by both parasitic har-
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monics and freely propagating Bragg waves, whereas the Ka-band back-
scatter is caused mainly by freely propagating Bragg waves. In particular, 
the generation of freely propagating wind waves results in a reduction of 
the X-band Doppler shift at wind speeds of 4.5-5 m s-1, which is less dis-
tinct at Ka-band. 

When comparing the results obtained by different authors, one has to 
take into account the different experimental set-ups, which may lead to dif-
ferent results. In particular, the existence of bound (Bragg) waves does not 
only depend on the wind speed and frequency of the gravity waves but 
also, for example, on the fetch length and the wave age (which may strong-
ly differ in different experimental set-ups). Therefore, we suspect that on 
the open ocean X- and Ka-band Bragg waves are encountered that are both 
freely propagating and bound to gravity waves (which in turn may be 
modulated by the long ocean waves). 

Fig. 7. Measured X- and Ka-band Doppler shifts as function of the reference wind 
speed. The measurements were performed with a slick-free water surface. Addi-
tionally inserted into each diagram are the theoretical curves assuming bound 
(dashed line) and freely propagating (solid line) Bragg waves 

The X- and Ka-band Doppler shifts measured from wind-generated 
waves on a water surface covered with oleyl alcohol (OLA) are shown in 
Figure 8. It is obvious that the coverage of the water surface with a sur-
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face-active substance has a strong influence on the generation of bound 
waves at the crests of the gravity waves. At intermediate wind speeds of 
approximately 6 m s-1 the X-band backscatter is mainly caused by bound 
Bragg waves, and the Ka-band backscatter is caused by both bound and 
freely propagating Bragg waves. In the wind speed range between 7 and 
9 m s-1, where the short gravity waves are strongly damped by the OLA 
slick, both the X- and Ka-band backscatter are caused only by freely pro-
pagating waves. This wave damping behaviour of the OLA slick can ex-
plain the strong damping of the radar backscatter in this particular wind 
speed range as well as the fact that the measured wave damping exceeds 
the values predicted by Marangoni damping theory for this (water wave) 
frequency range. 

Fig. 8. Same as Figure 7, but for a water surface covered with oleyl alcohol 
(OLA). The minimum wind speed for the excitation of ripple waves on a slick-
covered water surface is about 4.5 m s-1

These results obtained from a slick-covered water surface are of great 
importance for the interpretation of measured reductions of the radar back-
scattering by oceanic surface films (see the preceding sections). However, 
we also note that results obtained from wind-wave tank experiments can-
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not be readily transferred to the open ocean. Moreover, the described ef-
fects are obviously strongly dependent on the experimental conditions (i.e., 
on the fetch and the tank dimensions), so that only field experiments (e.g., 
similar measurements of the radar backscattering performed on the open 
ocean) can prove our assumption that bound Bragg waves have an impor-
tant impact on the measured radar signal from the ocean surface. At least, 
taking our results into account, we can expect reductions of the radar back-
scatter at X-, Ku-, and Ka-band that are higher than those predicted by Ma-
rangoni damping theory. This has indeed been observed.  

6  Summary and Conclusions 

The results obtained by HELISCAT showed that the damping behaviour 
(i.e., the ratio of the radar backscatter from a slick-free and a slick-covered 
water surface) of the same substance strongly depends on the wind speed, 
which can be explained by means of the source terms of the action balance 
equation. Thus, we developed a model to simulate measured damping ra-
tios for different surface films at high wind speeds (> 10 m s-1, where the 
energy input by the wind is larger than the viscous dissipation). The simu-
lated values are in good agreement with the experimental results. 

We have analysed SIR-C/X-SAR images from natural surface films and 
mineral oil spills and have compared the measured damping ratios. It turns 
out that the radar signatures are most different at L-band (where the signal-
to-noise-ratio is sufficiently high). For mineral oil spills the damping ratio 
increases with Bragg wave number, whereas for natural surface films a 
minimum of the damping behaviour is measured at C-band (even when the 
signal-to-noise ratio very often is insufficient).  

No significant dependence of the radar contrast on the polarisation was 
found, whereas it strongly depends on radar frequency. Thus, multi-fre-
quency capabilities are recommended for any radar-based system for the 
discrimination of oceanic surface films, but not multi-polarisation capabili-
ties. Furthermore, we conclude that the discrimination of natural and man-
made surface films seems to be possible at low to moderate wind speeds 
whereas it is impossible at high wind speeds (see the results obtained at 
12 m s-1 wind speed, Figures 1 and 2). 

It is remarkable that, over each surface film deployed during our field 
experiments, SIR-C/X-SAR measured lower damping ratios than HELIS-
CAT (Figure 9). These differences are independent of the deployed sub-
stance and of wind speed, but not of Bragg wave number. Possible expla-
nations for this finding may include different resolution scales (25 m for 
the SAR system, the footprint dimensions of the HELISCAT systems are 
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between a few meters and about 100 m, depending on incidence angle and 
radar band), while time differences and state of evolution of the slick in 
our opinion play a minor role. Additional systematic investigations are re-
quired in order to answer these questions. 

The analysis of a large number of ERS SAR data revealed improved sta-
tistical information on the oil pollution of European marginal waters. The 
results show that the consideration of local environmental conditions 
(namely the local wind speed) improves the statistical results significantly: 
the Baltic Sea seems to be only slightly less polluted than the northwestern 
Mediterranean, which is not in accordance with results from earlier studies 
where local wind speeds had not been taken into account. 

The results from the wind-wave tank measurements show that at X- and 
Ka-band the radar backscattering from a slick-free water surface is caused 
by bound as well as by free propagating ripples. In the presence of a 
monomolecular surface film at certain wind speeds only bound or only free 
propagating ripples are responsible for the backscattering at X-band, which 
can explain higher measured damping ratios. 

Fig. 9. Comparison of the radar contrast caused by the deployed OLA slicks dur-
ing both shuttle missions in April (left panel) and October (right panel), 1994. 
The solid circles denote results obtained by HELISCAT, the open circles denote 
results obtained from SIR-C/X-SAR data. Note that in both cases, SIR-C/X-SAR 
measured lower damping ratios than HELISCAT 
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Abstract. The VIERS-1 model (Janssen et al. 1998) was originally de-
vised to describe ERS scatterometer measurements over the sea on a 
physical basis. This model is extended to include the saturation range, and 
it is used to derive equilibrium wave spectra and formulations for the re-
laxation toward that equilibrium, with and without slicks present. It was at-
tempted to derive actual relaxation rates from the model, but this was only 
successful on part of the spectral range. The extended VIERS model is 
combined with a radar imaging model originally designed for radar 
bathymetry, to yield quantitative computations of radar contrast along 
transects through slicks. The resulting model shows an apparent size in-
crease of the slick and a smoothing of its edges, due to the finite relaxation 
time of the slick-dampened, backscattering surface roughness. The present 
work offers no validation by observed images, but the trend in frequency 
and polarisation dependence of the radar contrast is supported by pub-
lished measurements.

1  Introduction 

Radar is a valuable sensor for the maritime environment. It can provide in-
formation about a great variety of features and processes, such as wind, 
waves, currents, ships, bathymetry and natural and man-made slicks. When 
oil spills are at issue, the pertinent questions are location, extent, thickness, 
type and age, and the prediction of these. Some of these questions may be 
answered on the basis of imaging radar data. At the same time, also natural 
slicks alter the radar properties of the sea surface, thereby complicating the 
interpretation of radar imagery when the interest is aimed at other features. 
Therefore, it is necessary to understand the characteristics of slicks, both 
man-made and natural, in radar images. 
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This contribution presents some results of research into the modelling of 
the radar imaging of slicks, which are here assumed to be in the form of 
surface films. The research was aimed at assembling a numerical, physics-
based model to calculate the radar image of a slick on the sea surface, and 
at improving the consistency of the elements of this model. The elements 
of the model are: 
1. Equilibrium surface wave spectra, based on the balancing of the spectral 

energy source and sink terms, both for clean and slick-covered water;  
2. Relaxation rates prescribing the time scales of evolution of the surface 

waves toward the equilibrium;  
3. A model that calculates the actual local ocean surface wave spectrum, 

based on relaxation towards the equilibrium spectrum; and  
4. A radar backscatter model that yields normalised radar cross section 

(NRCS), given a local ocean surface wave spectrum.  
Concerning the first element, the equilibrium wave spectra, the literature 

offers several forms, such as the Phillips, Pierson-Moskowitch or 
JONSWAP spectra, the Donelan-Banner-Jähne spectra (Apel 1994) or the 
spectra proposed by Romeiser et al. (1997). Most of these are parameter-
ised functions of wind speed, based on measurements, and have only a 
limited basis in physical processes. Not all of them adequately describe the 
short gravity-capillary waves which are the primary ones that radar is sen-
sitive to, and none of them are amenable to including slicks. Also for the 
relaxation rate (the second element), the literature offers several parame-
terisations, such as Hughes (1978), Plant and Wright (1977) or Hsiao and 
Shemdin (1983). Again, the effects of slicks cannot be included. In this 
work, we have, therefore, sought to extend the ocean backscatter model 
called “VIERS-1” of Janssen et al. (1998), who compute a gravity-
capillary equilibrium spectrum based on physics with parameterisations for 
‘unresolved’ physical (sub-) processes. This ocean backscatter model was 
originally developed for ERS scatterometry. Our aim was to obtain a con-
sistent modelling of both the equilibrium spectrum and the relaxation rates, 
also in the presence of slicks. 

Concerning the third element, the relaxation model, a radar imaging 
model that was originally developed for bathymetry and ship wakes was 
used. This is a quasi-two dimensional wave-current interaction model, 
along the lines of e.g. Lyzenga and Bennett (1988) and Vogelzang (1989). 
Parts of it have been described in Greidanus (1994). It has been validated 
on radar bathymetry measurements and performs quite well (Greidanus et 
al. 1997). The basis of the modelling is that water wave energy packets are 
traced while their action changes by processes such as wind input, non-
linear interactions and dissipation. This action change is modelled as a re-
laxation toward an equilibrium spectral value. For the present application, 
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the current field is set to zero. The outcome of this calculation is a full 
wave spectrum at a series of points along a cross cut over the water sur-
face, that may be input into a radar backscatter algorithm (the fourth ele-
ment) to give a radar backscatter (NRCS) profile. For the radar backscatter 
model a “standard” composite surface model was used.  

In what follows, the above elements will successively be discussed. In 
section 2, the VIERS-1 equilibrium spectrum will be briefly described, fol-
lowed by a discussion of the extensions that have been implemented in or-
der to be able to better use it for the present purpose of slick modelling. In 
section 3, an attempt is made to derive relaxation rates from this spectrum, 
and the form of the net restoring source term when out of equilibrium is 
established. In section 4, the radar image modelling will be discussed. Sec-
tion 5, finally, discusses and summarises the results. 

2  Equilibrium spectrum 

2.1  The VIERS-1 spectrum 

The VIERS-1 model (Janssen et al. 1998) is a physically based theoretical 
ocean backscatter model for intermediate incidence angles. It comprises an 
ocean wave equilibrium spectral model and a radar backscatter model. It 
was developed in particular to model the relation between ambient ocean 
parameters and observed radar backscatter from the ERS C-band scattero-
meter, in order to be able to derive more accurate wind fields from that in-
strument. Because a number of physical processes are included in the 
modelling, it lends itself for rather general use as a tool in interpreting 
maritime radar backscatter. The main effects that are taken into account in 
the wave spectral part include: wind speed, fetch (or wave age), air and sea 
temperature (and difference), surface tension, viscosity, Marangoni effect 
(for surface slicks), wave breaking (dissipation), 3- and 4-wave non-linear 
interactions and wind input. The physical modelling, however, is only ap-
plied in the high wave number tail of the spectrum, i.e. in the capillary re-
gime and the transition regime between capillary and gravity waves. At a 
low level, many of the effects mentioned are parameterised; for example, 
there is a parameter 3 (function of wavelength) that describes the strength 
of the 3-wave interactions and an 4 for the 4-wave interactions. While the 
parameters have been tuned to X-band scatterometer measurements in 
wave tanks and on the open sea, the fit to ERS C-band scatterometer data 
is almost as good as the fully empirical CMOD4, and even better at very 
low and very high winds. 

Here, the VIERS-1 model is only briefly sketched; a more complete de-
scription can be found in Janssen et al. (1998) and Snoeij et al. (1993). The 
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spectral part of the model works as follows. The form of the equilibrium 
spectrum in the high wave number tail is found by postulating a spectral 
energy balance, i.e., by postulating that the total of all energy source (and 
sink) terms acting on a spectral ocean wave component is zero. The vari-
ous energy source terms are wind input, viscous dissipation, Marangoni 
(slick) dissipation, wave breaking, and wave-wave non-linear interaction. 
Denoting these respective spectral source terms by a subscripted S, the en-
ergy balance reads: 

0)()()()()()( kSkSkSkSkSkS nlbrslickvisin . (1)

Wave number, wave number vector and wave angular frequency are de-
noted k, k  and . The wave energy spectrum (divided by the water den-

sity ) is )()(
2

kF
k

kE , with F the wave height spectrum that has the 

wave variance as its integral. 
Taking viscous and Marangoni dissipation together, and making the de-

pendence of the source terms on the spectral energy level E explicit, the 
energy balance can be written as: 
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where for wind input (first term) u* is the friction velocity, c the surface 
wave phase speed, and the factor  is a function of wave number in order 
to incorporate the quasi-linear effect. In the second term,  is the kinematic 
viscosity of water, and M is the Marangoni relative damping ratio describ-
ing surfactant-induced wave damping (Alpers and Hühnerfuss 1989): 
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with ssE ,  the slick’s dilational modulus and its phase angle, respec-
tively. (In the absence of a slick, M = 1.) In the breaking (third) term, 

)(E  is a prescribed function of integral properties of the spectrum. Fi-
nally, instead of writing the non-linear interaction (fourth) source term di-
rectly as 
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)()())(( 43 kIkIkESnl (5)

with I3 and I4 the 3- and 4-wave action collision integrals (e.g., Hassel-
mann 1963 for the 4-wave interaction), it is written rather as the diver-
gence of a spectral energy flux vector (Snoeij et al. 1993): 

)())(( kkESnl . (6)

The spectral energy flux vector has the form 

)()()( 43 kIkkIkk . (7)

The collision integrals are written as 

gcckNkI /)( 52
33 , gckNkI /)( 93

44 , (8)

with EN  the wave action, cg the group speed of the surface waves, and 

3, 4 parameters that can in general (on dimensional grounds) be functions 
of c/cg. In the VIERS-1 model, 3 goes to zero when c/cg goes to 2 (i.e., for 
pure gravity waves), and 4 is taken to be constant. 

In spite of the relevance of angular structure in the spectrum (e.g., Ko-
men et al. 1984), the radial dependence is integrated out, and the energy 
balance is solved only as a function of k. After angular integration, the 
non-linear source term becomes 
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using the ‘curvature spectrum’ B(k) = k4 F(k).
This approach is similar to Kitaigorodskii’s (1983), without, however, 

taking )(k  as constant. 
The resulting energy balance is solved by numerically integrating the 

differential equation 

)()(' kEkk (11)
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(where E is the three source terms that are linear in E taken together), 
starting from some point k0 in the spectrum with boundary value E(k0), to-
wards higher wave numbers. At the lower wave numbers and the bound-
ary, i.e. at 0kk , a JONSWAP-type spectrum is assumed. The exact 
value of k0 depends on wind speed, but is around 80 rad m-1. The saturation 
level in the gravity range is taken as 2/)( PhkB , with ‘Phillips con-
stant’ 124.0Ph  a function of wave age . The wave age is in turn de-
fined as pcu /* , with cp the phase speed at the JONSWAP peak. 

2.2  Low wave number extension to the VIERS-1 spectrum 

The gravity region is not physically modelled in the VIERS-1 spectrum. 
As mentioned above, a JONSWAP spectrum is assumed there, which im-
plies a k–4 saturation behaviour with a long wave cut-off (plus an en-
hancement of the spectral peak). The gravity region is, however, relevant 
for the modelling of the radar backscatter of slick-covered sea surface, di-
rectly via Bragg scattering when using longer radar wavelengths (order 10 
cm or longer), or through tilt modulation by the longer waves that affects 
all radar wavelengths. Furthermore, in the next section it will be tried to 
derive relaxation rates, and for that a modelling of the spectrum is also 
needed. Therefore, it was attempted to extend the equilibrium spectral 
model into the saturation region, i.e. between the spectral peak and the 
gravity/capillary transition range, in a relatively simple and crude way. 

The shape of the gravity wave spectrum in the saturation range has been 
debated in the literature (e.g., Kitaigorodskii 1983; Phillips 1985; Apel 
1994). Arguments favour a flat curvature spectrum B(k), or a curvature 
spectrum of the form 5.0)( kkB  (in the absence of slicks). As the most 
recent equilibrium spectra from the literature (Apel 1994; Romeiser et al. 
1997) seem to favour a flat curvature spectrum, we can adhere to the origi-
nal VIERS approach which also takes on a flat curvature spectrum in the 
saturation range, as noted above. The VIERS approach will furthermore be 
followed by retaining the description of the non-linear interaction as in Eq. 
9, and letting the 3-wave interaction coefficient go to zero in the saturation 
range. (In the original VIERS-1 modelling, this coefficient is already 
halved at k0.) In the saturation range, then, in the absence of slicks, we are 
left with the energy balance (the viscous dissipation being small enough to 
neglect here): 

0'1)()()( 2*
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kEEE

c
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and
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For a constant value of 4, as used in the original VIERS-1, this energy 
balance does not lead to the desired flat B(k). Since 4 is a parameter, one 
can try to solve for an 4(k) that leads to a flat B(k); while it is possible to 
find such an 4(k), its shape does not seem to be realistic. 

In order to force the energy balance to result in a flat curvature spec-
trum, the dissipation term - kE is replaced by a different one, )(ESsd , the 
shape of which is chosen exactly so that it balances the energy input terms 
if B(k) is flat. Although this is somewhat artificial, the same argument has 
been used by Phillips (1985) in his attempt to obtain a k0.5 curvature spec-
trum. Reverting to a constant 4, we obtain (in the saturation range): 
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In this ‘artificial’ dissipation term, the extra factors 
p

Ph
p

sat BEE ))2//(()/(  provide a generalisation; but for any p, clearly, 
when E = Esat, S(E) = 0. 

Justification for a dissipation term of this shape may be sought by noting 
that, for p1 = p2 = 0, these terms conform to the general shape proposed by 
Komen et al. (1984). This general shape (their equation 2.7) that has pa-
rameters n and m can be rewritten into: 
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Here, Komen et al.’s integral spectral parameters ˆ  and  have been 
approximated by their Pierson-Moskowitz values of PhPM 56.0ˆ  and 

pPM 3.1 .
For p1 = p2 = 0, the dissipation term (Eq. 15) can be written as 
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These terms conform to Komen et al.’s form for n = 3, m = 2 and n = 1, 
m = 2, respectively, and are also numerically quite close to Komen et al.’s 
results (their equation 4.2). 

Furthermore, while the dissipation terms in Komen et al. are proportio-
nal to E, Phillips (1985) introduces a dissipation term proportional to E3.

Concerning the actual choice of p1 and p2, it can be noted that p1 = 0, p2
= 2 would lead to a trivial equation for the energy balance. The next sim-
plest choice is p1 = p2 = 1, and this will be used. This means that we take 
the dissipation in the saturation range proportional to E2. (Calculations 
have been made for various combinations of p1 and p2 taken from 0, 1, 2, 
and they actually give rather similar results.) 

2.3  Equilibrium spectrum over full spectral range 

On the basis of the above arguments, the energy balance for the full range 
(saturation, gravity/capillary transition and capillary) becomes 

)()()1()(4)*()( 22 EwSkEEwESEMkE
c

u
ES sdnl

(18)

with Snl(E) as before according to Eqs. 9, 10, Ssd(E) according to Eq. 15 
with p1 = p2 = 1, and w(k) a smooth transition function. Taking for w(k) the 
‘inverse’ of 3(k), }{Max/)()( 3030 kkkkw , gives good results. 
The energy balance is numerically solved in the same way as before, by in-
tegrating Eq. 11, but now starting from pkk 30 .

The results are shown in Fig. 1. In this calculation, a neutrally stable at-
mosphere with Tair = Tsea = 10 ˚C is used, and the wave age is set at 25. No 
slicks are used. (In the standard VIERS-1 spectrum, a wind-dependent 
slick coverage is assumed.) The integration over the saturation range gives 
rise to a flat curvature spectrum, as it should, and the overall shape of the 
spectra is practically identical to the original VIERS-1 form. 

For comparison, two other spectra from the literature are plotted in Fig. 
2, the Donelan-Banner-Jähne (DBJ) spectrum (Apel 1994) and the 
Romeiser-Alpers-Wismann (RAW) spectrum (Romeiser et al. 1997). It can 
be seen that the behaviour of the VIERS-1 spectrum is somewhat in be-
tween these two. 
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Fig. 1.  Curvature spectrum B(k) according to the present model for wind speeds 
U10 = 2, 4, 6, 8, 10, 15 m/s (lower to upper curves). Wave age is 25, no slick 

Figure 3 shows the effects of a slick. As a typical example, the visco-
elastic parameters for oleic acid (|Es| = 0.014 N/m, s = 176°) were used 
(Alpers and Hühnerfuss 1989). The friction velocity u* was lowered to 
80 % of its clean surface value (Alpers and Hühnerfuss 1989), but disap-
pearance of the surfactant as a result of mixing due to the sea state was not 
taken into account. It can be seen that the effect of the slick is most pro-
nounced at shorter wavelengths, waves with k > 100 rad m-1 being very 
strongly suppressed. In the saturation/gravity range the spectral intensity is 
lowered but the curvature spectrum remains flat. This can be understood 
because this range of the spectrum (up to where the Marangoni damping M
first begins to come into effect) is directly set by the boundary value (k0),
which is only influenced by the lowered u*.
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Fig. 2. Curvature spectrum B(k) for wind speeds U10 = 6, 10, 15 m s-1, according 
to the RAW model (dashed) and the DBJ model (dotted). The spectral level in the 
saturation range (half the ‘Phillips constant’) was set to the same value as in Fig. 1 

Fig. 3. Curvature spectrum B(k) according to the present model with slick present 
(oleic acid), for wind speeds U10 = 2, 4, 6, 8, 10, 15 m s-1. Spectral peak frequen-
cies are chosen the same as in Fig. 1 
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3  Relaxation rates and total source term 

In the relaxation model discussed in the introduction (‘element 3’), the 
wave spectrum is calculated along a transect through the current field by 
tracing the waves through (x,k)-space, and integrating the wave action N
along these rays. (In the present application, the current field is absent, im-
plying that action N and energy E are actually equivalent.) In general for 
such a relaxation model, the action source term need not be specified in 
detail, but can be written as a deviation from an equilibrium: 
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This is the start of a Taylor series expansion around S(Neq) = 0, with 

)(
d
d

eqN
N
S . (20)
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which is in fact the case here (Eq. 18), we can actually write exactly 
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which leads to the very good approximation 
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For a real (stable) equilibrium, one needs 0 .
We are now in the situation that we can use for ),( *ukNeq  the equilib-

rium spectrum calculated in the previous section, but we also know the 
form of the total source term S(N) (Eq. 23), and we can calculate the re-
laxation rates ),( *uk since we have available f1 and f3. This approach of 
calculating the relaxation rate was also used by Trokhimovski (1993). 

The results of calculating the relaxation rate are shown in Fig. 4. They 
are somewhat surprising, in that a negative value for the relaxation rate is 
found in the region where the curvature spectrum rises. This would indi-
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cate an unstable solution, and hence one which would not be found in real-
ity.

Fig. 4. Relaxation rates computed according to Eq. 24, for wind speeds U10 = 2, 4, 
6, 8, 10, 15 m s-1. No slicks present. The lowest wind speed curves show the 
smallest excursions and vice versa 

In order to investigate the possibility that negative values for  be a con-
sequence of the numerical implementation of solving S(E) = 0 by integrat-
ing )(' k  (Eq. 11), the action balance S(N) = 0 was also solved directly by 
solving the polynomial1

0)( 3
3

2
21 NfNfNfNS . (25)

This equation can have more than one positive solution Neq. If there are 
two positive solutions, one is stable ( 0dd NS ) and the other one un-
stable. In such cases, the integration method always finds the stable solu-
tion. In those cases where an unstable solution is found, there exists no 
second positive solution. So the integration method works well in that re-
spect. As a further check, the relaxation rate was also computed numeri-
cally as NS . This led to the same numbers as the ones found pre-
viously from Eq. 24. 

                                                     
1 Note that f1 and f2 contain B'(k); the B'(k) values used here are those obtained 

from the integration procedure. 
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In order to further assess the values of the relaxation rate found here, we 
compare them with Plant and Wright’s (1977) parameterisation which is 
often used. (Other parameterisations are roughly similar, but can deviate 
by factors of up to 4.) The comparison is plotted in Fig. 5. It can be seen 
that in the saturation/gravity range and in the far capillary range, the values 
found here are quite realistic. Only in the intermediate range, where the 
negative -values are found, is a significant deviation present. 

Fig. 5. Computed relaxation rates (discontinued curves) compared to Plant and 
Wright relaxation rates (continuous curves) on a logarithmic scale, for wind 
speeds U10 = 5 m/s (drawn) and 10 m/s (dotted). Clean surface 

The fact that in the saturation range the computed relaxation rate is real-
istic, means that the choice of p1 = p2 = 1 in Eqs. 15, 18 appears to be justi-
fied. The values of p1 and p2 determine to which of the coefficients  f1, f2 or
f3 the breaking terms Ssd (that were introduced, Eq. 15, to force a flat satu-
ration spectrum) contribute, thereby directly influencing .

As a last check to assess the validity of the method used, it is applied to 
Phillips’ (1985) saturation spectrum. In Phillips’ effort to derive a satura-
tion spectrum (in his case 5.0)( kkB ), he defines forms for three source 
terms in the energy balance equation, viz. wind input, non-linear inter-
action and dissipation. When written in the form of Eq. 21, his energy bal-
ance has f2 = 0. In that case, Eq. 24 can actually be further reduced to 

12 f . Save for a factor of 2, this yields the Plant and Wright relaxation 
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rate. So the methodology used here for deriving a relaxation rate seems to 
be valid. 

Figures 6 and 7 show the effect of a slick on the computed relaxation 
rate. The same slick as for Fig. 3 was used. In the saturation range, the 
presence of the slick lowers the relaxation rate by the same order of magni-
tude as it lowers the spectrum. Around k = 100 rad m-1, the slick leads to a 
more stable spectrum. In the capillary range (k > 200 rad m-1) the relaxa-
tion rate is reduced by exactly the same factor as the spectrum, regardless 
whether  is positive or negative. 

Fig. 6. Computed relaxation rates for a clean surface (drawn) and with oleic acid 
slick present (dotted), for wind speed U10 = 15 m/s 

4  Radar image modelling 

On the basis of the extended VIERS wave spectral model presented above, 
it was attempted to calculate the radar backscatter along a transect through 
a slick on the sea surface. A slick of 50 m diameter of the same substance 
as used in the previous sections (oleic acid) was taken, and the radar back-
scatter was calculated along a 150 m section centred on the slick. A wind 
speed at 10 m height (U10) of 5 m/s was used and the radar look direction 
was downwind.
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Fig. 7. Ratio of slick-covered relaxation rate to clean surface relaxation rate 
(drawn), compared to ratio of spectral values (dotted), for wind speed U10 = 15 
m/s 

As a first step, the equilibrium wave spectra were calculated for the 
slick-free and slick covered surfaces, respectively (Figs. 1 and 3). Because 
of the negative values occurring in the relaxation rates calculated in section 
3, these could not be used in the radar modelling. It was therefore neces-
sary to resort to the Plant and Wright relaxation rates again. With the equi-
librium spectra, the form of the source term (Eq. 23) and the relaxation 
rates available, the actual spectral values of all wave components were cal-
culated by integrating the action balance equation along the cross cut, i.e., 
by integrating 
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starting at x = 0 with N = Neq. This yields the wave spectrum at each point 
along the cross cut. For this the relaxation model mentioned in the intro-
duction (‘element 3’) was used with a zero current field. 

From these calculated wave spectra, the normalised radar cross sections 
( 0) were calculated using the VIERS-1 radar backscatter module (Janssen 
et al. 1998). This is a more or less ‘standard’ composite model which in-
cludes the two-scale effect (Bragg backscatter influenced by longer wave 
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tilting) and a specular component (only important at steeper incidence an-
gles) (e.g., Valenzuela 1978). 

The results are shown in Fig. 8, for several radar wavelengths and inci-
dence angles. For reference, the Bragg wavelengths of the radar confi-
gurations used are listed in Table 1. Only the results for VV polarisation 
are shown, those for HH are quite similar. It can be seen that at high Bragg 
wave numbers, the radar contrast is very large; there is practically no radar 
reflection from the slick. In C-band, when going from typical airborne in-
cidence angles (  40°) to the ERS case (23°), the radar backscatter damp-
ing is substantially reduced. This is mostly a consequence of the shape of 
the wave spectrum, that has on the slick still appreciable energy at k = 87 
rad m-1 but much less at k  143 rad m-1 (at 5 m s-1 wind), but also the re-
sult of the specular contributions to the backscatter, that come into play at 
23°. Since the long waves are damped much less than the shorter ones, L- 
and P-band contrasts are low, with especially in P-band the maximum con-
trast not being reached on account of the small slick size with respect to 
the relaxation distance. 

The lower damping at the long water wavelengths also reduces the con-
trast at the shorter radar wavelengths via the two-scale effect: when only 
Bragg backscatter is taken into account, the expected C-band contrasts 
would be much larger. 

Table 1. Radar configurations used in Fig. 8, their Bragg wave numbers and 
maximum damping ratios attained. 

Radar 
band 

Radar wave- 
length [cm] 

Incidence 
angle [°] 

Bragg wave- 
number [rad m-1 ] 

Maximum 
damping [dB] 

X   3.3 55 312 40
C   5.7 40 143 13.7 
C   5.7 23   87   2.7 
L 24 55   43   1.5 
P 68 55   15   0.3 

The finite relaxation rate smoothes the edges of the slick in the modelled 
radar image. For strong damping, this effect is stronger on the leeward side 
of the slick than on the windward side. This is due to the factor N/Neq in 
the source term producing smaller relaxation rates at lower absolute spec-
tral levels. Because this form of the source term derives from the analysis 
of section 3, this should be a realistic effect. (In reality, one may expect 
additional effects from the wind action on the slick distribution on the wa-
ter surface that may also give rise to different radar profiles for the leeward 
and windward sides.) Because of this, the apparent size of the slick is in-
creased. For example, if one would take as the criterion for the extent of 
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the slick its –3 dB contour, the apparent size of the slick at C-band 40° 
would be 65 m instead of 50 m. A further consequence is that the location 
of the slick will appear to be displaced in the wind direction. All these ef-
fects become more pronounced at lower wind speeds. 

Fig. 8. Computed radar contrasts across a slick (oleic acid) that occupies 50 m < x
< 100 m. X-band 55˚ incidence (drawn), C-band 40˚ (dashed), C-band 23˚ (dot-
ted), L-band 55˚ (dash-dot) and P-band 55˚ (drawn). Radar look direction is 
downwind, VV polarisation, wind speed U10 = 5 m/s, neutrally stable atmosphere 

5  Discussion and conclusions 

The VIERS-1 wave spectral physical model, which is based on an energy 
flux divergence formulation, has been extended to include the saturation 
range by introducing a dissipation term proportional to wave energy 
squared. This leads to a physics-based wave spectral model in which the 
effects of slicks can be taken into account over the full saturation, grav-
ity/capillary transition and capillary ranges. The model is not completely 
closed, however, because it needs to be supplied with a boundary energy 
flux value from the spectral peak, which is not included in the physical 
modelling but retains a JONSWAP parameterisation. 
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The form of the non-equilibrium net source term was derived from the 
spectral model. Also relaxation rates were derived, which in the saturation/ 
gravity and far capillary ranges led to good results, but produced negative 
values in the short gravity/near capillary transition range. Negative relaxa-
tion rates are unacceptable as they will not lead to an equilibrium. Never-
theless, the VIERS-1 spectrum has been validated by X- and C-band scat-
terometry and is similar in shape to other validated spectral models. There-
fore, we accept the extended VIERS model for computation of the spec-
trum but at the same time conclude that it is not yet suitable to yield rela-
xation rates. 

The final goal of constructing a consistent slick radar imaging model 
could, therefore, only partially be met. It was possible to derive three as-
pects in a consistent manner, viz. an equilibrium wave spectrum for a clean 
surface, one for a slick-covered surface, and the form of the source term 
(quadratic). A fourth aspect, the actual relaxation rates, could only be 
meaningfully derived on part of the spectral range. Relaxation rates, there-
fore, had to be supplied externally, which was achieved by using the Plant 
and Wright (1977) parameterisation. In combination with a composite ra-
dar backscatter model, this leads to a physically based model that is able to 
compute radar contrasts across slicks. Sample results of the model show 
that at high radar frequencies, the slick appears extended on the leeward 
side on account of the quadratic source term leading to a slower relaxation 
on that side. Especially at lower radar frequencies, relaxation effects give 
the slick smooth edges and make it appear to be displaced in the wind di-
rection. These effects become larger at lower wind speeds. 

The slick imaging model has not been validated with measurements. 
However, a provisional comparison with observations from the literature, 
e.g. Gade (2006), shows that the increase of damping ratio with Bragg 
wave number (Table 1) is indeed observed, as well as the very low sensi-
tivity to polarisation. 
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Abstract.  Processes within the sea surface microlayer have been relative-
ly little studied considering their major role in air-sea interaction, especial-
ly gas exchange. This state of affairs can be explained by the inaccessibi-
lity of this very thin layer to most methods. One of the few suitable tools is 
radiometry which can probe a surface layer of ~1-1000 micrometres ac-
cording to the wavelength chosen. In particular, thermal imagery can be 
used to investigate turbulence impinging on the sea surface - “surface re-
newal patterns”. Field measurements with thermal imaging cameras show 
evidence of fairly large-scale (~ 1 metre) organised turbulent structures. 
Thermal imagery is also a powerful tool in the study of breaking waves. 
Thermal images of breaking waves are characterised by a “hot” high-
emissivity crest ahead of a warm patch. Interpretation of field observations 
remains difficult. Greater control on variables is possible in the laboratory. 
Laboratory experiments show that in dynamically weak situations (e.g., 
free convection), though the influence of eddies is readily apparent, these 
eddies do not appear to bring bulk water to the absolute surface. Even 
quite weak bubble plumes are highly effective in renewing the surface, 
suggesting that they will influence the thermal signature of the sea surface 
following breaking waves, and may be an effective agent of air-sea gas ex-
change. Surface-active materials both influence the nature of surface re-
newal and the measurement process (through alteration of emissivity). 
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1  Introduction 

Sea surface renewal can be defined broadly as the manner in which sub-
surface turbulence enhances the transport of water, heat and dissolved sub-
stances between the absolute sea surface and the upper ocean (Hasse 
1997). Surface renewal has a major effect on the distribution of surface-
active material at the sea surface. Also, surface-active material on the sea 
surface is expected to have a major effect on the structure of sub-surface 
turbulence and thus surface renewal rates (Tsai 1996). 

The most urgent interest in surface renewal is founded in the relation-
ship of surface renewal to the air-sea exchange of poorly soluble gases, in-
cluding carbon dioxide. If these gases had to be transported through a 
stagnant layer of only 1mm thickness, then rates of ocean-atmosphere ex-
change would be impossibly slow. It is clear that in fact turbulence en-
hances mixing even within a millimetre of the surface, but a full descrip-
tion of this process is elusive. A number of models of the surface renewal 
process have been proposed; see for example: Jähne and Haussecker 
(1998). Here, we briefly review a selection of these models with particular 
emphasis on their implication for radiometric methods of estimating air-
sea exchange. The term “surface renewal model” is often used more nar-
rowly to describe models in which elements of the sea surface are occa-
sionally directly replaced by water from the bulk, and exchange proceeds 
by this occasional replacement and molecular diffusion within the surface 
elements. We shall term these models as “absolute renewal models” to dis-
tinguish them from models in which only sub-surface elements are directly 
replaced from the bulk (“partial renewal”). Notable among partial renewal 
models is the surface penetration model of Harriott (1962) in which the 
nearest approach of an eddy to the surface is randomly distributed. A very 
different set of models (“turbulence-diffusion”) describe diffusive trans-
port by molecular diffusion and numerous eddies whose scale and intensity 
reduces asymptotically to zero as the surface is approached. Various abso-
lute renewal models differ most significantly in their description of the sta-
tistical distribution of the time between successive replacements. Higbie 
(1935) originated (absolute) surface renewal models, but Danckwerts 
(1951) introduced the most popular form of the surface renewal model that 
assumes that the time between replacements will follow an exponential 
distribution. This is an appealing model for turbulent exchange in “forced 
convection conditions” since it follows directly from assuming that the 
probability of replacement of an element at an instant is independent of the 
time since the element was previously replaced. Turbulent processes are 
stochastic rather than purely random however, and a modified distribution 
may be set by the statistics of turbulence. Rao et al. (1971) described a log-
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normal distribution for “bursting phenomenon”, and this distribution has 
been supported by high resolution thermal imagery (Jähne and Haussecker 
1998; Schimpf et al. 1999). Absolute renewal is questionable on energetic 
grounds (Hasse 1990) due to the difficulty of disrupting the surface against 
surface tension. Partial renewal and turbulence-diffusion models do not re-
quire turbulent replacement at the absolute surface. 

In addition to limiting the transfer of gases and other dissolved sub-
stances across the microlayer, the relatively low mixing within the micro-
layer usually leads to a strong temperature gradient in the microlayer. The 
sea surface is usually slightly cooler than the water below due to a net heat 
loss to the atmosphere above (Hasse 1971). This temperature difference 
(typically a few tenths of a Kelvin) can be measured, as can the net heat 
flux from the sea surface to the atmosphere (some difficult calculations of 
the effective heat flux are also necessary, the calculation in daylight is par-
ticularly demanding). Surface temperatures can be estimated by radio-
metry. In the next section, we consider the utility of “radiometric methods” 
in studies of surface renewal and estimates of air-sea gas transfer veloci-
ties. In the following sections, we describe some observations in the field 
and the laboratory with a thermal imaging camera, which give some in-
sight into the characteristics of surface renewal processes. 

2  Radiometric methods 

2.1  Large footprint radiometry 

We consider first application of measurements of the ensemble average 
“cool skin effect’ in known environmental conditions. The basic principle 
is that a “transfer velocity of heat”, Kh can be calculated from the tempera-
ture difference across the microlayer, T, by assuming the transport of heat 
from the bulk to the surface is in balance with the heat flux from the sur-
face to the atmosphere, Q:

TCKQ ph (1)

where Cp is the specific heat of the water and  is the density of the water 
The transfer velocity of another property (for example, a gas) can be es-

timated given a model of the analogous transport of heat and this other 
property. A simple turbulence-diffusion model of the homogenous trans-
port of heat and gas through the microlayer gives a simple equation for the 
transfer velocity of a gas, Kg:

h
n

g KScK Pr (2)
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where Pr is the Prandtl number of heat in the water, Sc is the Schmidt 
number of the gas in the water, and n is a model-dependent exponent. 

Traditional turbulence-diffusion models (based on the boundary layer 
adjoining a solid wall) imply that n = 2/3, but a value n = 1/2 is appropriate 
for a boundary layer adjoining a free surface (Jähne and Haussecker 1998). 
The appropriate value of n depends on the wind stress and the surfactant 
loading of the surface. Soloviev and Schluessel (1994) have described a 
procedure for estimating gas transfer velocities from measurements of heat 
transport, assuming that transport is adequately described by the classical 
(Danckwerts) surface renewal model. The key relationship can be written 
in the form: 

h
n

g KScK Pr (3)

where  is a non-dimensional number, related to the distribution of surface 
temperature. A similar equation can be written for any surface renewal 
model but the value of  is model dependent. 

A major difficulty with applying large footprint measurements of the 
cool skin, is the question of homogeneity. The models described above re-
quire an assumption of horizontally homogenous distribution of heat flux 
and sub-surface turbulence within the footprint. Such an assumption is 
highly dubious, for example patches of relatively intense turbulence may 
be expected near breaking waves (Rapp and Melville 1990, Woolf 1995). 
The detrimental effect on our simple model can be understood from the 
following thought experiment: Consider turbulent exchange to be en-
hanced by a factor N over a fraction 1/N of the sea surface. For large N, we 
find that the air-sea exchange of a gas will be doubled, but the spatially av-
eraged cool skin effect is barely altered. 

In summary, large footprint measurements permit an estimate of gas 
transfer velocities, but these estimates are sensitive to model assumptions. 
Furthermore, large footprint measurements give no direct information on 
the characteristics of surface renewal. Also, the method is extremely sensi-
tive to drift in the calibration of either the surface or the bulk temperature 
measurement. 

2.2  Imagery and “surface thermometry” 

In cool skin conditions, an eddy bringing sub-surface water to the surface 
will create a “warm anomaly” on the sea surface. Temperature fluctuations 
on the sea surface will be highly sensitive to the character of surface re-
newal. The turbulence-diffusion paradigm implies that the vertical scale of 
eddies diminishes asymptotically to molecular scales close to the surface, 
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so that associated temperature fluctuations are restricted to below the sur-
face. By contrast, an absolute renewal model implies a distribution of sur-
face temperatures with the bulk water temperature at one extreme. Partial 
renewal will produce less extreme variations in surface temperature than 
absolute renewal. In general, the distribution of surface temperature fluctu-
ations is a function of both the frequency and character (i.e., absolute or 
partial) of renewing eddies. 

Thermal imagery offers the possibility of directly measuring tempera-
ture fluctuations at the sea surface, and thereby inferring the character and 
intensity of surface renewal. The utility of thermal imagery is limited by its 
departure from an “ideal surface thermometer” and the extent to which ap-
parent temperature fluctuations are forced by extraneous factors. We might 
wish that an imaging radiometer would solely measure heat radiated from 
the surface that it is focussed upon, but reality intervenes. Three factors 
that slightly degrade real radiometric measurements are surface re-
flectivity, penetration of thermal radiation through water, and atmospheric 
absorption and emission. The sea surface behaves approximately as a black 
body at low incidence angles, but a small fraction (~ 1%, depending on in-
cidence angle and wavelength) of radiation received by an imager will 
have been reflected at the sea surface rather than emitted there. It is possi-
ble to see reflections of objects in thermal images of the water surface, and 
these can contribute to measured temperature fluctuations. Similarly, 
variations in the temperature of the sky reflected to the camera will con-
tribute. Variations of the emissivity of the surface can be particularly im-
portant especially for relatively high incidence angles, and when the sky 
temperature is very low. Waves, whose slope alters the incidence angle, 
can cause significant variability in emissivity across an image. Some sur-
factants can significantly alter the intrinsic emissivity of the surface water. 
The penetration of thermal infrared radiation through sea water is wave-
length dependent; it is only an approximation to assume that air-sea infra-
red radiation is radiated and absorbed at the absolute sea surface (this also 
has implications for how we model heat transport through the microlayer). 
Typically, a longwave (8-12 m) thermal imager will receive radiation 
from approximately the top 20 m of the sea. (It might be noted here also, 
that the assumption in most models of the thermal skin that heat transfer by 
radiation is insignificant below the absolute surface is also only an ap-
proximation. One notable consequence of finite radiative transfer within 
the surface skin is that the rate of change of surface temperature immedi-
ately following an absolute renewal event is also finite; thus while a prac-
tical measurement cannot normally capture surface temperatures exactly 
equal to the bulk temperature below, the rate of cooling following an abso-
lute renewal should be sufficiently low for temperatures closely approach-
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ing the bulk temperature to be captured). The radiation reaching the radi-
ometer is modified also by the atmosphere between the instrument and the 
target. Each of the mechanisms described above can contribute errors in 
the estimated surface temperature at each point of ~ 100mK, which is a 
significant obstacle to this methodology. 

Another factor that is difficult to eliminate is the direct effect of varying 
air-sea fluxes on surface temperature fluctuations. It is clear that a sus-
tained horizontal variation in these fluxes (at the sea surface in the Lagran-
gian frame of the surface elements) will modify the surface temperature 
distribution. It may not always be possible to determine if a feature is es-
sentially “oceanographic” (i.e., forced from below by surface renewal; 
which ultimately, but not directly, depends on atmospheric forcing), or 
“meteorological” (i.e., directly associated with variability in atmospheric 
fluxes).

In spite of the limitations described above, we can be certain that if a 
subsurface eddy is apparent in a thermal image of the sea surface, then that 
eddy has some finite influence on exchange across the microlayer. Thus, 
imagery at least must have a role in identifying significant processes. It 
should also be possible in some cases to demonstrate that a process does 
not absolutely renew the surface. The observations reported in the follow-
ing sections address these issues and are largely qualitative, but we hope 
they will be useful in constructing more complete quantitative models of 
sea surface renewal. 

3  Field observations 

Images were taken from a fixed platform, Meetpost Noordwijk, 9 km off 
the Dutch Coast in May and June 1996. The region is influenced by the 
Rhine river plume, and surface slicks and other features associated with 
surfactants and freshwater were often observed. We report the analysis of 
data from late (night time) on 3rd of June. The instrument used was a 
scanning thermal imager sensitive at longwave (8-12 m) set up at an ele-
vation of 16.5 m on an overhanging platform on the North side of the plat-
form. The camera was pointed at a cardinal angle of 030o and at 45o to the 
vertical. Heat flux components and standard meteorological and ocea-
nographic variables were measured (and recorded in most cases as ten-
minute averages). The ten-metre-elevation wind was 6-8 m s-1 from the 
Southwest (unfortunately wind and waves will have been distorted by the 
North West corner of the platform). The current was carrying water to-
wards the imager at up to 0.5 m s-1. The sky was clear as far as can be es-
tablished. The resulting net infrared heat loss (30-90 Wm-2 within the data 
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period described here) was the most important component of the heat flux, 
forcing a cool skin. Relative humidity varied in the range 69-77 %, adding 
a latent heat flux to the net heat loss. Air and water temperatures were 
similar, and consequently the sensible heat flux was quite small. The ther-
mal noise of each pixel (= 80 mK) obscures all but the strongest features 
At moderate wind speeds, by far the greatest signal is associated with the 
crests of actively breaking waves, but these were fairly rare. It is also ap-
parent that the wakes of these breaking waves are relatively warm. An im-
age of a relatively large breaking wave is shown below (Figure 1). 

The original images do not usually show any distinct features apart from 
an occasional breaking wave. In order to extract more information, we 
have processed the images as follows. The image is warped (with the 
greatest possible preservation of individual pixels) to a 128 x 128 pixel, 
6.4 m x 6.4 m subsample at the centre of the original image. Warping is 
necessary, but the mapping was carefully designed to remain as close as 
possible to mapping one original pixel to a single final pixel. Linear hori-
zontal gradients are eliminated (de-trended images). Very large scale (>3 
m) variability which can not be sampled satisfactorily is removed. The to-
tal standard deviation within these images is dominated by the 80 mK 
“white noise” of the instrument (a natural limit of the sensing element at its 
normal operating temperature). The variation with time of the standard de-
viation of temperature within each image is shown in Figure 2 (upper left). 
The remaining signal is highly variable. Dramatic increases and then falls 
in standard deviation are observed on time scales of 10 minutes and less. A 
few isolated values can be attributed to special features; for example the 
breaking wave featured in Figure 1 is responsible for a single high value at 
~2151 UTC. The slower variation (gradual increase followed by decrease) 
follows the trend in heat flux, but the excursions are unexpected. The 
small-scale (0.1-1 metre) fluctuations slightly exceed the instrumental 
noise, but generally any coherent fluctuations at these scales are not suffi-
ciently large to extract from the white noise. The standard deviation within 
images is separated according to spectral range. The variability in two 
spectral ranges is highly correlated over time periods of a few minutes 
(e.g., Figure 2, lower left), but the two sets of values are not simply pro-
portional (straight line in figure) as might be expected if each was propor-
tional to the instantaneous heat flux or reflectivity. Larger scale variability 
contributes disproportionately to the rapid excursions in standard devia-
tion.
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Fig. 9. A raw thermal image. These images cover ~10 x 10m of sea surface but are 
geometrically distorted. The bottom of the image is closest to the viewing point, 
and the image is foreshortened in the vertical due to the oblique (45o) view. The 
breaking wave was propagating from left to right. (Images similar to this one have 
been described by Jessup et al. (1997a). The highest temperatures are associated 
with the high emissivity crest of the breaking wave, while warm water behind the 
crest is indicative of a turbulent wake) 

Images are then low-pass filtered to remove high wave number noise 
while retaining low wave number information (low-pass images). One 
low-pass image is shown in Figure 2 (right); the features in this particular 
image are typical in form, but relatively intense. Since ancillary measure-
ments were only recorded at 5-minute or 10-minute intervals, we do not 
know if there were large changes in wind forcing or atmospheric heat 
fluxes coincident to the excursions in thermal signal. However, it is diffi-
cult to see how the features apparent in the low-pass images can be a direct 
response to meteorological forcing. Variations in emissivity of the sea sur-
face and reflected features in the sky are also candidate explanations. The 
variability in emissivity associated with the slope of waves would be the 
most likely of these, but the orientation of the features seen in the proc-
essed images is contradictory to this explanation, and the strength and the 
variability are also rather too high to be explained in this way.  
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Fig. 10. Upper left: Standard deviation of temperature in the de-trended images 
plotted against time for a two hour subset of the data. Lower left: the variability at 
a larger scale (~1- 3 m) against the variability at a smaller scale (~0.1 – 1 m) in a 
150 second period of the large excursion at ~2200 UTC. Right: A low-pass proc-
essed image at ~ 2200 UTC near the peak in variability. The image covers a 6.4m 
x 6.4 m area of sea surface. The approximate wind direction and temperature 
anomaly scale are shown below. Features preferentially aligned with the wind and 
spaced ~ 1 metre apart are apparent 

In general patterns appear to be the result of a complicated pattern of 
embedded vortices, preferentially aligned approximately in the direction of 
the wind, with the addition of a few relatively extreme fluctuations in 
patches. It seems most likely that vortices in the upper ocean imprint tem-
perature fluctuations on the surface by partial renewal. Reorganisation of 
surfactants on the surface, and resulting variability in emissivity, by vor-
tices may also play a role in their imaging. During the excursion at ~2200 
UTC, there is a trend in the skewness of temperature within images, with 
extreme hot values predominating over extreme cold values early in the 
excursion. There appears to be highly variable mixing phenomena at play, 
but a full interpretation is beyond us. 

4  Laboratory observations 

The interpretation of field data on surface images is often made more diffi-
cult by limitations in the absolute measurement of both surface and bulk 
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temperature. For example, under a cold sky a radiometric measurement of 
surface temperature is quite sensitive to the assumed emissivity of the sur-
face, and this is invariably quite uncertain due to the sensitivity of emissi-
vity to surface films and surface roughness. Thus, it is not always clear if 
the warmest water at the sea surface is at precisely the temperature of the 
bulk water (as implied by absolute renewal). Also, our field measurements 
are very restricted in resolution. We have resorted to small-scale laboratory 
experiments in which we can resolve even millimetre-scale fluctuations by 
viewing at short distances, and are able to diminish errors in temperature 
measurement greatly. These were simple experiments using tap water, with 
no effort to remove the inevitable surfactant loading of the water. Mea-
surements were made at low-incidence angles (usually 30o) in order to de-
crease reflection, and in most cases with a background temperature close 
to the water temperature (this greatly reduces the error associated with un-
certainty or variability in emissivity). We have conducted a large variety of 
experiments in free and forced convection conditions. A general obser-
vation is that water of bulk temperature (within experimental uncertainty) 
is only observed to outcrop at the surface in the more energetic cases. 
Here, we feature a single experiment designed to investigate the effect of 
bubble plumes on surface renewal. 

It is thought that large enhancements of air-sea gas exchange are likely 
as a result of “whitecapping” breaking waves (Woolf 1997). Transfer will 
be enhanced by exchange across the surface of bubbles and by additional 
exchange across the sea surface, notably in the wake of the breaking 
waves. The simplest description of mass, heat and momentum exchange in 
the wake zone simply considers an enhanced level of turbulence. Within 
these patches, bubbles contribute buoyancy and alter significantly the be-
haviour of the turbulent plumes. In addition, when bubbles surface and 
burst, they will disrupt the surface microlayer. 

A basic appreciation of the effect of bubble plumes on the sea surface 
can be reached through simple laboratory measurements. An open con-
tainer of water at approximately room temperature will usually be cooled 
at the surface by vapour loss to the laboratory, resulting in a surface “skin 
temperature” up to ~1K cooler than the bulk of the water. We have con-
ducted experiments in a temperature-controlled laboratory using a con-
tainer with a thermally insulated base and walls, but open at the top and 
filled with tap water. The effect on surface temperature of surfacing bub-
bles was measured with a thermal camera, calibrated via reference targets 
in the field of view. Bubbles were generated by pumping air from the labo-
ratory through a peristaltic pump to a simple aquarium "air stone" in the 
base of the container. 
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Figure 3 shows the mean temperature of a rectangular area of the water 
surface during an experiment. Images were acquired once every 0.8 sec-
onds. Initially, the laboratory is unventilated and the surface temperature is 
very close to both the bulk water temperature and the room temperature 
(images 0 – 180). When the laboratory is ventilated by dry air the mean 
temperature drops rapidly until the surface heat loss is balanced by heat 
supplied to the surface by free convection within the container. (There are 
fluctuations in surface temperature associated with free convection pat-
terns, but in common with numerous other observations of free convection, 
every surface element is much cooler than the underlying water). At image 
328, the peristaltic pump was switched on and bubbles began to surface 
near the centre of the selected area. The temperature rose steadily as the 
region disrupted by the surfacing bubbles expanded, until this region en-
compassed the entire selected area. Thereafter the surface temperature de-
creased as a result of heat loss, which was enhanced by the bursting bub-
bles.

Fig. 11. Temperature of water surface in the course of an experiment 

Examination of individual frames of thermal and video imagery reveals 
details of disruption processes. Individual bubbles produce local warming, 
indicating some disturbance of the surface microlayer, but only partial re-
newal of the surface. A plume of bubbles acts in concert to produce rapid 
surface renewal within a well-defined area of the surface. The area affected 
by the plume expands well beyond the region where bubbles are surfacing. 

It is important to note that the particular experiment described here was 
conducted with a very low airflow into the bubble generator yielding a 
bubble plume that was barely perceptible in close-up video images of the 
water surface. Stronger airflow and a substantial bubble plume produced 
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rapid and dramatic disruption of the thermal skin across the entire surface 
of the container. By contrast, when we used the same pump and tubing to 
pump water, there was only a significant surface effect if the flow was 
strong and the outlet was close to the water surface. 

5  Discussion and conclusions 

Infrared imagery of the sea surface is a powerful technique for investigat-
ing surface renewal processes at the sea surface, including the modulation 
of these phenomena by wind stress, wave breaking, slicks and other envi-
ronmental variables. Thermal imaging techniques have shown to be effec-
tive in the study of large and small breaking waves (Jessup et al. 1997a,b);
and Jaehne and co-workers (Jähne and Haussecker 1998; Schimpf et al. 
1999) have exploited small-scale temperature fluctuations to estimate gas 
transfer velocities. It should be noted in caution that infrared cameras are 
not "ideal surface thermometers" and, therefore, interpretation of an image 
is not always straightforward. 

Night-time measurements with the thermal IR camera in a moderate 
wind (6-8 m s-1) show evidence of the importance of fairly large-scale (~ 1 
metre) organised turbulent structures, and suggest that the process of air-
sea exchange is remarkably dynamic. The amplitude of the metre-scale 
fluctuations varies enormously on time scales of a few minutes. It seems 
likely that the variations in metre-scale fluctuations have a dynamical ori-
gin within the water column – perhaps associated with wave breaking 
which also varies greatly on these time scales. Images show evidence of 
vortices aligned with the wind. These vortices may be part of a spectrum 
of similar motions extending from large-scale Langmuir circulation down 
to much smaller scales (Melville et al. 1998). The smaller scale motions 
are likely to be more directly significant to surface renewal and air-sea gas 
exchange, but it may be possible to investigate small-scale surface renewal 
indirectly by measuring the related large-scale fluctuations (requiring less 
spatial resolution). Patches at relatively high temperature may result from 
the action of small breaking waves (with or without air entrainment, but 
we can not quantify this process).  

At the sea surface, we may expect surfacing bubble plumes to contribute 
to surface renewal in the wake of breaking waves. This surface renewal 
will necessarily enhance air-sea gas exchange. It is our experience that 
only a small flux of bubbles is necessary to transform surface renewal, but 
this is difficult to quantify. It seems likely that bubbles are significant to 
surface renewal by small breaking waves, even when there is no obvious 
“whitecap”.
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In general, observations of temperature fluctuations at the sea surface 
support a “surface renewal” paradigm rather than “turbulence-diffusion”. 
Further, high-resolution measurements support an absolute renewal model 
with a log-normal distribution of surface replacement (Jähne and 
Haussecker 1998; Schimpf et al. 1999). We wish to stress the continuing 
need for a more complete description of sea surface renewal. We note the 
variety of processes contributing to surface renewal and query whether 
“absolute renewal” is common. It is not possible to say that surface water 
is exactly at bulk temperature, but there are instances where it is clear that 
bulk water is not brought to the absolute surface. We observe that partial 
renewal is common, even in fairly energetic conditions, and may be more 
typical than absolute renewal. It is also apparent that transport through the 
microlayer may be achieved through the action of numerous eddies (fol-
lowing the turbulence-diffusion paradigm) rather than a single replacement 
action. Both the “surface renewal” and “turbulence-diffusion” paradigms 
are idealisations, and a more complete model should include elements of 
both. Note that while similarities of heat and gas transfer are implied by 
any model, the exact relationship is model dependent. For example, At-
mane et al. (2004) have recently noted the implications of substituting a 
replacement model (Harriott 1962) for a standard surface renewal model. 
A quantitative description of surface renewal, mass and heat transport 
should include a description of turbulent transport by various processes. 
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Abstract.  The influence of surface films on air-sea gas exchange at low 
and moderate wind speeds is investigated. Observations were made in the 
small Heidelberg circular wind-wave facility and in coastal and offshore 
waters south of Cape Cod, New England. The passive controlled flux tech-
nique was used to investigate the micro turbulence very near the water sur-
face, which controls the rate of transfer of momentum, heat, and mass 
across the air-sea interface. The analysis of infrared image sequences al-
lows the estimation of the net heat flux at the water surface, the skin-bulk 
temperature difference across the thermal sublayer and thus the heat trans-
fer velocity. Using Schmidt number scaling, estimates of the gas transfer 
velocity are obtained. Experimental evidence shows that increased surface 
film concentrations suppress near surface turbulence and thus decrease the 
gas exchange compared to a slick-free ocean interface. If a surfactant is 
present, turbulent mixing is dampened and direct renewal of the surface is 
inhibited. A surface slick changes the hydrodynamic boundary conditions 
in that the length scales of near surface turbulence controlling air sea gas 
exchange are modified. The micro-scale temperature fluctuations at the 
water surface indicate that at low wind speeds the transport process is 
dominated by large-scale turbulence, whereas at higher wind speeds the 
smallest observed scales dominate the transport. 

1  Introduction 

The oceans cover two-thirds of the earth's surface. Driven by the wind and 
heated by solar radiation, this moving bulk of water directly affects earth’s 
climate (e.g., the impact of the North Atlantic circulation on West 
Europe’s climate). These huge amounts of flowing water have an enor-
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mous capacity to absorb and release both heat and gases. The oceans play 
an important role as sink for carbon (the yearly absorption capacity is 
about three Gigatons of carbon). In recent years, global climate change and 
the growing pollution in atmosphere and oceans have drawn the attention 
to small-scale transfer processes at the air/water interface. 

Fig. 1. Which of the three commonly used models best describes the mass transfer 
across the aqueous boundary layer: surface renewal, turbulent diffusion or mo-
lecular diffusion? 

The exchange of inert gases including greenhouse gases (e.g., carbon 
dioxide, methane) is governed by the interplay of turbulent transport and 
molecular diffusion in the aqueous boundary layer. This 20-300 m thick 
layer constitutes the bottleneck for the exchange of gases between atmos-
phere and ocean. Although the underlying turbulent transport mechanisms 
are extremely complex and difficult to quantify, knowledge about the envi-
ronmental parameters influencing air-sea gas exchange has increased con-
siderably in recent years. Nevertheless, the commonly used semi-empirical 
parameterisations of the gas exchange rate with wind speed (e.g., Liss and 
Merlivat 1986, Wanninkhof 1992, Wanninkhof and McGillis 1999) predict 
a global carbon uptake that differ by a factor of three (Donelan and 
Wanninkhof 2002). Theoretical gas exchange models (surface renewal and 
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small eddy model, see Fig. 1) differ in the prediction of concentration pro-
files, but not in the dependence on environmental parameters such as wind 
speed.

In order to gain insight into the transport mechanisms, new techniques 
for the quantitative investigation of gas exchange have been developed, 
e.g., boundary layer visualization with laser induced fluorescence imaging 
(Münsterer and Jähne 1998), particle tracking velocimetry (Siddiqui et al. 
2004) and infrared imaging (Schimpf et al. 1999), but only lately pro-
gressed to a state where quantitative measurements of relevant turbulent 
properties are feasible. By using novel visualization and image processing 
techniques, it is possible for the first time to get an insight into the mecha-
nism of these dynamic processes (Haußecker et al. 1998) and to investigate 
turbulent processes that underlie the transport mechanisms across the 
aqueous boundary layer. Despite experimental and theoretical effort, there 
is still a lack of understanding how other processes, e.g. rain, wave break-
ing, and intermittent meteorological conditions affect the transport proc-
esses. 

In the following discussion, the Controlled Flux Technique (Jähne et al., 
1989) is presented, using heat as a proxy tracer for gases. The high spatial 
and temporal resolution of this unique technique allows the study of key 
questions about transfer processes. Detailed laboratory measurements were 
carried out in the Heidelberg wind wave facility and during the 1997 
Coastal Ocean Processes Study in the Atlantic Ocean. Experimental evi-
dence shows that a surface film decreases the gas exchange rate and modi-
fies the length scales of near surface turbulence in comparison to a clean 
interface.

2  Heat as a proxy tracer for gases 

Typical mass balance methods to measure the air-sea gas transfer have one 
major drawback: the response time is of the order of hours to days, making 
a parameterisation with parameters such as wind forcing, wave field, or 
surface chemical enrichments nearly impossible. The controlled flux tech-
nique uses heat as a proxy tracer for gases to measure the air-sea gas trans-
fer rate locally and with a temporal resolution of less than a minute. This 
method offers an entirely new approach to measure the air-sea gas fluxes 
in conjunction with investigation of the wave field, surface chemical en-
richments and the surface micro turbulence at the water surface. The prin-
ciple of this technique is very simple: a heat flux is forced onto the water 
surface and the skin-bulk temperature difference across the thermal 
sublayer is measured. 
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Fig. 2. Naturally occurring heat fluxes at the ocean surface and transport mecha-
nisms of heat in the thermal sublayer 

In a first realization, Jähne et al. (1989) forced a periodical heat flux 
density onto the water surface using a chopped heat source above the water 
surface. The temperature response at the water surface was detected with 
point measuring radiometer. In a further implementation of this technique, 
Haußecker (1996) developed the so-called passive controlled flux method 
that estimates the skin-bulk temperature difference under natural heat flux 
conditions assuming a surface renewal model. The naturally occurring heat 
fluxes at the ocean surface (latent, sensible and long wave radiative heat 
flux) cause the surface temperature to decrease or increase depending on 
the direction of these fluxes. The net heat flux forces a skin-bulk tempera-
ture difference T across the thermal sublayer, commonly referred to as 
the “cool skin” of the ocean (compare Fig. 2). 

The high temperature resolution of state-of-the-art infrared imagers al-
lows measurements of the temperature fluctuations at the ocean surface 
even under low natural net heat flux conditions (Schimpf et al. 1999). The 
net heat flux density jh, skin-bulk temperature difference T and the char-
acteristic time constant t* of the transfer process are related by the transfer 
velocity for heat, kh, according to (Jähne et al. 1989): 

*t
D

Tc
jk h

p

h
h , (1.1)

where Dh denotes the molecular diffusion coefficient for heat in water. 
Given the net heat flux density, the local heat transfer velocity is deter-
mined by measuring the skin-bulk temperature difference across the ther-
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mal sublayer. From the heat transfer velocity, the transfer velocity of an 
arbitrary gas is estimated using the so-called “Schmidt number scaling” 
(Jähne and Haußecker 1998): 
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(1.2)

with the Schmidt numbers Sch (heat) and Scg (gas) and the Schmidt number 
exponent n (2/3 for a smooth surface, 1/2 for a wavy). The large difference 
in the Schmidt numbers of heat (Sc = 7) and gas (Sc = 600 for carbon diox-
ide) might cast doubt whether the extrapolation is valid. However, detailed 
laboratory measurements have shown that the extrapolation is correct 
within a relative error of 10% provided that the uncertainty in the diffusion 
coefficient of the gas is less than 5% and the Schmidt number exponent is 
known with an absolute error less than 0.02 (Jähne et al. 1987). 

3  Experimental Setup 

The laboratory measurements were carried out in the small circular wind-
wave facility (Fig. 3), located in the Institute of Environmental Physics, 
University of Heidelberg. This facility is gas tight and equipped with a 
ventilation system that controls the flush rate of the air space independent-
ly of the wind speed. The outer diameter of the flume is 4 m and the chan-
nel width is 30 cm. The flume is loaded with 872 litres of deionised water 
which corresponds to a water depth of 30 cm. Wind is generated up to 12 
m/s by a rotating paddle wheel under the ceiling. A detailed description of 
the facility can be found by Schmundt et al. (1995). The water surface is 
observed via a mirror by the infrared camera system (see Fig. 1.3) and the 
imaged footprint at the water surface has a size of 20 by 20 cm. The infra-
red camera (Amber Radiance, Raytheon, Goleta, CA) has a 256 x 256 fo-
cal plane array and is sensitive in the wavelength regime from 3 to 5 m
with a noise equivalent temperature difference of 26 mK. 

The field measurements were carried out in coastal and offshore waters 
south of Cape Cod, New England in July 1997 in the framework of the 
NSF-sponsored Coastal Ocean Processes study (CoOP97) conducted on-
board the RV Oceanus. The main part of the setup combined an infrared 
camera, an infrared carbon dioxide laser and a temperature calibration de-
vice (Fig. 4). 
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Fig. 3. Wind wave facility at the Institute of Environmental Physics, University of 
Heidelberg and schematic setup of the infrared imager at the flume 

Fig. 4. Setup during the 1997 Coastal Ocean Processes Experiment in the Atlantic 
Ocean. The instrumentation was mounted on a boom at the bow of the research 
vessel

In order to achieve a reliable temperature resolution of 26 mK, the infra-
red camera had to be carefully calibrated with special designed blackbody. 
The geometrical arrangement of three different temperature standards and 
the reference bodies made the calibration box behave like an ideal black-
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body. With this setup a relative temperature calibration was performed 
with a relative accuracy of the temperature measurement of approximately 
30 mK (Schimpf, 2000). The entire instrumentation was mounted on a 
boom at the bow of the research vessel (Fig. 4). 

4  Estimation of the skin-bulk temperature difference 

In closed air circulation mode, no heat exchange between water and air is 
present. The relative humidity reaches nearly 100%, and the latent heat 
flux vanishes. The temperature in the air space of the facility quickly (ap-
proximately 1 minute) adjusts to the water temperature so that, in addition, 
the sensible heat flux is eliminated. Thus no net heat flux at the water sur-
face is present and the bulk temperature is equal to the surface temperature 
(see Fig. 5). 

Fig. 5. Schematic of the two operational modes of the wind wave facility to esti-
mate the skin-bulk temperature difference across the thermal sublayer 

If the air space of the wind-wave flume is flushed with dry air (relative 
humidity approximately 75%), a latent heat flux is established through 
evaporation. The surface temperature drops a few tenth of a degree (“cool 
skin”) and skin-bulk temperature difference is forced across the thermal 
sublayer. 

For a duration of 50 minutes every 5 minutes, the air conditioning sys-
tem of the facility is switched between these two conditions. Thus it is 
possible to determine an averaged skin-bulk temperature difference every 
10 minutes. In the first mode the infrared imager records the bulk tempera-
ture, and in the second mode the surface temperature. 



246      Uwe Schimpf, Nelson Frew, and Bernd Jähne 

In the field, experimental problems arise from the fact that the net heat 
flux density at the water surface cannot be artificially controlled and thus 
only the surface temperature is directly accessible with the infrared camera 
and not the skin-bulk temperature difference required for estimating the 
transfer coefficient for heat. Practical implementations use the statistical 
properties of the sea surface temperature distribution assuming a surface 
renewal model (Schimpf et al. 1999) in order to estimate the skin-bulk 
temperature difference. 

5  Results 

Two conditions were realized in the wind wave facility: in the first set of 
experiments the interface was clean, whereas in the second set a surfactant 
(Triton-X-100, concentration: 3 ppm) was used. Image sequences of dura-
tion of 1 second (60 frames at 60 Hz) were recorded every 10 seconds for a 
time period of 50 minutes. This procedure was repeated at four different 
wind speeds. Using the controllable air ventilation system in the wind 
wave facility, the latent heat flux was switched on and off every 5 minutes. 
The net loss of heat at the water surface was determined by the rate of 
change of the overall water bulk temperature (Schimpf 2000). 

Figure 6 shows the mean surface temperature (left) and variance of tem-
perature (right) of the imaged footprint at the water surface versus time. 
When there is no heat exchange between water and air phase (closed air 
circulation mode), the temperature increases and temperature fluctuations 
at the surface no longer occur. The infrared camera detects the bulk tem-
perature. The variance of the surface temperature is of the order of the 
noise level of the infrared imager. Immediately after the latent heat flux is 
switched on (open air circulation mode), the surface temperature drops 
down a few tenths of a degree and the patterns of near surface turbulence 
appear in the images. The variance in the temperature increases and is sig-
nificantly above the noise level of the infrared imager (26 mK). The infra-
red camera now detects the surface temperature. 

If a surfactant is present, the values of the skin-bulk temperature differ-
ence are higher than for a clean surface (Fig. 7, right). This is due to the 
fact that near surface turbulent mixing is generally dampened in presence 
of a surfactant. The values of the skin-bulk temperature difference also 
show a significant trend, decreasing rapidly with increasing wind speed, in 
line with the formation of capillary waves (Schimpf 2000). If the interface 
is clean, the values of the temperature gradient all are below 0.1 Kelvin 
and they do not alter significantly as the wind speed increases. This is the 
result of two competing effects at higher wind speed: enhanced turbulent 
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mixing (decreasing the skin-bulk temperature difference), and increasing 
net heat flux density at the water surface (increasing the skin-bulk tem-
perature difference). 

Fig. 6. Mean surface temperature (left) and variance (right) of the imaged foot-
print during one run of a duration of 50 minutes 

Fig. 7. Estimates of the skin-bulk temperature based on latent heat flux switching 
method and prediction of a fit assuming a surface renewal model 

Given the net heat flux density at the water surface and the skin-bulk 
temperature difference across the thermal sublayer the heat transfer velo-
city was estimated according to Eq. 1.1. From heat transfer coefficients, 
gas transfer velocities were calculated using a Schmidt number of Sc = 600 
(carbon dioxide at 20°C and Sc = 7 (heat at 20°C in Eq. 1.2). Figure 8 
(left) shows the gas exchange rates in the Heidelberg wind wave facility 
plotted versus wind speed. The results are in good agreement with previ-
ous mass balance method (Eichkorn 1997), (Kandelbinder 1994) deployed 
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in the same facility and with the semi-empirical relationships from Liss 
and Merlivat (1986), and Wanninkhof (1992). 

Fig. 8. Gas exchange rates in the Heidelberg wind wave facility: rates obtained 
from the passive controlled flux method compared with previous measurements 

In Figure 8 (right) the transfer coefficients are plotted as a function of 
the waterside friction velocity. The theoretical curves for a smooth surface 
based on a diffusion model (Deacon 1977) and for a rough surface based 
on a surface renewal model (Danckwerts 1970) are also included. The 
theoretical curve for a smooth surface (no waves were visually observed) 
is in good agreement with the measurements when a surfactant was pre-
sent. For a clean interface, the transfer coefficient follows the theoretical 
curve for a surface renewal model with a wavy surface. 

The micro-scale temperature fluctuations at the water surface give a di-
rect insight into the turbulent transport mechanism and the influence of 
surface chemical enrichments on near surface turbulence. Figure 9 shows 
two sequences of three consecutive infrared images of the water surface 
recorded at a wind speed of 2.2 m s-1; one sequence was taken while the in-
terface was clean, and the other while a surfactant was present. The forma-
tion of stationary temperature streaks at the water surface which are ori-
ented parallel to the wind direction occur in both cases and result from 
organized turbulent structures close to the interface. In presence of the sur-
factant the “temperature” streaks seem to be more regularly oriented in the 
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wind direction in comparison to a clean interface (see figure 9). A strong 
surface film inhibits direct renewal of the water surface and modifies the 
length scale and orientation of near surface turbulence (Schimpf et al. 
2004).

Fig. 9. Examples of the formation of stationary temperature streaks at the water 
surface which oriented parallel to the wind direction 

Infrared observations of the effects of surface films on heat and gas 
transfer have been made in situ (Frew et al. 2004). Figure 10 (upper) 
shows the instrumented air-sea interaction catamaran LADAS operating 
within a banded surface slick during the CoOP97 study. Simultaneous in-
frared imaging and measurements of wave slope and surfactants outside 
and inside of the slick determined that, when the slick was entered, the sur-
face temperature distribution shifted toward lower temperatures and the 
spatial scales of the temperature fluctuations at the sea surface increased 
(Fig. 10, lower), characteristic of reduced surface renewal and an attenua-
tion of mixing in the aqueous boundary layer. The estimated temperature 
gradient increased from 0.13 Kelvin to 0.24 Kelvin and the net heat flux 
dropped from 77.2 Watt m-2 to 36.5 Watt m-2. The 80% increase in T and 
a 50% decrease in the heat flux lead to a decrease in the estimated heat 
transfer velocity from 49.7 cm h-1 to 13.1 cm h-1.
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Fig. 10. LADAS catamaran is crossing a banded slick during the field measure-
ments. Comparison of the temperature distributions of the two infrared images in-
side and outside the main slick 

Schmidt number scaling of the heat transfer velocities according to Eq. 
1.2 suggests nearly an order of magnitude reduction in the gas transfer ve-
locity due to the slick (5.1 cm h-1 and 0.64 cm h-1 outside and inside the 
slick respectively) at a wind speed of 4 m s-1.

6  Conclusions 

Studies of the air-water gas exchange process by infrared imaging tech-
niques enable local and fast measurements of the heat transfer velocity. 
Applying Schmidt number scaling, the obtained gas transfer velocities are 
consistent with mass balance methods and are in good agreement for the 
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theoretical prediction of the diffusion model for a film covered surface and 
a surface renewal model in case of a clean and wavy interface. 

The transport of heat as is insensitive to bubble-mediated gas transfer, 
i.e., it measures the transfer rate of a gas with high solubility. In conjunc-
tion with measurement of other trace gases this feature might allow distin-
guishing between the different transport mechanisms governing air-water 
gas transfer. 

Using heat as a proxy tracer for gases not only delivers the transfer coef-
ficient at high spatial and temporal resolution but also gives direct insight 
into the spatial structure of near surface turbulence enabling detailed inves-
tigations of the influence of surface chemical enrichments on the gas trans-
fer velocity and the turbulent transport mechanisms. 
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Abstract. Aerial surveillance of marine oil spills has become a multi-
national effort, especially for the deterrence of potential polluters and sup-
port of oil spill clean-up crews. For many years, the main effort has been 
directed towards developing sensors with enhanced spill monitoring capa-
bilities. These sensors can be divided into different classes, namely basic 
sensors and advanced sensors including thermal imagers with active laser 
illumination. Recently, more attention has been paid to the automated deri-
vation of high-level information from airborne remotely sensed multi-
spectral oil spill data. In this paper, we present an algorithmic framework 
for automated analysis and fusion of multi-spectral oil spill data acquired 
by a near range sensor suite. It is shown how infrared/ultraviolet, micro-
wave radiometer and imaging laser fluorosensor data can be converted into 
high-level information using single-sensor data processing and multi-sen-
sor data fusion. It is also explained how this knowledge can, in combina-
tion with external information processing, improve the usability of the 
maritime surveillance system.  

1  Introduction 

Marine pollution by oil spills or harmful chemicals is still one of the major 
environmental problems to be faced. Besides the accidental releases of pol-
lutants the main source is assumed from the controlled release by ship traf-
fic and oil production platforms. Since accidents or violations of regu-
lations can never be completely excluded, precautions and instruments are 
needed to detect and combat maritime pollutions and a crucial element of 
this framework is airborne surveillance. Like no other system, airborne 
pollution control is capable  
a) to detect possible oil spills by radar sensors,  
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b) to verify, quantify and qualify reported pollutions by different near-
range sensors,  

c) to secure evidence against polluters and  
d) to coordinate clean-up operation of ships.  

Many nations have established such kind of airborne surveillance and 
also dense networks of international co-operations, since oil spills are not 
restricted to national borders. One example is the Bonn agreement of 1983, 
establishing a trans-border observation between the North-Sea adjacent 
states (see http://www.bonnagreement.org/). 

During the last three decades airborne remote sensors have evolved into 
common instruments for the operational surveillance of oil pollutions 
(Goodman 1994, Fingas and Brown 2002, Zielinski 2003). Today’s mostly 
used sensor suites include a side looking airborne radar and an infrared/ ul-
traviolet detector together with visual observation and video systems.  

In addition to this standard, there are more sophisticated sensors like the 
laser fluorosensor or the microwave radiometer that allow an advanced 
analysis of oil spills concerning the remote identification of oil species and 
the estimation of film thickness. Recently thermal imaging systems with a 
covert action laser illuminator or an image intensifier started operation, en-
abling the operator to read the ships name in the absence of daylight or in-
vestigate areas of specific interest. This thermal imaging capability brings 
an important step towards night operation and polluter identification. 
Within this paper status and perspectives of airborne oil pollution monitor-
ing and its available sensors will be presented. This includes the descrip-
tion of synergetic effects that arise from the use of a multi-sensor system 
and the combination with external information sources.  

2  Basic airborne sensor equipment 

The simplest and most direct method of surveillance and tracking oil spills 
is visual observation and hand plotting of the data on a map. It requires no 
costly installations, however, it is not suitable for night operation and 
needs skilled observers. Since the spectral characteristics of oil differ from 
the surrounding water especially in the ultraviolet and above 3 µm (mid-
infrared) up to 30 cm (radar) wavelength, remote sensing equipment main-
ly focuses on the non-visible electromagnetic regions.  

The most commonly used sensor arrangement includes a SLAR (side 
looking airborne radar) and an IR/UV (infrared/ultraviolet) detector. In or-
der to give an example from 2004: Among the 8 contracting parties of the 
Bonn agreement, contributing 14 aircrafts in total, all platforms were 
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equipped with a SLAR and all but one were using IR/UV sensors for the 
near-range investigation.    

The SLAR sends out X-band radar pulses to the left and right hand side 
of the aircraft and receives their reflection from small gravity and capillary 
waves up to a distance of typically 40 km, depending on wind conditions 
and aircraft altitude. These small waves are suppressed when an oil-film is 
on the surface (Figure 1). Yet a number of other conditions can lead to 
false returns that are difficult to distinguish from that of oil on the water, 
among them algae blooms, freshwater fronts, sand banks and wind shad-
ows. These natural sea slicks are discussed in detail within Hühnerfuss et 
al. (1986), their potential discrimination by multi-frequency radar is dis-
cussed for example in Hühnerfuss et al. (1994) or Gade et al. (1998). 
These possible false returns are also one reason why satellite observations 
are not sufficient as a stand-alone tool and it is the task of the near range 
sensors to identify the origin of the missing radar signal area.  

Fig. 1.  Non-rectified SLAR image of a sea area showing an oil spill as well as the 
corresponding polluter. The aircraft track is in the middle of the image 

The basic near range sensors are the infrared and ultraviolet detectors, 
often coming together as IR/UV-sensor, in most cases in a line-scanner 
(LS) assembly. The IR/UV-LS is a passive bi-spectral remote sensor that is 
sensitive in the thermal infrared (TIR) between 8 and 14 m and in the 
near ultraviolet (NUV) between 0.32 and 0.38 m. At an aircraft altitude 
of 300 m its swath width amounts to approximately 500 m. This sensor on 
the one hand is used to measure the thermal emission of the sea surface in 
the TIR and on the other hand serves for the detection of highly reflecting 
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features of the sea surface in the NUV. In general, the oil/air interface ex-
hibits a lower integral emissivity in the TIR than the water/air interface. 
For this reason those areas of an oil spill, being in thermal equilibrium 
with the underlying water surface and slightly exceeding a specific limit of 
detection, appear colder in the TIR than the surrounding sea surface. How-
ever, very thick oil layers may be heated by the sun and thus appear as hot 
spots in TIR images. The infrared line-scanner can be used during both day 
and night time. By the way of contrast, the usability of the ultraviolet sen-
sor requires daylight conditions because it measures the global NUV radia-
tion reflected by the sea surface. The detection of oil spills in the NUV is 
based on the fact that the oil/air interface shows a higher integral NUV re-
flectivity than the water/air interface. The lower TIR and NUV detection 
limits of oil on water differ substantially. While in the NUV the minimum 
detectable oil thickness lies in the sub-micron range, the corresponding 
thickness threshold in the TIR amounts to a few tens of microns. For this 
reason the IR/UV-LS is used to map the total extent of the oil spill and 
those portions that are of intermediate or large oil thickness (Figure 2). The 
IR/UV-LS is probably the most important near-range remote sensor for the 
oil spill operator since it provides high-resolution imagery information on 
relative oil thickness. 

3  Advanced sensors 

In addition to the above described standard there are more sophisticated 
sensors like the laser fluorosensor (LFS) or the microwave radiometer 
(MWR) that allow an advanced analysis of oil spills concerning the remote 
identification of oil species and the quantification of film thickness. The 
two German maritime surveillance aircrafts are examples of operationally 
used pollution control systems incorporating the above-mentioned wide 
range of remote sensors (Figure 3). Other nations operate comparable sys-
tems or are at the step of defining new airborne systems, incorporating 
these advanced sensors for the second generation of maritime surveillance 
aircraft.
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Fig. 2. From left to right: Thermal infrared, near ultraviolet and passive micro-
wave (89 GHz) signatures of an oil spill (all data rectified) 

Fig. 3. Near-range remote sensors of the German maritime surveillance aircraft 
and their spatial coverage. Also shown are the SLAR as a far-range sensor, the 
central operating console (COC) and the forward-looking infrared imaging system 
(FLIR) for ship identification 
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The Imaging Airborne Laser Fluorosensor (named IALFS) as one of the 
most complex and also quantitatively measuring remote sensing instru-
ments operated on an aircraft is an active laser-based sensor which sends 
short (~20 ns) high energy UV laser pulses towards the water surface 
(Hengstermann and Reuter 1990). This device is based on a XeCl excimer 
laser with an output wavelength of 308 nm. The laser-induced scattering 
and fluorescence is detected using a 20 cm telescope and spectrally sepa-
rated into 12 channels (Figure 4). The IALFS performs a conical scan of 
the sea surface and thus provides information on the spatial distribution of 
fluorescent and attenuating matter. At a platform altitude of 300 m this de-
vice has a swath width of app. 180 m. The fundamental principle of laser 
fluorosensing of oil spills is given by the fact that crude oils and various 
refined crude oil products can be photochemically excited by UV radiation 
and classified by (remotely) analysing the spectral distribution of the re-
sulting fluorescence. Laser fluorosensors are still the only instruments that 
can accomplish a remote classification of oil spills. Another feature of 
these instruments is the estimation of oil thickness in the range between 
app. 0.1 and 10 µm, depending on the type of oil and other parameters. In 
addition, the laser fluorosensor may be used for hydrographical measure-
ments (Zielinski et al. 2000). 

Fig. 4. 12-channel imaging airborne laser fluorosensor signature of spilled crude 
oil (all data rectified). The channel #2 (344 nanometres) shows the suppression of 
the laser-induced water Raman backscatter signal through the strongly absorbing 
oil film. This information can be used for thickness estimation  
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The line scanning Microwave Radiometer (MWR) enables quantitative 
assessments of detected oil spills by analysing the radiant emission from 
the sea surface and oil spills at two or three frequencies (for example 18.7, 
36.5 and 89 GHz, see also Figure 2). The microwave emissivity of the 
oil/air interface is higher than that of the water/air interface and depends on 
the microwave frequency, oil thickness, and sea state. The three-channel 
information acquired by the MWR can be used to calculate a thickness es-
timate for very thick oil layers being of the order of millimetres in thick-
ness (between 50 µm and 5 mm, Grüner et al. 1991). This information is 
absolutely necessary for clean up operations and the guiding of oil combat 
vessels. Since microwaves can penetrate clouds, rain, fog and drizzle, the 
MWR is an all-weather remote sensor with a high potential for multi-
mission reconnaissance and surveillance applications.    

4  Thermal imaging 

Since thermal imagers, also known as Forward Looking Infrared (FLIR) 
devices, became commercially available, they are increasingly installed 
into smaller and mid-size aircraft. In 2004 a StarSAFIRE thermal imaging 
system with a newly developed covert action laser illuminator (CALI) 
started operation as part of the second German surveillance aircraft, en-
abling the operator to read the ships name in the absence of daylight or in-
vestigate areas of specific interest. This thermal imaging capability brings 
an important step towards night operation and polluter identification. The 
FLIR is also a sensor with a wide range of application, like search-and-
rescue or border patrol, making it a perfect device for multi-role aircraft, 
sometimes only equipped with basic maritime surveillance sensors. 

The covert illuminator is a 2 Watt laser diode inside the FLIR turret, ra-
diating around 800 to 820 nm @ 25°C. Therefore the CALI is not illumi-
nating the thermal camera detector (which is using the 3-5 µm mid-IR re-
gion), but the NIR sensitivity of the inbuilt CCD camera. These cameras 
normally use an IR-cut filter during daytime, blocking unwanted NIR ra-
diation from its detector. During nighttime and in combination with the 
CALI, this NIR cut filter is removed and the laser illumination is available 
up to a distance of 1500 m (Figure 5).  

FLIR devices can be divided in two classes by their detecting waveband. 
Mid-IR detectors, like the StarSAFIRE series mentioned above, are com-
monly used in humid environments since they show less signal depression 
by water vapour. However the detection of oil spills shows variable results 
and is not favourable as a stand-alone sensor for this purpose. Long-IR de-
tectors (8-14 µm, sometimes realised by QWIP detectors with smaller 
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bandwidth) show nearly comparable detection capabilities as infrared line-
scanners. In combination with geo-referencing and geo-locate-and-hold 
features offered by state off the art devices, they provide a high quality 
video guidance for the airborne operator and, via data-downlink, for the 
spill combating vessel. Used in nadir mode, long-IR FLIR devices can 
even be used as a virtual IR line-scanner. This combination of a SLAR 
long range detection and a FLIR with oil detection capabilities, its video 
cameras, autotracking and positioning features as well as (digital) video 
recording is a two-device approach that is particularly of interest for 
smaller and mid-size aircraft.           

Fig. 5. Results from the covert action laser illuminator (CALI) inside a FLIR tur-
ret in combination with a NIR-sensitive CCD camera. Left: Approaching the ves-
sel using the thermal camera (mid-IR) and the autotracker. Right: Laser-
illuminated stern of the ship, supplied by the CCD camera with disabled NIR-cut 
filter. The images were taken during an exercise in Portland, Oregon with ships 
abiding by the regulations 

5  Automated scene analysis and data fusion 

Routine oil pollution monitoring with advanced remote sensing equipment 
requires a complex network and communication structure to be operated 
by a single operator. The combination of different data sources towards 
higher-level products is crucial in two ways: First, the operator is struck by 
the amount of data to evaluate and needs guidelines, alarm triggers and 
synergetic overviews. Second, the combination of different sensors in-
creases the probability of qualitative and quantitative predictions of the 
substances observed. Both aspects, combined with the incorporation of ex-
ternal data sources, will lead the way to the third generation of airborne 
maritime surveillance systems.  
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One of the major problems to overcome is the diversity of different sen-
sors, resulting in varying sampling rates, different sensor geometries, 
swath widths and different data formats. The direct comparison of sensors 
like IR/UV and laser fluorosensor for the evaluation of an oil spill or in the 
case of larger quantities, IR/UV and microwave radiometer requires a good 
understanding of the sensor characteristics, capabilities and restrictions. 
Such an understanding may not be suitable for the routine operation by 
none-scientifically trained personnel. Therefore, it is intended to evaluate 
sensor data automatically and create results in such a way that an assess-
ment may be accomplished by operators that are not necessarily familiar 
with all sensor characteristics and details. One step forward in such a con-
cept is the generation of a synthetic image from the various sensor images 
which allows much faster interpretation of sensor data because there is 
only one image visually describing the whole and often complex situation 
over an oil spill. It is important to provide such investigative tools in real 
time because it is obvious that evaluation and assessment of damages, re-
sulting in possible clean up operations, have to be made immediately. 

5.1  Internal data processing 

Next, the Oil Spill Scene Analysis System (OSSAS) is presented (Robbe 
and Zielinski 2004, Robbe 2005). The task of OSSAS is the fully-auto-
mated generation of the requested high-level information onboard the sur-
veillance aircraft. This kind of data processing is hereby defined as inter-
nal data processing. In the case of the present application, the term ‘end-
user’ comprises the airborne sensor operator, the response crew at sea and 
responsible authorities. Any further use of the internally derived high-level 
information outside the surveillance aircraft is defined as external informa-
tion processing.

The overall functional diagram in Figure 6 illustrates the principal struc-
ture of OSSAS. According to the diagram, IR/UV-LS data are of central 
importance for the function of the analysis system. This is true because the 
IR/UV-LS is probably the most important near-range remote sensor for the 
oil spill operator since it provides high-resolution imagery information on 
relative oil thickness. While the thermal infrared (TIR) component of the 
IR/UV-LS is used for visualizing thick oil, the corresponding NUV com-
ponent is used for mapping the total extent of the oil spill. IR/UV-LS data 
are, therefore, considered as primary input for OSSAS. MWR and IALFS 
data as well as external model input and data originating from other sen-
sors are considered as secondary input for the analysis system. The output 
of OSSAS is shown in the bottom part of the overall functional diagram. It 
includes the desired set of high-level information. 
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Fig. 6. Overall functional diagram of the Oil Spill Scene Analysis System 
(OSSAS) 

5.2  Feature extraction and spatial analysis 

The most important part of OSSAS is a processing chain for the robust ex-
traction of oil spill features from IR/UV-LS data (TIR and NUV images). 
This processing chain consists of four steps (Figure 7 from top to bottom). 
The first step is an image enhancement applied to the original images prior 
to the subsequent image segmentation. The segmentation of the enhanced 
images (second step) is performed using the extended 2 D locally excita-
tory globally inhibitory oscillator network (LEGION) algorithm (Chen et 
al. 2000). Originally, LEGION was motivated by neurophysical concepts 
on brain functions and feature binding (Terman and Wang 1995). Chen et 
al. (2000) introduced an extended version of LEGION that is based on a 
specific weight adaptation scheme. They successfully applied their version 
of LEGION to artificially created images as well as to satellite images for 
the extraction of hydrographic features and magnetic resonance images. 

The feature extraction chain of OSSAS is based on this version of 
LEGION. The image enhancement (first step) turned out to be necessary 
because the LEGION algorithm tends to extract high intensity features 
such as hot spots in TIR images and highly reflecting sheens of oil in NUV 
images. The fourth step is responsible for the labelling of the different sub-
segments ‘recognised’ by LEGION. The labelling step is based on the seg-
mentation program ‘region’ by Koethe (2003). In connection with this la-
belling process all sub-segments are related to their mean pixel value. Fi-
nally, the well-known unsupervised K-means clustering algorithm is used 
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for assigning the sub-segments to either the signature of the oil spill or the 
residual area. The results of the feature extraction chain are binary repre-
sentations of the associated raw images. These binary images hence are 
called segment maps.

Fig. 7. Feature extraction chain (from top to bottom) of the Oil Spill Scene Ana-
lysis System 

The extracted spill segments can be easily analysed concerning their 
spatial properties. The spatial characterisation implemented in OSSAS is 
capable of computing the area, the centre of area, the tilt and the length/ 
width ratio of each segment. The latter two properties are especially useful 
for describing an oil spill in terms of its spreading direction and shape, re-
spectively. They are determined by fitting ellipses to the convex hulls of 
the segments. The algorithms used for this purpose are robust and docu-
mented (Barber et al. 1996, Fitzgibbon et al. 1999). Moreover, the fusion 
of the TIR and NUV segment maps allows the detection of thermal hot 
spots (due to thick oil) and the automated discrimination between thermal 
hot spots and ships. This kind of classification is possible because ships are 
usually poor reflectors in the NUV. On the basis of modelled and reported 
detection limits (Robbe 2005) the extracted thermal and ultraviolet features 
are used for the calculation of a minimum volume estimate. This estimate 
is part of a decision scheme for volume estimation based on IR/UV-LS, 
MWR, IALFS and fused NUV/IALFS information. 
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5.3  NUV/IALFS fusion and composite image generation 

The NUV signature of an oil spill exhibits more or less intense brightness 
gradients that are correlated with the thickness and the complex refractive 
index of the spilled oil. A spatially inhomogeneous optical thickness of the 
oil spill is associated with a spatially inhomogeneous transmission of the 
water-leaving radiance through the oil film. In addition, changes in the sur-
face reflectance of the oil film may also contribute to the observed bright-
ness gradients. It was shown on the basis of field data that NUV images 
can be calibrated with IALFS data to give the lidar optical thickness o, l  
of the oil spill (Robbe and Zielinski 2004, Robbe 2005). The lidar optical 
thickness o, l  is directly proportional to the thickness of the oil film. The 
IALFS-based measurement of o, l corresponds to an excitation wavelength 
of 308 nm and a detection wavelength of 344 nm (centre wavelength of the 
water Raman band). So far, information on lidar optical thickness has only 
been available within the field of view (FOV) of the IALFS, i.e. FOV = 
28.4°. The proposed calibration procedure extends the measurement and 
visualisation of lidar optical thickness to the FOV of the IR/UV-LS, i.e., 
FOV = 87.3°. This is not only beneficial for visualisation, but also for en-
hanced volume estimation. Figure 8 shows a fused NUV/ IALFS image of 
lidar optical thickness overlaid with extracted thermal and ultraviolet fea-
tures. This is the thickness map generated by OSSAS; all essential infor-
mation required by the airborne sensor operator is integrated in a single 
map.

6  External information processing 

The high-level information products derived onboard the surveillance air-
craft are not only useful for the airborne sensor operator. They are also 
beneficial for decision and response mechanisms on shore and at sea. The 
use of the internally derived high-level information outside the surveill-
ance aircraft is defined as external information processing. The relay of 
tactical information to ground stations is possible via data downlink. In 
this context, it is beneficial that the generated high-level information re-
quires much less memory than the original raw data.  

6.1  Internet-based GIS in airborne oil spill remote sensing 

Geographical Information Systems (GIS) are instruments for management, 
display and statistical analysis of geographic information. They turned out 
to be useful for many scientific and commercial applications. The use of 
GIS technology for the visualisation of remote sensing data and associated 
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information products is predestined for oil spill response. However, it is 
important that the pollution information is available to all parties involved 
in the response mechanism. This leads directly to the use of internet-based 
GIS. The development of an internet-based GIS as a decision support tool 
for marine monitoring of water quality and pollution has been subject of 
the European RTD project DISMAR from 2002 to 2005. The first proto-
type is an OpenGIS compliant marine information management system 
called DISPRO. Figure 9 shows an orthorectified SLAR image displayed 
on the Web Map Server interface. The SLAR image was acquired by the 
German maritime surveillance aircraft, serial number 57+01, over the 
Meldorf Bight area, Northern German Wadden Sea. The DISPRO system 
is capable of integrating any type of georeferenced information. Examples 
are remote sensing data (satellite, aircraft, etc.), in situ data (e.g., autono-
mous moored and drifting platforms), model simulations (oil drift, phyto-
plankton blooms, etc.) and associated information products.  

Fig. 8. Fused NUV/IALFS image of lidar optical thickness overlaid with extracted 
thermal and ultraviolet features (all data rectified) 
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Fig. 9. Web map server interface showing an orthorectified SLAR image   

6.2  AIS – automated identification systems 

Automatic Identification Systems (AIS) were introduced for vessel traffic 
control and represent a ship-based broadcast system operating in the VHF 
maritime band. Apart from ship-to-ship and ship-to-shore AIS systems 
there are airborne AIS transponders that make dynamic vessel information 
available to airborne surveillance platforms. Examples of information pro-
vided by airborne AIS are: time, position, heading, course, speed, IMO 
number, destination, type of cargo and estimated time of arrival. This in-
formation is of general interest in airborne maritime surveillance, includ-
ing search and rescue operation and oil spill monitoring. Especially the 
GIS integration of AIS information as well as its online visualisation on-
board the surveillance aircraft are considered beneficial for oil spill re-
sponse since it allows the identification of potential polluters.  
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7  Conclusions 

Looking at the present state of marine pollution remote sensing it was out-
lined that basic and advanced sensors are available for an effective air-
borne surveillance. While the basic sensors (SLAR, IR/UV) are currently 
installed in nearly every platform, the advanced sensors (LFS, MWR) are 
only present at a few, dedicated aircraft. However this is likely to change, 
since several nations are at the step of defining new sensor systems in the 
next years. Within these system upgrades, FLIR thermal imagers with a la-
ser illuminator will be prominent, since they offer 
� a direct support in securing evidence against polluters at night and 
� a wide range of applications, making them perfect for multi-role aircraft.     

The need for operator support by means of data reduction and fusion 
was identified and steps towards this approach have already been accom-
plished by the Oil Spill Scene Analysis System (OSSAS). The overall ob-
jective of this research project is to develop an advanced (intelligent) in-
formation system for monitoring and forecasting the marine environment 
to improved management of pollution crises in coastal and ocean regions 
of Europe. It brings all types and sources of data together (satellites, air-
craft, costal radar, ships) in one IT platform and provides (fusion) tools for 
the extraction of value-added information. On a bigger scale this reflects 
also the future of airborne surveillance. Utilising improved bi-directional 
communication links, database information from harbours together with 
latest satellite reports will be available online. Increased computational re-
sources on-board and advanced algorithms will support the operator in its 
complex tasks, providing the basis for rapid man-made but machine-aided 
decisions. And in return, using feature extraction and fused images, pre-
analysed airborne sensor information on oil quantities, types and possible 
origins can be transmitted while in flight to land or ship based command 
centres, supporting the combat against the dangers of world-wide ship traf-
fic.           
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Abstract.  The present activities of the Joint Research Centre (JRC), a Di-
rectorate General of the European Commission, in the field of monitoring 
sea-based oil pollution are described. The methodology used to process 
and interpret a massive set of satellite images (i.e., mosaics over all Euro-
pean Seas) and the relevant legal framework are briefly introduced. Both 
the issues of accidental and deliberate oil discharges are addressed. The 
presentation then focuses on JRC experience acquired on the use of satel-
lite images during the Prestige accident emergency in 2002. At that time, 
the JRC provided technical assistance on the interpretation of the satellite 
images to the EC Civil Protection Mechanism and interested EU Member 
States. In addition to this task, JRC is carrying out a systematic mapping of 
the illicit vessel discharges using mosaics of satellite images over all the 
European Seas. These maps and the associated statistics are repeated on an 
annual basis in order to assess its evolution. The results obtained for the 
Mediterranean and the Black Sea are of special interest due to the lack of a 
regular aerial surveillance as that in the North and in the Baltic Sea. This 
action helped to reveal for the first time the dimension of the oil pollution 
problem, thus stressing the need for more concerted international actions. 
Finally, a strategy to tackle this issue is presented. In this context, the need 
for additional research efforts involving the competent regional/national 
authorities and the importance of securing the role of space-borne sensors 
in support to aerial and naval means are outlined. The proposed strategy is 
based on the involvement of the end-users. Consequently, the JRC together 
with DG Environment has established a permanent Group of Experts on 
satellite monitoring of sea-based oil pollution. 
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1  Setting the scene 

1.1  The use of satellite imagery to detect oil pollution at sea 

Oil spills originated from land-based or sea-based sources are causing 
damage to the marine environment. Sea-based sources are discharges com-
ing from ships or offshore platforms. Among the different tools for moni-
toring such oil spills are the use of airplanes and also images from satel-
lites equipped with Synthetic Aperture Radar (SAR). 

In the context of monitoring of marine oil pollution, satellite images are 
currently used for the following applications: 
1. Support response operations in case of maritime accidents (see as an ex-

ample the Prestige case); 
2. Providing an early warning of possible threats to coastal areas in time to 

take counter-measures; 
3. Detecting and deterring illegal discharges from sea-based sources; 
4. Measuring the state of European seas - means, variations, trends, to in-

form policymaking and assess the success or otherwise of action taken.  
It must be noted that the first three applications are complementary to ae-
rial surveillance traditionally used by national Coast Guards and require a 
near real time service (i.e., “dynamic” use of the images), while for the 
fourth one, the images can be analysed in a “static” way. 

1.2  Identification of Oil Spills in SAR Images

The possibility of detecting an oil spill in a SAR image relies on the fact 
that the oil film decreases the backscattering of the sea surface (Alpers and 
Hühnerfuss 1989) resulting in a dark feature that contrasts the brightness 
of the surrounding spill-free sea. The analysis of this basic fact needs to 
start from a description of the different mechanisms responsible for the sea 
surface radar backscattering, which strongly depends on the incidence an-
gle of the radar platform. In a quite large range of angles, approximately 
from 20 to 85 deg, the angular span of particular interest for space-borne 
observations, the main agent of radar backscattering are the wind-gene-
rated short gravity-capillary waves. The oil film has a dampening effect on 
these waves locally decreasing the backscattering and finally the bright-
ness in the image. It is implicitly assumed that a light wind field exists in 
order to activate short gravity-capillary waves. The minimum wind speed 
is in fact depending on the frequency of observation and the incidence an-
gle. For operational satellites operating in C-band, a minimum wind field 
of 2-3 m s-1 creates sufficient brightness in the image and makes the oil 
film visible (Donelan and Pierson 1987). On the other end, when the wind 
speed is too high, it causes the spill to disappear. First, because the short 
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waves receive enough energy to counterbalance the dumping effect of the 
oil film. Then, when the sea-state is fully developed, the turbulence of the 
upper sea layer may break and/or sink the spill or a part of it.  

As a consequence of the above brief discussion the identification of an 
oil spill in a SAR image includes always as first and basic step the detec-
tion of dark features. Typically, a SAR image may show some dark fea-
tures that are not oil spills (i.e., in most cases due to both meteorological 
and/or oceanographic effects). These look-alike features pose a fundamen-
tal problem to the identification of oil spills and require the intervention of 
an experienced radar image analyst. In general terms the problem can be 
approached in different ways, through an automatic system, completely re-
lying on dedicated image analysis software tools, or in a semi-automatic 
mode, where the most critical decisions are taken by an experienced opera-
tor, able to understand and correctly interpret the images.  

The basic functions of a system for automatic identification of oil spills 
can be described as follows:  
1. Isolation and contouring of all dark signatures, through appropriate 

threshold and segmentation processing of the image.  
2. Extraction of key parameters for each candidate signature, which usu-

ally are related to its shape, internal structure and radar backscattering 
contrast.

3. Test of the extracted parameters against predefined values, which char-
acterise man-made oil spills, usually determined through phe-
nomenological considerations and statistical assessments.  

4. Computation of probabilities for each candidate signature.  
The approach can be also more sophisticated taking into account relevant 
environmental parameters having an impact on the spill shape, such as the 
time history of wind fields and currents (Espedal and Wahl 1999). While 
the two first steps do not require too much assistance from the image ana-
lyst, the two last steps, basically concerning the discrimination of oil spills 
from other look-alike, strongly rely on the experience and ability of the 
operator.

1.3  Legal aspects concerning sea-based oil pollution 

Not all oil spills detected by using satellite images are necessarily illegal. 
In fact, we have to distinguish between spills outside special areas and 
spills inside special areas. Moreover, different rules apply to discharges 
coming from ships or offshore platforms. 

Special areas are defined according to the International Convention for 
the Prevention of Pollution from Ships (MARPOL 73/78), which in its 
Annex 1 deals specifically with prevention of pollution by oil. Almost all 



276      Guido Ferraro, Dario Tarchi, Joaquim Fortuny, and Alois Sieber 

seas around Europe (Figure 1) have been designated Special Areas accord-
ing to Annex 1 of MARPOL 73/78. Only the Norwegian Sea, the Bay of 
Biscay and the Iberian Coast are not covered by the Special Area status. 

Fig. 1. Special Areas according to MARPOL 73/78  

These areas are considered to be so vulnerable to pollution that dis-
charges from ships within them have been completely prohibited, with mi-
nor and well-defined exceptions. Without entering into details, we can say 
that discharges are allowed when the oil content of the discharged effluent 
does not exceed 15 ppm (parts per million). 

It should also be noted that satellite-borne SAR images do not allow the 
detection of oil spills, if the sea surface is too rough or too smooth, i.e., in 
the case of winds below 2 m s-1 and above 15 m s-1. Last, not least, at pre-
sent, satellites SAR images are unable to identify the pollution culprit (i.e., 
the name of the ship that polluted); satellite can at best identify the position 
of the probable pollution culprit. 

2  JRC’s experience in the field of oil spill monitoring 

2.1  Experience in the field of accidental pollution (the Prestige 
case, see ref. Fortuny) 

Right after the accident of the Prestige tanker, the Monitoring and Infor-
mation Centre of the European Commission, in coordination with the 
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Spanish authorities, activated the CHARTER (see ref. CHARTER; Inter-
national Charter Space and Major Disasters) on November 14th, 2002. The 
authorised users while the CHARTER was active were the Spanish Autho-
rities (Fomento Ministry), the French Navy, Le Cedre (France), and the EC 
JRC. The CHARTER was closed on 3 December 2002, two weeks after its 
activation.

On behalf of the Directorate General Environment (DG ENV), the Joint 
Research Centre provided support to the interpretation of radar satellite 
images over the areas affected by the Prestige Tanker accident (Atlantic 
Coast of Galicia, Cantabrian Coast and the Bay of Biscay). In support of 
the operational phase, the following working scheme was adopted:  
� Provision of radar images through the Charter (first phase, in the period 

14/11/2002 to 5/12/2002) and then directly from the European Space 
Agency (second phase, in the period 6/12/2002 to 5/3/2003).  

� Interpretation of images by the JRC and delivery of relevant information 
to DG-ENV;  

� Distribution of the interpreted images by DG-ENV, as annex to 
Infosheets on the Prestige accident, to all Member States.  
The activity concerning the satellite image processing and interpretation 

in support to the management of the emergency phase consisted of the fol-
lowing tasks:  
� Image geo-location (i.e., transforming the image from a radar internal 

reference system to a geographical one (lat-long));  
� Image equalisation to correct for the incidence angle dependence of the 

sea surface radar backscatter; 
� Image segmentation to identify dark features.  
� Image interpretation identifying possible oil spill signatures.  

The final product was a geo-located radar image with the indication of 
likely spilled areas (Figure 2), for each of which a level of confidence 
(low-medium-high) was also provided. When possible, in order to ease the 
image interpretation, suitable geographical reference points (e.g., towns or 
other clearly recognizable geographical features) were also indicated. Out 
of the 169 images provided to JRC about 30 were identified as being of in-
terest (a possible oil spill signature was present with at least a low level of 
confidence) and then delivered to DG-ENV. On average the time delay 
from the image acquisition to the delivery of the final results to DG-ENV 
was about 9 hours. In practice, the bottleneck in this process was the deli-
very of the images by the image provider. It must be noted that a great 
number of the images were acquired be the ESA ENVISAT satellite, 
which was in its commissioning phase and the image delivery scheme was 
not yet fully operational. Consequently, it can be concluded that the overall 
efficiency was quite good.  
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Fig. 2. First satellite image interpretation produced at the JRC for the Prestige ac-
cident 

The Prestige Tanker accident has been characterised by a number of pe-
culiar aspects, most of them previously not encountered or even unknown. 
They basically concern the type of discharged oil, the amount of dis-
charged oil, the extent of the affected area, the time period of persistence 
of oil at sea, as well as the mutual interactions between them.  

Such a complex context has to be taken into account when drawing the 
conclusions on the use of satellite SAR images in support to the emer-
gency phase. In addition we want to distinguish the technical/scientific as-
pects from the operational one.  

Concerning the first aspect the following general comments can be 
made:
� Satellite observations provided useful information due to their capability 

to cover large and remote areas;  
� no information has been provided in some cases due to the well known 

limitations of the sensor (i.e., unfavourable sea conditions); 
� positive and/or negative identification of pollution not confirmed by 

other observations.
The last point has many different explanations such as the misinter-

pretation due to complex situations, the lack of knowledge of the charac-
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teristics and of the behaviour of the discharged oil, the lack of experience 
in dealing with accidental spills and the lack of contextual information at 
the time of image interpretation.

The Prestige case highlighted a number of technical/scientific needs, 
where additional investigations and technical improvements are necessary. 
Many of them are not specific for the oil pollution identification in case of 
accidental spilling but are a part of the general problem of detecting and 
identifying marine oil pollution from vessels.  

Concerning the operational aspect it should be noted that in most cases 
the information extracted from satellite images has been delivered to the 
end-user in a time largely unsatisfactory. Consequently, even images pro-
viding useful information loose their operational value.  

The aspect of minimising the time delay from image acquisition and de-
livery of information to the final user is fundamental, and substantial im-
provements to meet the operational requirements are possible. From a 
technical point of view, today it is possible to deliver the interpreted image 
to the user within one hour from the satellite pass. Such a time delay may 
be acceptable in case of accidental pollution. Then the problem is essen-
tially of organisational nature.  

2.2  Experience in the field of operational pollution (mapping of 
the oil spills for the seas around Europe) 

In the past few years, attention has been given to accidental pollution, 
which indeed is a major visible threat. On the contrary, the pollution prob-
lems caused from routine ship operations were not highlighted with the 
proper emphasis. In the field of monitoring operational oil pollution, JRC 
has acquired in the past years a unique experience via an institutional pro-
ject “Monitoring of Illicit Discharges from Vessels” (MIDIV, see ref. 
MIDIV) and via the participation in competitive actions (such as AMED, 
RAPSODI, MARSAIS, OCEANIDES, ERUNET, WIN) with different 
partners.

Concerning operational pollution, data for the seas around Europe are 
not homogeneous. In the North Sea and in the Baltic Sea, regular aerial 
surveillance is executed (Figure 3, which reports the results of the aerial 
surveillance for the year 2000).  

By the way of contrast, there is a lack of data for the other seas. Here-
under the results of JRC activities in the different seas are presented. The 
JRC activity has been focused on zones that are defined “special areas” ac-
cording to annex I of the MARPOL convention (see above 1.3), for this 
reason the Norwegian Sea, the Bay of Biscay and the Iberian Coast are not 
covered. The data type used in these studies was un-calibrated low-resolu-
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tion images (except the data concerning the summer campaign 2004 in the 
Adriatic Sea), since this is the most targeted and cheap product for this ap-
plication. Recent studies (Gade and Redondo 1999, Gade et al. 2000) have 
shown that a pixel size of 50 m (resolution of 100 m) is sufficient for sta-
tistical investigations of marine oil pollution. 

Fig. 3.  Aerial surveillance in the Baltic and in the North Sea in the year 2000 

For securing to the maximum possible degree that the detected spills 
were due to man-made activities and not to look-alike manifestations of 
natural phenomena, all the images were interpreted carefully through vi-
sual inspection. Each identified spill was registered in a database, together 
with information concerning its geographic position, the date and time of 
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detection, the spilled area, its average contrast strength, and a vector de-
scribing its shape.

2.3  The Mediterranean Sea 

The results presented here concern the reconnaissance studies carried out 
over the entire Mediterranean region for the year 1999, 2000, and 2001, 
plus a specific campaign in the Adriatic Sea in the summer 2004. In the 
year 1999, a set of 1600 SAR images (ERS-1 and ERS-2) was used. In the 
year 2000, a larger set of 3500 ERS-2 SAR images was analysed. In the 
year 2001, a set of 2900 ERS-2 SAR images was analysed. Although these 
results are incomplete, they yield the first comprehensive picture of the 
dimension of the problem.  

It should be stressed that the spatial distribution of the images is not to-
tally homogenous. For example, a low number of images was available 
along the Libyan coast; on the contrary many images were available over 
the seas surrounding the Italian peninsula, so the results are somehow bi-
ased towards these areas. 

For the year 1999, with a set of the 1600 images, the total amount of de-
tected spills was 1638. For the year 2000, with a set of the 3500 images, 
the total amount of detected spills was 2350. And finally for the year 2001, 
with a set of the 2900 images, the total amount of detected spills was 1640. 
For the year 1999, the total spilled area of the 1638 detected spills was es-
timated to be 17,141 Km2. Of great interest for the competent authorities, 
is the amount of oil represented by the spillage. However, an accurate es-
timation cannot be achieved, since it requires accurate knowledge of the 
spill thickness, which is not obtained by the SAR sensor alone (Mullin et 
al. 1995). Nevertheless, some reasonable assumptions can be made, which 
may help to obtain a gross idea of the spilled amount. For example, experi-
mental investigations (Parker and Cormack 1984) of controlled mineral oil 
spills in the open sea concluded that a spill thickness of 0.1 microns was a 
threshold for imaging it with an airborne SLAR (Side Looking Airborne 
Radar). Spills of such thickness are considered by the operational people 
as very thin, and appear on the empirical graphs of spill thickness against 
colour, as thinner than the barely visible ones. Therefore, making the ex-
treme assumption that all the detected spills in the present study were such 
thin and also uniform in thickness, we obtain as a minimum estimate 1,540 
metric tons. In order to approximate a more realistic figure, we may follow 
as a rule of thumb, the conclusions of other studies (Hollinger and Menella 
1984), 90 % of the oil remains usually in the thicker parts of the spill, 
which represent only the 10 % of its total area. Then, through such a con-
sideration we obtain 13,860 metric tons. While the experience may sug-
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gest, that even this figure is a rather conservative estimation, it is however 
four times greater, than the average amount spilled in the region by ship 
accidents.

In their vast majority the detected spills were of linear shapes, either 
straight or angular. In a first order classification we separated them in 5 
categories (Figure 4).  1) Narrow straight linear spills, with a tapered front.  
2) Straight linear spills without tapered front. 3) Angular spills with a ta-
pered front. 4) Distorted broad spills without tapered front. 5) Amorphous. 
A very small number, about 2 % of the total, showed discontinuities. Such 
spills were classified in accordance to their overall shape in the previous 
categories. The first two classes indicate fresh spills. The third category 
may include also fresh spills, result from moving ships during a manoeu-
vring course. But, their angular shape may equally indicate spilling over a 
long time from a moving ship, during which, changes of the wind and the 
sea currents occurred. The fourth class is considered as old spills in their 
total.

As it is shown in the maps (Figure 5, which reports the oil spills detect-
ed by satellite imagery) and could have been easily supposed, enhanced 
spill concentrations appear along major maritime routes, such as those 
crossing the Ionian Sea towards the Adriatic Sea, towards the Messina 
Straits and towards the Sicily Straits. Concentrations along maritime routes 
appear also in the Ligurian Sea and the Gulf of Lion as well as very close 
to the east coast of Corsica. Here the spilling appears to be localised and 
frequent. All over the region, however, the spillages show considerable 
spatial dispersion.

Fig. 4. Possible classification of detected spills in terms of their shape 
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Fig. 5. Oil pollution in the Mediterranean Sea in the year 2001; 2900 images were 
analysed and 1640 spills were detected 

From the analysis of the maps of the Mediterranean Sea in the year 
1999, 2000 and 2001 some additional observations can be made: 
� “Luckily” the ratio between number of images and number of spills of 

1999 of 1 spill per image was not kept in the year 2000 and 2001. In 
fact, in the year 2000 the number of images analysed was more than 
twice larger (3500 images) but the number of oil spills detected in-
creased only of 50 % (2350 spills); 

� In the year 2000, the number of spills around Italy was analysed on a 
monthly basis. This demonstrated a relevant number of spills during the 
summer months on the routes to Sardinia and Corsica. This is a general 
trend previously identified by Gade et al. (2000). During summer the 
mean wind speed is lower, thus causing a higher visibility of oil pollu-
tion (and other marine surface films). 
Moreover JRC in collaboration with the Regional Marine Pollution 

Emergency Response Centre for the Mediterranean Sea (REMPEC; see ref 
REMPEC) developed a specific sub-regional analysis detecting oil spills in 
the Adriatic Sea in the summer 2004. In this frame, JRC ordered 80 images 
(medium resolution) for the period July – September 2004. 75 images were 
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delivered in October and the total amount of detected (with high con-
fidence) oil spills was 80. 

2.4  The Black Sea 

Concerning the Black Sea, JRC produced the maps of oil spills for the 
years 2000, 2001 and 2002. In 2000, 800 images were analysed and 205 
spills were detected. In 2001, 700 images were analysed and 122 spills 
were detected. In 2002, 500 images were analysed and 139 spills were de-
tected.

It is difficult to infer a possible trend of the prevalence of oil spills after 
an analysis period of three years only, each with a different number of im-
ages. As a first relevant parameter, we can say that approximately on aver-
age it was possible to detect an oil spill: in 2000 every 4 images, in 2001 
every 6 and in 2002 every 3.5 images. The analysis of the images of the 
Black Sea revealed an evident concentration of oil spills along the main 
maritime routes: Odessa – Istanbul and Novorossiysk – Istanbul. Moreover 
a concentration of oil spills was detected in the area north of the Bosphorus 
Strait.

2.5  The Baltic Sea 

The results obtained analysing 1300 images for the year 2000 of the Baltic 
Sea are unsatisfactory. In fact only 100 oil spills were detected. This num-
ber of oil spills seems too low compared with data obtained from aerial 
surveillance in the framework of the Helsinki Convention (see ref. 
HELCOM). In particular, in the year 2000, 476 oil spills were detected by 
aerial surveillance (4809 flight hours). In the following years, the number 
of spills detected by aerial surveillance shows a positive decrease, 389 in 
2001, 344 in 2002, 292 in 2003. 

One of the possible explanations, of the result of the analysis of the Bal-
tic Sea images is related to the type of images used. As mentioned above 
the study was developed using un-calibrated low-resolution images and 
probably this type of images is not appropriate to detect oil spills in the 
Baltic region. In particular, we have to remind that the Baltic Sea has par-
ticular weather condition (in particular, icy waters in the northern part) 
during a long part of the year and low resolution images could not be the 
best tool to detect oil spills under these conditions. 
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2.6  The North Sea 

In 2000, a total of 520 oil spills were detected from the analysis of 1500 
images of the North Sea (Figure 6). First of all, it is interesting to compare 
this data with the data available in the framework of the Bonn Agreement 
(see ref. Bonnagreement). In particular, in the year 2000, 747 spills were 
detected by aerial surveillance (3426 flight hours). In the following years, 
the number of spills detected by aerial surveillance shows an uncertain 
trend, 596 in 2001, 510 in 2002, and 611 in 2003. 

Fig. 6. Oil pollution in the North Sea in the year 2000; 1500 images were analysed 
and 520 spills were detected 
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The comparison of the data obtained from the analysis of satellite im-
ages with the data coming from aerial surveillance (Figure 3) reveals a 
number of interesting conclusions. There is a strong coincidence of the ar-
eas were a concentration of oil spills are detected, these areas can be rec-
ognised with the main maritime routes and areas where offshore platforms 
are installed. Due to the fact that images were probably covering more 
homogenously the North Sea compared to aerial surveillance that is mainly 
focusing on specific routes, it could be estimated that aerial surveillance is 
correctly carried out over the most sensitive areas. 

Concerning the possibility to correlate the oil spills detected by satellite 
with spills observed by aircraft, a specific study has been developed by 
JRC. However, the number of matching possibilities does not have a solid 
scientific basis because there is too much uncertainty on the persistence 
and drifting of an oil spill. 

3  A possible way forward 

In summary, we recognised a clear need for additional research efforts and 
the need to involve the regional and national authorities deeply that are 
competent in the field of monitoring sea-based oil pollution. Concerning 
the additional research efforts, space-borne sensors will have to secure 
their role in support to aerial and naval means for the monitoring of sea-
based oil pollution by (among others): 
� Refinement of methodologies to improve the reliability of the identifica-

tion of oil spills (reduction of the false positives and false negatives 
rate). Possible research directions include the refinement of tools for the 
analysis of images acquired by a number of different sensors, such as 
RADAR, IR, UV, Passive Microwave, the fusion of information from 
different sensors as well as the integration of auxiliary data (meteo and 
oceanographic data). 

� Integration of data from different space borne sensors to improve the re-
trieval of oil spill thickness, the detection of submersed oil, and the type 
of the oil. These aspects are particularly important when heavy oil is 
discharged, as in the case of the Erika and Prestige accidents. In order to 
estimate the volume and the type of the discharged oil it is essential to 
assess the impact on the environment.  

� Refinement of methodologies for the prediction of oil spills movement, 
including oil dispersion model and ocean circulation models. This is a 
crucial aspect in case of accidents, but also in case of deliberate spilling 
close to the coastline.



Satellite monitoring of accidental and deliberate marine oil pollution      287 

� Providing over the whole extension of the European Seas a reliable op-
erational real-time service. 

� Defining a common data policy (affordable cost of the image); 
� Assuring the sustainability of the process (future missions). 
Moreover, JRC will continue to collect and distribute results from satellite 
data, producing maps of all the seas around Europe. 

Following these aims, JRC together with DG ENV launched the initia-
tive of a permanent Group of Experts on satellite monitoring of sea-based 
oil pollution. The primary objective of this Group will be a comprehensive 
exchange of information, knowledge and expertise about the Satellite 
monitoring of sea-based oil pollution at European level. Moreover, the 
Group will have the following tasks: 
� Information exchange on R&D projects; 
� Technical support of the European Commission and in particular the 

Management Committee on Marine Pollution (MCMP), in the field of 
oil pollution detection and tracking by satellite monitoring; 

� Analyse and support the process towards standardisation, for re-porting 
system, and for agreement on best practice; 

� Make available to all countries the results of passed or ongoing studies 
or projects related to satellite tracking of oil pollution; 

� Allow for a joint thought on how to secure the continuous access of in-
formation for oil spill monitoring by satellite imagery, and how to en-
hance the coverage of all European Seas in time and space. 
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Abstract.  This paper proposes the use of a digital microwave marine ra-
dar system for the detection and monitoring of surfactant slicks at sea. The 
spatial, temporal and radiometric resolutions of this low grazing angle in-
strument are compared to those of satellite and airborne radars traditionally 
used for oil pollution monitoring. Experimental evidence is presented in 
two artificial surfactant releases in the coastal zone which were success-
fully detected and tracked with a shore-based marine radar. The in-
formation contained in a long-term time-series of NRCS images is ex-
plored and its synergistic use with traditional satellite- and air-borne radar 
data discussed. 

1  Introduction 

The detection of ocean surface slicks by microwave radars at intermediate 
incidence angles is well established. The all-weather day-and-night capabi-
lities of microwave remote-sensing has resulted in its wide operational use 
by harbour authorities for the control of oil pollution in the coastal zone 
(Attema and Hoogeboom 1978, Sherman 1992). In research, microwave 
radars can also help further our understanding of air-sea interactions and 
hydrodynamic processes by providing extensive synoptic two-dimensional 
maps of the slicks’ spatial distribution (Espedal et al. 1996, da Silva et al. 
1998).  

The reduction of ocean backscatter power by slicks has been attributed 
to the damping of the small scale waves predominantly responsible for the 
radar returns from the sea surface (Alpers and Hühnerfuss 1988). Success-
ful slick imaging relies on good spatial and radiometric resolution to en-
sure sufficient contrast with the backscatter from the surrounding “clean” 
sea. At low grazing angles, the level of backscatter becomes very low as 
different scattering mechanisms such as shadowing become dominant 
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(Valenzuela 1978, Wetzel 1990) and as such the detectability of oil spills 
and sea slicks remains questionable; the conditions yielding adequate con-
trast levels are not well documented. 

In this paper, the capabilities for slick detection at low grazing angles 
are examined with the use of a standard marine radar system chosen to rep-
resent the typical performance of this low cost technology. The resolution 
and data quality achieved with this kind of instrument are briefly reviewed 
and compared with those of traditional satellite and airborne radar systems. 
Two examples of the successful detection in the coastal zone of controlled 
surfactant slicks with a marine radar system are presented to illustrate the 
potential for operational and research applications. Finally, the information 
contained in long-term radar monitoring of a specific area is explored. 

2  Spatial and temporal resolution 

The digital marine radar system used in this study consists of a standard X-
band (9.4 GHz) Racal Decca marine radar attached to an off-the-shelf PC-
based digital capture board. A detailed description of the system and its 
operation can be found in Robinson et al. (1999). The radar is fitted with a 
horizontally polarised linear radar antenna with a 1 degree horizontal 
beamwidth which rotates at a period of 2.4 s. The microwave energy is 
emitted as pulses of fixed duration which determine the radar’s spatial 
resolution in range. The pulse peak power and pulse repetition rate (PRR) 
is determined by the pulse length setting, so that on short pulse setting for 
example, the radial dimension of the emitted pulse is 12 m with a nominal 
peak power of 7.0kW.  

On reception, the radar signal is log-amplified and intercepted by the 
digital capture board. The capture board includes a facility to integrate a 
number of successive returns to produce multi-look backscatter measure-
ments and thus reduce the speckle in the digital images. The number of 
“looks” together with the PRR and the antenna rotation speed determine 
the images’ resolution in azimuth. The integrated multi-look backscatter 
signal is then sampled at a rate of 20, 10 or 5 MHz resulting in a pixel 
resolution in range respectively equal to 7.5, 15 or 30 meters. The spatial 
resolution in the images is generally chosen to coincide with the physical 
dimensions of the pulsed antenna footprint. Typical values of the system’s 
spatial resolution are summarised in Table 1. 

The capture board allows pre-determined areas of the marine radar’s 
view field to be extracted and stored as 8-bit images on the PC. The cover-
age of the digital image is controlled by various capture parameters de-
scribed in detail in Robinson et al. (1999). In the present case, the maxi-
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mum coverage is limited to a 180 degrees sweep in azimuth with an 8 km 
interval in range. These parameters are, however, specific to this board and 
may easily be extended. The system also enables the acquisition of time-
series of images in specific areas separated by 2.4, 4.8 or 9.6 seconds. This 
facility allows 2D maps of the backscatter’s statistical moments to be de-
rived with later processing. 

Table 1. Typical spatial and temporal resolutions for marine radar and airborne/ 
satellite systems 

 Marine radar 
system 

Airborne/satellite 
systems 

Spatial resolution in range 10 - 130 m 10 to 100 m 
Spatial resolution in azimuth 1 degree 10 to 100 m 
Spatial coverage 8 km 10 - 150 km 
Temporal resolution 2.4 seconds to 

minutes/hours/days 
Airborne: hour to 

days 
Satellite: days 

Temporal coverage 2.4 seconds to 
minutes/hours/days 

-

3  Radiometric performance 

The typical radiometric performance of marine radar systems was deter-
mined with an end-to-end calibration of the marine radar system described 
above. The object of this work was to use the performance of this particu-
lar low-cost technology to assess the applicability to the detection of slicks 
at sea.

Based on the classical Radar Equation, a normalising relationship be-
tween the pixel intensity, X, in the images and the Normalised Radar Cross 
Section (NRCS), 0, of the sea surface was established as: 

pp KArRXfdB 10
4

10
0 log10log10)()( (1)

where R is the range of the pixel, Ar is the dimension of the antenna foot-
print at that range, fp is the marine radar system transfer function relating 
the received backscatter power to the image intensity, and Kp is a constant 
representative of the system antenna properties. The accurate de-
termination of fp and Kp is presented in detail in Gommenginger et al. 
(1999). This calibration procedure also identified the system’s noise floor 
and saturation level. The system’s dynamic range thereby defined is pre-
sented in terms on NRCS in Figure 1 as a function of distance from the ra-
dar.
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Fig. 1. Marine radar system noise floor (or Minimum Detectable Signal (MDS)) 
and saturation level expressed in their NRCS equivalents 

The relative radiometric resolution of the instrument was derived from a 
detailed error analysis of (1) using theoretical estimates of the maximum 
error associated with each variable. The relative radiometric resolution was 
estimated for mean NRCS images obtained by averaging a variable num-
ber, N, of consecutive antenna sweeps. The derived resolution was thus 
found strongly dependent on N and on the pulse length setting (which gov-
erns the number of pulses integrated per pixel). A summary of the theoreti-
cal NRCS error is given in Table 2. 

Table 2. Typical dynamic range and radiometric resolution for marine radar and 
airborne/satellite systems. 

 Marine radar system Airborne/Satellite 
systems 

Dynamic range ~ 50 dB 50 - 70 dB 
Relative NRCS error (dB) Short Medium Long  
No. images averaged  4 0.6 dB 0.8 dB 1.1 dB 0.2 dB - 1 dB 
No. images averaged  24 0.6 dB 0.6 dB 0.6 dB  

4 Comparing performances with traditional radars 

Tables 1 and 2 present typical values for the spatial, temporal and radio-
metric resolutions of marine radar, airborne and satellite radar systems. 
The marine radar is found to provide a much reduced spatial coverage but 
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offers a resolution similar to that of other systems. Likewise, marine radar 
systems produce NRCS measurements of comparable quality with esti-
mated relative NRCS errors generally of the order of 0.6 dB. The extended 
temporal coverage and flexible temporal resolution of the marine radar 
contrast sharply with the poor coverage and measurement repetitivity dis-
played by airborne and satellite systems. Overall, the comparison of these 
performances indicates that marine radar systems can provide reliable 
high-resolution NRCS images of specific areas with any chosen interval 
over extended periods of time. This type of information thus represents an 
ideal complement to interpret the large-scale snapshots obtained with satel-
lite and airborne radars. 

5  Controlled surfactant spill experiments 

Results are presented for two controlled slicks carried out a few miles off 
the Isle of Portland on the south coast of the UK. The marine radar system 
was located on a cliff overlooking the sea to the west of the island at a 
height of approximately 60 meters above mean sea level. The surfactant 
deployed in these experiments consisted of a biodegradable chemical 
known as Emkarox, specifically developed for the Defence and Evaluation 
Research Agency (DERA), and designed to reproduce the visco-elastic 
properties of monomolecular natural films. In both cases, some informa-
tion on the slicks’ position, morphology and spreading was available 
through visual observations from the cliff top and the boat used for slick 
generation.

The first experiment took place in light wind and sea conditions (U10 =
4.5 m s-1 from the east; Hs = 1m). A sequence of marine radar images ob-
tained during the deployment of the surfactant material is shown in Figure 
2. The bright echoes in the middle of the images were produced by three 
instrumented buoys providing in-situ measurements of wind, wave and 
current conditions. The elongated bright echo seen in the upper part of the 
first image indicates the boat from which the surfactant was poured slowly 
and steadily while the boat travelled North. Some 20 minutes later, as the 
surfactant had spread sufficiently to form a coherent linear slick, a narrow 
line of reduced NRCS became visible to the east of the buoys. One hour 
after deployment of the surfactant, the radar image correctly indicated that 
the slick started to break up, presumably due to steady spreading and dis-
persion of the limited amount of surfactant deployed. 
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Fig. 2. Sequence of marine radar images in Portland Island during the deployment 
of a linear surfactant slick (Emkarox) to the east of the three instrumented buoys 
(indicated by bright echoes in the centre). Wind and sea conditions were light (U10 
= 4.5m s-1 from east; Hs ~ 1m) 

The second experiment took place in stronger wind and sea conditions 
(U10 = 9 m s-1 from the west; Hs = 1.5 m) and is shown in Figure 3. The 
range scale of the image is now twice that used in Figure 2. The instru-
mented buoy echoes are not visible in these images due to the choppy sea 
state. The sequence of images corresponds to a period when the tide rapid-
ly slacks from around 1.2 m s-1 for the first three images to practically 0 for 
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the last one. Three oceanographic features are pointed out in this figure: 
item (a) corresponds to an artificial slick deployed to the north-west of the 
covered area and is seen drifting south-easterly through the images in the 
sequence. Item (b) indicates a line of enhanced roughness collocated visu-
ally with a line of foam running along the bathymetric contour. It is 
thought that this feature indicates the position of a convergence zone. Fi-
nally item (c) displays the same reduced NRCS characteristic of the artifi-
cial slick but this time does not drift with the tide as indeed it relates to an 
underwater dip where the water depth sharply increases from 40 to 60 m. 
The observed reduced backscatter can thus be attributed to the hydrody-
namic modulation of the short scale roughness by current gradients over 
the bathymetric dip (Alpers and Hennings 1984). Note how in the fourth 
image of the sequence, this latter feature disappears when the tidal current 
drops and the artificial slick has stopped drifting south-easterly. 

NRCS (dB) NRCS (dB)

NRCS (dB) NRCS (dB)

Fig. 3. Sequence of marine radar images in Portland Island showing (a) an artifi-
cial slick drifting with the tide, (b) an enhanced roughness line thought to indicate 
a zone of convergence and (c) the radar signature of an underwater dip from 40 to 
60 meters water depth. Wind and sea conditions were moderate (U10 = 9 m s-1

from west; Hs ~ 1.5 m) 
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The NRCS reductions caused by (a) and (c) are better quantified in Fig-
ure 4 with transects taken across these features in the third radar image in 
the sequence. The transects AB across (a) and BC across (c) show NRCS 
reductions of similar magnitude (~ 3 dB) for both features with respect to 
the control transect (dashed line) taken in “clean” water immediately south 
of (a). The NRCS signature alone does thus not allow to differentiate (c) 
from an artificial slick, and only the time-sequence enables us to identify 
(c) with a stationary, bathymetry-related, process. The NRCS reduction 
across (a) is comparable to the damping ratios observed, for example, for 
biogenic slicks in SIR-C/X-SAR images (2 to 6 dB; see Gade et al. 1996). 
We note that the NRCS profile across (a) indicates a gradual NRCS de-
crease within the slick in the A to B direction, with maximum damping oc-
curring at the eastern edge of the slick. This is consistent with a redistribu-
tion of the surfactant material within the slick under the action of the 
westerly wind. 

NRCS (dB)

Fig. 4. NRCS transects taken across feature (a) and (c) as seen in the third radar 
image of the sequence shown in Figure 3. Transect AB (solid line) across the arti-
ficial slick (a) and transect BC (dotted line) across the underwater dip (c) show a 
similar NRCS reduction in excess of 3 dB, with respect to the transect across 
“clean” water (dashed line) 

6  Discussion and conclusion 

Results were presented of two surfactant slick detection experiments using 
a shore-based marine radar system. In both instances the slick was success-
fully detected and tracked at grazing angles less than 2 degrees in wind 
conditions ranging from light to moderate. Defining further the range of 
conditions favourable to slick detection with marine radar systems is a 
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complex problem. In particular, environmental and operational conditions 
strongly affect the microwave propagation mechanisms at low-grazing an-
gles. These issues are outside the scope of this paper, but the reader is in-
vited to consult Gommenginger (1997; Chapter 7 and 8) for further details 
on these problems. 

Time-series of NRCS images were obtained and found able to provide 
information on the position, size, shape and surfactant distribution of the 
slicks as they evolved in time. Similarly, the sequence of images allowed 
bathymetric features with similar radar signatures to be rightly identified in 
view of their constant position in the images. It is expected that, in com-
mon with traditional radar systems, naturally occurring slicks would also 
produce this type of radar signatures, which would then be difficult to dis-
tinguish from artificial slicks. However, wind conditions conducive to bio-
genic slick formation (< 5 m s-1) do not generally coincide with conditions 
needed to warrant sufficient backscatter contrast at low-grazing angles. 
Hence, biogenic slicks would be imaged only in exceptional circumstances 
(e.g., transient wind regime) when they would not be expected to persist. 

These results confirm that marine radar systems can provide useful and 
reliable NRCS measurements in complex areas such as the coastal zone. 
These cost effective instruments provide a robust and reliable tool for 
long-term monitoring of sensitive coastal areas. The long-term monitoring 
facility suggests that these data may also be useful to interpret larger scale 
snapshots obtained from satellite or airborne radars. 
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Abstract.  This paper presents the results of the oil spill observations using 
Almaz-1 and ERS-1 SAR images collected in the Norwegian Sea during 
the Dedicated Oil Spill Experiment (DOSE-91) in 1991. Three artificial 
spills were released from a vessel in August 1991 and data on sea and 
weather conditions near the test area were determined. The analysis of the 
acquired SAR images shows that the reduction of the backscatter from oil-
covered sea surface attained values of up to 10-15 dB. For the first time an 
effect of an intensification of wind waves both within the area of the spill 
and at the windward edge of the oil spill, expressed as a magnification of 
the SAR image brightness, was detected. The increase in relative backscat-
ter power was up to 2.0 dB. It is concluded that both Almaz-1 and ERS-1 
SARs are valuable tools for oil spill detection and localisation, but that the 
detectability essentially depended on wind speed, sea state and age of 
spills.

1  Introduction 

It is well known that crude oil forms films of various thicknesses on the 
sea surface and that they locally dampen sea surface roughness. This fact 
gives a physical basis for the application of radars to oil spill detection and 
monitoring in the ocean. Since the launch of the first synthetic aperture ra-
dar (SAR) many cases of oil spill detection have been documented. In or-
der to evaluate the capability of space imaging radars for oil pollution de-
tection and to study the damping effect of oil films, a series of experiments 
has been recently conducted using the ERS-1 and SIR-C/X SAR aboard 
the space shuttle, where SAR image signatures and damping ratios of natu-
ral slicks and artificial slicks as well as oil spills have been studied (Oka-
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moto et al. 1993, Masuko et al. 1995, Gade et al. 1998). It was shown that 
maximum damping by artificial films is encountered around the Bragg 
waves related to C-band (Gade et al. 1998). 

However, radars’ possibilities are limited by the respective conditions 
on the air-sea interface and depend on oil spill parameters. Different proc-
esses in the ocean-atmosphere system can result in similar SAR image sig-
natures and equal contrasts. In order to discriminate between natural sea 
slicks and oil spills additional information is always required. Neverthe-
less, the ability of all-weather monitoring by radar makes it a powerful tool 
for ocean remote sensing. 

The papers mentioned above did not include data obtained by the S-
band SAR aboard the Russian Almaz-1 satellite. In order fill this gap we 
herein comparatively analyse the Almaz-1 and ERS-1 SAR imagery taken 
during the Dedicated Oil Spill Experiment-91 (DOSE-91) (Bern et al. 
1992a, Ivanov et al. 1998). The S-band SAR aboard the Almaz-1 satellite 
was operating at 3.1 GHz (9.6 cm wavelength) at an orbital altitude be-
tween 300 and 400 km during the flight, horizontal polarisation of the sig-
nal (HH) for transmission and reception, resolution 10-15 m and variable 
incidence angles (25-60 ). More detailed specifications of the Almaz-1 
SAR can be found in Wilde et al. (1993). 

2  Experiment and results 

The DOSE-91 experiment was conducted between August 21 and Septem-
ber 2, 1991 in the Norwegian Sea, 100 km off the western coast of Norway 
around the Haltenbanken during simultaneous operation of the Almaz-1 
and ERS-1 satellites. Twenty tons of artificial oil were spilled on the sea 
surface in a point with coordinates 64  30  N and 07  30  E (Figure 1) on 
August 21st (20:40 UTC), August 24th (19:05) and August 27th (19:00).
Only the two first spills were imaged by either Almaz-1 or ERS-1 SAR 
and are considered here. The oil consisted of a mixture of 35 % Statfjord 
crude, 20 % Gullfaks crude and 45 % DUC crude (Bern et al. 1992a). Such 
mixture was selected because it does not form steady emulsions in the sea 
water and in this sense can be considered as ecologically safe (for details 
see Bern et al. 1992a, and Bern et al. 1992b). The spills existed in the sea 
between 3 and 5 days. In the area of the experiment three oceanographic 
buoys were installed to measure sea and wind parameters. The observa-
tions of the spill evolutions were also produced from a Norwegian aircraft 
equipped with SLAR, IR and UV sensors. Twelve data acquisitions from 
the Almaz-1 and 4 from the ERS-1 satellite were taken. However, the 
spills were only identified on four Almaz-1 and on two ERS-1 SAR im-
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ages. More detailed experiment descriptions and analyses concerning the 
ERS-1 data acquired during the experiment can be found in Bern et al. 
(1992b). 

Figure 1 shows how the spills (areas of reduced backscatter on SAR im-
age) drifted during the observation period according to the SAR images. 
As inferred from the figure the drift of the spills was complicated and was 
affected by wind, waves and currents (for details see Bern et al. 1992b). 
Table 1 summarises the survey parameters, wind/wave conditions, age of 
oil spills and measured damping ratios. 

Fig. 1. The evolution of two oil spills deployed during the DOSE'91 Experiment. 
The numbers denote the spill contours delineated from the SAR images: 
 1 - ERS-1, 22.08, first spill, spill age 16 hrs 
 2 - Almaz-1, 22.08, first spill, spill age 22 hrs 
 3 - Almaz-1, 23.08, first spill, spill age 40 hrs 
 4 - ERS-1, Almaz-1, 25.08, first spill, spill age 88 hrs 
 5 - ERS-1, Almaz-1, 25.08, second spill, spill age 18 hrs 
 6 - Almaz-1, 27.08, second spill, spill age 72 hrs 

Spill  1  Aug 

Spill  2  Aug 
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Table 1. The parameters related with the SAR image acquisitions, environmental 
conditions and oil spills 

Date of SAR survey, 
1991 Aug. 22 Aug. 23 Aug. 25 Aug. 27 

Satellite ERS-1 Almaz-1 Almaz-1 ERS-1 Almaz-1 Almaz-1  

Time, UTC 10:48 16:41 10:35 10:48 10:44 15:30 

Incidence angle deg 23 35 27.4 23 52.6 35.3 

Resonant surface 
wavelength cm 8.4 7.3 10.4 7.3 6.0 8.3 

Wind speed m s-1 5-7 2-3 7 2-3 12 

Wind direction deg 190-200 170 200-240 220-230 

Wave period s 9.5 9.5 7.9 12.5 

Wave direction deg 245 260 305 265 

Wave height m 2.8 2.8 1.7 3.1 

spill of 
August 
21

16 22 40 88  
Spill age 
hr spill of 

August 
24

   18 72 

spill of 
August 
21

1.2 2.5 2.2 9.5 0.2 
Damping 
ratio dB spill of 

August 
24

   15 0.2 2.5 

The standard SAR image processing which allows to delineate the proc-
esses on sea the surface includes, in particular, image section and NRCS 
contrast estimation. The wave damping ratio (the ratio of the spectral den-
sities of Bragg waves (S) with wave number k or the normalised radar 
cross section (NRCS) ( 0) of spill-free and spill-covered sea surface) or 
contrast:

slsl kSkSK ,00)()( (1)
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The expression in dB is used as quantitative performance of the variability 
of wind waves in slick or spill areas.

Figures 2-5 show the ERS-1 and Almaz-1 SAR sub-images around ob-
served oil spills and the NRCS sections through the spills. Note that thin 
white arrows show length and direction of the sections while thick black 
arrows indicate the wind direction. On the images of August 25 (Figure 4) 
both spills can be delineated.  

Fig. 2. ERS-1 and Almaz-1 SAR images of August 22nd, 1991, at 10:48 and 16:41 
UTC showing the first oil spill released on August 21st (incidence angles 23  and 
35 , wind speed 5-7 m s-1 and 2-3 m s-1, spill age 16 hrs and 22 hrs respectively) 
(left). Variations of the radar backscatter along the scan lines are shown on the 
ERS-1 and Almaz-1 SAR images by white thin arrows (right), flight/look direc-
tions by thin black arrows, and wind direction by a double black arrow (image 
courtesy ESA and NPO Mashinostroenia) 

The first pair of images was acquired on Aug. 22nd, 1991, at 10:48 
(ERS-1) and 16:41 (Almaz-1) (Figure 2). The damping ratio in the ERS-1 
image is low (1.2 dB), while in the Almaz-1 image acquired 6 hours later 
the damping ratio is 2.5 dB. In the latter image a wedge-shaped area of in-
creased NRSC can be observed upwind from the spill’s upwind border. It 
is located opposite to the wind direction and is ~1 dB brighter than the 
background. It follows from Table 1 that at the time of the ERS-1 overpass 
a south-westerly wind with 5-7 m s-1 speed and a westerly swell of 150 m 



304      Konstantin Litovchenko and Andrei Ivanov  

wavelength, 9.5 s period and 2.8 m waveheight was prevalent. At the time 
of the Almaz-1 overpass the wind speed had fallen down to 2-3 m s-1. This 
can explain the higher damping ratio in the Almaz-1 case.  

Fig. 3. Almaz-1 SAR image of August 23rd, 1991, at 10:35 UTC showing the first 
oil spill released on August 21st (incidence angle 27.4 , wind speed 7 m s-1, spill 
age 40 hrs) (left). Variations of the radar backscatter along the scan line are shown 
on the Almaz-1 SAR image by white thin arrow (right), flight/look directions by 
thin black arrows, and wind direction by double black arrow (image courtesy NPO 
Mashinostroenia)  

This spill was observed from RV Svanaug Elise on August 22nd at 10:30 
as a blue shine and at 21:39 it was reported that the spill had been totally 
broken up and no emulsion was formed (Bern et al. 1992b). On August 
23rd at 10:35 this spill was imaged again by the Almaz-1 SAR with lower 
damping ratio (Figure 3). The area covered by the spill almost did not 
change with age. As inferred from Table 1, the wave conditions were al-
most the same, too. The reason of the lower damping ratio compared to 
that of August 22nd could be the higher wind speed (7 m s-1).

Another pair of images was acquired on Aug 25th, 1991 almost simulta-
neously at 10:44 (Almaz-1) and 10:48 (ERS-1) (Figure 4). Both images 
show the footprints of both spills. In that case, on the contrary, in the Al-
maz-1 image the damping ration is about 0, while in the ERS-1 image it is 
9.5 dB for the older and 15 dB for the younger spill. Judging from the 
weather data, a weak wind (2-3 m s-1) was observed. Such a wind is close 
to optimum for SAR image formation at vertical polarisation (Bern et al.,
1992a). The very low damping ratio inferred from the Almaz-1 image can 
be apparently explained by the high incidence angle ~53º which is close to 
the critical value for receiving useful backscattering from the sea surface. 
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Thus, one can conclude that different SAR systems and their viewing ge-
ometry can result in highly different damping ratios of the same spill. 

On two occasions (August 22nd and 25th) both satellites imaged the spills 
within a close time span. A comparison of the damping ratios for these two 
days shows that, among other factors, they highly depend on the viewing 
geometry, wind speed and sea state.  

Fig. 4. Almaz-1 and ERS-1 SAR images of August 25th, 1991, at 10:44 and 10:48 
UTC showing the first oil spill released on August 21st and the second oil spill of 
August 24th (incidence angles 52.6  and 23 , wind speed 2-3 m s-1, spill age 88 hrs 
and 18 hrs, respectively) (left). Variations of the radar backscatter along the scan 
lines are shown on the Almaz-1 and ERS-1 SAR images by white thin arrows 
(right), flight/look directions by thin black arrows, and wind direction by a double 
black arrow (image courtesy NPO Mashinostroenia and ESA)  

The last Almaz-1 SAR image of the second oil spill taken on August 
27th at 15:29 UTC (Figure 5) shows an oil spill affected by wind and 
waves for about 3 days. The image was acquired when the wind speed was 
about 12 m s-1 and the significant waveheight about 3 m, wavelength about 
200 m with a period of 12.5 s. This spill was positioned at 10:15 by an air-
craft between 64  38  N, 08  01  E and 64  36  N, 07  57  E and was ob-
served from RV Svanaug Elise at 16:45 as a pure blue shine (Bern et al. 
1992b). It can be inferred from the image section that the NRSC contrast 
with respect to the background has alternate sign along the spill: some ar-
eas within it are even brighter than the oil-free surface. It probably shows 
that this oil spill was in a destruction stage. 



306      Konstantin Litovchenko and Andrei Ivanov  

Fig. 5. Almaz-1 SAR image of August 27th, 1991, at 15:30 UTC showing the sec-
ond oil spill released on August 24th (incidence angle 35.3 , wind speed 12 m s-1,
spill age 72 hrs) (left). Variations of the radar backscatter along the scan line are 
shown on the Almaz-1 SAR image by a white thin arrow (right), flight/look direc-
tions by thin black arrows, and the wind direction by a double black arrow (image 
courtesy NPO Mashinostroenia)  

3  Discussion 

It is well known that oil films floating on the sea surface attenuate Bragg 
waves. This gives rise to considerable reduction of SAR backscatter 
power. The Almaz-1 SAR was operated in S-band (3.1 GHz) under inci-
dence angles of 25-60  that correspond to Bragg wavelengths between 6 
and 14 cm. For ERS-1 this value is quasi-constant and equals 7.3 cm (see 
Table 1). Under the influence of crude oil films or surface-active substan-
ces the spectral density of ripples essentially decreases.  

In order to study the capability of the SAR aboard the Almaz-1 satellite, 
a review of Almaz-1 SAR images showing oil spills was recently con-
ducted (Ivanov 2000). It was shown that the Almaz-1 SAR, due to its high 
resolution and low orbit, allowed precise detection and localisation of oil 
spills and provided information on the dimensions, structure and dynamics 
of the spill. The ability of the Almaz-1 SAR to detect oil pollution on the 
sea surface depends on a number of environmental parameters, oil spill 
characteristics and technical parameters of SAR. The ERS-1 SAR has the 
similar performances (except for the incidence angle, which varies only 
across swath within limits 23 ± 0.5º) as proved by numerous publications. 
Therefore, the use of both systems for the imaging of the same spills or 
slicks is quite useful. Herein, a discussion on the potential influence of ra-
dar frequency, polarisation and viewing geometry on oil spill detection has 



Oil spills on ALMAZ-1 and ERS-1 images      307 

been omitted, because the number of available SAR images for compari-
son is too small.

The analysis of the present Almaz-1 and ERS-1 observations has shown 
that radar contrast of oil spills can depend on a number of parameters, 
firstly the wind speed and spill age, which in practice are usually un-
known. Recent studies conducted with SIR-C/X show that radar contrasts 
weakly depend on oil type (Gade et al. 1998). The damping under different 
wind and sea state conditions will also be variable. Most observations sup-
port the conclusion of Bern et al. (1992a) that oil spill detectability strong-
ly depends on wind conditions. Moreover, during the lifetime of oil at sea 
a number of physical and chemical processes, including natural oxidation 
and bacterial disintegration can lead to the deterioration of the oil spill 
with time (Kotova et al. 1998). Therefore, under the action of these proc-
esses, the damping also changes with time. In general, our results are in 
accordance with results reported by Singh et al. (1986) and Gade et al.
(1998), where damping ratios between 5 and 8 dB were observed under 
moderate and strong winds for C-band with HH-polarization. In our ex-
periments the damping under similar wind conditions varied between 0 
and 2.5 dB and only once, at weak wind speeds, reached 10 dB and more 
(Figure 4, ERS-1). Our observations also support the idea that using the 
damping ratios for spill or slick classification is rather problematic.  

The SAR image of a spill acquired at a wind speed of 12 m s-1 (Figure 
5) exhibits contrasts of alternating sign: in some places the spill areas are 
brighter than the background. It probably shows that this oil spill was in its 
disintegration stage. A paper by Okamoto et al. (1993) reports an observa-
tion of artificial slicks and spills in the ERS-1 SAR image at a wind speed 
of 11.7 m s-1. The authors of this paper noted that at wind speed of 14 ms-1,
a spill on other ERS-1 SAR images had not been detected. Most probably, 
wind speed value between 12 and 14 m s-1 should be considered as wind 
speed limit for oil detection by spaceborne SAR.  

By using the Almaz-1 SAR for the first time, an intensification of short 
waves at the windward edge of the oil spill is found. In the SAR image of 
August 22nd  (Figure 2) an area of higher backscatter is stretched out oppo-
site to the wind direction. At first glance, the positive contrast at the up-
wind side of the spill could be attributed to the non-linear interactions be-
tween wave components of the wave field. The mechanism of such inter-
actions cannot be found without additional discussion. However, it is 
conceivable that the breach of wave equilibrium state under the influence 
of an oil film leads to the redistribution of wave energy in the spectrum 
(both within and beyond of oil film) which may lead to the local modifica-
tion of wave field. In order to explain present observations, the action bal-
ance equation 
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0breakvisdisnonlinwind SSSSdtdN (2)

has to be taken into account (Hasselmann 1960) as well; here N is the 
spectral action density of surface waves. As correctly noted by Gade et al. 
(1998) the source term for nonlinear wave/wave interaction (Snonlin) is still 
poorly known and cannot easily be determined.

Let us analyse the case of August 22nd under a point of view that the ef-
fect was caused by a modification of the wave field. In suggestion that 
dominant wind waves can determine the phenomenon, one of the possible 
mechanisms is the «overshoot» effect in the generation of wind waves. In 
spill and slick areas short wind waves of cm- and partly dm-wavelengths 
are damped strongly and result in the damping of long dominant wind 
waves (Phillips 1977). A spill or a slick drifting due to the wind action 
leaves behind itself (i.e., at the upwind side) an area where wind waves 
start to develop. It is well known that wind waves reach their equilibrium 
state not monotonously, so that wind waves at short fetches exhibit higher 
amplitudes than in the equilibrium range (the overshoot effect). Character-
istic fetches L at which long wind waves achieve maximum amplitudes are 
of the order of 103  corresponding to characteristic times for the dominant 
wind waves of the order of :

TgCL gr
3104 (3)

where is the characteristic dominant wavelength, Cgr is the group veloc-
ity, g the gravity acceleration and T the period of the dominant waves. One 
can expect that long waves can be amplified at the upwind side of a spill 
due to the overshoot effect, if the characteristic drifting time 

WIVI spilldriftspilldrift 03.0 (4)

lspill  is the characteristic scale of the spill, Vdrift the drift velocity and W (the 
wind speed) is comparable with . The last condition is satisfied for mod-
erate wind velocities (5-7 m s-1) and spill scales of the order of several 
kilometres. The wind wave intensification due to the overshoot effect is 
about twice that at the equilibrium level; this is comparable with the posi-
tive contrasts observed at the upwind side of spills. Using the numbers 
given in the Table 1, drift and can be determined. If, in our analysis, lspill =
2.6 km, = 150 m, W = 5-7 m s-1, T = 10.5 s and g = 9.81 m s-2, then drift =
3.4 - 4.8 hr and  5.1 hr. Calculations using equations (3) and (4) show 
that the characteristic time of the spill drift drift is comparable or smaller 
than the overshoot characteristic time . For this reason, the overshoot ef-
fect for waves travelling into the area left by the drifting spill is significant 
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and the wave amplification before the spill can be noticeable. Also these 
times are much smaller than the ages of observed oil spills. Most probably, 
in real sea conditions, the «picture» will be significantly complicated by 
surrounding waves propagating into the area of calm sea surface left be-
hind the spill as well as by newly generated wind waves. 

In the case of August 27th the effect is mainly attributed to breaking of 
the film, which can take place due to its ageing and the action of long 
waves. The local redistribution of oil matter also occurs in oil spills that 
drifted at sea for a longer time period. Thick films are usually inhomoge-
neous over the area and show fluctuations of their physical-chemical prop-
erties (Hühnerfuss et al. 1989). It is also well known that oil spills floating 
on the sea surface for a long time are slowly enriching surface-active com-
pounds that are being formed by photo-oxidation and microbial transfor-
mation processes. According to Hühnerfuss et al. (1989) within thick oil 
films there are «holes» between thick patches, which are filled by surface-
active substances (slick patches). If these areas contain concentrations of 
surface-active compounds considerably below monomolecular coverage, a 
ripple generation by wind is possible which, in turn, can lead to generation 
of short gravity waves and increased radar backscatter. Nevertheless, one 
can see the large area of the enhanced backscatter at the upwind edge of 
the oil spill (Figure 5) that can be also attributed to the overshoot effect. 
Hence in the SAR image of August 27th, an intensification of short-wave 
components occurs not only within the slick area, but also at edge of a spill 
where an increase of up to 1-2 dB in the NRCS contrast is observed.  

It seems to be the first time that enhancements of the NRCS have been 
observed on the windward side of a spill in the sea. It is unclear why other 
researchers did not recognise this effect and whether or not these cases 
were a single peculiarity. Perhaps, this effect has been recognised for the 
first time due to a number of reasons, among them are: (1) the specific pa-
rameters of the Almaz-1 SAR, i.e., S-band, high resolution, low R/V (slant 
range/spacecraft velocity) ratio and HH-polarization versus those of the 
ERS-1 SAR; (2) specific conditions at the air-sea interface on August 22nd

and 27th (Bern et al. 1992b), and (3) specific characteristics of the realised 
oil mixture (Bern et al. 1992a). In our opinion, the effect is governed by a 
combination of mentioned above factors.  

Trying to find experimental and theoretical confirmations of the ob-
served effect a survey of available literature has been carried out. Experi-
ments conducted with small artificial and natural slicks in the sea have 
shown that in areas covered with surface-active compounds (slicks) the 
high-frequency energy in a spectrum noticeably decreases, while the long 
waves practically are not transformed (Ermakov et al. 1985, Ermakov et al. 
1986). This effect is associated with damping of short waves by the slick. 
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Observations of large slicks show that the intensity of wind waves noticea-
bly decreases both in the high- and the low frequency part of the spectrum 
(Hühnerfuss et al. 1981). The wind field above a slick is also transformed 
so that a small increase in the average wind speed is observed, which re-
sults in the modification of the energy transfer from wind to waves as well 
as between short and long waves (Barger et al. 1970). Summarising the re-
sults of reviewed papers, it is concluded that large slicks (>1 km of width) 
can essentially act on the long wave part of a spectrum (Barger et al. 1970, 
Hühnerfuss et al. 1981). Moreover, amplification of decimetre wind waves 
(wavelengths from 15 to 100 cm) in slicks was found which produces posi-
tive contrasts of 1.5-3.5 dB at winds of 5-7 m s-1 (Bravo-Zhivotovskii et al. 
1984). The transformation (damping or intensification) of short wave com-
ponents not only in slick but also around it can be associated with both the 
influence of surface films and the nonlinear interactions of spectral com-
ponents of the wave field. Results of crude oil spill observations with the 
Almaz-1 SAR show that amplification of short wind waves can take place 
at the windward edge of a spill or within spills larger than a few km. Thus, 
these effects change somewhat our present view of spills and slicks as ar-
eas of wind wave damping only.  

4  Conclusions 

The SAR images obtained during the DOSE-91 experiment from the Al-
maz-1 and ERS-1 satellites were analysed with the purpose of comparing 
the potential of both SARs for detection of oil spills on the sea surface and 
measurement of their characteristics. Artificial crude oil spills were ob-
served at low (2-3 m s-1) to high (12 m s-1) wind speeds. Analysis has 
shown that both SARs are able to detect oil spills on the sea surface in a 
wide range of environmental conditions, but that detection is not always 
possible. Below the conclusions are formulated. 
1. Comparison of the Almaz-1 and ERS-1 SAR images has confirmed the 

results of previous findings that the ability of spaceborne SAR of oil 
spill detection depends on, firstly, environmental conditions (wind speed 
and sea state), and secondly, age of a spill, a parameter integrating a 
number of physical-chemical properties of an oil spill, which are chang-
ing under action of so-called weathering processes (Kotova et al. 1998) 
taking place during oil evolution in the sea. These processes impose 
definite limitations on classification of oil pollution using spaceborne 
SARs. Our study supports an idea that using damping ratio as a ratio of 
the NRCS of spill-free and of spill-covered sea surfaces for the classifi-
cation is rather problematic, so it strongly depends on environmental 
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conditions and spill age. For these reasons, identical spills can exhibit 
different damping ratios on quasi-simultaneous Almaz-1 and ERS-1 
SAR images. 

2. Using high resolution Almaz-1 SAR images, for the first time an effect 
of an intensification of short waves at the upwind side, i.e., the wind-
ward edge of an oil spill, was found and a possible explanation is given. 
The overshoot effect can explain the intensification of short wave com-
ponents at the windward edge. The increase in radar backscatter at the 
windward edge of the oil spill attained values between 1 and 2 dB. The 
effect found on the Almaz-1 SAR images requires a theoretical explana-
tion as well as special additional experiments to understand these phe-
nomena in detail. Another Almaz-1 SAR image displays the short waves 
intensification effect also within the spill area with increasing of the 
NRCS up to 1-1.5 dB against the background. On the one hand, the ef-
fect was stipulated by the change of the wave development and interac-
tion regime (August 22nd; and, perhaps, August 27th). On the other hand, 
the amplification within the spill area may be explained by film disinte-
gration as a result of ageing under the influence of environmental fac-
tors (August 27th).

To sum it up, the main conclusion is that the usual description of 
crude oil spills in SAR images in terms of damping ratios is not well 
enough understood. The radar signal damping in spills depends primarily 
on the wind speed and age, and effects leading to the transformation of oil 
properties, when a spill floats on the sea surface. Most of these factors are 
not usually known when spills are observed from space, and the effects 
mentioned are not sufficiently studied. All this imposes additional restric-
tions on the use of SAR for detection and classification of crude oil spills. 
The experimental facts also show that spaceborne imaging radars are not 
always able to detect crude oil spills in the ocean under low and high wind 
conditions.
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Abstract. Synthetic Aperture Radar (SAR) images from ERS-1/2 have 
been used to study current-induced perturbations of spill bands in the Ku-
roshio east of Taiwan, stemming from ballast water of several ships that 
had been dumped after the cleaning of tanks during the movement of the 
respective ship parallel to Taiwan's coast. Under weak winds, the variable 
surface currents normal to a ship's track were the main cause of the dis-
placement of spills relative to a straight line. The currents were associated 
with the interaction of the Kuroshio with the island of Lutao and ocean 
bottom variations as well as with vortex structures of different scales, 
which were observed near the Kuroshio boundary. The average current ve-
locity was determined by dividing the magnitude of the spill displacement 
by its residence time, which in turn was inferred from the distance of the 
spill from a ship and the supposed ship velocity. The current shear zones 
manifested themselves on the SAR images as narrow light lines. Sharp 
shifts in a spill were observed at its crossing lines. The estimates of current 
shear, based on the magnitude of the shifts, agree with published data. The 
width of a spill band observed on May 20th, 1994, at different distances 
from a ship, was found from the sections normal to it. The change in width 
as a function of the residence time may be well approximated by a power 
function with an exponent of about 0.86.  

1  Introduction 

It has now been universally accepted that radar imagery provides a wealth 
of information about the presence of surface features on the ocean surface 
associated with wind action, dynamic oceanic phenomena, slicks, natural 
and man-made oil pollution. ERS-1/2 SAR, operating at a wavelength of 
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5.6 cm, is capable of observing sea surface phenomena, including surface 
films through cloud cover, rain, and in the absence of daylight. The ability 
of SAR to detect films is due to the damping of small-scale roughness on 
the sea surface in areas covered by a film. These relatively smooth areas 
are characterized by decreased levels of backscattered signals (normalized 
radar cross section – NRCS – ), appearing darker on a radar image. 
Shipping traffic and legal and illegal ballast water discharges are constant 
sources of sea oil pollution. In order to study the effects of surface films, 
their relations with oceanic phenomena and to estimate the potential of dif-
ferent remote sensing instruments, including SAR, for their detection and 
monitoring special experiments were carried out (Alpers and Hühnerfuss 
1989, Croswell et al. 1983, Espedal et al. 1998, Hollinger and Mennella 
1973) and many ERS-1/2 SAR images of the Mediterranean, Baltic and 
others seas were analysed (Espedal et al. 1998, Fiscella et al. 2000, Gade 
and Alpers 1999, Girard-Ardhuin et al. 2003, Ivanov et al. 2004, Kost-
yanoy et al. 2004). Several automatic techniques have been developed to 
detect oil spills, ships and ship wakes in SAR images (Brekke and Solberg 
2005, Del Frate et al. 2000, Eldhuset 1996, Girard-Ardhuin et al. 2004, Lin 
and Khoo 1997, Solberg et al. 1999, Wahl et al. 1993).  

The radar contrasts of oil films and of ship wakes are a product of the 
environmental conditions at the time of imaging. The distribution of wind 
speed and direction is of decisive importance and determines the state of 
the ocean's upper layer: the roughness parameters, the presence, amount 
and distribution of wave breaking, the presence of organized structures in 
the surface roughness distribution. In turn, the state of the ocean surface 
determines the brightness of the background, the presence of structures in 
the  distribution and the level of speckle noise. For low winds 
(W  2 3 ms 1), no roughness over the unaffected sea surface is observed. 
Films look dark on a SAR image and their contrast to the surroundings is 
absent. On the other hand, during high winds (W > 8 10 ms 1), the radar 
contrast of oil-polluted waters declines due to the increase in the brightness 
of the background and the level of speckle noise as well as the decrease in 
small-scale roughness damping by films, which are torn to small patches. 
This implies that the radar contrast of an oil film is a complicated function 
of wind characteristics and time (Alpers and Hühnerfuss 1989, Hamre and 
Espedal 1997, Espedal and Wahl 1999, Hühnerfuss et al. 1994, Brekke and 
Solberg 2005). 

In this paper we will consider two simpler cases where radar contrast of 
a spill resulting from the discharge of ballast waters from a moving ship 
was high and the spill was clearly visible on a SAR image, without appli-
cation of special transforms. The primary emphasis will focus on a detailed 
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consideration of the shape of the spill, or more accurately, on its displace-
ment from the assumed ship course of a straight line. The displacement 
serves to estimate the average sea surface current. It is known that the 
shape as well as the drift and state (whether it is broken or not, etc.) of oil 
spill are determined by the wind and current history between the oil release 
and the time of SAR image acquisition (Espedal et al. 1998, Espedal and 
Wahl 1999, Reed et al. 1999). In the cases under study, a wind field in the 
spill area changed slightly during radar sensing, as follows from the SAR 
image brightness distribution. Moreover the surface analysis maps show 
that at the time of acquisition and 6 hours earlier, the sea east of Taiwan 
was in a low-gradient pressure field at the anticyclone periphery. Wind 
speed to the south and east of Taiwan was roughly 5 ms-1 and thus the 
wave breaking affecting the oil transport was absent. At such conditions 
the displacement from the assumed ship course allowed us to relate them 
to current patterns, reflecting in particular, the interaction of the Kuroshio 
Current with the bottom topography and an island. 

The remainder of the paper is organized as follows. First, the features 
revealed on two ERS-1 SAR images, covering the sea southeast of Taiwan, 
are analysed, together with the bathymetry and the weather maps (section 
2). The results of calculations of average surface currents based on the ana-
lysis of the geometry of the spills and also on estimates of wind drift are 
given in section 3. The spreading of the spill in the transverse direction and 
the dependence of the width of the band on time are considered in section 
4. Additional data confirming the interpretation of disturbances in the spill 
shape and a discussion of the results of the analysis are presented in sec-
tion 5.  

2  Interpretation of the SAR signatures  

A route east of Lutao, parallel to Taiwan is usual for ships (tankers) mov-
ing to and from Japan and South Korea. These ships have been regularly 
detected on the SAR images acquired by the Chung-Li (Taiwan) ground 
station. Some of the ships clean their tanks of oil along this route. As a re-
sult, spills from moving ships were observed on the SAR images.  

Two kinds of theses spills have been detected. When the amount of oil 
in the cleaning waters was small (within permissible limits), a spill appear-
ed as a narrow dark band, the width of which practically did not change, 
and its radar contrast decreased with the increase in distance from the ship 
(spill age). It may be assumed thus that only the amount of oil and its re-
duction due to evaporation were the factors inhibiting an increase in the 
width of a spill. The spread of oil (widening of a band) occurred as long as 



318      Leonid Mitnik, Kun-Shan Chen, and Chih-Tien Wang  

the film thickness reached a threshold (undetectable) level (Fay 1969, 
Hoult 1972, MacDonald et al. 1993, Monin and Krasitskii 1985, Read et 
al. 1999).  

Spill widening with the increase in the distance from a moving ship oc-
curred when the amount of oil in the wastewater significantly exceeded the 
permissible limit and were observed rarer. It may be safely suggested on 
the basis of SAR image analysis that even in these cases the amount of oil 
per second spilled in the sea together with the cleaning waters and thus 
thickness of oil film were less than during ship accidents. At weak winds, 
the radar contrast of such spills can remain high in spite of width reaching 
1-1.5 km or more after 2-3 h.  

The variable surface currents, which are typical of the Kuroshio area 
(Hsu et al. 1997, 1998; Mitnik et al. 1996), produced the displacement of a 
spill of different scales relative to its initial position. The high spatial reso-
lution of SAR data allowed us to detect both the mesoscale and small-scale 
disturbances of a spill's shape, interpreting them as current-induced.  

The SAR images were acquired by the Chung-Li (Taiwan) ground sta-
tion. They are precision processed images generated by the Centre for 
Space and Remote Sensing Research, National Central University at 
Chung-Li, Taiwan. The imaged area has an extent of 100 x 100 km. The 
images were provided on a digital CD-ROM. 

Case 1. 

The most pronounced feature in the radar image (Figure 1a) is a long dark 
band located about 40 km east of Taiwan. The dark tone of the band im-
plies that the small-scale sea surface roughness, which determines the in-
tensity of the radar backscattering , was strongly reduced within the 
band. The shape of this twisting widening southward band will be investi-
gated in the paper. The hatched area shows the band on the interpretation 
scheme (Figure 1b). The SAR image was acquired by ERS-1 on May 20, 
1994, at 14:20 UTC (orbit 14874, frame 0459) during an ascending pass, 
when satellite was moving towards 347.2 N and the SAR antenna was 
looking toward 77.2 N.

The SAR image (Figure 1a) shows at the upper left the mountainous 
Taiwan coast and the island of Lutao south of it. Lutao extends approxi-
mately 7 km from northwest to southeast and rises at its highest point to 
280 m above the mean sea level. The boundaries of the image are depicted 
on the weather map of the Japan Meteorological Agency (JMA) for 12:00 
UTC (Figure 2). It can be inferred from the map that the wind character-
istics east and southeast of Taiwan were determined by a high-pressure 
(1024 hPa) region cantered east of Honshu at about 37 N, 145 E.
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Fig. 1a, top. ERS-1 SAR image of the Kuroshio east of Taiwan acquired on May 
20, 1994, at 14:20 UTC and (b), bottom: interpretive sketch of the contrast fea-
tures appearing on the SAR image (copyright European Space Agency). Dashed 
rectangle marks the boundaries of fragment with mesoscale circulation shown in 
Figure 5  
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The pressure gradients at sea level were quite small and the wind speed 
was 5 ms-1 at two stations close to the area under study. The absence of 
pronounced sharp changes or organized structures in the surface wind field 
also follows from the brightness distribution of the SAR image. A wind 
shadow (darker area west of Lutao in Figure 1a) indicates that the wind di-
rection, from east to west, was in agreement with the weather map (Figure 
2).

Fig. 2. Surface analysis map for 20 May 1994, at 12:00 UTC from the Japan Me-
teorological Agency

A large vessel (likely, a tanker) is clearly visible as a bright short line at 
the origin of the band. It can be assumed that the band was formed by a 
spill due to the cleaning of the oil-tanks and that the source of the polluted 
water was a point. Usually, such a spill (or turbulent ship wake) is ob-
served as a straight line along the ship's heading. Variable winds and sur-
face currents cause the drift of the film and disturbances of its shape 
(MacDonald et al. 1993, Espedal and Wahl 1999, Hamre and Espedal 
1997, Monin and Krasitskii 1985, Ochadlick et al. 1992, Read et al. 1999). 
The magnitude of the perturbations increases as the time, wind speed and 
current velocity increase. Thus the shape of a spill represents an integral 
imprint of the joint action of wind and currents between the oil discharge 
and the time of SAR observation. Under low wind conditions, or with 
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enough in situ data, the perturbations in a spill’s shape can be used to esti-
mate mesoscale variations in surface currents or wind.  

Several others features, which are important for the interpretation of the 
spill shape disturbances, are depicted in Figure 1b. The appearance of a 
part of them was associated with interaction of the Kuroshio Current with 
Lutao and the underwater relief (see the location of the SAR image on a 
bathymetry in Figure 3). The most distinctive bright features are: the Ku-
roshio fronts 1 and 2 and a broad band 3 located over a northward under-
water ridge between Lutao and Taiwan (Figure 3). The wave-like features 
and darker patches within the band 3 are, likely, wakes, generated by un-
derwater mountains. The depth of the sea over these mountains is between 
20 and 120 m. Mariners have observed intensive wave breaking over this 
ridge and downstream from Lutao, and the corresponding marks are shown 
on the navigation maps. These features have been found on many SAR im-
ages of the region.

Lutao is an obstacle within the boundaries of the Kuroshio. The flow of 
Kuroshio waters around Lutao is accompanied by the formation of zones 
of current shift, 4-6 (Figure 1b), the origin of which are the downstream 
headlands of Lutao (Pattiaratchi et al. 1987). The zones are characterized 
by increased sea surface roughness (radar backscattering) and are well dis-
tinguished on the SAR image (Figure 1a). The location, length and shape 
of the current shift zones are determined by the characteristics of the Ku-
roshio flow and the complicated topography around Lutao. Since the to-
pography does not change, variations in the radar signatures can be used to 
study the temporal variability of the Kuroshio in the considered area.  

The Kuroshio and its fronts, 1 and 2, are clearly observable on the SAR 
image due to their high radar contrast against the darker background. It is 
suggested that the increased  values in the frontal areas were due to short 
gravity-wave/current interaction along the shear and/or convergence zones 
within the front. The Kuroshio front near the coast 2 was characterized by 
a somewhat lower radar contrast compared to frontal boundary 1, located 
at a distance of about 20-25 km from the coast.  

Near Taiwan, variations in the Kuroshio characteristics, such as the lo-
cation of the axis, velocity, along-track width, flow separation, etc. are 
pronounced (Hwang 1996). The analysis of the SAR image strips of the 
Kuroshio, obtained during different seasons, has revealed a high variability 
in the location, shape and radar contrasts (both magnitude and sign) of the 
Kuroshio front (Mitnik et al. 1996, Hsu et al. 1997). The position of the 
Kuroshio boundaries 1 and 2 was consistent with available data on the be-
haviour of the Kuroshio during the spring.  

Several low contrast features were also related to the disturbances of 
spill. The narrow light lines 7 and 8 are probably the boundaries of an east-
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ward flow 9, which crossed the spill. The shape of line 8 reflects the anti-
clockwise motion of the flow east of the spill and the formation of a cyc-
lonic eddy 10, when line 8 connects with line 7. Two other light lines 11
and 12 were also formed at the boundaries of a north-eastward flow 13,
which flew along eddy 10. The configuration of lines 7, 8, 11 and 12 and 
the step-like displacement of the spill at the locations of their crossing en-
able us to suggest that all these features represent the surface expressions 
of a mesoscale cyclonic circulation centred in area 10.

Fig. 3. Map of bathymetry of the Kuroshio area east of southern Taiwan. Isobaths 
are shown for 2000 m, 1000 m and 200 m. Solid and dashed rectangles note the 
boundaries of the SAR images acquired on May 20, 1994 and December 29, 1997, 
respectively, and arrow AB shows the location of ship course 

The direction of the flow 9 is almost upwind and thus the relative wind 
speed over the flow was higher than over the surrounding waters, accord-
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ing to the value of the current velocity. The area bound by the light lines 7
and 8 was characterized by a small positive radar contrast against the sur-
rounding waters (Figure 1a), which supports this conclusion. The flow 13
bends around eddy 10 and turns to the west in area 14. In this area the di-
rections of the wind speed and surface current coincide. The relative wind 
speed here was lower and the area 14 looks darker in Figure 1a. Moreover, 
it should be noted that the brightness variations over the mesoscale eddy 
could be partly due to sea surface temperature variations and the corre-
sponding variations in the stability of the boundary layer of the atmos-
phere. Likely, it was just these factors which would explain the positive 
radar contrast of the Kuroshio waters in Figure 1a (Mitnik and Lobanov 
1992).  

The step-like features in area 15 can also be interpreted as current-
induced. The arrows in Figure 1b show the directions of surface currents in 
a small-scale elliptical eddy. These currents were responsible for the 
westward and eastward displacements of the spill band. This cyclonic eddy 
has a low radar contrast without distinct boundaries similar to the current 
shift lines 7 and 8. The different scaled eddy-like structures and also the 
eddy streets were earlier detected in ERS SAR images of the Kuroshio east 
of Taiwan (Hsu et al. 1997 1998, Mitnik et al. 1996, Mitnik and Hsu 
1998).  

Case 2. 

The ERS-2 SAR image shown in Figure 4 was acquired on December 29, 
1997, at 02:26 UTC (orbit 14071, frame 3141) during a descending pass 
when the satellite was flying towards 192.9 N and the SAR antenna was 
looking towards 282.9 N. The mountainous Taiwan coast and the island 
of Lutao are clearly seen on the image.  

On this day the seas surrounding Taiwan were under the influence of 
weak (3-6 ms-1) northern winds, as shown in the weather maps of the JMA 
for 00:00 and 06:00 UTC. Two ships 1 and 2, moving to the north and one 
ship 3 moving to the south are distinguishable in the upper right hand part 
of the image. Ship 1 was the cause of the appearance of a spill band 4. A 
turbulent ship wake behind the ship and the northern part of the spill repre-
sented a straight line 5 parallel to the turbulent wake behind ship 2.

A light (with increased  values) band 6 crosses the image from north 
to south. The band divides the warmer surface Kuroshio waters 7 from the 
colder waters 8 bordering the Taiwan coast. The difference in sea surface 
temperature between the Kuroshio and coastal waters is indicated by their 
brightness (the values of the NRCS). The higher NRCS values of the Ku-
roshio waters can be explained by the joint influence of two factors. The 
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first factor is associated with the formation of an unstable atmospheric 
boundary layer over the Kuroshio due to the change of sign in the differ-
ence between the air temperature Ta and the sea surface temperature Ts
(Mitnik and Lobanov 1991, Beal et al. 1997). The linear structures with an 
alternating grey and light brightness, which are distinguishable in area 7
(Figure 4), support this suggestion. These features are imprints of the roll 
vortices that formed in the marine boundary layer of the atmosphere (Al-
pers and Brümmer 1994, Thompson et al. 1983). They indicate that the 
wind direction pointed from the north to the south, typical of the winter 
monsoon. An additional NRCS increment was due to an increase in the 
relative wind velocity over the northward (opposite the wind direction) 
Kuroshio flow. However, the resulting wind speed did not exceed 5-6 ms-1,
since it did not prevent the expression of such dynamic oceanic pheno-
mena as the small-scale eddies 9-11 on the SAR image.  

Fig. 4. ERS-2 SAR image of the Kuroshio east of Taiwan acquired on December 
29, 1997, at 02:29 UTC (copyright European Space Agency). Dashed square 
marks the boundaries of fragment shown in Figure 6 
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The waters bordering Taiwan look darker in stable atmospheric con-
ditions and decreasing of wind speed. The dark patches around Lutao indi-
cate that the wind speed was about 3 ms-1 or less here. Contrary to Figure 
1a, no radar signatures around Lutao or to the northwest of it were detected 
indicating the presence of current shift zones associated with the topogra-
phy. However, filamentary slicks and bright narrow bands are probably the 
expressions of surface circulation in a cold water area 8.

In order to estimate the surface currents, line 5 was extended to the 
south. It crossed the centre of eddy 9 and a dark patch (point A) near the 
lower boundary of the SAR image. The length of the line between the 
point A at the beginning of spill and point B, the location of ship 1, is 
about 84 km. An increased amount of oil in the cleaning waters was ob-
served in the middle part of the spill. The radar contrast of this part was 
high. In the southern part, the amount of oil was significantly less and the 
radar contrast of the spill decreased too. However, it was enough to deter-
mine its location reliably, and to observe the eastward displacement of pol-
luted waters under the current's action. The northern part was characterized 
by a low radar contrast. Probably, the discharge of polluted waters had fin-
ished, and, therefore, the linear feature behind the ship represented a turbu-
lent wake.

The ship’s course was in the immediate vicinity of the dynamic Ku-
roshio boundary 6. Most likely, this was the main cause of perturbations in 
a spill. There were several pronounced displacements of the spill relative 
to line AB both to the west and the east. The maximum westward compo-
nent of the surface current was observed at a distance of 30 km behind the 
ship, where the drift of the oil-polluted waters was 2.2 km (area C in Fig-
ure 4).

The small-scale eddies 7-9 were observed on the SAR image shown in 
Figure 4 and also on the next SAR image covering the Kuroshio south of 
the considered area (frame 3158). The large displacements in area D were, 
most likely, caused by a small-scale vortex circulation 9 near the Kuroshio 
boundary 6. The low contrast lines spiralling towards the brighter centre of 
the eddy provide a rough index of the current direction. The ship crossed 
the centre of this cyclonic vortex. The oppositely directed surface currents 
stretched the spill near the centre of the vortex so that it became almost 
undistinguishable against the background, since the amount of oil was 
small. The western and eastern parts of the spill separated at about 4.5 km. 
On both sides of the centre the oil film was in the main shifted rather than 
stretched. These parts of the spill are reliably distinguished against the 
background. Further south (area E), the eastward component of the cur-
rent, caused by influence of the topography, predominated. The small-
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scale deviations superimposed on the topography-induced shift reflected 
the influence of instabilities in the currents near the Kuroshio boundary. 

3  Estimates of average current velocity and wind drift 

Case 1

Estimates of average surface currents were obtained under the assumption 
that the ship in Figure 1b moved in a straight line AB (axis x), connecting 
point A at the beginning of the wastewater discharge and point B, its loca-
tion during the SAR observations. This indicates that no wind- or current-
induced drift were prevailing, only oil spreading was observed at point A
during the ship's movement to point B. In such a case deviations of the 
spill from line AB were caused by the action of a single factor, the surface 
current, or more accurately, by a component of surface current normal to 
line AB. The average velocity of this normal component in point x can be 
found from the relation  

1)()()( xtxyxVc (1)

where y(x) is the distance of the centre of the spill band from line AB, x is 
the distance of point x from point A and t(x) is the time elapsed after the 
discharge of wastewater at point x.

Since t(x) = (L – x)(Vs)-1, where L is the distance between points A and 
B, and Vs is the ship's velocity, the average current velocity can be rewrit-
ten as

gc VxLxyxV 1)()( (2)

It is known that SAR observations of a moving target (ship) allow us to 
calculate the target's velocity. In a case under study, the radial component 
of the ship's velocity accounted for 0.4Vs and the eastward shift of the ship 
relative to its wake (spill) caused by this component was estimated with a 
large error, that hindered the accurate determination of ship velocity. Thus, 
assume that Vs = 25 km h-1.

The maximum displacement from line AB was observed in area C, east 
of Lutao (Figure 1b). This displacement was most likely caused by an east-
ward component of the Kuroshio Current. The shape of the spill in area C
is similar to the shape of feature 4. The interaction of the Kuroshio flow 
with Lutao and underwater rising around it were responsible for the ap-
pearance of both feature 4 and the eastward component of the current. The 
change in velocity of this component with distance manifested itself as the 
shape of departure y(x). The maximum displacement was found at a dis-
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tance of x = 15 km from point A and equal to 4.5 km. The residence time 
of the spill here was 156 min. Assuming that the current velocity did not 
change during this time, we then find Vc  0.5 ms-1.

A weak cyclonic circulation associated with a small eddy 15 was super-
imposed on the eastward current in area C (Figure 1b). The size of the 
eddy between the boundaries, where the direction of the band changed, 
was about 8 km. The current in the southern part of the eddy shifted the 
spill south-eastward and the current in its northern part shifted it north-
westward. The magnitude of these oppositely directed displacements was 
about  700-800 m. This corresponds to an average velocity of about 0.07-
0.08 ms-1, taking into account that the age of the spill in this region was 
170 min.  

The second large displacement of the spill occurred in area D at a dis-
tance of 13 25 km behind the ship. The ship had crossed this area 30 60 
min earlier. An enlarged fragment of the SAR image covering area D is 
shown in Figure 5. As opposed to area C, sharp changes in the bottom to-
pography are absent in this area (see Figure 3). The cause, which initiated 
the appearance of the flow 9 normal to the Kuroshio front and formation of 
cyclonic circulation 10, is not clear at this time. The maximum displace-
ment from line AB occurred in the central part of area D, where flow 9,
bounded by lines 7 and 8, crossed the spill. The maximum average normal 
component of the flow velocity Vc, as calculated by equation (2), reached 
1.2 ms-1. The magnitude of the velocity vector should be still higher. The 
unclear boundaries and decreased darkness of the oil band in the central 
part of area D (Figures 1a and 5) were, probably, due to the fact that the 
spill was partly broken by strong surface currents.  

As evident from Figure 5, the profile Vc(x) is not a smooth curve: sever-
al step-like changes in the current velocity have to be noted, corresponding 
to step-like shifts in the spill. Such features were observed in the places 
where the narrow light lines 7, 8 and 11 crossed the spill, which may be in-
terpreted as current shift zones (Johannessen et al. 1996, Marmorino and 
Trump 1994, Marmorino et al. 1994). The shift zones are often character-
ized by intensive wave breaking, and an increased concentration of foam, 
wastes, algae, etc. (Monin and Krasitskii 1985, Marmorino et al. 1994). 
Their width, as a rule, is small, typically ranging from several meters to 
several hundred meters. For example, the mean width of the shear zones 7
and 8 comprised values around 200  25 m. The displacement of the band, 
where it was crossed by line 7, was about 300  25 m after about 34 min. 
This points to the existence of a differential current of about 0.15  0.01 
ms-1 across the band and an average shear of roughly (0.7 0.8)x10-3 s-1.
These values are in good agreement with the estimates obtained by Ochad-
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lick et al. (1992) who used repeated airborne SAR observations of turbu-
lent ship wakes to detect perturbations caused by surface currents. The 
magnitude of a wake’s displacement and information about its age allowed 
them to estimate differential currents. The measured displacements were 
always co-located with natural filamentary slicks and not with the narrow 
light lines, as in Figures 1a and 4. This fact probably reflects differences in 
both the mechanisms of surface current formation and natural film concen-
tration.

Fig. 5. Enlarged fragment (40 km x 50 km) of the ERS-1 SAR image obtained on 
May 20, 1994, at 14:20 UTC covering the area of the mesoscale cyclonic circula-
tion east of Kuroshio boundary (copyright European Space Agency). The labels 
correspond to the labels in Figure 1b  

Case 2 

The same approach was used to estimate the surface current component 
normal to the spill in Figure 4. The maximum westward component of the 
surface current was observed in area C at a distance of 30 km behind the 
ship, where the shift was y = 2.2 km. This corresponds to an average cur-
rent velocity of Vc  0.5 ms-1, assuming, as in the first case, that the 
ship's velocity was equal to 25 km h-1. The maximum eastward component 
of current velocity in area E was about 0.43 ms-1 (a 4-km shift for 2 h 35 
min).

An enlarged fragment of the SAR image, covering vortex 9 in area D, is 
shown in Figure 6. The velocities of the eastward (positive) and westward 
(negative) components of the vortex circulation were equal to  0.3 ms-1 (a 

 2.3 km shift for about 2 h 10 min).  
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Wind drift. Now let us estimate the probable influence of the wind drift 
on the advection of the oil spill. It is generally accepted that in offshore ar-
eas in light winds without wave breaking, the oil spill drift velocity is 
about 2-4 % of the wind speed W at a height of 10 m above the sea surface 
in the direction of the wind (Fay 1969, Reed et al. 1994, 1999). The analy-
sis of the weather maps and the brightness distribution in the SAR images 
(Figures 1a and 4) supply evidence that the wind variations had only a 
small effect on shape variations in oil bands since the spill areas were lo-
cated in low-gradient surface pressure field and the wind speeds did not 
exceed 5-6 m/s. Under these conditions, a rule of thumb is that spills move 
at 3 % of the wind speed W.

Fig. 6. Enlarged fragment (25 km x 25 km) of the ERS-2 SAR image obtained on 
December 29, 1997, at 02:29 UTC showing the discontinuity of the oil spill by 
eddy-like structures near the Kuroshio boundary (copyright European Space 
Agency). The labels correspond to the labels in Figure 4  
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The magnitude of the wind-induced drift in a direction normal to the 
ship's track (line AB) at distance x from point A (Figure 1b) can be esti-
mated using a relationship  

sin03.0sin)(03.0)( 1
sw VxLWxtWxy (3)

where t(x) is the residence time of the oil spill at point x, and  is the an-
gle between line AB and the wind vector. 

The magnitude of the wind drift decreases linearly from its maximum 
value at point A (x = 0 km) to zero at point B (x = L = 80 km). A westward 
shift was less than  0.5 - 0.8 km for area C (x = 8 - 25 km) and  0.15 -
0.3 km for area D (x = 55 - 67 km) at Vs = 25 km h-1 and W = 5 ms-1 from 
northeast to southwest (sin  0.5). Even these maximum estimates are 
less than the spill’s width in the areas under consideration and significantly 
less than the current-induced drift.  

The eastward disturbances of the spill in Figure 4 caused by the wind 
have the same order as  for case 1 since the component of the wind vector 
normal to the spill is about 0.5W (the angle between line AB and the wind 
vector is about 30 ).

4  Development of the oil spill 

The development of the oil spill in case 1 was significant: near point A its 
width D reached about 1.9 km after about 3 h (Figure 1). Figures 7a and 7b 
show the profiles of radar backscatter (in counts) along two sections in the 
direction normal to the band at the distances of x = 2.7 km (the residence 
time t = 400 s) and 34.5 km ( t = 4950 s) from point B. The profiles were 
obtained by averaging of the counts over 1000 m in the lateral direction 
and 50 m in the direction of the section lines by applying a running aver-
age procedure. The plots show that the width of the spill increased as the 

t increased. The D( t) values were determined at a level of 0.5 n, where 
n was the magnitude of the radar contrast (in counts) for a spill against 

the surrounding areas. Similar sections and estimates of the width were 
carried out for the other 15 sections.  

The D( t) values were approximated by a power function, D( t) = 
ao( t)b. The following values for the parameters were obtained: ao  0.7 m 
and b  0.86. The correlation coefficient was 0.965. The scatter of the 
points relative to the approximating function could be caused by variations 
in the oil discharge rate associated, for example, with the variable amount 
of oil in cleaning waters pumped out from different tanks. The decreased 
width values in area D were, most likely, due to a spill’s disturbance by a 
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strong surface current. When points from this area were removed from the 
data set, the parameters of the approximating power function, calculated 
from the remaining 13 points (Figure 8) changed: ao  1 m and b  0.82. 
The correlation coefficient increased to 0.993. The function 1( t)0.82 is also 
shown in Figure 8 (smooth curve). 

Fig. 7. Variation of SAR intensity (arbitrary units) along sections normal to the 
spill shown in Figure 1a at the distances of 2.7 km (7a, top) and 34.5 km (7b, bot-
tom) from point B (from west to east), with cross-track average of 1 km and 
along-track average of 50 m. The decreased SAR intensity in the spill area is due 
to the damping of the small-scale roughness of the sea surface. The solid lines 
show average radar backscatter of the sea surface west (1) and east (2) of the spill, 
and in the spill area (3). The length of line 4 characterizes the width of the spill  

A rough estimate of the volume of oil in the present ballast waters (case 
1) was obtained by assuming that the oil discharge rate between points A
and B was constant. In such a case, the width of the spill at point B at 192 
min will be the same as near point A on the SAR image (Figure 1a). Since 
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the width of the spill continued to increase (Figure 8), the film thickness at 
point A did not reach the threshold of the detectable level do (the time 
needed to reach this level depends on the oil discharge rate and the degra-
dation half-life of oil (MacDonald et al. 1993)). Typical values for the de-
tectable thickness are do = 0.1-1 m (MacDonald et al. 1993). Assume that 
the average thickness of the film d = 0.3 m when D = 2 km. Then the 
volume of oil in wastewater will be V = LDd = 8.0·104·2·103·3·10-7 = 
48.0 m3 (15100$; 1 barrel = 50$).  
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Fig. 8. Dependence of the width of the spill in Figure 1a on the residence time. 
The location of the dark squares show the measured width of the spreading oil 
spill (two sections are shown in Figure 7) as the distance from a ship (point B in 
Figure 1b) and thus the residence time of the spill increases. The solid smooth 
curve reflects the approximating function  

5  Discussion and summary  

The geometry of a surface film is formed under the influence of four fac-
tors: spreading/spilling procedure, currents, wind and time. In light winds, 
the spatial variability of currents becomes the main cause of a spill advec-
tion. In the two cases in question, the magnitude of the shift was measured 
relative to the supposed initial position of a ship's track on a SAR image. 
For the first approximation, the magnitude is a linear function of the aver-
age current velocity and the residence time of a given portion of the spill. 
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The residence time was estimated using the distance between a ship (she 
was visible on the SAR image) and the point under consideration and the 
assumed ship’s velocity.  

It was shown that the perturbations of the spills under consideration 
were imprints of the mesoscale and small-scale features of surface currents 
within and near the Kuroshio. They can give a better insight into the nature 
of current variability. A spill detected on the SAR image from May 20th,
1994, shows a bright expression of the mesoscale variability of surface 
currents caused by the interaction of the Kuroshio Current with the island 
of Lutao and the underwater bottom relief. The analysis of ERS-1/2 SAR 
images of this region has shown that the position of the contrast features 1-
5 in Figure 1a is typical of the spring season. In particular, they were re-
vealed in the SAR image from May 10th, 1994, at 0226 UTC. The presence 
of an eastward component of the current near Lutao (area C in Figure 1) 
was confirmed by the analysis of the location and the shape of the radar 
signatures on the other SAR images. An additional oil spill, resulting from 
pumping waste waters out of tanks, was detected on the two ERS-1 SAR 
images acquired on May 1st, 1995, at 1421 UTC (orbit 19870, frames 0441 
and 0459) during an ascending pass. Winds blowing from south to north 
varied between 2.5 and 5 ms-1 however the brightness distribution around 
the spill area was uniform. A ship moved east of Lutao to the southwest. 
The amount of oil in the cleaning waters and the width of the spill were 
less than on May 20th, 1994 (Figure 1a), while the shape of the spill distur-
bance east of southern Taiwan was similar to that of the one in area C in 
Figure 1. This suggests that the disturbance was caused by an eastward 
current.

The cyclonic eddy-like structures, similar to eddies 10 and 15 (Figure 
1a) and 9-11 (Figure 4), are typical of the Kuroshio Current area east of 
Taiwan. They have been detected on many ERS-1/2 SAR images; how-
ever, their position is variable. These eddies were observed due to their ra-
dar contrast against the background and/or the presence of definite struc-
tures (narrow spiral lines), resulting from the modulation of surface 
roughness by variable currents. Filamentary slicks were much less com-
mon here to favour their detection. Estimates of the current velocity for 
two eddies obtained by the analysis of the oil spill displacements were 
found to be 0.07-0.08 ms-1 and 0.3 ms-1.

The narrow zones of current shear manifested themselves on the SAR 
images (Figures 1a and 4-6) as narrow bright (light) lines. Their shape and 
position reflected the surface current patterns, associated with the eddy 
formations which perturbed the oil band. The quantitative estimates of sur-
face currents (0.4-1.2 ms-1) and current shear (roughly (0.7 0.8)10-3 s-1)
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calculated from the magnitudes of these perturbations over a definite time 
are in line with those of other investigators.

The spills of wastewater, and probably, the special-purpose man-made 
slicks, timed with satellite and airborne SAR observations, can be used to 
reveal and study the mesoscale and fine scale features of surface currents 
in this highly variable Kuroshio area during different seasons as well as in 
other dynamic oceanic areas. 
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