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Groundwater Geophysics – a Tool for 
Hydrogeology 

Access to clean water is a human right and a basic requirement for eco-
nomic development. The safest kind of water supply is the use of ground-
water. Since groundwater normally has a natural protection against pollu-
tion by the covering layers, only minor water treatment is required. 
Detailed knowledge on the extent, hydraulic properties, and vulnerability 
of groundwater reservoirs is necessary to enable a sustainable use of the 
resources.

This book addresses students and professionals in Geophysics and 
Hydrogeology. The aim of the authors is to demonstrate the application of 
geophysical techniques to provide a database for hydrogeological deci-
sions like drillhole positioning or action plans for groundwater protection. 

Physical fundamentals and technical aspects of modern geophysical re-
connaissance methods are discussed in the first part of the book. Beside 
"classical" techniques like seismic, resistivity methods, radar, magnetic, 
and gravity methods emphasis is on relatively new techniques like com-
plex geoelectric or nuclear magnetic resonance. An overview of direct 
push techniques is given which can fill the gap between surface and bore-
hole geophysics. 

The applications of these techniques for hydrogeological purposes are 
illustrated in the second part of the book. The investigation of pore aqui-
fers is demonstrated by case histories from Denmark, Germany, and Egypt. 
Examples for the mapping of fracture zone and karst aquifers as well as for 
saltwater intrusions leading to reduced groundwater quality are shown. 
The assessment of hydraulic conductivities of aquifers by geophysical 
techniques is discussed with respect to the use of porosity – hydraulic con-
ductivity relations and to geophysical techniques like NMR or SIP which 
are sensitive to the effective porosity of the material. The classification of 
groundwater protective layers for vulnerability maps as required by the EU 
water framework directive is a relatively new field of application for geo-
physical techniques. Finally, the geophysical mapping of organic and inor-
ganic contaminations of soil and groundwater is demonstrated. 

I am indebted to Helga Wiederhold (GGA) for critically reading and 
finalising the manuscripts, to Anja Wolf and Christina Bruhn (both 
LANU) for skilful graphical work, and to Henriette von Netzer-Wieland 
(LANU) for corrections of the English texts. 
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1 Petrophysical properties of permeable and low-
permeable rocks 

Reinhard Kirsch 

Groundwater conditions at a location are mainly described through the dis-
tribution of permeable layers (like sand, gravel, fractured rock) and im-
permeable or low-permeable layers (like clay, till, solid rock) in the sub-
surface. To achieve a geophysical image of these underground structures, 
sufficient contrast of petrophysical properties is required. Seismic veloci-
ties (related to elastic properties and density), electrical conductivity, and 
dielectric constant are the most relevant petrophysical properties for geo-
physical groundwater exploration. 

In this chapter, the influence of porosity, water saturation, and clay con-
tent on these petrophysical properties shall be explained.

1.1 Seismic velocities 

Seismic velocities for compressional (Vp) and shear waves (Vs) are related 
to elastic constants like bulk modulus (k), Young´s modulus (E), and shear 
modulus (µ) by 

)21()1(
)1(E

3
4k3Vp

(1.1)

and

sV

with  = density and  = Poisson´s ratio. 
Since elastic properties of rocks are highly influenced by porosity, e.g. 

highly porous material is more compressible than material of lower poros-
ity, seismic velocities are also influenced by porosity.  
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Fig. 1.1. Concept of critical porosity (after Nur et al. 1998) 

The following seismic velocity – porosity relations are valid for poros-
ities below the critical porosity threshold (Nur et al. 1998). For porosities 
above this threshold no grain contacts exist (Fig. 1.1). In that case, mineral 
grains or rock fragments and pore fluid form a suspension, in which the 
elastic properties are similar to a fluid. Soil liquefaction associated with 
earthquakes or landslides are such examples. The critical porosity for most 
sedimentary rocks is about 40%. As a consequence, seismic velocity – po-
rosity relations are not always valid for structural aquifers formed by tec-
tonic stress. 

1.1.1 Consolidated rock

In a simple form, the seismic velocity – porosity relation for consolidated 
rocks is described by Wyllie et al. (1956) as “time average equation” 

POREMATRIX VV
1

V
1 (1.2)

with VMATRIX = seismic velocity of rock matrix or grains 
 VPORE  = seismic velocity of pore fluid 

= porosity 

This equation has been modified by Raymer et al. (1980) to: 

POREMATRIX
2 VV)1(V (1.3)

A very comprehensive compilation of elastic properties and seismic ve-
locities of porous material is given by Mavko et al. (1998). 
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A large number of laboratory results on seismic velocities of porous ma-
terial have been published. Mostly porosity changes were obtained by 
changes of confining pressure, whereas seismic velocities were measured 
in the kHz frequency range. Examples of seismic velocity - porosity rela-
tions for saturated sandstones found by different authors are (C = volumet-
ric clay content):
Han et al. (1986)  C18.293.659.5Vp

    C89.191.457.3Vs

Klimentos (1991)  C33.333.687.5Vp

and for unsaturated sandstone: 
Kowallis et al. (1984)  C70.524.960.5Vp     [km/s] 

Some velocity-porosity relations found by field or laboratory experi-
ments are shown in Fig. 1.2. 

Fig. 1.2. Influence of porosity  on p-wave velocities of sandstone, 1: Watkins et 
al. (1972), unsaturated rock, refraction seismic measurements, 2: Raymer et al. 
(1980), saturated rock, model calculations, 3: Klimentos (1991), saturated rock, 
laboratory measurements, 4: Kowallis et al. (1984), unsaturated rock, laboratory 
measurements; 1 and 2: clay free material, 3 and 4: clay content C = 20%  
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1.1.2 Unconsolidated rock 

Seismic velocities of unconsolidated rocks (e.g. sand, gravel) are strongly 
influenced by porosity and water saturation. Fig. 1.3 shows the influence 
of the water saturation degree on p- and s-wave velocities. No influence of 
water saturation degree on seismic velocities is observed below a critical 
value of about 90% water saturation. A further saturation increase leads to 
a strong increase of p-wave velocity and a slight decrease of s-wave veloc-
ity.

Because the shear moduli of air and water are zero, increasing the satu-
ration degree shall have no influence on s-wave velocity. The observed de-
crease of s-wave velocity can be explained by the increase of density when 
air is replaced by water as pore filling. 

Fig. 1.3. Schematic view on the influence of water saturation on seismic velocities  

Fig. 1.4. Sketch of a partly saturated pore under compression  
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The crucial parameter for the p-wave velocity is the bulk modulus re-
lated to the compressibility of the material. In Fig. 1.4 a partly saturated 
pore has been sketched. Pore water is bound by adhesion on the grain sur-
face. If the pore is compressed, the air in the pore space is easily com-
pressible and the pore water cannot increase the bulk modulus of the mate-
rial. Saturation variations for the partly saturated case below the critical 
saturation degree have no influence on the bulk modulus and, with the ex-
ception of slight density changes, on the p-wave velocity. 

Only few field experiments on the influence of porosity on seismic ve-
locities of dry unconsolidated material have been recorded. Watkins et al. 
(1972) made refraction seismic measurements on outcropping unsaturated 
hard rock as well as on unsaturated sands and found the following veloc-
ity-porosity relation: 

56.1)Vln(175.0 p (1.4)

As a consequence, p-wave velocities below sonic velocity (330 m/s) are 
possible and have been often observed. Bachran et al. (2000) found p-wave 
velocities as low as 150 m/s for dry beach sands with a velocity-depth in-
crease as shown in Fig. 1.5. This increase can be described by a power law 
(depth to the power of 1/6). As a consequence, seismic ray paths in the 
shallow sub-surface are strongly curved. 

P-wave velocities for water saturated sands are in the range of 1500 – 
2000 m/s (seismic velocity of water: 1500 m/s). Hamilton (1971) measured 
p-wave velocities of marine sediments which are shown in Fig. 1.6. Mor-
gan (1969) found the following seismic velocity – porosity relation for ma-
rine sediments (in km/s):  

566.0917.1Vp (1.5)
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Fig. 1.5. Increase of p-wave velocity with depth (observed and calculated) in the 
shallow sub-surface (Bachran et al. 2000, with permission from SEG) 

Fig. 1.6. P-wave velocities and porosities for marine sediments (after Hamilton 
1971) 
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Fig. 1.7. P-wave velocity and porosity for sand-clay mixtures (Marion et al. 1992, 
with permission from SEG) 

Fig. 1.8. Sketch of sand-clay distribution with increasing clay-content (after Mar-
ion et al. 1992) 

1.1.3 Clay and till 

Clay and till have low hydraulic conductivities. Their hydrogeological im-
portance is that clay or till layers form hydraulic boundaries dividing aqui-
fers.

Till is a mixture of sand, clay, and partly chalk with a wide variety of 
grain size distributions. The clay content influences the hydraulic conduc-
tivity significantly. To investigate the influence of porosity and clay con-
tent on seismic velocities, Marion et al. (1992) used artificial sand-clay 
mixtures for laboratory experiments. A maximum of p-wave velocities was 
found for clay contents of about 40% (Fig. 1.7). 
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Fig. 1.9. P-wave velocities of tills in relation to porosity and clay content (Baer-
mann and Hübner 1984, with permission from BGR) 

An explanation is given in Fig. 1.8. Porosity of clay is about 60%, porosity 
of sand is about 40%. Small clay content in sands reduce porosity because 
clay particles fill the pore space. Increasing clay content reduces porosity, 
until the entire pore space is finally filled with clay. If the clay content is 
increased further, sand grains loose contact and are isolated in the clay ma-
trix. From that point on, increasing the clay content leads to an increased 
porosity of the mixture due to the high porosity of clay. It must be taken 
into account that these results were obtained by using sand and clay of uni-
form grain size.  

Under real field conditions, where tills show a wide variety of grain size 
distributions, results may not have been so clear. Field measurements on 
till soils (borehole measurements as well as refraction seismic measure-
ments at steep coasts) by Baermann and Hübner (1984) show decreasing p-
wave velocities with increasing porosity and clay content (Fig. 1.9). How-
ever, the obtained velocity/porosity or velocity/clay content relations are 
very site specific and cannot be used in general for an interpretation of 
seismic velocities. 

1.2  Electrical resistivity 

1.2.1 Archie´s law – conductive pore fluid and resistive rock 
matrix

Since the electrical resistivity of most minerals is high (exception: clay, 
metal ores, and graphite), the electrical current flows mainly through the-
pore water. According to the famous Archie law, the resistivity of water-
saturated clay-free material can be described as  
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FWATERAQUIFER (1.6)

AQUIFER = specific resistivity of water saturated sand 
WATER = specific resistivity of pore water  
The formation factor F combines all properties of the material influenc-

ing electrical current flow like porosity , pore shape, and diagenetic ce-
mentation.

maF (1.7)

Different expressions for the material constant m are used like porosity 
exponent, shape factor, or (misleading for deposits) cementation degree. 
Factors influencing m are, e.g., the geometry of pores, the compaction, the 
mineral composition, and the insolating properties of cementation (Ran-
som 1984). 

The constant a reflects the influence of mineral grains on current flow. 
If the mineral grains are perfect insulators (main condition for the validity 
of Archie´s law), then a = 1. If the mineral grains contribute to electrical 
conductivity to a certain degree, a is reduced accordingly. 

Typical values for a and m are (after Schön 1996): loose sands, a = 1.0, 
m = 1.3, and sandstones, a = 0.7, m = 1.9. Further examples for a and m 
are given by Worthington (1993). 

Fig. 1.10 shows the influence of the porosity and the porosity exponent 
m on the formation factor F. For sandy aquifers with porosities ranging 
from 20 – 30 % formation factors can be expected in the range of 4 - 8. 
However, as the porosity exponent m is normally unknown, it is difficult 
to predict the porosity from the measured resistivities of the aquifer, even 
if the resistivity of the pore water is known. Some values for formation 
factors in relation to grain size for loose sands are shown in Fig. 1.11. 

As the constant m is influenced by pore geometry, the formation factor 
F is related to tortuosity T. Tortuosity describes how crooked the way of 
fluid flow through pore space is. Tortuosity depends on porosity, pore 
shape, and the shape of channels connecting the pores. Assuming that the 
electrical current flow follows the same path through the pore space as the 
fluid flow, a relation between formation factor and tortuosity can be found 
(TNO 1976). 

*mTF (1.8)

m*  = modified porosity exponent. 
A mean tortuosity of T= 1.26 was found by TNO (1976) for dune sands 

and deposits from the river Rhine. Since tortuosity is strongly related to the 
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hydraulic conductivity, Eq. 1.8 gives a link between geophysical and hy-
draulic properties of the aquifer. 

Fig. 1.10. Archie´s law: formation factor F vs. porosity for different porosity ex-
ponents 

Fig. 1.11. Formation factor dependent on grain size for The Netherlands (TNO 
1976, with permission from TNO) compared to results for California (Ecknis 
1934), M( ) = grainsize in micrometer 
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Fig. 1.12. Resistivity and apparent formation factor for high resistive pore water 

Fig. 1.13. Field examples measured in the Chaco of Paraguay (Repsold 1976, with 
permission from BGR) for formation factors depending on water resistivity  
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1.2.2 Limitations of Archie´s law – conducting mineral grains 

The validity of Archie´s law and related formulae is restricted to materials 
with highly resistive mineral grains and conducting pore fluid. A minor 
contribution of the mineral grains to electrical conductivity can be taken 
into account by the constant a. However, when the resistivity of the pore 
water is sufficiently high that the electrical conductivity of the mineral 
grains is a substantial contribution to the electrical conductivity of the aq-
uifer, the formulations of Archie are no longer valid. Modified formula-
tions are also required for material with surface conductivity like clay.    

High resistive pore water 

The electrical resistivity of pore water is controlled by the mineral con-
tent (salinity) as described in chapter “Groundwater quality”. If the mineral 
content of the groundwater is low resulting in a high bulk resistivity of the 
aquifer, current flow through the aquifer can be explained by parallel con-
nection of rock matrix and pore fluid (Repsold 1976). 

WATERMATRIXAQUIFER F
111 (1.9)

If we assume a matrix resistivity MATRX of 1000 m and a formation 
factor of 5, then even for water resistivity of 20 m aquifer resistivity is 
clearly lower than expected by Archie´s law. If a formation factor is calcu-
lated formally by F= AQUIFER/ WATER, a decrease of the so obtained appar-
ent formation factor is observed with increasing water resistivity (Fig. 
1.12). Field examples for apparent formation factors depending on water 
resistivity are shown in Fig. 1.13.

Resistivity of clay and till 

Clayey material is characterized by low electrical resistivity in the range of 
5 - 60 m and often a target in electrical or electromagnetic surveys. This 
low resistivity is caused by surface conductivity of clay minerals. As clay 
minerals are flat, water can diffuse between the minerals and so increase 
the specific surface area. The specific surface area of clays can be up to 
1000 m2/g, whereas for sands this area is less than 0.1 m2/g (Scheffer and 
Schachtschabel 1984). The large specific surface area supports the surface 
conductivity. Because a number of cations in clay minerals is replaced by 
cations of higher valence, electrical charge of the clay mineral surface is 
negative. The negative charge is compensated by the concentration of ca-
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tions in the pore water in the vicinity of the mineral surface. This process 
is quantified by the cation exchange capacity (CEC). 

The calculation of the resistivity of clayey material is complicated, since 
the electrical current flow is possible through clay minerals as well as 
through pore fluid. A relatively easy approach is given by Frohlich and 
Parke (1989). They assume that the bulk conductivity of clayey material 0

can be explained by parallel connection of surface conductivity SURFACE

and conductivity of pore water WATER with volumetric water content :

SURFACE
k

WATER0 a
1 (1.10)

or, expressed in terms of resistivity 

SURFACEWATER

k

0

1
a

1 (1.11)

The first part of Eqs. 1.10 and 1.11 is related to Archie´s law, when ex-
ponent k is defined by the saturation degree SW

mn
W

k S (1.12)

A special case of Eq. 1.10 is given by Mualem and Friedman (1991) 

SURFACE

5.2

WATER0
(1.13)

An expression of surface conductivity (in mS/cm) in terms of volumet-
ric clay content C was found by Rhoades et al. (1989) 

021.0C3.2SURFACE (1.14)

However, for the practical use of Eqs. 1.13 and 1.14, the validity of the 
empirically determined constants for the project area must be checked. 

A more general approach to electrical conductivity of clayey material 
based on cation exchange capacity is given by Sen et al. (1988):  

v
vw

v
ww0 EQ

BQ
AQ

F
1 (1.15)

Qv can be expressed by cation exchange capacity CEC, matrix density 
MAT, and porosity :

CEC)1(Q MAT
v

(1.16)
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Fig. 1.14. Correlation between clay content and cation exchange capacity for two 
areas in Southern Germany (Günzel 1994) 

According to Günzel (1994), constants A, B, and E are given by 
BQv=0.7, EQv=0, and A=m S

na, with m=porosity exponent of Archie equa-
tion and S

na= equivalence conductivity of Na+-exchange cations, empiri-
cally derived as S

na=1.94 (S/m)/(mol/l). 
Sen et al. (1988) found an empirical relation between porosity exponent 

and cation exchange capacity for sandstone samples: m=1.67+0.2 CEC1/2.
This can lead to an increase in resistivity with increasing clay content, a 
clear contradiction to the experience that increasing clay content of uncon-
solidated material leads to decreasing resistivity. The use of the empirical 
relation between m and CEC should be restricted to consolidated material. 
Sen et al. (1988) also mentioned that a good fit of measured data is possi-
ble using constant m=2. 

Eq. 1.15 is valid for saturated material. For partly saturated material, 
Günzel (1994) replaced QV by Q = QV/SW (SW = saturation degree), forma-
tion factor F is changed accordingly. Assuming clay free material with 
CEC = 0, Eq. 1.15 reduces to Archie´s law  = W/F.

As shown above, the critical parameter for conductivity of clayey mate-
rial is not the clay content, but the cation exchange capacity. Cation ex-
change capacity strictly depends on the mineral composition of clay, which 
may differ from area to area. Günzel (1994) showed that for smaller areas, 
where a constant composition of clay minerals can be assumed, a linear re-
lation CEC = i C between clay content C and cation exchange capacity 
exists (Fig. 1.14). As a consequence, if in Eq. 1.16 CEC is replaced by 
i C, Eq. 1.15 relates clay content to conductivity.
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Fig. 1.15. Resistivity of clayey sediments related to clay content by Sen et al. 
(1988) and Mualem and Friedman (1991). For both relations, porosity of 30% and 
pore water resistivity of 15 m were assumed 

Using above formulae a comparison between the formalism given by Sen 
et al. (1988) and the easy formalism of Mualem and Friedman (1991) in 
Eq. 1.10 is possible. In Eq. 1.10 the surface conductivity S is replaced by 
Eq. 1.14 (Rhoades et al. 1989), whereas in Eq. 1.16 CEC is replaced by the 
CEC/clay content ratio found by Günzel (1994) (Fig. 1.14). The results 
(conductivity converted to resistivity) are shown in Fig. 1.15. Both resis-
tivity-clay content relations show similar shapes, but strong differences for 
the absolute values. This can be explained by local effects of clay mineral 
composition in the relations of Günzel (1994) and Rhoades et al. (1989). 

Based on the formalism of Sen et al. (1988), an approach to determine 
clay content from resistivity data is given by Borús (2000). If the lateral 
distribution of clay content in the near surface subsoil has to be determined 
by electrical measurements, some reference points with known clay con-
tent and resistivity are required in this area. These clay content/resistivity 
values are displayed in a diagram showing resistivity/clay content curves 
for different CEC/clay content ratios i (Fig. 1.16). The curve which gives 
the best fit to the measured data can be used to determine the clay content  
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Fig. 1.16. Resistivity-clay content curves for different CEC-clay content ratios i 
after Sen et al (1988). Dots: measured clay content-resistivity values from the Bal-
tic coast area near Kiel. The curve with i=0.65 gives the best approached to the 
measured data and can be used for an assessment of clay content from resistivity 
values in the project area (Borús 2000) 

from the resistivity values measured in the project area apart from the ref-
erence points. 

1.3 Electric Permittivity (Dielectricity) 

Electric permittivity  (more correct: relative permittivity r) depends on 
the polarisation properties of material and is the dominating factor for the 
propagation speed of electromagnetic waves in the sub-surface which can 
be calculated from: 

cv (1.17)

(c = speed of light in vacuum) 
The propagation speed of electromagnetic waves is used for time/depth 

conversion of GPR sections. Because this speed is extremely high, e.g. 
3 108 m/s in vacuum, normally the "easy to handle" unit cm/ns is used, 
3 108 m/s then reduces to 30 cm/ns.  

Typical values for permittivity  are: water = 80, saturated sand = 20 – 
30, and air = 1. High permittivity of water results in strong correlation  
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Fig. 1.17. Permittivity of glacial sediments from Finland and Wisconsin (USA) in 
relation to water content, the data can be fitted by  = 3.2 + 35.4  + 101.7 2 – 
63 3 (Sutinen 1992, with permission from the Geological Survey of Finland) 

between permittivity of material and water content, as shown in Fig. 1.17. 
High permittivity of water results from dipole characteristic of water 

molecules leading to high polarisability. High polarisability is lost when 
water is frozen. In saltwater, permittivity is also reduced down to  = 35 at 
total saturation (Kulenkampff 1988). This is caused by electrostatic group-
ing of dissociated anions and cations around the H+ and O2 ions of the wa-
ter molecules reducing polarisability. For GPR measurements, this reduced 
permittivity and increased propagation speed in saltwater is not important, 
because due to high absorption of radar pulses in saltwater no sufficient 
penetration in salty soil can be achieved.  

To quantify the influence of porosity  and water content (quantified by 
the saturation degree SW on the permittivity , a general mixing law for a 
multi-component rock system (Birschak et al. 1974) can be applied: 

i
n

iv (1.18)

vi, i volumetric content and permittivity of each component (rock matris, 
pore water, etc) 

A special case is given by Schön (1996) 
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MATRIXAIRWWATERW )1()S1(S (1.19)

MATRIX = permittivity of rock matrix (e.g. quartz grains) 
WATER = permittivity of water 
AIR  = permittivity of air 

Another special case of the mixing law is the CRIM equation (complex 
refractive index method) (Schlumberger 1991) 

AIRWMATRIXWATERW )S1()1(S (1.20)

Fig. 1.18. Permittivity vs. porosity and saturation degree after Eq. 1.19 

Based on Eq. 1.19 the influence of porosity on permittivity for different 
saturation degrees is shown in Fig. 1.18. Whereas for saturated pores per-
mittivity increases with increasing porosity, a decrease of permittivity can 
be expected for air filled pores. For a saturation degree of about 30% 
which can be assumed for unsaturated sand, no influence of porosity varia-
tions on the permittivity can be expected. 

A further formalism to calculate the permittivity for partial saturated 
sediments is the Hanai-Brüggemann mixing law (Graeves et al. 1996). 
First of all, for the pore filling water/air, an effective permittivity PORE  is 
calculated: 
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1

1

m

PORE

AIR

WATER

AIR

m
WWATERPORE

1

1
S

(1.21)

Fig. 1.19. Comparison of CRIM and Hanai-Brüggemann mixing law, a) saturated 
material, permittivity vs. porosity; b) partly saturated material, porosity 40%, per-
mittivity vs. saturation degree (Graeves et al. 1996, with permission from SEG) 

Using an analogue mixing law, the permittivity of partly saturated mate-
rial can be obtained 

2

2

m

MATRIX

PORE

MATRIX

m
PORE

1

1
(1.22)

Although constants m1 and m2 are different, for practical use both can be 
assumed to be equal (Graeves et al. 1996). A comparison of CRIM and 
Hanai-Brüggemann mixing law is given in Fig. 1.19. Identical values of 
1.5 (unconsolidated sand) and 2 (cemented sandstone) were taken for con-
stants m1 and m2. Assuming a constant m = 1.6, both formalisms lead to 
nearly identical results. 

For clayey material with clay content C, the CRIM equation was ex-
tended by Wharton et al. (1980) 

 (1.23) 

CLAYAIRWMATRIXWATERW C)1()S1()C1()1(S
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Field values for permittivity of tills were reported by Sutinen (1992) as 
shown in Fig. 1.20. 

Fig. 1.20. Permittivity of till vs. clay content for samples of Wisconsin (USA), 
similar results were obtained in other parts of USA (Sutinen 1992, with permis-
sion from the Geological Survey of Finland) 

1.4 Conclusions 

As shown above, sufficient contrast of physical properties of saturated and 
unsaturated material can be expected leading to good conditions for geo-
physical prospecting. In Table 1.1 typical values for seismic velocities, re-
sistivities, and permittivities for relevant materials are listed. 

seismics geoelectrics, 
electromagnetics 

GPR *) 

VP

m/s 
resistivity

m
conductivity 

mS/m 
permitti-

vity
wave velocity 
cm/ns (mean) 

gravel, sand 
(dry) 

300 – 800 500 – 
2000

0.5 – 2 3 - 5 15 

gravel, sand 
(saturated)

1500 – 2000 60 – 200 5 – 17 20 – 30 6 

fractured rock 1500 – 3000 60 – 2000 0.5 – 17 20 – 30 6
solid rock > 3000 > 2000 < 0.5 4 - 6 13 

till 1500 – 2200 30 – 60 17 – 34 5 – 40 6
clay 1500 – 2500 10 – 30 34 - 100 5 – 40 6

Table 1.1. Physical properties of aquifers and impermeable layers  
*) after Davis and Annan (1989) 
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2 Seismic methods 

Wolfgang Rabbel 

2.1 Introduction 

The following article provides an overview of principles and concepts of 
seismic prospecting on shore and its application to hydro-geological tar-
gets. In the introduction some questions regarding the role of seismic 
methods in near surface exploration are explained. The subsequent two 
paragraphs provide closer looks at seismic refraction and reflection meas-
urements, respectively. Therein, basics of body wave propagation and its 
resolution potential for imaging shallow geological structure are treated.  

2.1.1 What type of waves is applied in seismic exploration?  

Seismic exploration is based on the propagation of elastic waves inside the 
earth. The propagation velocity and amplitude (signal strength) of these 
waves depend on the dynamic elastic constants of the rocks and on their 
density. There are two families of elastic waves: body waves which are 
capable to traverse and “probe” all depth levels of the subsurface, and in-
terface waves existing only near the boundary of layers such as the earth 
surface. Except for some special applications, seismic prospecting is 
mainly based on acquiring and analysing body wave signals generated and 
recorded at the earth’s surface. 

There are two types of body waves: compressional and shear waves also 
called P- and S-waves, respectively. P- and S-waves exhibit particle 
movement parallel and orthogonal to the direction of wave propagation, 
respectively (Fig. 2.1 a and b, respectively). Their propagation velocities 
vP and vS are related with the compressional modulus k, the shear modulus 

 and the density  of the subsoil following Eq. 2.1: 

3/4kv p           /vs (2.1)
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Fig. 2.1. (a) Particle movement of compressional waves (P-waves), (b) particle 
movement of shear waves (S-waves), (c) definition of compressional modulus k 
with respect the change V of a volume V caused by a pressure increment P
(d) definition of shear modulus µ with respect to the shear displacement  of a 
sample of width  caused by a shear stress 

The compressional modulus k is defined as the ratio between pressure 
and volume deformation connected with the passage of a P-wave (Fig. 
2.1c). The shear modulus  is correspondingly defined as the ratio of shear 
stress to shear deformation (Fig. 2.1d). In contrast to P-wave movement, 
no volume change occurs in the rock during S-wave propagation (except at 
interfaces). Therefore, the S-wave velocity depends mainly on the proper-
ties of the rock matrix and is nearly independent of the pore fill whereas P-
wave velocity depends on both matrix and pore fill. In particular, P-waves 
are sensitive to rock porosity and fluid saturation making them a suitable 
tool for groundwater exploration. For a more comprehensive lithological 
investigation of the subsurface advantage can be taken of combined P- and 
S-wave surveys. 

2.1.2 How can seismic waves image geological structure?  

Seismic waves travelling through a homogeneous layer with constant 
seismic velocity form circular wave fronts, the propagation of which can 
be described by straight rays. However, seismically homogeneous layers 
are rarely found near the earth’s surface where both compositional and 
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structural changes of the geological layers and increasing lithostatic pres-
sure cause significant spatial variations of seismic velocity. Usually, these 
variations are gradual inside a layer and discontinuous at layer interfaces. 
Both kinds of velocity variation cause a bending of the propagating wave 
front and the corresponding rays (Fig. 2.2). 

Fig. 2.2. (a) Wave fronts and rays of a seismic wave in a homogeneous layer, (b) 
wave fronts and rays of a seismic wave in a layer where seismic velocity increases 
continuously with depth such as caused by lithostatic pressure, (c) wave fronts and 
rays of direct and refracted (head) waves in a two-layer medium where the seismic 
velocity increases discontinuously with depth such as found at the water table for 
P-wave velocity, (d) wave fronts and rays of direct and refracted waves in a two-
layer medium where the seismic velocity increases discontinuously with depth 

Of particular importance is the case of a plane interface where the en-
ergy of an impinging seismic P- or S-wave is partly transmitted into the ly-
ing wall, partly reflected into the hanging wall, and partly converted into  
S- or P-waves, respectively (Fig. 2.2c). The angle directions i1 and i2 of the 
arriving and emerging waves, respectively, are related by Snell’s law to the 
propagation velocities v1 and v2 applying to the considered wave type and 
half space (Fig. 2.3): 

2

2

1

1

v
)isin(

v
)isin( (2.2)

Refracted waves travelling parallel to the interfaces (so-called head 
waves, Fig. 2.2c and 2.3 left) are generated if the velocity increases in the 
lying medium and if the incident ray impinges under the critical angle i1=iC
defined by: 

)v/varcsin(i 21c (2.3)
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Fig. 2.3. Transmission (left) and reflection (right) of wave fronts at a plane seis-
mic discontinuity illustrating Snell’s law. Note that the incidence (arrival) and ex-
cidence (take-off) angles of rays are measured with respect to the normal of the in-
terface. This normal may deviate from the vertical in case of dipping layers 

Because layers are elastically coupled, head waves radiate back into the 
hanging wall so their propagation can be observed at the earth surface after 
a certain time delay. Transmitted refracted waves and head waves are the 
main observables in seismic refraction measurements.  

In contrast to head waves which exist only in case of a velocity increase 
across an interface, reflected waves (“echos”) are generated at any inter-
face in the subsoil where the density or the velocity changes discontinu-
ously, independently of whether an increase or decrease occurs. These 
waves form the basis of seismic reflection imaging. The strength of the re-
flected signals depends on the impedance contrast, which is the difference 
in the product of velocity and density, on the velocities and incidence an-
gles of the considered waves.

Basic observables in seismic prospecting are the travel times and ampli-
tudes of seismic waves reflected or refracted at the target horizons and at 
the layer interfaces in the hanging wall. The term travel time denotes the 
time a wave requires for propagating from the source point, where it was 
generated, down to the target horizon and back to a receiver. The travel 
time  of a wave following a given ray path S can be computed by solving 
the integral: 

s
)s(v/ds)S( (2.4a)

where ds is the ray path increment and v(s) the seismic velocity along the 
ray. If the ray can be subdivided into a number of straight segments sj
along which the velocity vj is constant, the integral can be replaced by the 
summation: 
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j
j

j v/s)S( (2.4b)

Source points and receivers are usually located at the earth’s surface – 
except in case of borehole seismics. Of course, a seismic receiver records 
refracted and reflected signals from all interfaces reached by the downward 
travelling wave train. In the resulting seismogram these differently delayed 
arrivals can only be distinguished from each other if the time duration of 
the seismic signal is short enough (Fig. 2.4). 

Fig. 2.4. Seismograms recorded at neighbouring sensor locations (positive and 
negative amplitudes in black and white, respectively. Arrivals of different wave 
types can be distinguished from each other because of their finite signal length and 
their differing signal shape and dip. Note that the appearance of the seismograms 
is strongly influenced by the width of their frequency spectra (compare left and 
middle figures). Signal spectra can be influenced by the choice of the seismic 
source and sensors and by analogue or digital filtering 

2.1.3 How are seismic waves generated and recorded in the 
field?

For the investigation of near surface targets at less than a hundred meter 
maximum depth, seismic signals can be generated, for example, with 
hammer blows and weight drops. Accelerated weight drops and vibration 
sources (Fig. 2.5) can be used to explore targets up to 1 km depth. Small 
explosive charges are in use also. Compared to the lengths of the generated 
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waves each of these sources can be regarded as a point force. Impact and 
explosion sources provide impulse type signals from the outset. In con-
trast, vibration sources stretch the signal input over up to twenty seconds 
and reconstruct an impulse type signal only after recording by digitally 
cross-correlating the source signal with the seismograms (so-called Vibro-
seis® technique). The sharpness of both impact and cross-correlated vibra-
tion signals depend (1) on the width of the frequency spectrum of the sig-
nal and (2) on its extent towards high frequencies (Fig. 2.4).  

Fig. 2.5. Examples for seismic sources applied in near surface prospecting: Accel-
erated weight drop (THOR Geophysical, Kiel) (top left) and small Vibroseis®

truck (GGA-Institut, Hannover) (bottom left). The piston and ground plate through 
which hydraulic movement of the Vibro-truck is transferred to the ground are 
shown on the right hand side 

The seismic signals are usually recorded along linear geophone spreads 
where sensors (geophones) are placed at regular distances. The use of geo-
phone spreads implies that a range of subsurface points can be investigated 
with each shot. Spread length, geophone spacing, and source-to-spread ar-
rangement to be chosen depend on the target depth, source spectra, seismic 
velocities, wave type and on whether a 2D investigation along linear pro-
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files or a 3D investigation is intended. These points will be discussed later 
in more detail. Typical for either type of investigation is that the source-
geophone arrangements are moved along the earth surface with some over-
lap. This approach provides a multiple coverage of subsurface points with 
waves passing the same target range along different travel paths. It is re-
quired generally for determining the seismic velocity structure and specifi-
cally for improving the signal-to-noise ratio in reflection seismology. 

2.1.4 What kind of seismic measurements can be performed?

From an interpretation point of view one may distinguish between seismic 
refraction and seismic reflection investigations. Seismic refraction studies 
are mainly based on analysing the travel times of waves refracted under 
the critical angle. Often, only first arrival times are picked from the seis-
mograms which can be easily identified. A bunch of algorithms has been 
formulated in order to convert the observed travel time-distance functions 
into cross-sections of the subsurface. These cross-sections show the seis-
mic velocity structure comprising the depth of seismic interfaces and the 
velocity inside layers (Fig. 2.6 top).

In contrast, the digital processing of seismic reflection data offers the 
opportunity to create cross-sectional images of the subsurface in a more di-
rect way. The final outcome of these measurements usually is a seismic re-
flection section showing the amplitude of the reflected wave at the correct 
horizontal and depth coordinate of the reflection point (Fig. 2.6 bottom). 
Usually seismic reflection images are richer in structural detail than veloc-
ity sections based on refraction measurements. 

Clearly, a seismic point source generates body waves which are turned 
into reflections and refractions regardless of which wave type the inter-
preter wishes to analyse. Therefore, from the acquisition point of view, 
both approaches differ mainly in the applied source-receiver distances and 
the source point spacing resulting in different multiplicity of subsurface 
point coverage. Modern approaches try to combine both reflection imaging 
and velocity tomography based on refraction analysis (Fig. 2.6). 

2.1.5 What kind of hydro-geologically relevant information can 
be obtained from seismic prospecting?

The propagation velocity of P-waves depends strongly on the porosity and 
the water saturation of sediments. S-wave velocity or the shear modulus, 
respectively, is mainly determined by the stiffness of the rock matrix. In 
consequence, both P-and S-wave velocities depend significantly on the 
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fracture density of rocks. Therefore seismic investigations can contribute 
basically in different regards to hydrogeological investigations: To find the 
groundwater table or define bed rock levels appear self-evident tasks. In a 
more general sense, seismic investigations can serve to determine the 
structural and lithological framework of hydrogeological studies and to 
quantify the heterogeneity of aquifers and aquitards off boreholes. Also 
porosity and fracture density can be investigated. 

Fig. 2.6. Seismic structure of the weathering zone in a hard rock area based on the 
application of P-waves. Top: Tomographic interpretation of refracted arrivals The 
image shows a cross-section in terms of P-wave velocity vP where unconsolidated 
material is indicated by low vP values. Bottom: Corresponding seismic reflection 
section showing the complex layering within the vadoze zone. Velocity contours 
for vP = 400, 800 and 1200 m/s are indicated by dashed lines for comparison (by 
courtesy of GeoExpert AG, Schwerzenbach, Switzerland) 
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2.1.6 What are the advantages and disadvantages of seismic 
measurements compared to other methods? How do seismics 
and other geophysical measurements complement each other?

Seismic prospecting provides reliable information on the depth of inter-
faces. In comparison to electromagnetic induction and DC-geoelectrical 
measurements, penetration depth and structural resolution of seismic 
measurements are usually higher and less ambiguous. These advantages 
are paid for with higher costs in acquisition and interpretation. The relation 
of vP and vS to rock parameters such as porosity and pore fill is not unique. 
Therefore, seismic measurements have to be combined with other types of 
geophysical methods if sedimentary parameters are to be determined in 
situ.

In hydrogeophysics it is most advantageous to combine geoelectrical 
and seismic methods to determine, for example, the porosity of sediments 
or the quality and depth distribution of groundwater horizons. In particular, 
seismic methods are useful to embed geoelectrical measurements in the 
framework of geological structure. The sequence “drill hole - seismics - 
DC-geoelectrics - EM-induction” can be regarded as a sequence of de-
creasing structural resolution and investigation costs. Seismics is a  reliable 
means to extrapolate structural information gathered at boreholes into the 
area off the borehole. 

2.2 Seismic refraction measurements 

Seismic energy transmitted from a source point through a stack of layers 
can (partially) return to the earth’s surface in two ways: (1) by reflection 
and back scattering from the top of structural interfaces, the case which is 
treated in paragraph 3, or (2) if the transmitted waves are refracted into the 
bedding plane so the bended ray finds a turning point inside a layer. To ob-
serve these transmitted body waves is the basis of seismic refraction meas-
urements.  

A transmitted wave finds a turning point inside a particular layer only 
if it was radiated from the source point under the corresponding critical 
angle. Following Snell’s law (Eqs. 2.2 and 2.3) this critical angle exists if 
the seismic velocity of the considered layer is higher than any velocity in 
the hanging wall. Under the critical angle either head waves or diving 
waves are formed depending on whether the seismic velocity of the re-
fracting layer is constant or gradually increasing, respectively (Fig. 2.7). 
For brevity the terms “refraction” or “refracted wave” will be used in the 
following for both types of critically refracted waves. 
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Fig. 2.7. Seismogram sections showing arrivals of refracted waves: diving waves 
(left) and head waves (right) appearing as first breaks. Corresponding wave fronts 
and ray diagrams are shown in Fig.2.2b and c, respectively. Travel time curves in-
dicated by dotted curves. Inlays are symbolic velocity depth functions 

Refractions form the first arrivals observed on P- or S-wave seismo-
grams (so-called first breaks; cf. Fig. 2.7). They can be regarded as the 
most obvious realisation of Fermat’s principle saying that a wave always 
chooses the fastest ray path to propagate from one point to the other. In 
near surface applications first breaks usually can be identified easily so 
they form a robust basis of interpretation.  

In the following it is assumed that the investigated geological structure 
does not change significantly along the strike direction so the seismic in-
vestigation can be restricted to two dimensions. This means that the seis-
mic measurements are thought to be performed along linear profiles per-
pendicular to the geological strike direction. 

2.2.1 Targets for seismic refraction measurements 

Seismic refraction surveys can be successfully applied to explore geologi-
cal structures exhibiting a low number of interfaces where the seismic ve-
locity increases with depth. In hydro-geological applications this situation 
is found, for P-waves, usually at the groundwater table, often at the aqui-
fer-aquitard interface zone, and at the top of the basement or the bottom of 
the weathering zone in crystalline areas. Since refracted waves sample a 
layer interface horizontally over considerable distance their travel time-
distance functions provide a more direct and reliable measure of seismic 
propagation velocity than those of reflections which show rather vertical or
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inclined ray paths. Therefore, seismic reflection imaging should always be 
combined with refraction measurements if there is special interest in pre-
cise velocity information. Lateral structural variation in the vadose zone as 
well as in the aquifer-aquitard sequence is often associated with gradual 
rather than abrupt changes of P- and S-wave velocity. This structural 
change can be imaged with seismic refraction tomography in terms of 
seismic velocity (cf. Fig. 2.6). 

2.2.2 Body wave propagation in two-layer media with a plane 
interface

Basic aspects of the propagation of refracted and reflected body waves can 
be studied by considering a structure comprising two layers with constant 
seismic velocity and a plane dipping interface (Fig. 2.8). There are three 
primary types of body wave arrivals to be regarded: the direct wave show-
ing a horizontal travel path through the uppermost layer, the reflection 
from the interface, and the critically refracted wave heading along the in-
terface in the bottom medium and radiating back into the upper medium 
along its path. The basis of interpretation is the observation of the arrival 
times of these waves at increasing source-geophone distance along the 
seismic profile. These travel time-distance functions and their implications 
for seismic interpretation are described below. The following formulae can 
be applied to monotypic P- and S-waves by inserting the respective P- and 
S-wave velocities into the velocity variables. Note, however, that the equa-
tions cannot be applied to P-to-S or S-to-P converted waves without modi-
fication. To compute the respective travel time-distance functions the fol-
lowing variables are defined: 
x horizontal coordinate along a seismic profile, 
xA, xB coordinates of source points at A and B, respectively, with xA<xB,
v1, v2 constant seismic velocities of the upper and lower layers, respec-

tively, 
iC  critical angle iC = arcsin(v1/v2),
 dip angle of the interface, positive clockwise from horizontal to 

layer, so >0 represents a down oriented dip in positive x-
direction,

zA, zB depth of the interface beneath source points A and B, 
z depth of the interface defined by z(x)= zA+(x-xA)/cos( )

(a) sign function =1 if a 0, else –1 
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Fig. 2.8. Body waves in a two-layer medium with a dipping interface. Top: field 
seismogram. Middle: simplified travel time plan of direct, refracted and reflected 
waves ( 1, 2 and t1, respectively); not the asymmetry caused by layer dip. Bottom: 
ray paths of reflected and critically refracted waves (dashed and solid lines, re-
spectively). xC

± and xK
± are critical and crossover distances, respectively; critical 

angle iC and orientation of dip angle  indicated 
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By applying Snell’s law (Eqs. 2.2 and 2.3) and the travel time equation 
(Eq. 2.4b) the following expressions for the travel time-distance functions 
of the direct and refracted waves 1 and 2, respectively, can be derived for 
a receiver at the earth’s surface (z = 0): 

1AA1 v/)xx()x,x( (2.5a)

1ACAAA2A2 v/))xx(isin()xx()x,x()x,x( (2.5b)

Equation (2.5b) is valid for x  xC
+ or x  xC

-. The term “ (x,xA)” reads 
“traveltime between source point xA and receiver point x”. The so-called 
intercept time 2(xA, xA) and the critical points xC

± on either sides of a shot 
point at xA are given by: 

1CAAA2 v/)icos()cos(z2)x,x( (2.5c)

)icos(/)isin()cos(z2xx CCAAC (2.5d)

There are some items to be noted at this point: 
a) Both direct wave and refraction travel time curves are linear func-

tions. The slope of the travel time curve depends on the incidence 
angle i0 of the emerging ray at the earth’s surface and on the veloc-
ity of the uppermost layer. The corresponding relation d j/dx = 
sin(i0)/v1 is valid for all types of body wave arrivals. In case of the 
direct wave i0=90 , in case of the refraction i0= iC± . The expres-
sion can be applied locally also in heterogeneous media where i0
and v1 may vary with x. 

b) The refracted arrival 2(x,xA) can be observed only beyond the so-
called critical points xC

± corresponding to the ray incidence at the 
critical angle. For further interpretation the intercept time 2(xA,xA)
has to be determined by linear extrapolation of the observed travel 
time curve back to the source point coordinate. 

c) The velocity v1 of the top layer can be read directly from the slope 
of the arrival time curve because d 1/dx = 1/v1. However, the ve-
locity v2 of the bottom layer can be determined from the slope of 
function 2 only in case of horizontal layering where =0. In this 
case the slope is d 2/dx = sin(iC)/v1 = 1/v2.

d) In case of a dipping interface the velocity of the bottom layer can 
be determined if the refraction of a second source B placed at xB is 
observed along the same segment of the seismic profile. The ob-
servations may be either “reverse” or “overlapping” (Fig. 2.9). In 
the following it is assumed that xB>xA. Then, in a “reverse shot” 
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configuration the receivers are placed between source points A and 
B so xA<x<xB and (x-xA)= - (x-xB). For overlapping refraction 
observations, A and B are on the same side of the geophone 
spread, so x<xA<xB or x>xB>xA, and (x-xA)= (x-xB), respec-
tively. 

Fig. 2.9. Schematic travel time-distance curves of direct and refracted waves ( 1

and 2, respectively) for a dipping layer and different source-receiver configura-
tions. Top: Reverse shot configuration; signals from source points at A0 and B ob-
served along the same receiver spread. Bottom: Overlapping source-receiver con-
figuration; equally spaced source points at A0, A1,... An ; signals observed along a 
moving receiver spread. If the sourcepoint spacing is dense enough, the reverse 
observation from a source at B can be reconstructed from the overlapping observa-
tions on the basis of travel time reciprocity (see dashed line) 

In case of reversed observations the refraction travel time branches cor-
respond to up-dip and down-dip travelling waves, respectively. The slopes 
of these travel time curves are: 

21CA2 v/1v/)isin(dx/)x,x(d (2.6a)

21CB2 v/1v/)isin(dx/)x,x(d (2.6b)
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for xA<x<xB. In contrast to the upper layer, where d 1/dx = 1/v1, these 
properties do not represent the seismic velocity of the refracting layer. 
Therefore, the inverse slopes v2

+ or v2
- are called apparent velocities. 

However, the slopes 1/v2
+ and 1/v2

- can be averaged in order to eliminate 
the effect of the layer dip and to determine the true layer velocity v2:

)v2/()]isin()i[sin(2/)]x(v/1)x(v/1[

v/)isin()x(v/1

1CC22

1C2 (2.6c)

With regard to field applications note that 1/v2
+ and 1/v2

- have to be de-
termined along corresponding segments xA<x<xB of the refraction travel 
time branches in order to account for local variations of velocity and dip 
(more details see next section). 

Regarding travel-time interpretation reverse and overlapping source-
receiver configurations are equivalent to each other because a reverse 
travel time branch can be reconstructed from overlapping observations by 
applying the principle of travel time reciprocity (Fig. 2.9 bottom). It says 
that travel times do not change when source and receiver points are ex-
changed. Consider, for example, refraction travel times 2(xR,xA) and 

2(xR,xB) from sources at A and B observed at the same receiver point x=xR
(xR>xB>xA). These time points can be used to construct the slope of a re-
verse refraction travel time branch attributed to a virtual source at xR and 
to virtual receivers between A and B because 2(xA,xR)= 2(xR,xA) and 

2(xB,xR)= 2(xR,xB) and, consequently: 

)xx/()]x,x()x,x([dx/)x,x(d BABR2AR2R2 (2.7)

for xA<x<xB. The term of Eq. 2.7 may be substituted in Eq. 2.6b for 
d 2(x,xB)/dx.  

The travel time-distance function of the reflected wave t1 is given by:  

           1
2/1

AA
22

A
2

AA1 v/)]cos()sin()xx(z4)(cosz4)xx[()x,x(t     (2.8) 

It shows the shape of a hyperbola which is symmetrical with respect to a 
time axis placed at x=xA-2 zA sin( ) cos( ). Reflection and refraction time 
functions are tied to each other at the critical point xC where they agree in 
both travel time [t1(xC,xA)= 2(xC,xA)] and slope [dt1(x,xA)/dx=d 2(x,xA)/dx
for x=xC].  

So, the critically refracted wave starts at xC as a secondary arrival fol-
lowing the direct wave. Because of its faster advance it takes over as a first 
break at source-geophone distances larger than the “crossover distance” xK
leading to a sharp bend in the travel time curve of the first breaks. The 
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crossover distances xK
± for the first refraction on either side of the a source 

point at coordinate xA are given by: 

)]isin(1/[)icos()cos(z2xx CCAAK (2.9a)

Eq. 2.9a can be derived from Eq. 2.5a and b by applying the conditions 
that travel times 1(xK,xA)= 2(xK,xA) at x=xK. For horizontal layers, where 
=0, Eq. 2.9b is the simplified equation: 

2/1
1212AAKK )]vv/()vv[(z2xxx (2.9b)

which can be applied for initial estimates of layer depth. 
Regarding the interpretation of field data the first steps are to determine 

the slopes of the direct and reverse travel time branches from the observed 
seismograms and to compute the corresponding seismic layer velocities by 
applying Eqs. 2.5a, 2.6c, or 2.7, respectively. The next steps are to deter-
mine the critical angle iC=arcsin(v1/v2), the layer dip  via Eq. 2.6a,b and 
the interface depths below the source points from Eq. 2.5c or 2.9. 

2.2.3 Seismic refraction in laterally heterogeneous two-layer 
media

In order to consider a more realistic subsurface situation the above treated 
two-layer case can be generalised by allowing lateral variation of both 
seismic velocity and interface depth. It is assumed that the seismic veloci-
ties of the upper and lower layers and the depth and dip of the interface are 
smoothly varying functions v1=v1(x), v2=v2(x), z=z(x) and = (x), respec-
tively. As a consequence, both direct and refracted waves will show undu-
lations in the slope of their travel time branches (Fig. 2.10).  

In this situation v1(x) has to be measured by observing the direct waves 
of a number shot points placed along the seismic profile. In addition, re-
versed travel time branches 2(x,xA) and 2(x,xB) (xA<x<xB) of critically re-
fracted waves have to be observed from which v2(x), z(x) and (x) can be 
determined. For example, this can be achieved by applying the “Plus-
minus method” of Hagedoorn (1959). In this approach it is assumed that 
v1=v1(x), v2=v2(x) and = (x) can be approximated by average values 
within short segments of the geophone spread so the values are locally 
constant. The method is named after the functions: 

)x,x()x,x()x,x()x(t BA2B2A2 (2.10a)

)x,x()x,x()x,x()x(t BA2B2A2 (2.10b)
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where 2(xA,xB) = 2(xB,xA) denotes the so-called reciprocal travel times 
between the source points A and B and reverse, respectively. A considera-
tion of ray geometry, wave fronts and travel times (Fig. 2.11) shows that 
the depth, velocity and dip of the refracting layer beneath the geophone 
point x can be expressed by: 

)]icos()cos(2/[tv)x(z C1 (2.11a)

2/]dx/dt[)x(v/1 2 (2.11b)

)]icos(2/()dx/dt(varcsin[)x( C1 (2.11c)

where cos(iC)=[1-(v1/v2)2]1/2. Note that all quantities on the right hand side 
of Eqs. 2.11a-c are functions of x.  

Fig. 2.10. Effect of lateral variation of interface depth (left) and seismic velocities 
(right) on reversed travel time branches. Note that in case of interface variation 
only the critically refracted waves are distorted, whereas in case of velocity varia-
tion both direct and refracted travel time branches are affected 

In particular, Eq. 2.11b is equivalent to Eq. 2.6 where the velocity of the 
bottom layer is determined by averaging the slopes of up-dip and down-dip 
refractions. However, because of the different incidence directions, up-dip 
and down-dip slopes will belong to different sections of the interface if 
they are determined at the geophone point x (Fig. 2.12). The distance be-
tween these sections is: 

)i(cos/)isin(tv)itan()cos(z2r2 C
2

C1C (2.12)
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Fig. 2.11. Ray geometry to be considered to derive the Plus-minus method of 
Hagedoorn (1959). The meaning of the “plus-time” t+(x) can be understood by re-
garding (1) the refracted rays connecting the geophone at x with shot points A and 
B and (2) the positions of the refracted wave fronts when they reach the same 
point P beneath the geophone. P is the foot point of the interface normal pointing 
towards geophone position x. The refracted wave fronts emerging from shot points 
A and B arrive at P at the same travel time as they arrive at points QA and QB on 
the up-going parts of the respective refracted rays. Since, in addition, P-x-QA and 
P-x-QB form congruent rectangular triangles, the following travel time equations 
apply to respective segments of the refracted rays: 2(x,xA)= 2(x,QA)+ 2(QA,xA), 

2(x,xB)= 2(x,QB)+ 2(QB,xB), 2(xA,xB)= 2(P,xA)+ 2(P,xB)= 2(QA,xA)+ 2(QB,xB), 
2(x,QA)= 2(x,QB). Therefore, t+(x) can be identified as t+(x) = 2 2(x,QA)

=2 2(x,QB)

This deviation will cause some inaccuracy in cases were the refracting 
interface is not locally plane. To image the interface segment vertically be-
low x, the slopes of the refraction time derivatives would have to be com-
puted at points x±=x±z tan(iC± ) for shot points A and B, respectively. Al-
ternatively, the ray diagram (Fig. 2.12) shows that the same range of 
interface points will be covered by both shot observations if right and left 
hand segments of the respective travel time curves are considered, namely 

2(x+,xA) for  x  x+  (x+s+) and 2(x-,xB) for  (x-s-)  x-  x where: 

)icos(/)2icos(r2s CC (2.13)

The velocity v2(x) of the bottom layer can be computed from averaging the 
slopes of these curve segments. 



2 Seismic methods      41 

Fig. 2.12. Horizontal shift of segments of reversed refraction travel time curves 
belonging to the same interface segment (cf. Eqs. 2.12 and 2.13) 

2.2.4 Consistency criteria of seismic refraction measurements 

The above consideration of the two-layer case shows that there are a num-
ber of criteria of field layout and travel time analysis needed for interpreta-
tion of seismic refraction measurements. These requirements listed below 
are valid and equally important also for multi-layer situations with lateral 
velocity heterogeneity and more complicated interfaces: 
1) The seismic profile has to be covered with multiple source points 

and continuous receiver lines so it is possible to observe or construct 
reversed branches of refracted arrivals (Fig. 2.13). Optimum is a com-
bination of overlapping and reverse shots. 

2) The seismic velocity of refracting layers can be determined by av-
eraging the slopes of reversed corresponding travel time branches. 
This procedure can be applied not only to plane interfaces but also to 
smoothly curved interfaces if the reversed branches apply to the same 
underground segment. 

3) The consistency of travel time observations from different shot 
points has to be checked by application of the principle of reciprocity 
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to each type of arrival [ j(xP,x0)= j(x0,xP)]. Since the principle of recip-
rocity applies in a strict sense, field layout should provide adequate 
shot-geophone arrangements so the interpreter can take advantage 
from it. 

4) The intercept times of refracted arrivals observed for left and right 
hand spread from the same shot point agree if the refracting interface 
is plane. This criterion of travel time consistency may be violated in 
case of curved or disrupted interfaces (Fig. 2.14). 

5) Overlapping refracted travel time branches of the same interface 
should appear parallel. This criterion can be applied for consistency 
checks and for combining observations from different source points 
into one long travel time branch (Fig. 2.15). This latter procedure is 
required for some interpretation algorithms such the wave front 
method (see below). Note that this “parallelism of refraction travel 
time branches” applies only to plane homogeneous layers in a strict 
sense. Deviations may occur in case of curved interfaces and in case 
that the velocity increases with depth inside the refracting layer. 

Fig. 2.13. Examples of typical overlapping acquisition schemes for seismic refrac-
tion measurements. Top: one-sided spread (end-on spread); middle and bottom: 
split spread 
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Fig. 2.14. Intercept times for plane and disrupted refracting horizons 

Fig. 2.15. Construction of a long refracted travel time branch (dashed line) from 
overlapping observations (solid lines). The underlying assumption of the “parallel-
ism of travel time branches” (top figure) applies to smooth interfaces and negligi-
ble velocity increase inside the refracting layer. In this case refracted waves of ad-
jacent source points travel along the same path (bottom figure) 
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2.2.5 Field layout of seismic refraction measurements 

In order to perform seismic field measurements the geometrical arrange-
ment of source and geophone points has to be defined. This involves the 
specification of 

- the length of the geophone spread for each source point, 
- the geophone spacing along the spread, 
- the spacing of shot points, and 
- the overlap of geophone spreads. 

The particular choice depends mainly on the features of the geological 
structure to be investigated, namely: 
- the seismic velocity of the overburden, 
- the depth and seismic velocity of the refracting target layer, and 
- the heterogeneity of the these properties. 

The above considerations and formulae of the two-layer case provide 
the means to estimate the requested properties. They can be applied for 
multi-layer cases, too, if the upper layer is regarded as sort of an average of 
the hanging wall of the target layer.  

The remarks below apply to the common situation that near surface 
seismic refraction measurements are performed by deploying a large num-
ber of equally spaced geophones along spreads compared to which the 
number and spacing of shot points are more sparse or wide, respectively. 
This assumption is clearly somewhat arbitrary because the role of shot and 
receiver points may be exchanged, which is a common situation for seis-
mic measurements at the sea bottom, for example. For sea bottom meas-
urements a number of seismometers is deployed and shots are fired at high 
rates from a moving boat. 

Spread length. Refracted arrivals can be identified most securely be-
yond the crossover distance xK where they appear as first breaks. In prac-
tice, as a rule of thumb, the slope or the corresponding apparent velocity of 
a refracted arrival can be determined if it is observed over a distance of one 
wave length or longer. For impulse type signals a wave length  can be de-
fined via: 

Tv (2.14)

where v is the propagation velocity and T is the apparent period or time 
duration of one oscillation cycle (extending over one positive plus one 
negative deflection). From a ray geometrical point of view the spread has 
to be long enough so the same underground segments can be imaged by 
shot and reverse shot observations. Applying Eqs. 2.12 or 2.13 leads to the 
conclusion that the spread S should extend longer than: 
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},smax{xS K (2.15a)

For planning the investigation of a multi-layer structure the following 
equation can be used to estimate the crossover distances xKmn of refracted 
arrivals from the m-th and n-th layer: 

)vv/()]x,x()x,x([vvxx nmAAnAAmnmAKmn (2.15b)

where vj and j(xA,xA) (j=m,n) are the seismic velocity and intercept time 
of the layers, respectively, and x=xA is the coordinate of the source point. 
For a given horizontal layer sequence the intercept time can be determined 
via Eq 2.18 (for dip angle j=0). Usually, the objective of a survey is to de-
termine the layer structure along a transect rather than to determine a depth 
structure at a certain point. Therefore, one will always try to extend the ob-
servational distance as far as the costs remain acceptable. 

Geophone spacing. There are two criteria on the basis of which the 
geophone spacing xG along a refraction spread can be determined. A 
strict criterion from filter theory is that spatial aliasing has to be avoided. 
Spatial aliasing occurs when short wave length signals are sampled at only 
sparse grid points so short wavelengths are imaged to apparently longer 
wavelengths in the registration. This criterion corresponds to the Nyquist 
criterion known from time sequence analysis saying that: 

minminminG Tv2/x (2.16)

Here, min, v min and T min are the smallest wavelength, propagation velocity 
and signal period to be expected during the survey. A second criterion can 
be formulated with regard to the geometry of the travel time curve of the 
first breaks because one has to assure that its slope and crossover points 
can be identified clearly. Theoretically, the slope of a straight line can be 
defined by two points. In practice, however, a certain redundancy is re-
quired to reduce random errors. Therefore, under low noise conditions, 
each linear segment of the travel time curve between successive flexure 
points should be sampled at a minimum of five points. For a two-layer 
situation, for example, both joint criteria yield a maximum geophone spac-
ing of xG < min{ min/2, xK/4, (S-xK)/4}.

Source point spacing. Source point spacing xS to be chosen depends 
on the lateral heterogeneity of the seismic velocity of the overburden. If 
the uppermost layer is known to be laterally strongly variable, xS should 
not exceed the distance along which the direct wave can be observed, so in 
many of these cases xS  xK will be adequate. Clearly, if v1(x) varies only 
smoothly the shot density can be decreased and v1(x) can be approximated 
by interpolation based on more sparse sampling. Corresponding arguments 



46      Wolfgang Rabbel 

apply to multi-layer cases where the lateral structure of intermediate layers 
placed between top and target horizons has to be determined continuously. 
The corresponding critical and crossover distances can be determined from 
the multi-layer formulae presented below. 

Consideration of lateral velocity heterogeneity. From a more general 
point of view, lateral velocity heterogeneity can be thought of in terms of 
velocity perturbations revealing a certain spectrum of wavelengths. In this 
perception of heterogeneity, the sampling theorem (Eq. 2.16) can be 
adopted to formulate a criterion which can be applied to both shot and 
geophone spacing. High resolution of lateral velocity variation will be ob-
tained if xS and xG are arranged in such a way that the travel time curves 
are sampled with a spacing of  less than min/2. min represents the smallest 
significant wavelength component of the spectrum of the velocity fluctua-
tion function v1(x)= v1(x)-v1

mean (v1
mean is the average of v1(x) along the 

seismic profile). 
Overlapping geophone spreads. There are three aspects leading to apply 

overlapping geophone spreads in field surveys.  
(1) Refracted arrivals exist only beyond the critical distance xC and are 

often observed only beyond the crossover distance xK. Therefore, a 
blind zone exists below each shot point in terms of refraction infor-
mation. Therefore, in order to continuously cover a target horizon 
along a seismic profile, the spreads of adjacent shot points should 
overlap at least by respective crossover distances. Regarding the 
above two-layer case with shot points at xA and xB, for example, 
geophones should be placed at positions x within the interval (xA-s-)
< x < (xB+s+).

(2) Overlapping geophone spreads are needed for a consistency check 
of observations from different source points using the criterion of 
the parallelism of travel time branches (see above), and  

(3) they are needed to reconstruct reverse travel-time branches in case 
of one-sided spreads. In this latter case, the multiplicity of overlap-
ping determines the number of sample points available for the re-
verse shot reconstruction. 

2.2.6 Near surface layering conditions and seismic implications

Because of the ongoing sediment transport and weathering at the earth’s 
surface, both geological and seismic heterogeneity are usually strong in the 
uppermost some 10 meters compared to deeper, more consolidated levels. 
P- and S-wave velocities are usually some 100 m/s in the vadose zone 
where sediments are dry and mostly low cohesive. At the earth’s surface 
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the vertical as well as the horizontal variation of P- and S-wave velocities 
can easily exceed 50-100% within meter or ten-meter distances. This vari-
ability is caused by an exponential increase of compaction under the onset 
of sedimentary loading and by structural and compositional changes asso-
ciated with variation in porosity and grain cementation.  

A non-linear increase of seismic velocities with depth is caused by 
lithostatic pressure. This velocity increase is mainly a consequence of po-
rosity reduction and improved grain contacts. The continuous increase of 
lithostatic pressure with depth leads to a pronounced vertical gradient of 
seismic velocities. Therefore, interpreters of near-surface seismic sections 
are often confronted with convexly curved first breaks instead of straight 
lines (Fig. 2.7 and 2.16). They are caused by “diving waves” the geometry 
and travel times of which are described in the formulae shown in Fig. 2.16. 
The ray bending associated with a continuous velocity increase can be ex-
plained with a successive application of Snell’s law at infinitesimal depth 
increments. The diving leads to larger penetration depths of rays with in-
creasing source-receiver offset. Therefore, the above noted parallelism of 
refracted travel time branches is not strictly valid in gradient type media. 
This criterion can be applied only to overlapping travel time branches of 
bended rays if they cover similar offset ranges. 

Fig. 2.16. Influence of a gradual increase of near-surface seismic velocity on wave 
propagation. Top left: schematic seismogram section and travel time curve (cf. 
field seismograms in Fig. 2.7). Bottom left: corresponding schematic wave fronts 
and rays. Right: Circular ray geometry applying to media with a constant velocity 
gradient c. The radius r of the ray depends on gradient c and velocity v0 and take-
off angle i0 at the earth’s surface according to r= v0/(c·sin(i0)) (e.g. Sheriff and 
Geldart 1995)
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Of special importance is the ground water table where P-wave velocities 
step to more than 1500 m/s when water saturation is reached. The place-
ment of water in the pore space increases the whole rock compressional 
modulus and diminishes the reduction of pore space with depth by increas-
ing pressure. Therefore, water saturated sediments have higher P-wave ve-
locities than partially saturated ones. In contrast, the vertical velocity gra-
dient is comparably smaller leading to straight travel time lines of refracted 
P-wave arrivals. The presence of water in the still highly porous media has 
a tendency to decrease also P-wave velocity contrasts between lithologi-
cally different rock units. A consequence of decreasing velocity contrasts 
for P-wave refraction measurements is that the slopes of the travel time 
branches of successive refracting layers become more similar and that cor-
responding crossover points move to larger offset. 

The increase of P-wave velocity at the groundwater table is also associ-
ated with an increase of the seismic wavelength (see Eq. 2.14) leading to a 
reduction of structural resolution (see discussion at the end of this para-
graph). Usually, shear wave velocities are changed only little by water 
saturation so they are expected to represent lithological contrasts below the 
water table more clearly than P-waves. In ground water layers often a vP/vS
ratio of 5-10 is found implying that S-wave lengths are shorter by a factor 
of 5-10 than P-wave lengths if signal periods are similar. Therefore, the 
complementary application of shear wave seismics to explore the 
lithological situation of ground water layers can be advantageous in com-
parison to pure P-wave surveys. 

Typically, seismic sources for near surface surveys on land provide sig-
nals of 20-200 Hz main frequency, corresponding to signals length of 5-50 
ms in one cycle. Often, seismic signals consist of more than one cycle in-
creasing the signal duration accordingly. Depending on the seismic veloc-
ity, the corresponding wave lengths in near surface sediments are in the 
range of some meters to some tens of meters (Eq. 2.14) which is the same 
order of magnitude as the dimensions of typical shallow investigation tar-
gets. A consequence of these conditions for practical work is the interfer-
ence of seismic arrivals which occurs where travel time differences are 
much shorter than the signal length. Not rarely, near surface reflections 
and the onset of refractions at the critical point are covered by direct and 
surface wave signals so effectively that they cannot be visualized even by 
digital filtering. Therefore, in contrast to deep seismic sounding, near sur-
face seismic interpreters often have to rely on first break analysis only. 
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2.2.7 Seismic interpretation approaches for heterogeneous 
subsurface structures 

Since the first commercial applications of refraction seismology in the 
1920s a large number of seismic interpretation algorithms has been devel-
oped applying to geological situations of different complexity. Each algo-
rithm has certain requirements regarding the shot-geophone configuration 
to be realised during the field measurements. Common to all methods is 
(1) that reversed-shot observation or equivalent overlapping spreads are 
required except in cases where geological layers are known to be horizon-
tal, and (2) that, in the average trend, seismic velocities are assumed to in-
crease with depth. As discussed above, this later condition is usually ful-
filled in near surface sediments because of the strong influence of 
lithostatic loading. In the following, three examples selected from the 
wealth of interpretation methods will be discussed applying to increasingly 
complicated geological situations. 

Intercept-time method 

The intercept-time method (see e.g. Sheriff and Geldard, 1995, based on 
Adachi, 1954, and Johnson, 1976) is applicable to geological layer se-
quences showing smoothly varying interface depths and more or less con-
stant velocity within each layer. The seismic profile is thought to be di-
vided into segments along which the geological structure can be 
approximated by layers with plane dipping interfaces (Fig. 2.17). The 
travel time curves of refracted arrivals of all these layers have to be ob-
served in reverse directions along each segment. They are approximated by 
straight lines corresponding to the assumption of constant velocity within 
each layer. Under these conditions the equations of the two-layer case dis-
cussed above (Eqs. 2.5, 2.6) can be extended to describe a multi-layer case. 
Below, the notation of the two-layer case is used extended by an additional 
index to label the refracting interface or the layers of the hanging wall, re-
spectively (Fig. 2.17). Then, for two shot points A and B located at the re-
spective endpoints x=xA and xB of a profile segment, the reversed refrac-
tion travel time functions read: 

for x  xCj
+: jAAAjAj v/)xx()x,x()x,x( (2.17a)

for x  xCj
-: jBBBjBj v/)xx()x,x()x,x( (2.17b)

respectively, where j=1,…, n is the index of the refracting interface (j=1 at 
the earth’s surface), xCj

± are the corresponding critical distances and 1/vj
±
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are the slopes of the refraction travel time curves in up- and down-dip di-
rections, respectively. For a layer sequence with interface dip angels 

k<10° the intercept times at the shot points can be approximated by: 

}v/)cos(]v/v1[z2{)x,x( jk
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where zAk and zBk are the thickness of the k-th interface beneath shot 
points A and B, respectively (Sandmeier, 1997). As for the two-layer case 
(Eq. 2.6), the seismic velocity of each layer can be determined by averag-
ing the slopes of the respective reverse shots observations: 

2/)]x(v/1)x(v/1[)x(v/1 jjj (2.19)

In determining 1/vj
± and the intercept times from field data attention has 

to be paid to comply with the criterion of reciprocal travel times 
j(xA,xB)= j(xB,xA) for all pairs of refracted arrivals. zAk, zBk and k are 

determined recursively by solving Eqs. 2.18a and b successively for the 
first until the n-th layer each time inserting the results of the previous 
steps. By rearranging of Eqs. 2.18 the recursion formula for layer thick-
nesses beneath shot points A and B are obtained: 
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where the terms: 
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depend only on the properties of the layers in the hanging wall of the j-th 
interface. Finally the dip and the depths of the j-th interface beneath shot 
points A and B are given by: 

)]xx/()zzarctan[( ABAjBjj (2.22a)
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1j

1k
AkAj z2z  and

1j

1k
BkBj z2z (2.22b)

Along a seismic profile the above procedure can be applied to adjacent or 
overlapping segments in order to obtain a continuous coverage. 

Fig. 2.17. Refraction investigation of the shore of a silted river bed comprising 
three-layers. Top: reversed shear wave seismogram sections. Middle: simplified 
travel time curves of the direct and two refracted waves extrapolated to zero-offset 
in order to gain  corresponding intercept times. Bottom: subsurface model in terms 
of shear wave velocity. The upper interface is horizontal but the bed rock shows 
about 12˚ dip. Note that the up-dip travelling bed rock refraction of the seismo-
gram section on the left shows a negative slope (“apparent velocity”) because the 
strong velocity increase compared to the sediments 

Wave-front method 

The wave-front method (Fig. 2.18) is a most elegant approach which can 
be applied to layered geological structures with widely irregular interfaces. 
The velocity variation within the hanging wall of the refracting layer under 
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consideration is allowed to be almost arbitrary (but has to be known, of 
course). The seismic velocity of the refracting layer itself may vary later-
ally as well. To investigate multi-layer situations, the wave-front method 
has to be applied successively to each interface from top to bottom, just 
like the intercept-time method. The observational basis for determining the 
depth contour and the seismic velocity of a particular refracting layer is a 
continuous mapping of the respective reversed travel time branches be-
tween two shot locations (Fig. 2.18 top). To construct these travel time 
branches for source-geophone distances less than the crossover distance, 
adjacent shot observations have to be combined. In chaining the refracted 
travel time branches the above mentioned consistency criteria, especially 
the parallelism of overlapping branches, have to be applied (Fig. 2.15). 
The wave-front method works best if there is a pronounced contrast in the 
seismic velocities at the interface, and if the depth gradient of velocity is 
rather low in the refracting layer. 

In order to find the depth contour of the j-th layer the refracted travel 
time fields j(x,z;xA) and j(x,z;xB) of two respective source points A and B 
are considered not only at the earths surface but also at depth z 0. Points 
A and B form the end points of the mutually reverse travel paths along the 
refracting interface (Fig. 2.18 middle). Therefore, the following travel time 
condition applies to a point P=(xP,zP) of this interface (Thornburgh 1930): 

)x,x()x;z,x()x;z,x( BAiBPPiAPPi (2.23)

This relation indicates that the reciprocal travel time j(xA,xB) observed 
at the earth’s surface can be used to identify the interface points if the 
travel time fields j(x,z;xA) and j(x,z;xB) of shot points A and B, respec-
tively, can be reconstructed below the earths surface (Fig. 2.18 bottom). If 
the velocity function of the overburden is known the wave field continua-
tion from the surface back to depth is straightforward. A simple approach, 
which can be applied in case of smooth velocity variation in the overbur-
den, is based on the so-called eikonal equation for wave propagation in 
two-dimensional structures. The eikonal equation: 

22
i

2
i v/1)z/()x/( (2.24)

connects ray geometry with local velocity. At the earth’s surface j/ x is 
represented by the slope of the refracted travel time branch, namely, 

j/ x=sin[i(x)]/v(x) for z=0 where i is the incidence angle of the ray with 
respect to the vertical. The vertical derivative j/ z of the travel time field 
is given by j/ z = cos[i(x)]/v(x) = [1/v2-( j/ x)2]1/2 because v(x,z) is (as-
sumed to be) known. Based on these properties, the travel time field ob-
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served at z=0 can be traced back to the slightly deeper level z= z by ap-
plying the linear approximation: 

z)z/(x)x/()x;0,x()x;z,xx( iiAiAi (2.25)

with x= z sin(i)/cos(i)= z ( j/ x)/[1/v2-( j/ x)2]1/2. In repeated applica-
tion of this procedure the travel time field j(x, q z; xA) is reconstructed 
for successive depth levels z=q z (q=1,2,…). Note that j/ x has to be 
newly calculated at each depth level. For the determination of the interface 
depth, also the travel time field j(x, q z; xB) of the reverse shot has to be 
continued to depth. At each depth level q z, points (xP, q z) of the re-
fracting interface are identified by checking whether the imaging condition 
is satisfied according to: 

|)x,x()x;zq,x()x;zq,x(| BAiBPiAPi (2.26)

where >0 denotes a numerical threshold. The local seismic velocity of the 
refracting layer can be determined from the travel time values of either 
shot A or B or both along the interface. At a point P=(xP,zP) located be-
tween two neighbouring points P1=(xP1,zP1) and P2=(xP2,zP2) of the inter-
face the velocity of the refracting layer can be determined approximately 
by the following formulae: 
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2/)]x;z,x(v/1)x;z,x(v/1[)z,x(v/1 APPiBPPiPPi (2.27c)

Note that the above outlined schedule of wave field continuation can be 
replaced by graphical solutions, ray-tracing or by more elaborate (and ac-
curate) finite-difference implementations of the wave- and eikonal equa-
tions (e.g. Meissner and Stegena 1977, Sandmeier 1997, and the references 
therein).

The so-called generalised reciprocal method (GRM-method) (Palmer 
1980) is another widely-used interpretation approach based on similar ar-
guments as the wave-front method. However, it requires the assumption of 
some processing parameters making it less strict than the wave-front 
method.
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Fig. 2.18. Diagrams illustrating the wave-front method. Top: Reversed direct and 
refracted travel-time branches for source points at A and B. Middle: Ray paths of 
the refracted waves of source points A and B (dashed and dotted lines, respec-
tively). Circles denote points on the interface and on the travel time curves corre-
sponding to each other. The coordinates of  travel time points and the interface 
points are connected through the up-diving parts of the refracted rays. Bottom: To 
determine the interface points the travel time field is traced back from the surface 
into the earth along the up-diving part of the ray. The resulting wave-front posi-
tions can be determined from the slope of travel time curve and the velocity of the 
upper layer via eq. 2.24-25. Interface points are found by applying eq. 2.23 or 2.26 
to the reversed travel time fields
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Seismic refraction tomography 

Seismic refraction tomography (Fig. 2.6 and 2.19) is the most general ap-
proach to determine vertically and laterally heterogeneous velocity fields 
of the subsurface (see, e.g., Sharma 1997, for a review of tomographic in-
version methods). Its application requires a dense multi-fold coverage of 
subsurface segments following the sampling theorem as it was discussed 
above in the seismic field layout section. In order to guarantee high struc-
tural resolution, the seismic field configuration has to ensure that each 
relevant underground segment is sounded under different ray directions. 
Mathematically the relation between seismic travel times and heterogene-
ous seismic velocity structure is a non-linear problem which cannot be 
solved directly. Therefore, seismic tomography is usually based on itera-
tive algorithms comprising four elements: 

1) the formulation of an initial simplified subsurface model of seis-
mic velocities (Fig.2.19a-c),

2) the application of a modelling algorithm to simulate seismic travel 
times for a given subsurface model (Fig. 2.19d-e),  

3) a validation of the agreement of simulated and observed travel 
times (Fig. 2.19f),

4) the application of a computing scheme to convert the observed dif-
ferences between simulated and observed travel times into an im-
provement of the initial underground model (Fig. 2.19g), 

5) an update of the initial underground model (Fig. 2.19h). 
Steps 2) to 5) are repeated until simulated and observed travel times agree 
satisfactorily or until no further significant improvement is found between 
successive iteration steps. 

In step 1), a starting model of the subsurface can be determined by ap-
plying one of the above outlined algorithms. Alternatively, it may also be 
based on drilling information or the analogy to structurally similar areas 
which were investigated previously. Usually, both convergence rate and 
reliability of tomographic results improve with the quality of the starting 
model. 

For the simulation of travel times in step 2) two types of algorithms are 
widely applied: Ray-tracing and finite-difference (FD) implementations of 
the eikonal equation (e.g. ervený 2001, Vidale 1988, Zelt and Smith 
1992, Hole and Zelt 1995). Since travel times have to be computed for all 
source-receiver combinations the operating expense during iteration may 
be considerable for large survey areas. In terms of computation time and 
memory requirement, ray-tracing is more efficient than FD-eikonal 
solvers, but it can be applied to smoothly heterogeneous media only. For  



56      Wolfgang Rabbel 

Fig. 2.19. Typical computational steps in seismic refraction tomography: (a) Ob-
servational basis: Refraction travel time curves obs for overlapping spreads and a 
dense sequence of source points, (b) computation of simplified average travel 
time-distance curve mean, (c) derivation of a one-dimensional starting model v(0)

based on b), (d) computation of simulated travel-time curves sim for the actual 
model, (e) computation of rays for the actual model, (f) determination of travel-
time residuals = obs- sim (and checking of data fit), (g) application of an inver-
sion technique to convert travel-time residuals  into corrections v of the actual 
velocity model, (h) updating of the actual velocity model v(1)= v(0)+ v, or more 
generally, v(n+1)= v(n)+ v for the next iteration starting again with d) 



2 Seismic methods      57 

ray-tracing these smooth subsurface models can be parameterised very ef-
fectively with piecewise analytical functions whereas FD-eikonal solvers 
work on a regular grid of points at which the seismic velocity is specified. 
To avoid discretisation errors the grid spacing in both horizontal and verti-
cal directions should be significantly less than the geophone spacing 
(>xG/4).

In most algorithms the validation step 3) is based on a least squares ap-
proach such as to minimise an objective function 

)n/(}{L 2
ik

2sim
ik

i k

obs
ik (2.28)

during the iteration. Here, ik
obs= obs(xi,xk) and ik

sim= sim(xi,xk) are ob-
served and simulated travel times respectively, applying to source and re-
ceiver points at xk and xi, respectively. ik is a weight factor which can be 
related, for example, to data quality, and n is the number of data points 
along the considered travel time branches. The term L corresponds to the 
normalised variance of the travel time data after subtraction to the portion 
explained by the actual subsurface model. L1/2 can be interpreted as some 
kind of standard deviation of the fit. The iteration procedure can be termi-
nated, for example, when this value reaches the accuracy of the travel time 
picks from the field data or when no further significant improvement of the 
fit is achieved. 

For the improving of the subsurface model during iteration (step 4) dif-
ferent approaches are in use including Monte Carlo simulation and genetic 
algorithms which are based on selecting seismic velocity updates from 
random numbers. Another most widely spread family of tomographic im-
plementations is based on a linearization of the travel time integral equa-
tion (Eq. 2.4), such as: 
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i=1,..,n; k=1,..,m. 
Here Sik stands for a ray connecting source k with receiver i; the sj

terms are ray segments along which seismic velocity values vj are found. 
The velocity values vj

(0) represent the actual velocity model based on 
which the vj values are to be updated for the next iteration step according 
to vj=vj

(0)+ vj. Here, vj are velocity corrections to be determined from the 
travel time portion which remained unexplained after the actual iteration 
step. The first term on the right hand side of Eq. 2.32 is the simulated 
travel time corresponding to the actual velocity model and respective ray 
path segments sj

(0). By definition of the travel time residuals ik= ik
obs-

{ j sj
(0)/vj

(0)} for all source-receiver combinations a system of linear 
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equations is obtained from which the velocity updates vj can be estimated 
in a least-squares sense: 

2)0(
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iik v/vs (2.30)

Note that the velocity updates vj are computed on the assumption that 
the ray paths remain approximately unchanged. This is an inaccuracy 
which is corrected in the subsequent modelling step. 

Since tomographic computations formally require a starting model, a 
number of tomographic runs with differing starting models should be per-
formed in order to determine up to which degree the solutions depend on 
the initial conditions of the iteration. The accuracy of results depends also 
on the geometric distribution of active sources and geophones in the field. 
Therefore, it is important to complement the tomographic study by an in-
vestigation of its resolution. This can be performed, for example, by a 
“chequerboard test” where the tomographic algorithm is applied to travel 
time data simulated numerically for the real acquisition geometry and a 
specially designed seismic velocity model. This subsurface model shall be 
composed of a smooth back ground velocity function similar to the real 
conditions which is overprinted by chequerboard type velocity variations. 
The length of the edges of the chequerboard segments can be varied in or-
der to determine the limits of tomographic resolution. Resolution is fine if 
the chequerboard pattern can be recovered from tomography at all relevant 
depth levels. 

2.2.8 Structural resolution of seismic refraction measurements 

As discussed in the field layout and tomography sections, the resolution of 
seismic refraction measurements may suffer from deficiencies of the 
source-geophone configuration under unfavourable field conditions. Nu-
merical simulations such as the chequerboard test described above can 
serve to quantifying the corresponding limits of resolution.  

In addition, the resolution of seismic refraction measurements is limited 
by a number of circumstances which are partly fundamental and partly 
solvable by an extension of the interpretation approach. These are: the ex-
istence of Fresnel zones and the possible occurrence of thin refracting lay-
ers and non-refracting low-velocity zones. 
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Fresnel zones of refracted waves 

Following Huygens’ principle, the propagation of a wave front can be ex-
plained by the interference of elementary waves emanating from subsur-
face points which were subsequently hit by an incident wave (Fig. 2.20). 
That this assumption applies to seismic waves can be observed, for exam-
ple, at faulted layers where incident refracted or reflected wave fronts are 
disrupted. These disrupted refractions (and reflections as well, cf. Fig. 2.26 
right) continue into curved diffracted waves apparently emanating from the 
edges of the faulted layers, so the fault edges can be identified as Huygens’ 
source points. A consequence of this understanding of wave propagation is 
that each seismic signal recorded at a geophone is influenced not only by 
the geological structure found along the ray which connects source and 
geophone, but it is also influenced by the structure within a certain sur-
rounding of the ray. This surrounding from which constructively interfer-
ing elementary waves arrive at the geophone is called (first) Fresnel vol-
ume. The surface of the Fresnel volume is the envelope of all possible ray 
paths between source and geophone along which the travel time is delayed 
by half a signal period or less compared to the fastest one.  

Fig.2.20. Huygens’ principle: Forming of a wave front by the interference of ele-
mentary waves 

The radius rF of the Fresnel zone is of practical importance because it 
provides a measure for the resolution of seismic measurements. Subsurface 
structure is well resolved on a scale which is of the order of rF or larger. 
Signals from segments or objects the distance of which is smaller than the 
radius of one Fresnel zone interfere so they cannot be observed separately 



60      Wolfgang Rabbel 

from each other. At the interface of a two-layer structure the Fresnel zone 
radius of the refracted wave is given by: 
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corresponding to a geophone located at the earth’s surface (Fig. 2.21). 
Here, T is the period of the seismic signal, z1 is the layer thickness and v1
and v2 are the seismic velocities of the upper and lower layers, respec-
tively. A groundwater table located at 20 m depth, for example, is sampled 
by a refracted P-wave at 100 Hz with Fresnel zone radius of 19 m if the P-
wave velocity of the vadose zone and the aquifer are assumed to be 750 
and 1500 m/s, respectively. 

Fig. 2.21. Fresnel volume of refracted rays (after Hagedoorn and Diephuis 2001). 
Left: The Fresnel volume of a ray conncting a source a 0 and a receiver at x can be 
determined by identifying all subsurface points P=(xP,zP) around a central ray for 
which the travel time condition (xP,zP;0)+ (xP,zP;x)- (xA,xB)<T/2 (T = signal pe-
riod). Right: Fresnel zone width and thickness referring to Eq. 31 

The maximum thickness of the Fresnel volume below the refracting in-
terface is given by 
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if the source-geophone distance x>>v2 T/4. Eq. (2.31b) shows that a re-
fracted arrival actually “looks” much deeper into the bottom layer when it 
travels along an interface than a ray path based on Fermat’s principle sug-
gests. To detect the groundwater table in the above example, the geophone 
spread should have a minimum length of about 90 m (Eq. 2.15a). Eq. 
2.31b implies that the corresponding maximum thickness of the Fresnel 
volume would amount to approximately 16 m below interface. 



2 Seismic methods      61 

Hidden refracting layers 

In near surface prospecting the interpretation of seismic refraction meas-
urements is often restricted to the analysis of first breaks. This is the case 
especially if later body wave arrivals are obscured by interfering surface 
waves, comparably long source signals, and reverberations caused by mul-
tiply reflected and refracted arrivals. If the travel time interpretation is  

Fig. 2.22. Seismogram example showing direct and refracted arrivals for a three-
layer case. 1, 2 and 3 indicate direct, first and second refracted waves, respec-
tively. In the first breaks the first refraction ( 2) cannot be identified clearly, but it 
appears in the slope of the later arrivals at x>30 m. (cf. Fig. 2.17, right column) 

based on first breaks only, a thin layer can remain “hidden” even if its 
seismic velocity increases with respect to the hanging wall because a 
minimum thickness is required to make refractions show up as a first break 
(e.g. Gebrande and Miller 1985). An example is shown in Fig. 2.22. Based 
on the formulae for crossover points and intercept times (Eq. 2.15 and 
2.18, respectively) it can be shown, for example, that the second of three 
layers will be visible as a first break only if the criterion of inequality (Eq. 
2.32) is fulfilled. Denoting thickness and seismic velocities of the three 
layers by z1, z2, z3 and v1<v2<v3, respectively, the criterion reads: 

)v/v(V)VV(z/z 1223131212 (2.32)

where    V12=[(1+v1/v2)/(1-v1/v2)]1/2

   V13=[(1+v1/v3)/(1-v1/v3)]1/2

   V23=(1-v1/v3)/(1-v2
2/v3

2)]1/2.
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For example, if the P-wave velocities of a vadose zone, an aquifer and 
an aquitard are 750 m/s, 1500 m/s and 2000 m/s, respectively, the aquifer 
will become visible as a first break if its thickness exceeds one third of the 
thickness of the vadose zone. 

The hidden layer problem clearly diminishes if the direct and refracted 
travel time branches can be followed up beyond the first breaks ( 2 for 
x>30 m in Fig. 2.22). If this is not possible because of wave interference, 
the readability of the seismogram sections can (sometimes) be improved 
by digital signal processing such as deconvolution and dip filtering. Also, 
the application of spatial Fourier and Radon transforms can help to identify 
otherwise hidden travel time branches. 

Fig. 2.23. Seismogram example for a low velocity zone (LVZ) beneath refracting 
layers. Travel-time curves are shown for waves refracted along the surface layers 
(upper most curve) and reflections from the bottom of a deeper layer. The strong 
curvature of the observed reflection indicates that a low-velocity layer is present 
(lower most curve). If there were no LVZ the reflection hyperbola would appear 
more flat (middle curve)

Low velocity zones 

In layered media, the thickness and velocity of embedded low velocity 
zones cannot be determined by seismic refraction measurements from the 
earth’s surface because, according to Snell’s law, they do not return re-
fracted rays to the surface. In hydro-geological prospecting this situation 
can occur where cohesive soil overlays lowly cohesive dry sediments in 
the vadose zone, for example, in a sequence consisting of marl or boulder 
clay overlaying dry sand. Sometimes, the existence of low velocity layers 
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is indicated by out-dying phases and discontinuous time-shifts in the first 
break sequence. Note, that this basic problem cannot be solved by applying 
refraction tomography. Refraction tomography is capable to detect and 
quantify low velocity zones only if they are, on the one hand, of limited 
lateral extent and if, on the other hand, their minimum extent is in the or-
der of the radius of the first Fresnel zone. For the investigation of embed-
ded zones of low S- wave velocity up to a few meters depth the analysis of 
surface waves dispersion sometimes helps. However, the situation im-
proves considerably if reflections from top and bottom of an embedded 
low velocity zone can be identified over a sufficient range of source-
geophone offsets so their travel times and curvatures can be included in the 
analysis (Fig. 2.23). 

2.3 Seismic reflection imaging 

Seismic reflections can be regarded as echoes generated at geological in-
terfaces where the seismic impedance shows a contrast. Seismic imped-
ance is defined as the product of seismic velocity and density. At every in-
terface the energy of an incoming wave is split into reflected and 
transmitted portions. Therefore, the structure of layered media can be im-
aged as a sequence of reflected seismic impulses arriving at a geophone 
spread with time delays in between. The time delays between two succes-
sive reflections are the differences between the respective “two-way travel 
times” (TWT) from the earth’s surface down to the reflecting interfaces 
and reverse. Reflection seismograms can be mounted to form a reflection 
time section showing a distorted image of the layer sequences of the sub-
surface (Fig. 2.24, 2.25). The distortion can be removed by transforming 
the reflection time section into a depth section. This so-called migration 
process requires in advance the determination (or assumption) of seismic 
velocity-depth functions. In contrast to seismic refraction interpretation, 
reflection surveys provide a more direct way to image geological structure 
which can be applied even in case of low velocity zones (cf. Fig. 2.6). A 
disadvantage of reflection imaging is that it requires comparably more ef-
forts in data acquisition and that its applicability to very shallow structure 
is often limited by the interference of surface waves and direct and re-
fracted body waves.
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2.3.1 Targets for seismic reflection measurements 

The strength of seismic reflection imaging is its structural resolution. 
Therefore, it should be applied to investigate lithological sequences in-
volving thin and complex layering or embedded low velocity zones. In 
contrast to refracted waves, which can be observed only beyond the critical 
distance, seismic reflections can be received, in principle, at all shot-
geophone offsets including “zero-offset” where source and receiver points 
coincide (Fig. 2.8, 2.23). Therefore, from an acquisition point of view, re-
flection seismics is best suited to image deep layers the investigation of 
which would require very long spreads if refraction measurements were 
applied (compare the discussion of minimum spread lengths in Sect. 
2.2.5).  

Regarding hydro-geological investigations, typical targets for seismic 
reflection imaging are found in glacially formed sedimentary areas, for ex-
ample, buried, complexly refilled valleys cutting through elsewhere sealed 
aquifer and opening new hydraulic pathways, or compressively deformed 
moraine sequences with vertical and horizontal alternations of high- and 
low-permeable material. Other examples are the mapping of deep bedrock 
and of near surface fault zones where dip and displacement can be deter-
mined by analysing the time- or depth shifts of reflections on either sides 
of the fault plane. Reflection imaging can also be applied to localise small 
scale heterogeneities such as sand lenses in clayish layers or lateral com-
positional changes. 

Fig. 2.24. Acquisition scheme and ray paths for seismic reflection measurements 
with single-fold (left) und multi-fold coverage (right) of subsurface points. Single-
fold measurements require a source and just one sensor which are moved along 
the profile. Multi-fold coverage can be realised by moving a group of sensors. The 
underground segment covered at each position of the source-sensor group is indi-
cated by a hatched line 



2 Seismic methods      65 

2.3.2 Seismic reflection amplitudes 

The signal strength of reflected seismic waves depends on the contrast in 
seismic velocity and density found at geological interfaces. For a seismic 
wave impinging vertically or nearly vertically on a layer interface (so-
called near-vertical incidence) the reflection strength is expressed by the 
reflection coefficient R0
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vvR (2.33a)

where 1, v1 and 2, v2 are densities and seismic velocities of the hanging 
and laying layers with respect to the ray incidence, respectively. R0 is de-
fined as the amplitude ratio of the reflected and incident waves at the inter-
face. The case of near-vertical incidence is of special practical importance 
because it can be applied as an approximation to most seismic reflection 
surveys after respective data processing (Figs. 2.24 left, and 2.25). In near 
surface sediments reflection coefficients between a few and a few ten per-
cent are found for typical contrasts of seismic velocity and density.  

Fig. 2.25. Zero-offset reflection time-section (top) of a simple subsurface model 
(bottom). The time section corresponds to the acquisition scheme of Fig. 2.24 
(left) if source and sensor are placed at the same positions for each shot (“zero-
offset”). In this case the recorded reflection signals correspond ray paths arriving 
under normal incidence at the reflecting interface irrespectively of the layer dip 
(see rays in the bottom figure). Therefore, regarding the horizontal position, the 
reflection time section shows aberration which needs to be corrected. This effect is 
even more obvious for non-plane layering (Fig. 2.26) 
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Fig. 2.26. Image aberration in zero-offset reflection time sections (top) for differ-
ent subsurface models (bottom). Ray paths and travel time curves indicated. Left: 
A small isolated body is imaged as diffraction hyperbola. Middle: A syncline ap-
pears as a travel time loop. Right: Fault-related displacement is connected with the 
appearance of diffracted waves originating at the edges of interfaces 

The corresponding relative amplitude of the wave portion transmitted 
vertically through the interface is described by the transmission coefficient 
T0
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Note that reflection and transmission coefficients generally depend on the 
incidence angle and have to be represented by complex numbers for in-
clined incidence beyond the critical angles to include shape changes of the 
seismic signals (for details see, e.g., Aki and Richards 2002). 

The amplitude of a reflected wave observed at the receiver depends not 
only on the reflection coefficient but also on the product of transmission 
coefficients related to the interfaces along the up and down directed ray 
paths. In addition the amplitude is influenced by geometrical spreading and 
attenuation.

Geometrical spreading describes the decrease of the energy density 
along a propagating wave front caused by the widening of the wave front 
area with increasing travel distance. In case of nearly plane layering and 
observations at near-vertical incidence, the amplitude decay by geometri-
cal spreading is approximately proportional to the length of the ray path or 
to the two-way travel time, respectively. The decay of the energy density is 
proportional to the square of the ray path length. 

When a downward travelling wave reaches a reflecting interface at 20 m 
depth, for example, its amplitude will have decreased to only 5% of the 
value it had at 1 m depth because of geometrical spreading. The value of 
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5% corresponds to the ratio of wave front radii at the considered depths 
which is 1m/20m. Back to the earth’s surface the spreading factor will 
have further decreased to 2.5% (1m/40m). To obtain the relative reflection 
amplitude which would be observed at the earth’s surface, this value has to 
be multiplied with the reflection coefficient and the product of the trans-
mission coefficients along the ray path. The example shows that reflection 
amplitudes are relatively small compared to the direct wave, for instance, 
which decays only with the inverse of the shot-geophone distance. 

Note that the proportionality of spreading factor and ray length cannot 
generally be applied. In special structural situations, for example, geomet-
rical spreading can lead even to a local amplitude increase near focussing 
zones (so-called caustics) (see, e.g., ervený 2001 for details).  

The attenuation of seismic waves comprises two different aspects: Scat-
tering and absorption. Scattering is the conversion from coherent into in-
coherent energy caused by wave diffraction at small-scale irregular hetero-
geneity. Here, “small” means dimensions in the order of half a wave length 
and below. Absorption is the conversion of seismic into non-seismic en-
ergy caused, for example, by seismically induced flow of pore fluids or by 
slip at grain boundaries in low-cohesive sediments. Attenuation is quanti-
fied in terms of the attenuation factor 1/Q defined as the ratio of energy 
loss and maximum energy stored in a volume during one cycle of deforma-
tion. For near surface sediments typical values of Q are between 5 and 100. 

2.3.3 Concepts of seismic reflection measurements 

In performing seismic reflection measurements and interpretation different 
concepts can be followed. In the order of increasing complexity, these are, 
on the one hand, zero-offset or constant-offset measurements, and, on the 
other hand, the common-midpoint method (CMP method) and pre-stack 
migration. The first approach provides a single-fold coverage of the sub-
surface meaning that each segment of a geological interface is illuminated 
by just one shot-geophone pair out of the survey. The latter approaches re-
quire a multi-fold coverage of subsurface points where the reflections of 
each interface segment are gathered by different shot-geophone pairs at 
different offsets (Fig. 2.24). In the following, the zero-offset and common 
midpoint configurations are discussed as representatives of single and 
multi-fold methods, respectively. 
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Zero-offset image of subsurface structures 

A straight way to generate a seismic reflection image of the subsurface is 
to perform measurements where source and receiver points coincide or 
nearly coincide. The resulting seismograms represent a zero- or near-offset 
section, respectively. For example, such kind of a survey can be realised at 
sea by a boat pulling just one sensor and a marine source firing at a con-
stant rate, or on land by moving along a profile with just one source and 
one geophone planted near the source each time a new location is reached.  

The arrivals recorded in zero-offset configuration are reflected at the 
geological interfaces at vertical incidence angles irrespectively of the dip 
and seismic velocity of the layers (Fig. 2.25). Since the wave starts and 
ends at the same point, downwards and upwards directed ray paths are 
identical. Therefore, zero-offset is the case to which the formula of the re-
flection coefficient (Eq. 2.33a) applies in a strict sense. Despite its concep-
tual straightness there are some complications connected with zero-offset 
imaging which deserve a closer view. 

The primary outcome of a seismic reflection survey is a seismogram 
section where the amplitudes of the reflected waves are plotted as a func-
tion of the receiver location and of the arrival time at the receiver. How-
ever, the goal of imaging is a depth section where reflection amplitudes 
appear at the spatial coordinates of the corresponding reflecting elements. 
Compared to a depth section, zero-offset time sections suffer from aberra-
tions. Except for the case of near horizontal layering and low velocity 
variation, these aberrations cannot satisfactorily be compensated by a lin-
ear rescaling of the vertical axis from TWT to depth using, for instance, an 
average velocity (Fig. 2.25). In case of horizontal layers, for example, the 
two-way travel time of the normal-incidence reflection from the n-th inter-
face below the surface is 

iin zv2)0(t (2.34)

where vj and zj are seismic velocity and thickness of the layers in be-
tween. Successive reflections of the hanging wall are separated by a time 
delay of tj=tj-tj-1= 2·vj· zj where vj is usually different for each layer. 
Therefore, a correct depth scale can only be achieved if the velocity-depth 
function is known. Moreover, in the more general case of non-horizontal 
layering, reflection points are not located directly beneath the receiver po-
sition but laterally displaced depending on the dip and seismic velocity of 
the hanging wall (Fig. 2.26). This lateral displacement can be compensated 
by applying a so-called migration algorithm which is treated below. Again, 
such kind of operation requires the knowledge of seismic velocities of the 
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subsurface which cannot be determined solely on the basis of a zero-offset 
section.

Another complication is the relative weakness of reflection amplitudes 
the visibility of which may be affected severely by ambient noise, in par-
ticular with increasing travel-time. A solution to both seismic velocity and 
noise problems is provided by multi-fold coverage schemes of seismic data 
acquisition, for example, the common-midpoint method. 

In summary, zero- or near-offset surveys are advantageous to be applied 
in situations where seismic velocities are known at least approximately, 
where sufficient reflection strength can be expected, and where the budget 
is low. 

Fig. 2.27. Records of a multi-fold covered profile (top, cf. Fig. 2.24) can be com-
bined into so-called common-midpoint (CMP) gathers (bottom). A CMP-gather 
comprises all records of a survey revealing the same coordinate for the midpoint 
between source and receiver. In case of near horizontal layering the records in-
cluded in each CMP-gather cover the same subsurface points (common reflection 
points) which are located vertically beneath the CMP 

The common-midpoint (CMP) method 

Seismic velocities can be determined from the travel times of reflections 
only if they are observed at a number of different source-geophone offsets. 
This can be realised, for example, by continuously moving source points 
and receiver spreads along a seismic profile (Fig. 2.27). The overlapping 
spreads provide a multi-fold coverage of the segments of the reflecting in-
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terfaces in the sense that each segment is illuminated several times under 
different angles of wave incidence. The multi-fold reflection records be-
longing to the interface segments beneath a point of a profile can be found 
by selecting the records of those source-receiver pairs which are placed 
symmetrically to this point. The seismograms assigned to a “common 
midpoint” (CMP) are called a CMP-gather. In a strict sense, the reflection 
points of the seismograms of a CMP-gather coincide only if the layering is 
horizontal and if the lateral variation of seismic velocity is smooth. 

Fig. 2.28. Normal move-out (NMO) correction. Left: Reflection signals of differ-
ent traces in a CMP-gather show different travel-times caused by the different 
lengths of the corresponding ray paths or source-sensor offsets, respectively. 
Right: The NMO-correction serves to compensate these differences so the signals 
can be stacked (summed) in order to improve the signal-to-noise ratio. In terms of 
travel time the CMP-stacked trace corresponds to a zero-offset seismogram. NMO 
analysis is also used for determining average seismic velocity 

In a CMP-gather the travel time-offset curve of a reflection forms a hy-
perbola symmetrical to zero-offset from the curvature of which the seismic 
velocity can be determined. Moreover, the signal-to-noise ratio of the re-
cords can be improved by summing or “stacking” the seismograms of a 
CMP-gather. Since reflection travel times increase with source-geophone 
offset, a corresponding time shift has to be applied to the reflection signals 
before they can be stacked (Fig. 2.28). This time shift, called normal 
move-out correction (NMO-correction), reduces the travel times observed 
at non-zero offset to those observed at zero-offset. Therefore, the outcome 
of CMP-stacking is a seismic time-section corresponding to a zero-offset 
section with an improved signal-to-noise ratio and backed by seismic ve-
locity information. 
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Fig. 2.29. Acquisition plan for seismic reflection measurements along linear pro-
files. Source and receiver coordinates realised in a survey are plotted against each 
other. Common midpoints are found along the +45° diagonal whereas the shot-
geophone pairs of each CMP-gather are found along respective lines of -45° tilt 
showing the coverage of the respective CMP. In the example shown in the figure, 
a spread of six geophones was thought to be moved first from left to right with the 
source at its left-hand side (one-sided or end-on spread; see dotted zones). Then 
geophone spread was left in its position, and only the source was moved (split 
spread) 

In the following, the most important formulae involved in CMP-
reflection analysis and stacking are listed (see, e.g., Sheriff and Geldart, 
1995, for more details). The coordinates xCMP, xS and xG of CMP, source 
and receiver locations, respectively, and the source-receiver offset x=xG-
xS are related to each other by: 

2/xx2/xx2/)xx(x GSGSCMP (2.35)

The spacing and coverage of common midpoints can be visualised by an 
acquisition plan where source and receiver coordinates realised in a survey 
are plotted against each other (Fig. 2.29). In this diagram common mid-
points are found along the +45° diagonal whereas the shot-geophone pairs 
of each CMP-gather are found along respective lines of -45° tilt. The spac-
ing of common midpoints along the diagonal is: 

}2/x,2/xmin{x GSCMP (2.36)

where xS and xG are source and receiver spacing, respectively. Usually, 
seismic reflection surveys are recorded with source points and receiver-
spread advancing continuously along the profile (Figs. 2.27, 2.29). For a 
receiver-spread of length NG· xG maximum coverage is given by: 
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)x2/(xNN SGGCMP (2.37)

if both source and receiver-spread are moved by xS after each shot. 
Maximum coverage is reached at a distance of NG· xG/2 from the start and 
endpoints of the profile, respectively. 

In a CMP-gather the travel time-offset curve of the reflection can be ap-
proximated by: 
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for x<Vn·tn(0)/2 where n is the index of the reflecting interface, tn(0) is 
the travel time at zero-offset and Vn is the so-called normal move-out ve-
locity (NMO-velocity). In case of plane horizontal layering and small off-
sets Vn can be expressed by the seismic velocities vj and the interval travel 
times tj=2· zj/vj at zero-offset of the n layers above the reflecting inter-
face (layer thickness zj, j=1,..,n). The corresponding equation reads: 
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Vn as defined in Eq. 2.39 is also called root mean square (RMS) veloc-
ity. Since the Vj, tj and tj(0) can be determined from the seismograms of 
the CMP-gather for each layer interface, Eq. 2.39 can be rearranged in a 
recursion formula from which the layer velocities vj can be derived succes-
sively from top to bottom: 
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The sequence of layer velocities vj can be applied to determine the depth of 
the reflecting interfaces.

CMP-geometry and Eq. 2.38 can be applied to describe reflection travel 
times even in case of dipping layers, but the formula of the NMO-velocity 
(Eq. 2.39) has to be modified. Formulae for dipping multi-layer cases can 
be found, for example, in Hubral and Krey (1980). If the uppermost inter-
face shows a dip angle of 1, the corresponding NMO-velocity reads:  

)cos(/vV 111 (2.41)

Note that V1 =  for a vertical interface ( 1=90°). Along a dipping inter-
face the reflection points of a CMP-gather disperse more and more up-dip 
with increasing shot-geophone offset x (Fig. 2.30). The distance d1 be-
tween two reflection points of arrivals at zero and non-zero offsets is given 
by: 
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1 (2.42)



2 Seismic methods      73 

where h1=v1·t1(0)/2 is the distance of the reflecting element from the CMP 
measured along the zero-offset ray. The reflection point dispersal has a 
maximum for dip angles of 45° and gets smaller with increasing interface 
depth.

Fig. 2.30. Reflection point dispersal in a CMP gather in case of a dipping interface 

The digital processing of CMP-data resulting in a stacked time-section 
usually comprises the following steps: 

a) The application of digital filters to remove direct, refracted and 
surface wave arrivals from the data and to improve the signal-to-
noise ratio, 

b) a velocity analysis where both NMO- and interval velocities Vn
and vn are determined as a function of zero-offset travel time. The 
analysis is performed for a number of sample points along the pro-
file. The spacing of the sample points depends on the lateral het-
erogeneity of the seismic velocity field, 

c) a normal-moveout correction is applied to each CMP-gather where 
the travel times of non-zero offset seismograms are shifted so the 
arrivals align at equal times with the zero-offset seismogram. Let 
uj(xCMP, x, t) represent the j-th seismogram of a CMP-gather and 
V(xCMP, t0) be the NMO-velocities found in the analysis (t0 = travel 
time for x=0). Then the NMO-corrected seismogram Uj(xCMP,

x, t0) can be expressed by: 
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d) Finally, the NMO-corrected seismograms of each CMP-gather are 
averaged (“stacked”) and the resulting stacked seismograms com-
piled in a CMP-stacked section: 
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where N is the CMP-coverage which may be variable along the profile and 
with reflection time. CMP-coverage gets time dependent if shallow reflec-
tions cannot be observed over the full offset range. Note that NMO-
corrections cause a signal stretching in the transformed data which in-
creases with offset and decreases with travel time. The relative frequency 
shift f/f caused by NMO-stretching corresponds to the relative travel time 
shift of the NMO-correction: f/f=[tn( x)-tn(0)]/tn(0) (cf. Eq. 2.38). Since 
arrivals stretched by more than 10% should not be added to the stack the 
coverage can be additionally reduced in particular for shallow arrivals.  

2.3.4 Seismic migration 

The final objective of seismic reflection imaging is to create a seismic 
depth section where reflection amplitudes are plotted at the spatial coordi-
nates of the interface segments from which they were returned to the 
earth’s surface. Seismic migration is the (digital) processing step by which 
zero-offset and CMP-stacked time sections can be transformed into depth 
sections.

This conversion clearly requires the definition of a seismic velocity 
model of the subsurface. The determination of an accurate migration ve-
locity model can be implemented as an iterative process in which the in-
terval velocities derived from normal-moveout velocity analysis can be 
used as a starting model. A consistency criterion which can be applied to 
improve the initial velocity model is that the structural boundaries of the 
seismic velocity model and of the seismic reflection section should coin-
cide after the migration has been performed. 

Out of the many different migration algorithms one basic scheme shall 
be outlined briefly. It is based on the idea to determine the locations of all 
subsurface points from which an observed seismic arrival could have been 
reflected (Fig. 2.31). Starting with just one seismogram out of a zero-offset 
or CMP-stacked section, the possible reflection points of a particular arri-
val will form a circle around the CMP position if the seismic velocity is 
constant. For a non-constant velocity model this circle will be deformed 
accordingly. The location of the reflecting element can be identified pre-
cisely only if more than one seismogram is considered. In this case the co-
ordinates of the reflecting interface can be traced by the envelope of 
neighbouring circles. In digital implementations of this migration approach 
the (deformed) circles are realised as 2D-filter operators along which the 
observed seismic amplitudes are “smeared”. The smeared arrivals of adja-
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cent traces interfere constructively at the coordinates of the reflecting inter-
face and interfere destructively elsewhere. The filter operators can be ob-
tained by applying finite-difference computations or ray-tracing. This mi-
gration scheme can be adopted also to three-dimensional problems where 
circles have to be replaced by (deformed) spherical surfaces. 

Fig. 2.31. Graphical migration scheme applying to constant velocity media. Left: 
The possible reflection points of an arrival appearing on one seismogram of a 
zero-offset or CMP-stacked section form a circle around the CMP position. Here 
the time scale (t0) is replaced by a pseudo-depth scale (vt0/2). Middle: The location 
of the reflecting element can be identified as the envelope of circles belonging to 
neighbouring seismograms. Reflection signals A and B of the CMP-stack “mi-
grate” to the new positions A* and B* which correspond to the real position of the 
reflection points. Right: Migration is usually applied directly to the wave field in 
form of a digital filter process. Note that reflection elements get steeper and move 
up-dip during migration 

The horizontal and vertical shift of a dipping reflection element during 
migration can be estimated by considering corresponding ray paths assum-
ing constant seismic velocity v1 (Fig. 2.31 middle). In a zero-offset or 
CMP-stacked time section, the dip p0 of a reflected arrival corresponds to 
the incidence angle i0 of the reflected wave front at the earth’s surface: 

10
CMP

0
0 v/)isin(2

dx
dtp

(2.45)

In the migrated section, incidence angle i0 and the dip angle 1 of the 
considered reflection element are identical so 1 follows from sin( 1)= 
v1·dt0/(2·dxCMP). This result can be compared with the dip appearing in 
CMP-stacked section if its time axis is multiplied by v1. In this case the 
considered reflection element would show an apparent dip angle 1

app ac-
cording to tan( 1

app)= v1·dt0/(2·dxCMP). Since arcsin( ) arctan( ), reflection 
images appear at steeper dip after migration. The horizontal and vertical 
movement of a reflection element can be described similarly: In the CMP-
stacked section a reflection at position xCMP shows an apparent depth of 
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z1
app=v1·t0/2. After migration it is found at the endpoint of the zero-offset 

ray corresponding to coordinates xmig=xCMP-z1
app·sin( 1) and 

zmig=z1
app·cos( 1) so reflection elements migrate up-dip. Inserting Eq. 2.45 

shows that the migration of reflection points can be completely described 
in terms of tilt and travel time of arrivals in the CMP-stacked section pro-
vided the seismic velocity v1 is known: 

4/tpvxx 00
2
1CMPmig (2.46)
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The effect of migration on imaging shallow layering near the top of a 
salt dome can be studied in Fig. 2.32. Note the steepening of dipping inter-
faces and the correction of the aberration effects of the CMP stack such as 
diffractions and travel time loops (cf. Fig. 2.26). 

Fig. 2.32. Top: CMP-stacked section of tertiary sediments and cap rock of salt 
dome with a pseudo depth scale. Bottom: Migrated version of top figure 
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Whereas the application of Eq. 2.46 is restricted to estimating the effect 
of migration on zero-offset type time sections, the above outlined filter 
concept of migration can be transferred easily to a concept of pre-stack 
migration in order to create depth images more or less directly from single 
shot gathers. In case of non-coincident source and receiver points an (de-
formed) ellipse has to be considered instead of a circle to describe the pos-
sible locations of a reflection point. Pre-stack migration should always be 
applied if the subsurface structure is so complicated that the reflection 
point dispersal inherent in CMP-stacking of dipping reflections leads to 
blurred images. Like CMP-stacking, also pre-stack migration requires 
multi-fold covered data for velocity analysis and improvement of the sig-
nal-to-noise ratio. The major difference between both processes is the or-
der in which stacking and imaging are performed and the procedures ap-
plied to determine the velocity model. 

Details of velocity analysis and all aspects of digital processing of seis-
mic reflection data are outlined, for example, in the monographs of Hubral 
and Krey (1980), Keary et al. (2002), Sheriff and Geldart (1995) and Yil-
maz (2001). 

2.3.5 Field layout of seismic reflection measurements

Many aspects to be considered in selecting seismic field configurations 
have already been discussed in the seismic refraction section. Especially 
the sampling criteria can be transferred almost directly to reflection meas-
urements. A new aspect is the multi-fold coverage connected with reflec-
tion velocity analysis and improvement of the signal-to-noise ratio. 

Spread length 

In reflection seismology, seismic velocity analysis is based of measuring 
the curvature of reflection hyperbolas. Therefore, the spread length to be 
chosen depends on the depth level up to which seismic velocities are to be 
determined reliably. A rule of thumb is that reflection hyperbolas are well 
constrained if the source-receiver offsets are in the order of at least half the 
reflection depth. Another rule of thumb can be formulated in analogy to 
the velocity determination along refracted branches: The move-out of the 
hyperbola can be determined well if the move-out along the observed 
travel-time branch is in the order of one signal period T or more. Based on 
Eq. 2.38 this condition can be formulated as the following inequality: 

2/1
maxmax

2/1
maxmaxmax ]T)0(t2[V]T/)0(t21[TVx (2.47)
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where xmax is the spread length, and Vmax and tmax( x =0) are estimates of 
the NMO-velocity and two-way travel time for the deepest reflection under 
consideration. The right hand expression applies if tmax(0)>>T.

It should be emphasized that the spread length influences mainly the 
quality of the velocity analysis and respective reflection depth determina-
tion whereas the quality of the stacked reflection image increases simply 
with the number of stacked traces. Since NMO-stretching should not ex-
ceed 10% large offset seismograms even have to be excluded from stack-
ing sometimes. 

Geophone spacing 

In selecting the geophone spacing xG, criterion (2.16) should be strictly 
followed saying that xG < min/2 = v min T min where min, v min and T min are 
the smallest wavelength, propagation velocity and signal period to be ex-
pected during the survey. This criterion is of particular importance because 
the digital filters applied to suppress non-reflection arrivals will be af-
fected by spatial aliasing if the criterion is violated. In addition, it has to be 
considered that the spacing xCMP of the traces in the CMP-stacked section 
as well as in the migrated section is related to the geophone spacing by 

xCMP= xG/2 (Eq. 4.36). Since xCMP determines the structural sampling 
of the investigation target, the geophone spacing has to be chosen accord-
ing to the required resolution. 

Source point spacing and advance of the receiver spread 

For both stacking and velocity analysis it is advantageous to provide CMP-
gathers with an almost uniform coverage of subsurface points in terms of 
offsets and number of traces. Therefore, the source point spacing should be 
as regular as possible where xS= xG can be regarded as an optimum. For 
the same reasons receiver spreads should be advanced together with the 
shot positions. 

Acquisition plan 

Recommendations concerning the uniformity of coverage are sometimes 
difficult to follow because of logistical or budget restrictions. The conse-
quence of irregularities in the shot-receiver configuration or reduced shot 
density, for example, can be analysed by considering an acquisition plan 
such as shown in Fig. 2.29. 
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2.3.6 Problems of near surface reflection seismics

The implications of near surface geological conditions with respect to the 
seismic velocity field have been outlined already in Sect. 2.2.6. Strong 
contrasts and gradient zones in seismic velocity can also cause complica-
tions regarding seismic reflection. Some major points of these are dis-
cussed below. 

Fig. 2.33. Top: S- (left) and P- (right) seismogram sections covering the same 
segment of a boulder clay-sand layer sequence. Note the different time scales of P- 
and S-seismograms corresponding to a vP/vS-ratio of 6. Bottom: Reflection win-
dows of S- and P-waves. Outside the reflection windows strong interference with 
refracted and surface waves occurs 

Reflection window 

Near the earth’s surface reflections often interfere with surface waves and 
direct and refracted body waves (Fig. 2.33). Since the amplitudes of these 
wave types can be larger than reflections by orders of magnitudes the po-
tential of digital filtering to suppress them can be very limited. In this case 
reflection processing and interpretation have to be restricted to space-time 
windows where reflected arrivals show up clearly. In P-wave surveys this 
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window is often found in an offset range between the onsets of Rayleigh 
and direct waves, or between the direct wave and the first refractions. Un-
fortunately, these reflections are usually exposed to significant NMO-
stretching. Sometimes, a certain improvements can be achieved if the 
NMO-correction is not carried out with respect to zero-offset but with re-
spect to a common non-zero offset. In S-wave surveys the situation is 
gradually better because surface waves travel with a velocity higher or 
equal the one of the direct wave. So, at least in principle, S-wave reflec-
tions find a cone free of disturbances symmetrical to zero-offset. 

Seismic velocity gradients 

A special problem, which can affect S-waves even more than P-waves, is 
the occurrence of strong vertical gradients of the seismic velocity fields. 
Strong velocity gradients can cause even near-vertical rays to bend to-
wards the horizontal and to propagate in a multiple garland parallel to the 
earth’s surface. In pathological cases this process can lead to the vanishing 
of reflections or to reducing the observation window almost to zero-offset. 

Multiple reflections 

If a near surface interface shows a strong contrast in seismic impedance it 
creates multiply reflected arrivals travelling back and forth between the 
earth’s surface and the interface. Corresponding reflection coefficients of 
30% and more can be found at the groundwater table or at soft-to-hard 
rock interfaces. Multiple reflections can efficiently cover primary reflec-
tions from deeper levels and are often hard to overcome by applying digi-
tal filters. 

2.3.7 Structural resolution of seismic reflection measurements

The Fresnel zone concept outlined in Sect. 2.2.8.can be applied to reflected 
waves, too, if respective differences in the ray paths of refractions and re-
flections are considered. In analogy to the refraction case, it can be stated 
that reflected signals from different interface segments can be observed 
separately from each other if the minimum distance between these seg-
ments corresponds to the radius of one Fresnel zone (see Sheriff and Gel-
dart, 1995, and Hagedoorn and Diephuis, 2001, for a detailed treatment). 
Here, the Fresnel zone is defined as the envelope of all possible ray paths 
between source, interface and back to the geophone along which the travel 
time is delayed by half a signal period or less compared to the zero-offset 
reflection. Two cases have to be distinguished: the lateral resolution of 
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structure along one interface and the interference of signals from two fol-
low-up interfaces (Fig. 2.34). 

Fig. 2.34. a) Tuning effect: interference of reflections from top and bottom of a 
thin layer, b) Fresnel volume of a reflected ray as a measure of structural resolu-
tion of seismic reflection sections 

Lateral resolution 

On a plane interface the radius of the Fresnel zone rF
refl of a reflected wave 

can be expressed by: 
2/12/12refl

F ]tT[)2/v(]4/TtT[)2/v(r (2.48)

where T is the signal period and v and t are the average propagation veloc-
ity and two-way travel time. The equation applies to both zero- and non-
zero offsets. The approximation on the right hand side of Eq. 2.48 requires 
that the signal period is much shorter than the travel time (t>>T/4) which 
should be usually the case even in near surface prospecting. A comparison 
with Eq. 2.31a shows that the Fresnel zone of a zero-offset reflection rF

refl

 v·[T t0/4]1/2 is smaller by a factor of 0.7 than the Fresnel zone of the cor-
responding refraction rF

refr  v·[T t0/2]1/2.
The radius of the reflection Fresnel zone can be reduced if a migration 

algorithm is applied to the CMP-stacked time section. The decrease of the 
lateral extent of the Fresnel volume during migration can be understood if 
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seismic migration is regarded as a computational shift of the seismic ac-
quisition plane from the earth’s surface to the depth level of the reflecting 
interface (see e.g. Yilmaz, 2001). The theoretical minimum to which the 
radius of the Fresnel zone can be reduced is v·T/4 corresponding to a quar-
ter wavelength. 

Vertical resolution 

“Vertical resolution” can be regarded as the ability to separate the images 
of two interfaces found at subsequent depth levels or two-way reflection 
times, respectively. The Fresnel volume concept suggests that the deeper 
interface can be imaged clearly if it is placed outside the Fresnel volume of 
the upper reflection. In prolongation of the zero-offset ray the upper Fres-
nel zone extents into the lower layer by a quarter wavelength 2/4=v2·T/4 
where v2, 2 are seismic velocity and wave length of the lower layer and T 
is the signal period. On the basis of this argument it is generally accepted 
that a geological structure can be resolved if its thickness exceeds /4. Lat-
eral structural variations of a layer packet can often be recognized even if 
the layer thickness falls below /4 but it is more difficult to quantify. If a 
layer thins out amplitude tuning effects can occur leading to lateral in-
crease or decrease of the interference amplitude from which the actual 
thickness can be reconstructed under favourable conditions (Fig. 2.34).  

2.4 Further reading

Further information on the role of seismics in hydro-geological prospect-
ing and, more generally, environmental applications can be found, for ex-
ample, in the following review articles and monographs: Rubin and Hub-
bard (2005), Steeples (2005), Knödel et al. (1997), Kirsch and Rabbel 
(1997).  
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3 Geoelectrical methods 

Geoelectrical methods are applied to map the resistivity structure of the 
underground. Rock resistivity is of special interest for hydrogeological 
purposes: it allows, e.g., to discriminate between fresh water and salt wa-
ter, between soft-rock sandy aquifers and clayey material, between hard-
rock porous/fractured aquifers and low-permeable claystones and marl-
stones, and between water-bearing fractured rock and its solid host rock. 
These applications are discussed in Chaps. 12 – 17. In this chapter, the ba-
sic principles, the field techniques, and the data evaluation and interpreta-
tion procedures of resistivity measurements are shown. 

3.1 Basic principles 

Kord Ernstson, Reinhard Kirsch 

Resistivity of the ground is measured by injected currents and the resulting 
potental differences at the surface. The general field layout is sketched in 
Fig. 3.1. Two pairs of electrodes are required: electrodes A and B are used 
for current injections, while electrodes M and N are for potential differ-
ence measurements.  

For a homogeneous ground and an arbitrary electrode arrangement (Fig. 
3.1A) the resistivity  (unit: Ohm*meter, m) as the relevant petrophysi-
cal parameter can be calculated from the current I and the potential differ-
ence U by 

I
UKA

(3.1)

K is called geometric factor (unit: meter) and can be calculated from the 
electrode spacing by 

BN
1

AN
1

BM
1

AM
1

2
1K

(3.2)

Current flow-lines and equipotentials for a homogeneous underground are 
sketched in Fig. 3.2.
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Fig. 3.1. Electrode arrangement for apparent resistivity measurements, A: homo-
geneous ground, B: layered ground, C: 2D resistivity distribution in the ground, D: 
3D resistivity distribution in the ground  

Fig 3.2. Current flow lines and equipotentials in a homogeneous ground 
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A homogeneous ground is in general not verified with real geological 
conditions, which leads to the basic concept of apparent resistivity for-
mally measured by  

I
UKA

over inhomogeneous ground (Figs. 3.1B – 3.1D). From Figs. 3.1B –3.1D it 
is obvious that the resistivities and the shapes of the different geological 
units contribute to A. Different from the homogeneous ground (Fig. 3.1A) 
and the true resistivity , the apparent resistivity A depends also on the lo-
cation of the electrodes with respect to the geological units. Resistivity 
soundings are done by selecting an appropriate electrode configuration 
(see, e.g., Figs. 3.1B – 3.1D), by systematically changing and/or moving 
its configuration, and by sampling the related apparent resistivities A.
This data set is computer-processed with the aim to get the underground 
true resistivity distribution, which has to be interpreted in terms of geo-
logical structures. 

In general, a distinction is made whether one has to do with a horizon-
tally layered earth (commonly in sedimentary rocks), with elongated, so-
called two-dimensional geological structures (e.g., dikes, fracture zones), 
or with arbitrarily shaped structures (e.g., lenses, karst caves). Accord-
ingly, the terms 1D (vertical electrical sounding, VES), 2D (electrical im-
aging) and 3D (electrical mapping, horizontal electrical sounding, HES, 
resistivity tomography) geoelectrics are frequently used. 

3.2 Vertical electrical soundings (VES) 

Vertical (1D) electrical soundings are applied to a horizontally or ap-
proximately horizontally layered earth. Geological targets may be, e.g., 
sedimentary rocks of different lithologies, layered aquifers of different 
properties, sedimentary rocks overlying igneous rocks, or the weathering 
zone of igneous rocks. In the most favorable case, the number of layers, 
their thicknesses and resistivities are the outcome of a VES survey. 

The basic idea of resolving the vertical resistivity layering is to stepwise 
increase the current-injecting electrodes AB spacing, which leads to an in-
creasing penetration of the current lines and in this way to an increasing in-
fluence of the deep-seated layers on the apparent resistivity A (Fig. 3.3). 
The step-wise measured apparent resistivities are plotted against the cur-
rent electrode spacing in a log/log scale and interpolated to a continuous  
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Fig. 3.3. Apparent resistivity measurements with increased current electrode spac-
ing leading to increased penetration depths of the injected current. Results are 
compiled in the sounding curve 

curve. This plot is called sounding curve, that is the base of all data inver-
sion to obtain the resistivity/depth structure of the ground. 

In general, linear electrode configurations are used for resistivity meas-
urements. Common configurations are the Schlumberger, Wenner, and Di-
pole-Dipole spreads (Fig 3.4). Because of practical and methodical advan-
tages, vertical electrical soundings mostly use the symmetrical 
Schlumberger configuration where the voltage electrodes M, N are closely 
spaced and fixed to the center of the array and the current electrodes A, B 
move outwards. The geometrical factor is 

2

ERSCHLUMBERG 2
AB

MN
K

(3.3)

Frequently, the Half-Schlumberger (or pole-dipole) configuration (Fig. 
3.4) proves advantageous when topographic conditions prevent a full 
Schlumberger spread. Theoretically, in the pole-dipole array the current 
electrode B is placed to infinity with zero contribution to the potential 
electrodes. Then, the geometrical factor is 
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(3.4)
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Fig. 3.4. Electrode configurations: Schlumberger, Half-Schlumberger, Wenner, 
and dipole-dipole spread 

In a Wenner configuration VES, all four electrodes have to be moved on 
increasing the spread. The electrode spacing AM = MN = NB = a remain 
identical, and the geometrical factor is thus computed to be 

a2KWENNER (3.5)

In the dipole-dipole configurations (Fig. 3.5), electrodes A, B and M, N 
are in each case closely spaced to form a current dipole and a potential di-
pole. A VES is in general done by the current dipole fixed to the ground 
and moving potential dipole. The apparent resistivity is plotted in a log/log 
scale as a function of dipole separation R. In principle, the dipoles may 
have arbitrary azimuthal orientation, but the radial and equatorial arrays 
are most common. The geometric factor must be calculated from Eq. (3.2). 
Although in the dipole arrays the current electrodes remain fixed, a depth 
penetration is likewise achieved: As can be seen from Fig. 3.2, on increas-
ing separation, the potential dipole will increasingly be influenced by 
equipotential lines of larger depth extent. 
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3.2.1 Field equipment 

Although in principle resistivity measurements are simple and reduced to 
current, voltage and electrode-spacing records, highly sophisticated elec-
tronics withstanding hard field conditions is required. Although VES and 
its theoretical background are based on direct current propagation, alternat-
ing rectangular DC pulses or even low-frequency AC are used. Depth of 
investigation and surface resistivity conditions are important for selecting 
an appropriate instrumentation. A broad range including equipments of 
very high power as well as small, hand-held instruments are available on 
the market. Increasingly, VES are performed in connection with or as part 
of Induced Polarization (IP) which is addressed also by instrument manu-
facturers. Most versatile are geoelectric equipments allowing the complete 
frequency spectrum to be applied to resistivity and IP soundings (Chap. 4). 
Standard of modern resistivity instrumentation is signal stacking as well as 
analogue-digital conversion of data and their storage in a memory. 

Field equipment is completed by cable wheels and electrodes for current 
injection and voltage record. Good insulation of the cables to prevent leak-
age and to survive in rugged terrain is required. Stainless steel rods are 
normally used for the current electrodes and may be appropriate also for 
the potential electrodes if AC is applied. For highly accurate DC or DC 
pulse measurements, unpolarizable electrodes as used in self-potential sur-
veys are strongly recommended.  

3.2.2 Field measurements 

Planning of resistivity measurements for solving a hydrogeological prob-
lem requires both the so far known geological setting and the terrain condi-
tions. An assessment of the required length of electrode spreads can be 
made by model calculations (next section), if some information about the 
resistivity/depth structure exist. AB ~ 5*DI (DI = depth of investigation) 
for Wenner and Schlumberger arrays and 2R ~ 5*DI for dipole-dipole ar-
rays is a rough estimate. Basically, a resistivity survey comprises a set of 
depth soundings which depending on field conditions and the survey prob-
lem may be arranged on profiles or in a grid. The distance between sound-
ing locations also depends on the survey problem and should be chosen in 
the range of some ten meters rather than in the range of some hundred me-
ters.

To avoid topographic effects affecting the sounding curve, the direction 
of the electrode spread should be chosen to enable a more or less horizon-
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tal electrode line. Therefore, in hilly or generally difficult terrain, a 
Schlumberger half spread (pole-dipole array) may be preferable.  

Interpretation of sounding curves is done under the assumption of hori-
zontal layering. For dipping layers, the direction of the electrode spread 
should follow the general strike to minimize disturbing effects.

In a VES, the increasing spacing AB/2 (Schlumberger), a (Wenner) and 
R (dipole) should be chosen as equidistant in a logarithmic scale and there-
fore also in the field. Correspondingly, in the range from 1 m to 10 m there 
are as many apparent resistivity measurements (preferably not less than 
10) as in the range from 10 m to 100 m. 

Increasing AB/2 leads to rapidly reduced potential difference to be 
measured at electrodes M,N. This can be compensated by increased volt-
age for current injection or increased number of signal stacks. If necessary, 
MN distance can also be increased to get a better signal. When MN is in-
creased, e.g., from 1 m to 5 m, a static shift in the sounding curve due to 
near-surface resistivity inhomogeneities is frequently observed. This shift 
can be interpolated by overlapping measurements with both MN spacing 
(Fig. 3.5). 

Fig. 3.5. Static shift in a sounding curve due to increased spacing of electrodes M 
and N 

Sounding curves over horizontally layered ground are generally smooth. 
In case the operator observes strong scattering of the measured apparent 
resistivity values and even clear shifts along the sounding curve, strong 
deviations of the horizontal layering, man-made conductivity anomalies 
(power lines, pipes etc) or instrumental failure are evident. Geological 
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causes like traversing a fault in the course of the electrode spread may be 
responsible which can advantageously be used to establish the existence of 
tectonic structures. Nearby metallic power lines and pipes may considera-
bly disturb a VES not allowing a reliable processing of the data. In the case 
of a suspected metallic pipe, a short profile with a VLF receiver will rap-
idly locate it. Instrumental causes for bad data sampling may be current 
leakage from electrode cables, electromagnetic coupling between current 
and potential cable layouts, electromagnetic coupling with the ground, and 
simply a faulty resistivity meter. Strong electromagnetic coupling may oc-
cur even at very low frequencies in an AC equipment, which requires a 
very careful cable layout. And on suspicion of a defective instrument, a 
VES at a test site may be advisable. Electric noise from industry and 
power lines may be overcome by sufficient signal stacking, but in unfavor-
able cases it may prevent any survey. 

3.2.3 Sounding curve processing 

For a horizontally layered earth model with defined resistivities and thick-
nesses of the layers, apparent resistivity as a function of electrode AB 
spacing can be calculated. The theoretical background is discussed in de-
tail by Mundry and Dennert (1980). In practice, the reverse process has to 
be done: to deduce the number of layers, their resistivities and thicknesses 
from a measured sounding curve. Different from theory, the solution is not 
unambiguous within the frame of data scattering. 

Basically, the inversion proceeds from the comparison of the measured 
sounding curve with calculated sounding curves for given model layering. 
Originally, formalized master curves and graphic procedures were used. 
Now, a variety of PC-based programs is available, which allow a rapid 
computation for an arbitrary number of layers. Purely automatic inversion 
programs without any assumptions of the layering exist as well as pro-
grams that require the handling of the interpreter. In the latter case, a start-
ing model is defined incorporating known geological parameters (e.g., 
standard thicknesses of stratigraphical units, depth to the groundwater ta-
ble), available borehole data, or the results of other geophysical measure-
ments. Based on the starting model, the computer conducts an iteration 
process by trying to adjust the theoretical model and its sounding curve to 
the measured curve, which can be controlled on the computer's monitor. 
The convergence may interactively be speeded up by, e.g., introducing ad-
ditional layers. A "best fit" (Fig. 3.6) to stop the iteration may be defined 
by the computer calculating a root mean square (RMS) error or, preferen-
tially, by the interpreter. In both cases, the interpreter should be aware that 
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the obtained solution is only one out of a couple of physically equivalent 
models and that he has to consider the complete range of equivalence with 
respect to geological reliability. Equivalence of physical solutions is a ba-
sic principle in geophysics, and especially with vertical electrical sound-
ings, the principle may turn out to be a problem, which is discussed in the 
following section.

Fig. 3.6. Modeling of a sounding curve: measured apparent resistivities (dots), 
best fit layer model (tabulated and as a graph in the logarithmic diagram) and re-
lated model curve (full line) are shown. For theoretical reasons the thickness of the 
lowermost layer is always assumed to be infinite 

For the planning of field surveys, the interpretation programs can be 
used to calculate sounding curves for interpreter-defined underground 
models. If an assumption on the expected resistivity conditions in the pro-
ject area can be made, this forward calculation of sounding curves allows 
an assessment of the length of electrode spread required to get information 
about the target horizon, or, for thinner horizons, can show if they are 
really resolved in the sounding curve. 

3.2.4 Ambiguities of sounding curve interpretation

In VES, sounding curve modeling and interpretation is inextricably linked 
with the principle of equivalence The principle expresses that a measured 
sounding curve is basically related with many physically equivalent mod-
els that may differ considerably.  
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A simple example is shown in Fig. 3.7. The sounding curve matches 
two four-layer models with alternating high and low resistivities. It is evi-
dent that for the second, high-resistivity layer a doubling of the resistivity 
corresponds approximately with a halving of the thickness. For the third, 
low-resistivity layer, a halving of the resistivity can be compensated by 
halving of the thickness. According to this rule of equivalence, the maxi-
mum of a sounding curve can be modeled by the product of T = m*  only  
and the minimum of a sounding curve by the ratio S = m/  only. T (unit 
ohm*m²) and S (unit S or mho) are termed transverse resistance and longi-
tudinal conductivity, respectively. Consequently, the thickness of a layer 
cannot unambiguously be determined from VES without knowing its resis-
tivity, and vice versa. Accordingly, the top of the 600 m-layer (say the 
top of an aquifer) in the example of Fig. 3.7 may exist at depths of 31 m 
(model I) or 17 m (model II) depending on the resistivities of the overlying 
layers. 

Fig. 3.7. Equivalence in VES (see text)  
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Fig. 3.8. Equivalence of a five-layer and a ten-layer underground 

Equivalence is not restricted to this easily understandable situation. The 
sounding curve in Fig. 3.8 can be modeled by a five-layer as well as by a 
ten-layer earth without, from the physical point of view, any preference.

From Fig. 3.8, another important property of vertical electrical sounding 
curves is evident. By all appearances, only the minimum number of layers 
can be deduced implying that thin layers are preferentially suppressed. As 
shown by the logarithmic scale of Fig. 3.8, this effect rapidly increases 
with increasing sounding depth. For the five-layer case, the comparable 
amplitudes of both sounding curve maxima are attributed to a thickness of 
2 m (layer 2) at one meter depth but to about 25 m (layer 4) at about 14 m 
depth. A rule of thumb indicates that a layer becomes clearly visible in a 
sounding curve if its thickness is comparable to its depth of deposition. 
The decreasing resolution with increasing depth is a basic drawback of the 
VES method since at the same time the problem of macroanisotropy as a 
special case of equivalence increases. 

Electrical anisotropy describes the effect that generally the resistivity of 
rocks is smaller parallel to bedding or schistosity compared with the resis-
tivity transverse to these textures. Correspondingly, a longitudinal resistiv-
ity L and a transverse resistivity T are defined. For electrical soundings, 
current flow-lines are curved, so that transverse as well as longitudinal re-
sistivities are encountered. From theory, modeling of an anisotropic bed 
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(layer i) with thickness hi in a sounding curve supplies a substitute resistiv-
ity *i and substitute thickness h*

i:

LTi
(3.6)

L

T
ii hh

(3.7)

While for the substitute resistivity L < *i< T  , the substitute thickness  
h*i  is larger than the true thickness hi by a multiplier of =( T/ L)1/2  be-
ing the coefficient of anisotropy (Fig. 3.9). 

Fig. 3.9. Electrical anisotropy on different scales: a macroanisotropic resistivity 
section with average transverse and longitudinal resistivities T and L (left) and a 
single microanisotropic layer with transverse and longitudinal resistivities T and 

L (right). Interpretation of the sounding curve leads to higher thickness of the mi-
croanisotropic layer (h3

*) than in reality 

Geoelectric anisotropy is a matter of scale and of the resolution of a ver-
tical resistivity section. While graphite, a slate or a lake sediment may be 
termed microanisotropic, a sequence of well-defined electrically isotropic 
beds can behave macroanisotropic if they are not resolved in a geoelectric 
sounding curve (see, e.g., the ten-layer case in Fig. 3.8).  
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For a macroanisotropic section, average longitudinal and average trans-
verse resistivities can be calculated from the parameters of the single beds 
(Fig. 3.9): 

iiiL /h/h (3.8)

iiiT h/h (3.9)

Substitute resistivity and thickness as well as coefficient of anisotropy are 
the same as for microanisotropic behavior (3.6, 3.7). 

Equivalence between true resistivity sections and sections with substi-
tute layers due to anisotropy may cause serious modeling and interpreta-
tion errors if the anisotropy (both macro and micro) is not recognized. As 
can be calculated from Eqs. 3.6 - 3.9, intermittently occurring high- and 
low-resistivity beds may lead to large coefficients of anisotropy and, corre-
spondingly, to large errors in modeled thicknesses.

Anisotropy also leads to discrepancies between results of vertical elec-
trical soundings and electromagnetic induction measurements (horizontal 
current flow-lines). Comparing VES date with data from resistivity bore-
hole logging (mostly horizontal flow lines), anisotropy must also be taken 
into consideration. 

3.2.5 Geological and hydrogeological interpretation 

The discussion of the principle of equivalence shows that singular depth 
soundings are in general little meaningful. Likewise, the sometimes used 
term "electrical drilling" should basically be avoided, because VES is not 
intended to and cannot replace boreholes but is methodically a different 
complex. VES interpretation comprises the more or less synchronous han-
dling of measured sounding curves in the survey area and their modeling 
results. Continuity of layers in the area should be checked as well as the 
reality of obvious breaks in the geologic layering.  

With regard to equivalence, reinterpretation of some soundings can be 
necessary, and additional field measurements may be helpful. In areas of 
young Cenozoic unconsolidated deposits (molasse, glacial sediments) with 
rapidly changing thicknesses (Fig. 3.10A), data of a key borehole may be 
required to fix modeling parameters and thus to get absolute depths inde-
pendent of equivalence. In hard sedimentary rocks where stratigraphic 
standard thicknesses and rock resistivities are frequently well known and 
constant over large areas, VES modeling and interpretation may be easier 
leading to a detailed knowledge of the tectonics in many cases (Fig. 
3.10B). As the final result, a resistivity model of the project area which is 
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geologically and hydrogeologically reasonable and without discrepancies 
with drilling or other geophysical results should be obtained. 

Fig. 3.10. Resistivity depth profiles from vertical electrical soundings. A:  Quater-
nary sandy aquifer partly covered with till, B: tectonic graben as a fractured and 
partially karstified limestone  

3.3 Resistivity mapping 

Targets of resistivity mapping (or profiling) are near surface resistivity 
anomalies, caused by, e.g., fracture zones, cavities or waste deposits. Any 
common electrode configuration (e.g., Wenner or Dipole-Dipole) can be 
used for mapping purposes. In general, the chosen four-point configuration 
is kept constant and moved along profiles, while apparent resistivity is re-
corded (Fig. 3.11). Prior to the field works, optimum electrode spacing of 
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the configuration can be determined by model calculations, if assumptions 
on resistivity and depth of the target and on resistivity of the surrounding 
material are possible. 

I U

apparent resistivity

distance

Fig. 3.11. Resistivity mapping with a dipole-dipole configuration 

Another common array is the gradient array (Fig. 3.12). Here electrodes A 
and B are fixed and only electrodes M and N are moved, and a rectangular 
area between the electrodes is mapped. The apparent resistivities are calcu-
lated from (3.1, 3.2) and plotted as a map of isoohms (Fig. 3.13). Instead 
of point electrodes line electrodes may be used for current injection (e.g. 
grounded cables or a number of lined-up connected steel rods). 

Although the mapping response of an arbitrary resistivity distribution 
can be calculated, interpretation is in general done qualitatively by locating 
structures of interest and outlining their extension and strike. Nevertheless, 
a study of resistivity mapping model curves (see, e.g., Keller & 
Frischknecht 1970, Schulz 1985) may be very useful to learn that even 
simple geometries may produce complex apparent-resistivity profiles and 
that anomalies may be quite different when measured with different elec-
trode configurations.
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Fig. 3.12. Gradient array for resistivity mapping
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Fig. 3.13. Apparent resistivities over fracture zones in limestone mapped by gradi-
ent array

3.3.1 Square array configuration 

The square array configuration is especially designed for the mapping of 
resistivity anisotropy, caused by e.g. fracture zones. Fracture zones may 
behave electrically anisotropic, because the resistivity parallel to strike is 
in general lower than perpendicular. The electrodes are arranged to form a 
square (Fig. 3.14) whose side length is a, and the apparent resistivity as-
signed to the midpoint is computed from 

I
UKA

(3.10)

with the geometric factor of the square array defined by 

22
a2K (3.11)

At each location, the square is rotated by 45°, and four apparent resistiv-
ity values A1 ... A4 are measured (Fig. 3.14). They depend on the resistiv-
ity anisotropy and on the strike of the fracture zone which can be deduced 
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graphically or analytically (Lane et al. 1995, Habberjam 1975). Using ani-
sotropy as defined by Habberjam (1975), secondary porosity (porosity of 
the fractures) can also be estimated from the measured apparent resistivi-
ties (Taylor 1984). 

Fig. 3.14. Field layout of square array configuration 

For mapping purposes, square arrays are positioned to form a continu-
ous row (Fig. 3.15). Side length a of the squares depends on the penetra-
tion required, a typical value is a=5m. 

Fig. 3.15. Square array mapping 
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For the assessment of secondary porosity the following quantities are 
calculated from the measured apparent resistivities: 

2/12/1
2A4A1A3A )2(2)2/(2/3A (3.12)

2/12/1
4A2A3A1A )2(2)2/(2/3B

2/12/1
3A1A2A4A )2(2)2/(2/3C

2/12/1
1A3A4A2A )2(2)2/(2/3D

2222 DCBAT

2/1222222 )CD()BA(2S

2/1)ST/()ST(N

Secondary porosity  can then be calculated after

)(CN
)1N)(1N(1041.3

minmax
2

24 (3.13)

with:  C conductivity of groundwater (microsiemens/cm) 
max, min maximum and minimum apparent resistivity. 

However, it should be kept in mind that only a rough estimate of frac-
ture pore space can be obtained. Fracture fillings of clay or clay/water can 
lead to incorrect results. 

3.3.2 Mobile electrode arrays 

Mobile electrode arrays are useful for mapping of large areas, and in some 
circumstances they may be an alternative to electromagnetic soundings 
with moving transmitter - moving receiver arrays. A number of ingenious 
instruments has been developed, e.g., with electrodes mounted on wheels 
or pushed into the ground pneumatically. Two instrumentations especially 
designed for groundwater exploration and brownfield mappings are pre-
sented here: the pulled array by the Hydrogeophysics Group, University of 
Aarhus, and the OhmMapper by Geometrics Inc.
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Pulled array configurations 

To cover large areas with spatially dense measurements, a towed electrode 
array was developed by Hydrogeophysics Group, Aarhus University. 
Originally designed for resistivity mapping (pulled array continuous elec-
trical profiling, PACEP) in Wenner configuration with electrode spacing 
of 10m, 20m, and 30m, the electrode array has been extended to allow re-
sistivity soundings with 8 electrode spacing ranging from 2m to 30m in 
Wenner and dipole-dipole configuration (pulled array continuous electrical 
sounding, PACES). Electrodes are steel cylinders coupled by weight to the 
ground.

Measurements are typically made at 1m intervals along the survey lines, 
with the distance between lines being 50-300m. With the PACEP method, 
two people can complete 10 to 15km of profile in one day. 

Fig. 3.16. PACES electrode configuration, activated electrodes for Wenner meas-
urements are in black  

OhmMapper 

OhmMapper is also a towed instrument, but without galvanic ground cou-
pling. The basic principle is shown in Fig. 3.17. Two conducting plates on 
the ground are electrically charged like a capacitor by AC current. In the 
ground, the opposite charge occur leading to balancing currents. As in 
classical resistivity methods, the resulting potential difference is measured. 
For practical use, the capacitors for energizing the ground are replaced by 
electrified cables acting as transmitter dipole. The instrument is operated in 
dipole-dipole configuration, penetration depth depends on dipole spacing. 
Instrument frequency is 16.5 Hz. 
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Fig. 3.17. Basic principle of capacitively coupled OhmMapper system 

3.3.3 Mise-à-la-masse method 

The mise-à-la-masse method originally used as a geophysical technique in 
mining only, has enjoyed some revival in environmental geophysics and 
hydrogeology. It is a kind of cross between resistivity and self-potential 
measurements. The technique uses a four-point electrode configuration as 
shown in Fig. 3.18. One current electrode (B) and one potential electrode 
(N) are (theoretically) set to infinity, and the potential electrode M serves 
to measure the potential field related with the current that is injected at 
electrode A. In an electrically homogeneous ground, the equipotentials are 
hemispherical (Fig. 3.18A). If, however, a buried conductive body is con-
tacted by the current electrode A (Fig. 3.18B), then the potential distribu-
tion at the surface will reflect the shape of the body and its spatial position 
which is the objective of a mise-à-la-masse survey.  

Different from other geophysical methods, the target must be known at 
one point at least in order to contact it, e.g.,  by a borehole. While in min-
ing the electrically charged body is an ore body, groundwater is normally 
mise-à-la-masse-contacted for hydrogeological and environmental geo-
physical purposes. Mise-à-la-masse is used to track groundwater flow 
paths, to evaluate contaminant plumes near waste disposal sites, and to de-
lineate the migration of conductive tracers (Nimmer & Osiensky 2002). 
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Fig. 3.18. Principle of the mise-à-la-masse method 

3.4 Self- potential measurements 

Self-potential (or spontaneous potential, SP) measurements belong to the 
earliest methods used in applied geophysics. Originally applied in mining 
to ore body exploration, SP became a standard tool with borehole logging 
and is now of increasing interest in environmental geophysics, geothermal 
application, and hydrogeology. 

Self potentials describe natural electrical direct currents originating from 
various electrochemical, electrophysical, and bioelectrical processes in the 
ground. Reduction and oxidation processes above and below the ground-
water table define mineralization potentials of some 100 millivolts related 
with highly conductive ore bodies or graphite deposits. Electrochemical 
potentials in the order of ten millivolts result from ion flow in connection 
with variable electrolytic concentrations of the ground water and with clay 
mineral membrane effects. Heat flow may produce SP anomalies, and hy-
drogeologically most relevant are streaming (or electrokinetic or filtration) 
potentials from ground-water flow in porous rocks.  

3.4.1 Basic principles of streaming potential measurements 

In porous rocks, the contact between rock matrix and pore fluid is charac-
terized by an electric double layer (Helmholtz double layer). Electrically 
charged, this double layer usually fixes pore fluid anions while cations re-
main mobile. On water flow, the cations are transported, synonymous with 
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an electric current and the setting-up of a positive potential in the direction 
of the flow. 

For a capillary, the amplitude EK of the streaming potential is given by 

4
PEK

(3.14)

where is the potential of the double layer (zeta potential), and , , µ 
are the resistivity, dielectric constant and dynamic viscosity of the pore 
fluid. P is the hydraulic pressure drop across the capillary which may be 
replaced by hydraulic conductivity and flow velocity. Experience shows 
that streaming potentials can reach amplitudes of the order of several 100 
millivolts.

Although the relation of (3.14) has widely been confirmed experimen-
tally (e.g., Bogoslowsky & Ogilvy 1972, Maineult et al. 2004), it is of only 
limited importance for quantitative considerations, because the zeta poten-
tial of rocks is a poorly defined property and water movements in rocks are 
far from being like in simple capillaries. However, the similarity between 
electrokinetic and hydraulic potentials is the base of many attempts to de-
scribe hydraulic conditions from self-potentials (e.g., Rizzo et al. 2004), 
and the dependence of EK of resistivity and hydraulic conductivity has ini-
tiated SP measurements also for the study of groundwater contamination 
(e.g., Buselli & Lu 2001, Baker & Cull 2004, Vichabian et al. 1999). 

3.4.2 Field procedures 

Technically, the measurement of self-potentials is simple. The voltage be-
tween two unpolarizable electrodes, a fixed base station and a moving 
probe, is measured by a high-impedance voltmeter and a cable layout as 
shown in Fig. 3.19A. SP stations are arranged in a grid or - in the case of 
two-dimensional geologic structures - on profiles perpendicular to the 
strike. Station spacing depend on the project conditions and may be of the 
order of meters or tens of meters. In large survey areas, a gradient layout 
may preferentially be used (Fig. 3.19B). Modern equipments use multi-
channel digital voltmeters or large PC-controlled electrode arrays which 
allow also a monitoring of SP fields. 
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Fig. 3.19. Self-potential field layouts: Fixed base - moving electrode method (A) 
and gradient method (B). Because of the lack of absolute potential values on the 
earth's surface the potential of the base station may arbitrarily be set to zero  

Despite the simple measuring technique, SP noise sources like telluric 
currents, industrial currents, electric railway systems, electrode drifts, and 
inhomogeneous soils may considerably affect a survey making reliable 
data acquisition a difficult task (Corvin 1990). High-amplitude bioelectric 
potentials from vegetation can seriously overprint the geologic SP signa-
ture, and time variations of SP fields are a matter of further complexity 
(Ernstson and Scherer 1986). 

3.4.3 Data processing and interpretation 

Self-potential data are plotted on profiles (Fig. 3.20) or in the form of iso-
potentials (Fig. 3.21). As with other geophysical potential field measure-
ments (e.g., gravity and geomagnetic surveys), SP data may be processed 
by filtering and computing of gradient fields. 
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Fig. 3.20. Profile of self-potential anomalies across a fault 

SP interpretation is mostly done qualitatively with the aim to, e.g., de-
lineate ground-water flow and to locate zones of ground-water infiltration 
and ascent. Computer programs for the modeling of SP anomalies over 
causative bodies of simple shape are available which allow to estimate 
depth, strike and dip of the source of SP anomalies. New approaches use 
mathematical methodologies to directly relate SP signals with hydraulic 
conductivity distribution in the ground (Rizzo et al. 2004) and with the 
contours of the ground-water table (Birch 1998, Revil et al. 2003). 
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Fig. 3.21. Self-potential anomalies around a well (w) during a pumping test
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3.5 2D measurements 

Markus Janik, Heinrich Krummel 

Sounding and profiling can be combined in a single process (2D resistivity 
imaging) to investigate complicated geological structures with lateral resis-
tivity changes. This combination provides detailed information both later-
ally and vertically along the profile. In the 2D case it is assumed that the 
resistivity of the ground varies only in the vertical and one horizontal di-
rection along the profile. There is no resistivity variation perpendicular to 
it (strike direction). 2D resistivity surveys (2D imaging) have played an in-
creasingly important role in the last few years. The advantages of 2D 
measurements are their high vertical and lateral resolution along the pro-
file, comparatively low cost due to computer-driven data acquisition, 
which means only a small field crew is needed (one operator and, depend-
ing on terrain roughness and profile lengths, one or two assistants). The 
following section describes briefly the field measurements, data processing 
and interpretation of this method, partly following Lange (1997). 

3.5.1 Field equipment 

The basic equipment for all dc resistivity measurements consists of a 
transmitter, receiver, the power supply, electrodes and cables. An addi-
tional switching unit is necessary for 2D and 3D measurements to activate 
the electrodes individually. 3D measurements will not be further discussed 
in this section. For some instruments a laptop is required for data acquisi-
tion, display and storage. Many different instruments have been developed 
for 2D measurements, usually multi-electrode systems, sometimes multi-
channel ones.

Stainless steel electrodes seem to be the best choice for the galvanic 
coupling of the electrodes with the ground, as they are durable and have 
fairly low self-potentials, when placed in the ground.  

Two types of operation are common for 2D resistivity measurements. 
The first one uses “passive” electrodes connected to a switching box via a 
cable containing 20 or more cores. The other type of operation uses “ac-
tive” electrodes: A cable containing only a few cores is connected to an 
addressable switch on each electrode. The switch is used to activate or de-
activate the electrode either for current injection or for voltage measure-
ments. Cross-talk between cores can influence data acquisition. The advan-
tage of the second type is that the cross-talk is reduced. Moreover, it is 
easier to increase the number of electrodes (up to 256 and more) and to use 
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basic electrode spacing of 10 m and more, even 50 m and 200 m have been 
applied. (Friedel 2000).  

3.5.2 Field measurements 

Before a survey is started, it is necessary to select the optimal kind of 
measurement. Such a decision is influenced by geology and topography in 
the study area, by the size of the area, and last but not least by economic 
considerations. For data processing and interpretation it is necessary to col-
lect all available information about drilling results, the local geology and 
hydro-geology as well as potential sources of cultural noise (metal pipes, 
power lines, industrial objects).  

The investigation depth of commonly used arrays is, as a rule of thumb, 
in the range of L/6 to L/4, where L is the spacing between the two outer 
active electrodes. The dipole-dipole array, which offers the best depth of 
investigation, has the disadvantage of a comparatively low signal/noise ra-
tio (for more details, see Friedel 2000). Therefore, to obtain good quality 
data, the electrode must be adequately coupled to the ground and the 
equipment must have a high sensitivity.  

It is fundamental to select the most appropriate electrode array for the 
given problem. Each array has advantages and disadvantages. Experience, 
confirmed by theoretical studies (e.g., Roy and Apparao 1971, Edwards 
1977, Barker 1989), suggests that the dipole-dipole array has the best reso-
lution with regard to the detection of single objects, and is the best choice 
for multi-electrode measurements. At regions with high electrical noise, 
other configurations like Schlumberger or Wenner arrays should be used, 
to increase the signal strength. 

Another factor which affects the results is topography (Fox et al., 1980). 
The terrain relief may have a strong influence on shaping the equipotential 
surfaces and, therefore, the K-factor has to be modified for the terrain ge-
ometry. 

Fig. 3.22 shows an example of the electrodes arrangement and meas-
urement sequence that can be used for a 2D electrical imaging survey, here 
for a Wenner electrode array. The electrodes should be positioned with 
equal spacing along the profile. A multi-core cable with equidistant “take-
outs” for connecting the electrodes is placed along the profile. It is impor-
tant that the electrodes make good contact to the ground. Data acquisition 
is begun after the cables are connected to the switching box and the elec-
trode contacts have been checked. The measurements are controlled by the 
microprocessor-driven resistivity meter or by a computer.  
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Fig. 3.22. Setup for a 2D resistivity measurement with a Wenner electrode array 

The electrodes are switched to take measurements of the ground resis-
tivity as shown in Fig. 3.22. Several depth levels may be entered by in-
creasing the electrode spacing. The apparent resistivities are plotted as a 
function of location along the profile and electrode separation. For the 
Wenner electrode array, the location on the profile is given by the center of 
the array, and the depth (“pseudodepth”) is given by the spacing of the cur-
rent electrodes. Pseudodepth and location depend on the used array geome-
try. The points in Fig. 3.22 mark the position of the measured data values 
within the pseudosection.

Normally, two cables are used for each measurement. The resistivity 
meter and the switching unit are connected in the middle of the cable lay-
out. When a profile is longer than the electrode layout, the profile can be 
measured using the two cables in a leap-frogging fashion. The first cable is 
placed at the end of the second one and a new measurement is made. This 
technique is also known as the roll-along method and can be used to meas-
ure the full length of the profile. Strong profile bends should be avoided. In 
rough terrain the elevation along the profile should be determined. 

3.5.3 Data Processing and Interpretation 

For many groundwater-related problems it is preferable to carry out 2D re-
sistivity measurements instead of 1D soundings and/or profiling. The aim 
of a geoelectrical survey at the Earth surface is to provide detailed infor-
mation about the lateral and vertical resistivity distribution in the ground. 
Unfortunately 3D measurements still are too time consuming and expen-
sive. As the principles applied are similar to those of computer tomogra-
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phy in medicine, such geoelectrical investigations are also called imped-
ance tomography or 2D resistivity imaging.  

The observed data of a 2D resistivity survey are displayed as a pseu-
dosection along the profile. Pseudosections provide an initial picture of the 
subsurface geology. In recent years, several computer programs have been 
developed to carry out such inversions (Barker 1992, Loke and Barker 
1996, Advanced Geosciences 2002). Depending on the algorithm used, the 
result is a smoothed layer model or a block model showing sharp layer 
boundaries.  

The commonly used 2D-model divides the subsurface into a number of 
rectangular blocks that will produce an apparent resistivity pseudosection 
that agrees with the actual measurements. The model used for inversion 
consists of a number of rectangular cells. The size of these cells is deter-
mined either automatically as a function of the electrode spacing, or manu-
ally by the user. In general, the size of the cells increases with increasing 
depth and towards the beginning and the end of a profile, due to decreasing 
sensitivities in these areas. The optimization method tries to reduce the dif-
ference between the calculated and measured apparent resistivity values by 
adjusting the resistivity of the model blocks. There are still problems with 
the determination of the confidence intervals and parameter limits of mod-
els for the 2D cases. In 2D inversion, ambiguity is influenced by several 
factors: the structure of the grid used to approximate the geological struc-
tures, limited data density, and errors in the data. As in the 1D inversion of 
vertical soundings it is advantageous if a priori information can be in-
cluded.

In spite of the various capabilities of different programs, the final as-
sessment of inversion results has to be done by the user, i.e., the geophysi-
cist. Due to the limited number of values and precision of the data, all re-
sults are ambiguous. This ambiguity of a 2D survey is fairly reduced 
compared to a 1D survey, and it can be further reduced by including all 
available information from bore holes and other geophysical surveys.  

The final result of a 2D resistivity survey is a cross-section of the calcu-
lated rock resistivities along the profile line. This cross-section should in-
clude the structural interpretation of the resistivity data (e.g., the bounda-
ries of fracture zones and caves). If the spacing between parallel profiles is 
not too large, horizontal resistivity sections for different depths can also be 
derived from the data.  
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3.5.4 Examples 

The following example describes the investigation of a dyke. The objective 
was to map a marl layer, which is the first low permeable layer and was 
used as the base of the dyke. Depth profile of this layer and sandy intru-
sions within the marl were targets of this measurement. 

Parameters of the dc resistivity survey example: 
Profile length:                 135 m 
Electrode spacing:         5 m 
Array configuration:           2D-Schlumberger 
Total number of stations:          28 
Personnel:              1 technician, 1 assistant 
Duration of the survey:           2½ hours 
Duration of data acquisition:         45 minutes 
Number of readings:         215 
Equipment:     Sting R1/IP multi-electrode resistivity meter 

   (Advanced Geosciences Inc.) 

The inversion procedure is demonstrated in Fig. 3.23. At the top the 
measured pseudosection is shown (part A of the figure). Depth values are 
calculated using the survey dimensions and the geometry factor. The scale 
shows the decreasing resolution of the survey with increasing depth. Cor-
rectly spoken, the array configuration is not pure Schlumberger, but a 
combination of Wenner and Schlumberger geometry. The inversion is 
done in that way, that for all model blocks resistivities (shown in part C) 
are adjusted to fit the measured pseudosection. To control this, the pseu-
dosection is calculated from the block model. Part B of the figure shows 
the calculated pseudosection of the adjusted model. As an optional final 
step, the resistivity values assigned to the model blocks are taken as point 
values at the center at each block and displayed as a colour or greyshaded 
contour image (part D of the figure). Here, the margins of the block model 
are clipped to the part of the model which is sufficiently covered by the 
data points. 
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Fig. 3.23. Procedure of 2D resistivity inversion.

The final result is shown in Fig. 3.24 as a contour map of the resistivity 
distribution. The maximum investigation depth is about 20 m. The result 
clearly indicates the depth of the marl layer and its undulating shape. The 
estimated depth of the marl layer was verified by drilling results. The two 
borehole locations are indicated in the profile. The resistivity map shows 
that the marl layer is continuous, sandy intrusions within the marl are not 
indicated in this profile section.  

Fig. 3.24. 2D resistivity inversion result of a Schlumberger pseudosection along a 
dyke. 
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Another example shows the mapping of a fracture zone within sand-
stone. Drilling results showed variations of depth to the groundwater table 
of up to 4 m within a distance of 100 m. One possible explanation was the 
existence of a fracture zone within the sandstone formation. The exact lo-
cation of the (geologically known) fracture zone had to be determined. The 
example shows the result of one resistivity profile close to the two drill 
sites.

Parameters of the dc resistivity survey example: 
Profile length:       275 m 
Electrode spacing:          5 m 
Array configuration:             2D-dipole-dipole 
Total number of stations:          56 
Personnel:              1 technician, 1 assistant 
Duration of the survey:               4 hours 
Duration of data acquisition:           2½ hours 
Number of data points:                    694 
Equipment:    Sting R1/IP multi-electrode resistivity meter 

(Advanced Geosciences Inc.) 

Fig. 3.25. 2D resistivity inversion result of a dipole-dipole pseudosection for the 
localisation of a fracture Zone in sandstone 

The inversion result is shown as a contour map of the resistivity distri-
bution in Fig. 3.25. The maximum investigation depth is about 50 m. The 
top of the sandstone layer is indicated by a grey line. Boxes show dark 
spots with low resistivity interpreted as clay lenses. The fracture zone is 
indicated by low resistivities between 80 m and 150 m. 
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4 Complex Conductivity Measurements  

Frank Börner 

4.1 Introduction 

Geohydraulic properties of aquifers and soils are of general interest for en-
vironmental and geotechnical applications. Aquifer and soil characterizing 
parameters are used for the modelling the water flow and the migration of 
hazardous substances. Compared to the application of conventional direct 
methods, non-invasive geophysical measurements have the potential to 
predict parameter distributions more realistically. Additionally, such mea-
surements are more cost-effective.  

Geoelectrical surveys have become an increasingly important tool in 
subsurface hydrogeological applications. The spatial distribution of elec-
trical parameters of the subsurface can provide valuable information for 
characterizing the heterogeneity of the groundwater and the soil zone. Ho-
wever, due to various petrophysical influences on electrical rock proper-
ties, the attempt to convert electrical conductivity variations to variations 
of geohydraulic parameters brings often ambiguous results. Geoelectrical 
measurements can contribute to, e.g., 
 the assessment of aquifer vulnerability and depth to watertable (Ka-

linsky et al. 1993, Kirsch 2000), 
 the determination of catchment areas and aquifer characteristics (hy-

draulic conductivity, sorption capacity, dominant flow regime, Mazac et 
al. 1985, Boerner et al. 1996, Kemna 2000, Weihnacht 2005), 

 the monitoring of water content and water movement (e.g. Daily et al. 
1992, Gruhne 1999, Berger et al. 2001, Berthold et al. 2004, Liu and 
Yeh 2004), 

 the monitoring of changes of water quality and mineral alteration con-
nected with active remedial measures on contaminated sites as well as 
with natural attenuation processes (Grissemann and Rammlmair 2000, 
Atekwana et al. 2004). 
The complex conductivity measurement is an innovative geoelectrical 

method which is sensitive to physico-chemical mineral-water-interaction at 
the grain surfaces. In comparison to conventional geoelectrics a complex 
electrical measurement can be provide besides conductivity also informa-
tion on the electrical capacity and the relaxation processes in the frequency 
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range below some kHz. At higher frequencies the electrical behaviour of 
rock is increasingly determined by physical interactions alone.  

Complex measurements can reduce the petrophysical ambiguity caused 
by the influence of textural and state properties. This advantage compen-
sates for the at times expensive and time-consuming measurements. 

In the context of the general topic the following section focuses on the 
utilizable petrophysical potential of complex conductivity measurements to 
provide non-invasively  
 geohydraulic parameters like the hydraulic conductivity or the sorption 

capacity, and  
 information to the state and distribution of contaminants in the pore 

space.
Complex conductivity as well as IP phenomena and measuring tech-

niques are reviewed by, e.g. Wait (1959), Sumner (1976), Klein et al. 
(1984) or Ward (1990). Olhoeft (1985) presented an overview of the prop-
erties and state conditions which influence complex conductivity spectra. 
The complex electrical properties of porous rocks were investigated by 
Buchheim and Irmer (1979), Vinegar and Waxman (1984) or Boerner 
(1992). The effect of elevated pressure on the broad band complex conduc-
tivity was discussed by Lockner and Byerlee (1985). Recently Slater and 
Lesmes (2002a), Klitsch (2004), Ulrich and Slater (2004) focused their re-
search on unconsolidated material as well as on the distributed geometry of 
rock texture and related relaxation phenomena. 

4.2 Complex conductivity and transfer function of water-
wet rocks 

The electrical transfer function of a defined rock volume can be character-
ized by the dependence of conductivity and dielectric permittivity on fre-
quency as well as on the thermodynamic state parameters like temperature, 
pressure and water content. Based on Maxwell´s equations of electrody-
namics, an effective current density J* is defined as the response of a time-
varying electrical field E. For a sinusoidal time dependence of E the proc-
ess is described by 

E)i(*J effeff (4.1)

where  is the angular frequency. The term in brackets is the electrical 
transfer function. The quantities that describe the effective electrical or di-
electrical properties are the electrical conductivity eff and the dielectric 
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permittivity eff . The transfer function in Eq. 4.1 can be formulated in 
terms of a complex conductivity * (Olhoeft 1985): 

)(i)(*i effeff (4.2)

A complex electrical measurement of rock material provides informa-
tion on ohmic and capacitive electrical processes and its frequency de-
pendence. This information can be used to characterize the rock texture 
and state. Complex conductivity or permittivity data for a broad frequency 
range were published e.g. by Lockner and Byerlee (1985), Dissado and 
Hill (1984), and Kulenkampff et al. (1993). 

There are already several basic formulae that describe the frequency de-
pendence of a more or less complicated material. The Debye-model de-
scribes a single relaxation process of polarized dipols in a nonpolar viscose 
medium. However, single relaxation processes are seldom observed in 
natural rock. The Cole-Cole-model (Cole and Cole, 1941), which consid-
ers a distribution of relaxation times, is a more realistic model for hetero-
geneous materials:

1
0

)i(1
* (4.3)

The exponent 1-  describes a symmetric distribution of relaxation ti-
mes. Kulenkampff (1994) developed a Cole-Cole-like power law model 
for the frequency range up to 1 MHz. It considers a low frequency limit of 
conductivity and a high frequency limit of dielectric permittivity: 

0
1

NO i/i1* (4.4)

A similar model was successfully used by Fechner et al. (2004) to ana-
lyze the frequency dependence of clay-limestone-mixtures.  

The so-called ‘constant phase angle response’ (CPA) has been identified 
in many spectra of systems with interface related electrochemical or bio-
logical processes (Jonscher 1981). The transfer function has a proportion-
ality according to 

1i* (4.5)

This behaviour has been attributed to the self-similar structure of inter-
nal rough surfaces. Liu (1985) could explain the CPA-behaviour at very 
low frequencies by using an equivalent circuit model with a hierarchical 
structure (Fig. 4.1). The CPA frequency exponent  predicts a dynamic 
scaling relationship between static capacitors and conductors. Pape et al. 
(1992) used a CPA-like-model to analyze IP decay curves measured in  
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Fig. 4.1. Self similar equivalent circuit of a rough model interface from Liu et al. 
(1986) 

the super deep KTB-borehole in northern Bavaria/ Germany. Its algorithm 
relates the CPA-exponent to the fractal ‘pigeon hole model’ of rock pore 
space (Pape et al. 1987). Recently Spangenberg (1996) used successfully 
the fractal concept to model other petrophysical properties and the interre-
lation between various properties. 

Jonscher (1981) analyzed a large number of spectra of different water-
wet materials and found that most of them can be explained with relatively 
simple power laws. He formulated an empirical law of universal relaxation 
that is characterized by the overlap of two ranges with different frequency 
exponents caused by different relaxation processes. On this basis Dissado 
and Hill (1984) developed the model of anomalous low frequency disper-
sion consisting of hierarchical clusters of relaxing elements. The exponents 
describe on the one hand the coupling of elements (e.g. charges) within the 
cluster and on the other hand the coupling between clusters (Kulenkampff, 
1994). Generally, the low frequency part is dominated by electrical con-
duction processes whereas the high frequency part is dominated by dielec-
trical polarization processes. Comparable with the model of anomalous 
low frequency dispersion by Dissado and Hill (1984) an empirical broad 
band model is used for an interpretation combining electrical and dielectri-
cal measurements that describes the low as well as the high frequency por-
tion by different power law frequency dependences (Kulenkampff et al 
1993, Boerner 2001). The result is the Combined Conductivity and Permit-
tivity Model (CCPM). It is in terms of complex conductivity: 
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i/i/i* n
NHF,ON

p1
NNF,ODC

(4.6)

where DC is the DC-conductivity, 0,NF the amplitude factor and p the 
frequency exponent of interface conductivity, 0,HF the amplitude factor 
and n the exponent of interface permittivity,  the high frequency dielec-
tric permittivity and N a normalizing angular frequency. All parameters 
used can be obtained from a broad band electrical and dielectrical meas-
urement. The CCPM takes into consideration the fact that the low fre-
quency constant phase angle behaviour changes to a Cole-Cole-behaviour 
for the conductivity at frequencies higher than 10 kHz. (Kulenkampff and 
Schopper 1988, Ruffet et al. 1991). Some experimentally measured broad 
band conductivity spectra are shown in Fig. 4.2. 

Fig. 4.2. Broad band Complex conductivity spectra of rocks. Dashed lines are fits 
with the CCPM (left: Kulenkampff et al. 1993, right: Boerner 2001) 

4.3 Quantitative interpretation of Complex conductivity 
measurements

4.3.1 Low Frequency conductivity model 

The capacitive behaviour of aquifer materials is caused by the accumula-
tion and diffusion of ions in a pore network with a distributed geometry 
and an electrochemical double layer at the mineral grain-water interface. 
The pore scale polarization is interpreted mainly by the processes of mem-
brane polarization and space charge polarization (Ward and Fraser 1967, 
Waxman and Smits 1968, Schön 1996).  
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The close relation between the observed polarization of water-wet rocks 
and the pore space structure is reflected in physical models e.g. from Mar-
shall and Madden (1959), Buchheim and Irmer (1979), Pape et al. (1992), 
Titov et al. (2002) or Klitsch (2003). 

A constant phase angle behaviour was identified by different authors for 
a varity of water-wet rock material, e.g. for dispersed copper ores (Van 
Voorhis et al. 1973), for shaly sands (Vinegar and Waxman 1984, Boerner 
1992), for sandstone and crystalline rock (Lockner and Byerlee 1985, Pape 
et al. 1991, Börner and Schön 1993) and for unconsolidated sand (Gruhne 
1999).  

Fig. 4.3. Frequency dependence of real and imaginary part of complex conductiv-
ity and fit according to cpa-model in Eq.4.7 

Aquifer materials like clean and shaly sandstones as well as unconsoli-
dated sand and silt generally show an almost identical power law depend-
ence of the real as well as the imaginary part on frequency as the main fea-
ture observed (see Fig. 4.3). Based on the constant phase angle behaviour 
(Jonscher 1981) the general dependence of complex conductivity * on 
frequency in the range from 10-3 to 102 Hz can be expressed by: 

p1
NO /i* (4.7)

where 0 is an amplitude factor,  the angular frequency (normalized at 
= 1 s-1 and (1-p) is an exponent describing the frequency dependence. The 
separation of a true DC-conduction DC component in the low frequency 
range according to Eq. 4.6 is impossible if exponent p>0,95. Generally this 
is true for high porous water saturated rocks with low interface conductiv-
ity. For this simple case O  in Eq. 4.7 is the sum of DC and the interface 
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conductivity  O,NF in Eq. 4.6. The advantages of such an uncomplicated 
transfer function model are 
 it has only two free parameters 0 and p, and  
 all parameters may be obtained from one single complex electrical 

measurement. 
Examples of measured cpa-spectra are shown in Figs. 4.3 and 4.4. 

Fig. 4.4. Comparison between field and lab data: resistivity and phase angle vs. 
frequency (Boerner et al. 1996, permission from Blackwell Publishing) 

The cpa-behaviour can be superimposed by phase maxima between 0.01 
and 10 Hz . Some authors relate this maxima to deviations from an ‘ideal’ 
fractal pore space structure, sized sands or high clay contents. Phase ma-
xima with a small amplitude were modelled for rock with water filled po-
res by Buchheim and Irmer (1979) or Titov et al. (2002). Klitsch (2003) 
used a capillar network model to reflect experimental data. Center fre-
quency and amplitude of the anomaly are related to mean grain or pore si-
ze. It should be noted that similar effects can be caused by small amounts 
of conductive minerals (Grissemann et al. 2000), organic material like peat 
or coal (Comas and Slater 2004) or an insufficient working measurement 
system.  

At frequencies below 10-2 Hz an onset of a true DC-conductivity ac-
companied by a vanishing imaginary part is often observed (see Fig. 4.3).  

4.3.2 Complex conductivity measurements 

A complex conductivity measurement (similar to a spectral IP-
measurement) determines the conductivity amplitude (or resistivity) and 
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the phase shift in the low frequency range for a conductive material (Fig. 
4.6). Typical is the measurement of discrete frequencies in logarithmic e-
qual spaced steps over a frequency range from 0.001 to 10 Hz (in lab scale 
to 10 kHz). The same information contains a voltage decay curves ob-
tained from time domain IP measurement. Fourier transformation relates 
frequency domain and time domain data.

The commonly measured quantities resistivity magnitude * and pha-
se angle , can be expressed in terms of complex conductivity thus 

22

*
1* (4.8)

and

tan (4.9)

By using the cpa-model two parameters can be obtained from a single 
frequency scan: conductivity amplitude and frequency dependence. The 
correlation between conductivity and increasing frequency is described by 
the frequency exponent 1-p in Eq. 4.7, which is related to the constant 
phase angle . The frequency exponent 1-p can be obtained from a regres-
sion of log[ *( )] vs. log[ ]. Matching the frequency effect FE (Parasnis 
1966) 1-p was named "logarithmic frequency effect" LFE (Börner 1992): 

lg
lg

p1LFE
(4.10)

LFE is similar to FE but more clearly related to the constant phase angle. 
Additionally, it is valid over a broad frequency range.  

The same information can be obtained from the conductivity or resistiv-
ity amplitude and the phase angle measured at one fixed frequency. The re-
lationship between the frequency exponent (1-p) and the frequency inde-
pendent phase angle  results from Eq. 4.7: 

p1
2

tantan
0

0 (4.11a)

p1
2

(4.11b)

Splitting Eq. 4.7 into a real and an imaginary part leads to 
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p1
2

cos00
(4.12a)

p1
2

sin00
(4.12b)

where 0  and 0  are frequency independent prefactors of the real and 
imaginary component. 

The key question is then to find an applicable parameter model to relate 
0  and 0  to parameters like hydraulic conductivity, water content, water 

composition or contamination indicators. 
Further parameters may be obtained when the deviation of the frequency 

dependence on that of an ideal cpa-model is quantified. 
The validity of the Eq. (4.11b) was tested by plotting p, calculated from 

 vs. p, obtained by regression (see Fig. 4.5).  

Fig. 4.5. p from regression vs. p calculated from  by Eq. 4.11b 

The complex conductivity measurement can be made in laboratory sca-
le, in pilot scale in boreholes, at the surface or in artificial objects like 
buildings or foundations. In order to prevent noise and electrode polariza-
tion special electrodes are used for current injection and potential meas-
urement. Electrode configurations are principally the same which are used 
in geoelectrics or resistivity logging (Figs. 4.7 and 4.8).  
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Fig. 4.6. Schema of complex conductivity measurement 

The major problem of complex electric measurements in the field is the 
determination of exact frequency dependencies and phase angles respec-
tively. The phase angles to be measured are of the size of a few milliradian 
(1 mrad=0.057°). Their numerical values are in clay-free sands or gravels 
only slightly greater than the measurement error. There are two possibili-
ties to measure the phase angle under field conditions: (1) the direct meas-
urement of the phase shift between injected current and registered voltage 
and (2) the determination of the logarithmic frequency effect according to 
Eq. 4.8. In the first case only one frequency, and in the second case, at le-
ast two frequencies have to be measured. 
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Fig. 4.7. Laboratory complex conductivity measurement system for near surface 
applications: A – data acquisition system, B – sample holder for measuring elec-
trical parameters in equilibrium state, C – sample holder for monitoring integral 
electrical parameters during fluid exchange, D – multi electrode sample holder for 
monitoring the spatial distribution of electrical parameters during fluid exchange 
experiments 

Fig. 4.8. Equipment and configuration for field measurements 

(see e.g. www.radic-research.de) 
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4.4 Relations between complex electrical parameters and 
mean parameters of rock state and texture 

The electrical conductivity of water-wet porous rocks without any conduc-
tive minerals is mainly related to the properties of the pore fluids, the pore 
space geometry as well as to interactions between mineral matrix and pore 
water. Rock characterizing parameters which are measurable on samples 
independently in the laboratory are of great importance. The knowledge of 
relations between single conductivity components and textural parameters 
constitutes the basis for a quantitative interpretation. These petrophysical 
relations have to be simple and physically plausible. To separate the dif-
ferent conductivity components, their dependence on, e.g., pore water sa-
linity, temperature and saturation (water content) has to be analysed.  

The salinity dependence of the complex conductivity has shown that 0

in Eq. 4.7 consists of two components (see Fig 4.9): real electrolytical vol-
ume conductivity el  and complex interface conductivity ii

*
i i .

Fig. 4.9. (a) Polarization in rock (Schön 1986): Membrane polarization and polari-
zation in clay-free rocks; (b) Equivalent circuit of the mean behaviour of water 
wet rock (after Buchheim and Irmer 1979, Vinegar and Waxman 1984) 

Consequently, frequency independent prefactors of the real and imagi-
nary part in a low frequency range have the general structure: 

iel0 (4.14a)

i0 (4.14b)
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It is a parallel connection of the real electrolytical and the complex in-
terface conductivity. Experimental data confirmed this approach (e.g. 
Vinegar and Waxman (1984), Börner (1992) and Kulenkampff (1994). 

el corresponds to Archies law (Archie 1942): 

F/Wel (4.15)

and *
i  is the product of parameters considering, on one hand, equivalent 

surface conductance and, on the other hand, geometry of current paths 
along the surface area.  

Fig. 4.10. Variation of complex conductivity components with temperature (after 
Gruhne 1999 and Vinegar and Waxman 1984) 

The experimentally measured salinity dependence of complex conduc-
tivity components for different rock types is given in Fig. 4.11. The linear 
increase of the real rock conductivity with increasing water conductivity is 
typical for Archie-behaviour with slope 1/F. At a low water conductivity 
the curve corresponds with the level of the interface conductivity.  

The weak salinity dependence of the imaginary part is shaped like an 
adsorption isotherm (Waxman and Thomas 1974). This effect is caused by 
a salinity dependent charge mobility and/or surface charge density. Models 
and experimental data for salinity dependant interface conductivity can be 
found in Waxman and Smits (1968), Vinegar and Waxman (1984), Ku-
lenkampff and Schopper, 1988, Sen et al. (1988), Stenson and Sharma 
(1989) or Boerner (1992). The parameters in these models are related to 
the counter ion mobility, permittivity, temperature, surface potential and 
others. Experimental data of temperature dependence are shown in Fig. 
4.10.
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Fig. 4.11. Variation of complex conductivity components with electrolyte conduc-
tivity w : (a) medium grained sand, (b) shaly sandstone 

For practical purposes the same salinity function f( W) is used in Eqs. 
4.14 a,b for the real and the imaginary part of the complex interface con-
ductivity. Therefore the model ignores slight differences in the salinity de-
pendence between the ohmic and capacitive interface contribution (Vine-
gar and Waxman 1984). In case of pore water with high salinity the 
function f( W) converges to a constant value of about 6 nS (range 1 to 30 
nS) (Kulenkampff 1994) that is equal to the product of the mean surface 
charge density and cation mobility.  

Water saturated rock 

Various methods are used to express the real component of interface con-
ductivity i-term in Eq. 4.14a for a water saturated rock. The models have 
a very similar structure: Interface conductivity is formulated as the product 
of charge density in pore space and parameters that describe the charge 
mobility. The difference lies in the property used to quantify the size of the 
internal interface and the accompanying electrical process (see Table 4.2). 

Similar to the real part of interface conductivity the imaginary part of 
conductivity shows a significant dependence on the size of grain-water-
interface. It can be assumed that the capacitive behaviour is caused solely 
by interaction effects between the non-conductive matrix and pore water. 
An equivalent electrical circuit with the main conductivity components is 
shown in Fig. 4.9. Experimental results in Fig. 4.12 show the nearly linear 
dependence of conductivity on SPOR or QV . This dependence has been dis-
covered by different authors. 
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Fig. 4.12. Complex conductivity vs. interface parameters: (a) complex interface 
conductivity vs. SPOR for sandstones (Boerner 1992); (b) imaginary part vs. d10 for 
unconsolidated rocks (Slater and Lesmes 2002, Copyright American Geophysical 
Union); (c) imaginary part vs. QV (Vinegar and Waxman 1984) 

Vinegar and Waxman (1984) developed on the basis of the Waxman-
Smits-model a complex conductivity model with cation exchange capacity 
per unit pore volume QV as a shalyness parameter.  

qV0 F/Q (4.16)

Eq. 4.16 is suitable for water saturated shaly sands (see Fig. 4.12c).  is 
a function of pore water salinity. The shalyness parameter QV is defined as 
the cation exchange capacity CEC per unit pore volume: 

/)1(CECdQ MV (4.17)

where dM is the matrix density. CEC is an easily measurable quantity and 
hydrogeologists often use it to quantify the adsorption and retardation in 
the aquifer and the soil zone. However, chemical QV-estimation is a de-
structive method with a limited resolution for clay-free unconsolidated 
sand and gravel with very low QV-values.

A model that is additionally applicable for clay-free as well as for un-
consolidated material is based on Rink and Schoppers (1974) SPOR-concept
(Börner 1992). The size of the electrical active interface is described by us-
ing the surface-area-to-porosity ratio SPOR (Fig. 4.12a), : 

/)1(dSS MMPOR (4.18)

The surface area per matrix mass SM is easily measurable on almost any 
material using e.g. the nitrogen adsorption method. In case of water satu-
rated rock the imaginary part 0  is then described as 



134      Frank Börner 

F
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0
(4.19)

where F, for purposes of simplicity, is the same formation factor for all 
conductivity components, f( w) is a general function concerning salinity 
dependence of interface conductivity and depending on surface charge 
density and the ion mobility, and l is the ratio between real and imaginary 
component of interface conductivity that is assumed to be nearly inde-
pendent of salinity. Lesmes and Frye (2001) used a similar model in which 
the magnitude of interface conductivity is primarily determined by a 
weighted surface-to-volume-ratio S0 and a geometric factor f (see also Ta-
ble 4.1). Slater and Lesmes (2002b) found a linear relation between  and 
the grain size related parameter d10 (Fig. 4.12b).  

Sometimes the internal surface area of sand is related to the content of 
fine grained iron minerals. The effect was analyzed by using natural sands 
with different contents of iron hydroxide (Fig. 4.13). 

Fig. 4.13. Influence of iron-hydoxide content on complex conductivity of uncon-
solidated sands: (a) Fe-content vs. internal surface area, (b) imaginary part vs. in-
ternal surface area for the same samples 

Partially water saturated rock 

Both conductivity components in Eq. (4.14) are specifically dependant on 
water saturation SW (see Fig. 4.14). According to Waxman and Smits 
(1968), two petrophysical effects result in a specific dependence of the in-
terface conductivity on decreasing water saturation: 
 reduction of cross section area for conduction paths in the water phase 
 increasing concentration of counter ions near the matrix-water-interface. 
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Fig. 4.14. Dependence of complex conductivity on water saturation for unconsoli-
dated sand (Gruhne 1999) 

For this reason the interface-terms have lower saturation exponents n* 
and n** than the ARCHIE term. The real part of an unsaturated rock 0,t

and the accompanying imaginary part 0,t have the general equations 
*n
WWi

n
Wt0, )Sf(Sel

(4.20a)

**n
WS)f( Wit0,

(4.20b)

Laboratory measurements (DC-conductivity and complex conductivity) 
show that n* takes values between 0.5 and 1.5 (e.g. Waxman and Smits 
1968, Vinegar and Waxman 1984, Boerner 1992, Gruhne 1999, Ulrich and 
Slater 2004). The determination of the exponent n* is very complicated 
and expensive from an experimental point of view. Practical applications 
sometimes necessitate two simplifications: 
 the exponent of the interface term is related to the exponent of the 

ARCHIE-term e.g. by n*=n-1 (Waxman and Smits 1968) and 
 the real and the imaginary part of interface conductivity have the same 

saturation exponent n*=n**. 
The advantage is that only the exponent n has to be determined experi-

mentally. The other exponents can be deduced from n.  
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Fig. 4.15. Variation of i* with water saturation for three different sandstones 
(Boerner 1992) 

Another simplification is the use of an apparent saturation exponent na
for the real part of conductivity and an independent exponent n** for the 
imaginary part: 

)f( Wit0, el
n
W

aS (4.21a)

**n
WS)f( Wit0,

(4.21b)

na and n* may be directly obtained from multi phase experiments with a 
complex electrical monitoring (see Eq. 4.18).  

The disadvantage is that na in Eq. (4.21a) depends on water salinity, in-
terface conductivity, and water saturation. This effect is plausible, because 
electrolytical and interface conductivity have different types of depend-
ency on salinity and water saturation. The conductivity is dominated by the 
interface component at low salinity and low water saturation. The electro-
lytical conductivity is the dominating component at high salinity and high 
water saturation. In case of material with high internal interface or cation 
exchange capacity the effect is more significant. 

A “complex” resistivity index i* was derived from the imaginary part of 
complex rock conductivity (Vinegar and Waxman 1984): 

1S
S

S*i
w0

wt,0
w

(4.22)

i* depends on the water saturation but it is independent of the rock texture. 
Figs. 4.15 and 4.16 show the decrease of i* with decreasing water satura-
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tion for sandstone samples which are different in their SPOR- or QV-values
respectively.  

The dependence of both conductivity components on water saturation is 
plotted in Fig. 4.17 for an unconsolidated sand (Gruhne 1999). The slope 
of the two curves is characterized by the exponents na and n**.

Fig. 4.16. Variation of i* with water saturation for a shaly sandstone (Vinegar and 
Waxman 1984) 

Fig. 4.17. Real and imaginary part of conductivity vs. water saturation measured 
during a three-fluid-phase-experiment (Gruhne 1999) 
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4.5 The potential of complex conductivity for 
environmental applications 

4.5.1 Organic and inorganic contaminants 

Changes of rock components in the vicinity of waste disposals or other 
contamination sources can be caused by migration of hazardous substances 
resulting from gradients in hydraulic pressure, chemical potential, or tem-
perature. The electrical conductivity of water-bearing rock or soil is 
changed due to an increasing content of various substances in the pore 
space. The contrast between e.g. the leachate and the native groundwater is 
reflected in the contrast between contaminated and uncontaminated rock or 
soil. In this case a simple interpretation can be given on the basis of the 
Archie-equation (4.15). However, in cases of complex inorganic or organic 
contamination the conditions are much more difficult. Various substances 
influence electrical processes differently and may have opposite effects. 
Generally, the complex conductivity is influenced by changes of  
 composition of the pore fluid (solute substances), 
 volumetric content of nonaquaous phase liquids and  
 grain surface-water-interphase microstructure.  

The interface region of a rock or soil can be expected to be very sensi-
tive to changes in material composition caused by organic and inorganic 
contamination. To quantify this effect independently on rock or soil texture 
a so-called normalized interface conductivity Bn

clean,0

.cont,0
nB

(4.23)

was defined (Boerner et al. 1993). Bn depends only on fluid properties and 
resulting changes of interface microstructure. Therefore, Bn seems to be an 
indicator for contamination induced changes in physical properties of pore 
water like dielectric permittivity, type of dissolved salts but also larger 
concentrations of organic compounds. 

The first experimental example in Fig. 4.18 shows the variation of Bn
with varying amounts of a polar organic substance in pore water. The sam-
ple was contaminated with methanol (CH3OH, r = 34) of different volu-
metric content of the water phase. A similar behaviour has been found for 
contaminants like hexane, dichlormethane, benzene, toluoene. The fre-
quency dependence decreases with increasing content and decreasing di-
electric constant of the contaminant. 
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The effect of different salt types on the magnitude of interface conduc-
tivity is shown in Fig. 4.19. Different mobility and cation radii cause de-
viations in the frequency dependence of conductivity. A similar behaviour 
was found by Kulenkampff (1994) for the real part of interface conductiv-
ity by using the multiple salinity method. 

Fig. 4.18. Variation of the imaginary part of conductivity with polar organic sub-
stance content (Boerner et al. 1993) 

Fig. 4.19. Variation of imaginary part of conductivity with salt type dissolved in 
pore water, experimental results for NaCl, MgCl2, AlCl3 and SnCl4
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Another objective is the detection of nonaqueous phase liquids (NAPL) li-
ke kerosene, diesel fuel, oil, xylene, or TCE (see Figs. 4.20 and 4.21). 
Vanhala et al. (1992) showed that a NAPL-contamination influences the 
conductivity spectra of glacial till. The same effect was found in an ex-
periment by Boerner et al. (1993) on sand and clay samples. In contrast to 
these results Gruhne (1999) showed that a NAPL-contamination does not 
significantly influence the complex conductivity in the soil zone when the 
water content is constant. 

Fig. 4.20. Complex rock conductivity of LNAPL (xylene)-contaminated sand 
(Gruhne 1999) 

Fig. 4.21. Complex rock conductivity of DNAPL (TCE)-contaminated sand (Gru-
hne 1999) 

In case of a NAPL-contamination different effects influence the com-
plex electrical properties of the rock: 
 Changing the water content (aquifer as well as soil zone), 
 Solution of components of the NAPL-phase in the pore water, 
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 Microbiological degradation and its solution in the water phase (A-
tekwana et al. 2004). 

Weller et al. (1996) present the result of a complex electrical Schlum-
berger sounding in a NAPL-contaminated brown field (Fig. 4.22). The 
contaminated layer was identified by its low conductivity and low phase 
shift. In some cases the phase shift changed its sign. 

Fig. 4.22. Contamination indication in a complex conductivity sounding (Weller 
et al. 1996, permission from Springer Verlag GmbH) 

4.5.2 Monitoring subsurface hydraulic and migration processes 

Controlled large-scale experiments are necessary to bridge the gap be-
tween small scale laboratory investigations and field scale applications. In 
contrast to field investigations, experiments in large containers offer con-
trolled and reproducible conditions which are the basis for petrophysical 
modelling and the testing of geophysical equipment.  

The detectability of organic contaminations with complex conductivity 
measurements was investigated by Gruhne (1999) under controlled hy-
draulic and chemical conditions. He used multielectrode complex conduc-
tivity measurements to monitor the movement and the fluid-distribution of 
NAPL-contaminants during large-scale hydraulic experiments at the 
VEGAS-test site of Stuttgart University/Germany. To prevent electrode 
polarization and noise all electrodes were made of platinized platinum 
mesh and then connected with screened wire. Fig. 4.23 shows the 80 m³-
container used for 3D- experiments. It was filled with medium grained 
sand. The upper part of the container was divided into two hydraulically 
connected parts: One part was used as a reference where the second part 
was contaminated with NAPL.  
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Fig. 4.23. Schema of 3D-container used by Gruhne (1999) with monitoring wells, 
electrode array and a wall to separate contaminated and uncontaminated part 

The experiment includes monitoring of vertical NAPL-distribution as a 
result of a fluctuating water table (Fig. 4.24) and the monitoring of tracer 
infiltration (Fig. 4.25). 

In a 15 m long and 3 m deep sand-filled channel two-dimensional elec-
trode arrays were installed perpendicular to the flow direction. The typical 
break through indication of a NAPL is shown in Fig. 4.26. The relatively 
large NAPL-volume produces a significant effect in the potential and 
phase shift of a dipol-dipol-configuration. Between indications in potential 
and phase shift a delay of about 10 minutes was observed. 

The dependence of the fluid distribution of a xylene-contamination on 
the depth of water table was monitored with complex electrical measure-
ments during a hydraulic experiment (Fig. 4.27). Gruhne (1999) found that 
 the residual NAPL-contamination below the water table can be detected 

relatively easy and may be quantified.  
 a quantitative detection of the NAPL-phase in capillary and soil zone 

was possible only with additional hydraulic information like vertical 
distribution of air content in pore space. 



4 Complex Conductivity Measurements      143 

Fig. 4.24. 2D-image of diesel-distribution (depth to water table 0.7 m) obtained 
from an integrated electrical and hydraulic measurement (Giese 2001) in the con-
tainer showed in Fig. 4.23 

Fig. 4.25. Resistivity and phase shift in two sectional planes of 3D-container ap-
prox. 11 h after infiltration of deionised water at point (x=-1.5 m, y=6 m, z=-4 m). 
From Gruhne (1999) with 3D-inversion after Weller et al. (1996) 
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Fig. 4.26. Delay between break through indications of potential and phase shift 
during a Xylol-infiltration in sand 

4.5.3 Geohydraulic parameters 

Fluid flow, migration of substances and electrical conduction are transport 
processes governed by the geometry of the pore network of the rock. Addi-
tionally, these processes are significantly related to the microstructure of 
the mineral grain surfaces. 

Many different models have been developed to relate hydraulic conduc-
tivity to electrical parameters (e.g. Brace 1977, Wong et al. 1984, Katz and 
Thompson 1986). Walsh and Brace (1984) used the direct correlation be-
tween formation factor F and hydraulic conductivity. Mazac et al. (1985) 
developed a model for relations between electrical and hydraulic properties 
based also on the formation factor. A review of many hydraulic conductiv-
ity models used in petrophysics is given in Schoen (1996). Most of the re-
lations are valid for only one formation because the hydraulic conductivity 
estimation is based on the formation factor F alone. The very different ex-
ponents found for various rock types are due to significant differences of 
the internal surface area.  

Starting point of a pragmatic way of geophysical hydraulic conductivity 
estimation is the Kozeny-Carman-equation,  
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T
m

c
k

2 (4.24)

a generalized Hagen-Poiseulle-equation for arbitrary capillary cross sec-
tions. It relates the hydraulic conductivity of a porous medium amongst the 
porosity  with its hydraulic radius m, the tortuosity T and further struc-
tural parameters (Wyllie and Gardner 1958, Engelhardt 1960). The use of 
KC-type equations is therefore a promising way to estimate hydraulic con-
ductivity from geophysical proxies.  

Fig. 4.27. Tomographic image of real part of conductivity, variation of depth to 
water table in a sand-filled channel contaminated with xylene 
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The hydraulic radius m is proportional to the reciprocal value of the sur-
face-area-to-porosity-ratio 1/SPOR. Sen et al. (1981) analysed the relation-
ship between hydraulic conductivity, surface area-to porosity ratio and po-
rosity by using a self-similar sandstone model. Pape et al. (1981, 1987) 
showed that the effective hydraulic radius m can be deduced from the sur-
face area-to-porosity ratio measured with the laboratory BET-method for a 
given fractal dimension of porous material. Porosity and tortuosity in Eq. 
4.24 can be replaced by the true formation factor F. The resulting PaRiS-
equation (Pape et al. 1987) for consolidated rock 

1.3
PORFS
1475k (4.25)

is a modified Kozeny-Carman-equation, which relates the hydraulic con-
ductivity to the electrical determined formation factor and a “non-
geophysical” determined internal surface area.  

The calculation of the hydraulic conductivity from geophysical “prox-
ies” alone is possible on the basis of complex electrical measurements and 
the assumption of a cpa-response (Boerner et al. 1996). The determination 
of the real and imaginary part of conductivity allows the separation of the 
electrolytic bulk conductivity. The true formation factor F can be calcu-
lated from the ARCHIE-equation when the brine conductivity w  is known. 
The surface area-to-porosity ratio el

PORS  is directly related to the imaginary 
part of conductivity (Boerner and Schön 1991): 

20
2el

POR
1 F

1const
SF

1constk (4.26)

The model enables an estimation of the hydraulic conductivity from F 
and SPOR obtained from one single complex electrical measurement (Fig. 
4.28). The model relies on the constant phase angle model in the electrical 
response of the aquifer material at different frequencies. Slater and Lesmes 
(2002b) used the linear relationship between the imaginary part of conduc-
tivity and the grain size diameter that is larger than 10 percent of the sam-
ple for the hydraulic conductivity estimation (see Fig. 4.12b). 

Some of the first geophysical hydraulic conductivity estimations in field 
scale were made on a test site in the catchment area of a drinking water 
supply near Elsnig in Northern Saxony (Germany). In order to get repre-
sentative inverted data for hydraulic conductivity calculation simple one-
dimensional complex resistivity soundings in Schlumberger configuration 
with spacing from 1.8 m to 125 m were used (Boerner et al. 1996).  
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The data including amplitude and phase values of five frequencies were 
processed as shown in Fig. 4.28. The complex inversion procedure results 
in two sounding curves: one for the real and one for the imaginary part of 
the apparent conductivity (see Fig. 4.29). The complex sounding curve was  

Fig. 4.28. Calculation scheme of geohydraulic parameters from complex conduc-
tivity measurements 

Fig. 4.29. Example of a 1-dimensional complex resistivity-sounding (SIP) at the 
Elsnig test site in Saxony/Germany and calculation of darcy-velocity (Boerner et 
al. 1996) 
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inverted by software VES-K (Weller et al. 1996). The result of the one-
dimensional inversion is a model consisting of a certain number of layers, 
giving for each layer a thickness and a complex conductivity. The integra-
tion of the cpa-model according to Eq. 4.7 into the procedure provides the 
basis for the calculation of the conductivity components. Both the real and 
the imaginary part of the layer conductivity are used for further interpreta-
tion in order to find the hydraulic conductivity k of the layer. 

Fig. 4.30 shows a comparison of field scale estimations of hydraulic 
conductivity from complex conductivity soundings with data obtained 
from grain size distribution. The data were collected at the Elsnig test site 
and the Zeithain brownfield area both in Saxony. Each data point repre-
sents one "electrical" layer which is nearly identical with an aquifer. The 
electrical k-value is therefore an integrated value for the whole thickness 
of the aquifer. The lab data are obtained from depth-specific sampling 
within the same aquifer. The result is a broad variation in k-values for the 
layer in question. 

Fig. 4.30. Hydraulic conductivity estimated from field data (Spectral IP-
Measurements) vs. hydraulic conductivity from grain size parameters (Boerner et 
al. 1996, permission from Blackwell Publishing) 

Recent examples of parameter estimation based on complex conductiv-
ity tomography are presented by Andreas Hoerdt in Chap. 15. 
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5 Electromagnetic methods – frequency domain 

5.1 Airborne techniques 

Bernhard Siemon 

5.1.1 Introduction 

Modern frequency domain airborne electromagnetic (AEM) systems utilise 
small transmitter and receiver coils having a diameter of about half a me-
tre. The transmitter signal, the primary magnetic field, is generated by si-
nusoidal current flow through the transmitter coil at a discrete frequency. 
As the primary magnetic field is very close to a dipole field at some dis-
tance from the transmitter coil, it can be regarded as a field of a magnetic 
dipole sitting in the centre of the transmitter coil and having an axis per-
pendicular to the area of the coil. The oscillating primary magnetic field 
induces eddy currents in the subsurface. These currents, in turn, generate 
the secondary magnetic field which is dependent on the underground con-
ductivity distribution. The secondary magnetic field is picked up by the re-
ceiver coil and related to the primary magnetic field expected at the centre 
of the receiver coil. As the secondary field is very small with respect to the 
primary field, the primary field is generally bucked out and the relative 
secondary field is measured in parts per million (ppm). Due to the induc-
tion process within the earth, there is a small phase shift between the pri-
mary and secondary field, i.e., the relative secondary magnetic field is a 
complex quantity. The orientation of the transmitter coil is horizontal 
(VMD: vertical magnetic dipole) or vertical (HMD: horizontal magnetic 
dipole) and the receiver coil is oriented in a maximum coupled position, 
resulting in horizontal coplanar, vertical coplanar, or vertical coaxial coil 
systems. 
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5.1.2 Theory 

Calculation of secondary field values 

The secondary magnetic field for a stratified subsurface caused by an os-
cillating (frequency f) magnetic dipole source in the air is calculated using 
well-known formulae (e.g. Wait 1982, Ward and Hohmann 1988). They 
are based on Maxwell’s equations and solve the homogeneous induction 
equation in the earth for the electromagnetic field vector F

µ-µi,F
zd
Fd 2222
2

2 (5.1)

assuming a homogeneous and isotropic resistivity , which is the recipro-
cal of the conductivity , = 2 f is the angular frequency,  is the wave 
number, and i = (-1)½ is the imaginary unit. Magnetic effects and dis-
placement currents are normally neglected, i.e., the magnetic permeability 
µ is set to that of free space, µ = µ0 = 4  × 10-7 Vs/Am, and the dielectric 
permittivity  is assumed to be far less than /  yielding a propagation fac-
tor  = 2 – i µ0 . The inhomogeneous induction equation containing the 
source term has to be solved in a non-conductive environment (air) and 
both solutions are combined at the earth’s surface. 

For a horizontal-coplanar coil pair with a coil separation r and at an alti-
tude h above the surface, the relative secondary magnetic field Z is given 
by (e.g. Wait 1982) 

d)r(Je)z(,,fRrZ 0
h22

0
1

3 (5.2)

where R1 is the complex reflection factor containing the underground ver-
tical resistivity distribution (z) with z pointing vertically downwards, and 
J0 and J1 are Bessel functions of first kind and zero or first order, respec-
tively, which can be approximated by  
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Similar formulae are valid for vertical-coplanar 

drJe)z(,,fRrY 1
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and vertical-coaxial
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coil configurations. As long as r < 0.3h, the horizontal secondary field val-
ues perpendicular (Eq. 5.4) and along (Eq. 5.5) the transmitter-receiver di-
rection can be approximated by Y  Z/2 and X  -Z/4, respectively (Mun-
dry 1984). Thus, only Z is regarded in the following. 

The reflection factor R1 is derived for the model of a n-layered half-
space by a recurrence formula, see Frischknecht (1967) or Mundry (1984): 
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where j and tj are the model parameters resistivity and thickness of the jth

layer (j = 1: air layer, i.e., 1 infinite, and t1 = h, sensor altitude; j = n: sub-
stratum, i.e., tn infinite). Substituting k = h and setting  = r/h in Eq. 5.2 
yield to 
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The complex integrals in Eqs. 5.2, 5.4, 5.5, and 5.7 can be evaluated 
numerically using fast Hankel transforms (Anderson 1989, Johanson and 
Sørenson 1979). A very fast calculation of the integral in Eq. 5.7 is real-
ised by using a Laplace transform (Fluche and Sengpiel 1997). In this case, 
the coil separation has to be sufficiently smaller than the sensor altitude in 
order to approximate the Bessel function J0 by the first term(s) of Eq. 5.3.  

The reflection factor for a homogeneous half-space model (n = 2, 2= ,
t2 infinite) can be derived from Eqs. 5.6 and 5.7 using the substitution 
k = h (cf. Mundry 1984) 
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and Eq. 5.7 reduces for ratios  < 0.3, i.e., J0  1 (cf. Eq. 5.3), to 

Zdkek
k
kZ 3

0

k223 (5.9)

It is obvious from Eqs. 5.8 and 5.9 that the transformed secondary field 
Z´ depends only on the ratio  = h/p. Therefore, two curves are sufficient to 
describe the transformed secondary field Z’ for all combinations of half-
space resistivity, system frequency, and sensor altitude. Fig. 5.1 shows the 
components of the complex function Z’ as in-phase R’ (real part of Z’) and 
quadrature Q’ (imaginary part of Z’) as well as amplitude  
A’ = (R’²+Q’²)½ = A/ 3 and ratio  = Q’/R’ = Q/R. 

Fig. 5.1. In-phase R’ and quadrature Q’ (left) and Amplitude A’ and phase ratio 
(right) of the transformed secondary field Z’ for arbitrary half-space resistivity, 
system frequency, and sensor altitude on a log-log scale 

If the ratio  = r/h is greater than 0.3, the integral of Eq. 5.7 including J0
has to be evaluated in order to calculate Z’, because the argument (k ) of 
the Bessel function J0 gains a non-negligible importance. Instead of a sin-
gle pair of curves, two arrays have to be calculated for the various ratios of 
 (Fluche et al. 1998). 

In case of lateral resistivity changes, a numerical calculation of the sec-
ondary field is necessary, e.g. Avdeev et al. (1998), Newmann and Alum-
baugh (1995), Stuntebeck (2003), or Xiong and Tripp (1995). Analytical 
solutions only exist for simple geometries, e.g. a conducting sphere or cyl-
inder. An overview is given by Ward and Hohmann (1988). 
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Inversion of secondary field values 

Generally, the (measured) secondary field data (R, Q) is inverted into re-
sistivity using two principal models: the homogeneous half-space model 
and the layered half-space model (Fig. 5.2). While the homogeneous half-
space inversion uses single frequency data, i.e., the inversion is done indi-
vidually for each of the frequencies used, the multi-layer (or one dimen-
sional, 1D) inversion is able to take the data of all frequencies available 
into account. 

The resulting parameter of the half-space inversion is the apparent resis-
tivity (or half-space resistivity) a which is the inverse of the apparent con-
ductivity. Due to the skin-effect (high frequency currents are flowing on 
top of a perfect conductor) the plane-wave apparent skin depth 

f
3.5032p a

0
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a

(5.10)

of the AEM fields increase with decreasing frequency f and increasing 
half-space resistivity a. Therefore, the apparent resistivities derived from 
high-frequency AEM data describe the shallower parts of the conducting 
subsurface and the low-frequency ones the deeper parts.  

Any of the field components shown in Fig. 5.1 can be used to calculate 
the apparent resistivity, if the distance between the AEM sensor and the 
top of the half-space is known. Unfortunately, the dependency of the sec-
ondary field on the half-space resistivity is highly non-linear. Thus, the in-
version is not straightforward and the apparent resistivities have to be de-
rived by the use of look-up tables, curve fitting or iterative inversion 
procedures. A single-component inversion, however, has the disadvantage 
that the inphase component R’ is very small for low frequencies and high 
resistivities, i.e.,  < 0.1 (low induction mode), and nearly constant for 
high frequencies and low resistivities, i.e.,  > 10 (strong induction mode), 
and the quadrature component Q’ is not unique (cf. Fig. 5.1). On the other 
hand, the utilisation of the amplitude A’ or the ratio  yields to inaccurate 
half-space resistivities for a half-space with overburden (Siemon 2001). 
Using the sensor altitude as an input parameter for the inversion, a further 
strong disadvantage occurs: The sensor altitude, which is measured in field 
surveys by laser or radar altimeters, may be affected by trees or buildings 
(see Fig. 5.3). Therefore, the calculation of the apparent resistivity from 
both the amplitude A’ and the ratio  (or inphase R’ and quadrature Q’) is 
not only more accurate but yields also the apparent distance Da of the 
AEM system to the top of the conducting half-space, i.e., a pseudo-layer 
half-space model is taken into account (Fraser 1978). Siemon (2001) has 
published a very fast and accurate approach for the calculation of both 
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half-space parameters ( a and Da) from the curves A’( ) and ( ) (cf. Fig. 
5.1) approximated by polynomials.  

Fig. 5.2. AEM data inversion: I) homogeneous half-space model, II) layered half-
space model (for a five-frequency data set) 

The apparent distance Da can be greater or smaller than the measured 
sensor altitude h: The difference of both, which is called apparent depth

da = Da – h (5.11) 

is positive in case of a resistive cover (including air) as it is the case in 
Figs. 5.3 and 5.4; otherwise a conductive cover exists above a more resis-
tive substratum. If the apparent distance equals the measured sensor alti-
tude, no resistivity change with depth is supposed. This is the only case 
where all approaches for calculating the apparent resistivity will yield 
identical results.

From the apparent resistivity and the apparent depth, a third parameter 
can be derived: The centroid depth (Fig. 5.3) 

z* = da + pa/2 (5.12) 
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is a measure of the mean penetration of the induced underground currents 
(Siemon 2001). Each set of half-space parameters is obtained individually 
for each of the AEM frequencies at each of the measured sites. 

Fig. 5.3. Graphical display of apparent distance Da, apparent depth da, centroid 
depth z*, sensor altitude h, sensor elevation hGPS and topographic elevation topo. 
In case of buildings or trees, the sensor altitude hv, and thus, the apparent depth dav
and the centroid depth zv* differ from their correct values, but their associated ele-
vations in m a.m.s.l. (metre above mean sea level) are correct 

The model parameters of the 1D inversion (cf. Fig. 5.2) are the resistivi-
ties  and thicknesses t of the model layers (the thickness of the underlying 
half-space is assumed to be infinite). There are several procedures for the 
inversion of AEM data available (e.g. Qian et al. 1997, Fluche and Seng-
piel 1997, Beard and Nyquist 1998, Ahl 2003, or Huang and Fraser 2003) 
which are often adapted from algorithms developed for ground EM data. 
We use a Marquardt inversion procedure which requires a starting model. 
Due to the huge number of inversion models to be calculated in an air-
borne survey, it is not feasible to optimise the starting model at each of the 
models sites. Therefore, an automatic generation of starting models is nec-
essary, e.g. on the basis of apparent resistivity vs. centroid depth values 
(Fig. 5.4). The standard model contains as many layers as frequencies used 
plus a highly resistive cover layer. The layer resistivities are set equal to 
the apparent resistivities, the layer boundaries are chosen as the logarith-
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mic mean of each two neighbouring centroid depth values. The thickness 
of the top layer is derived from the apparent depth da of the highest fre-
quency used for the inversion. If this apparent depth value is less than a 
given minimum depth value, the minimum depth value (e.g. 1 m) is used.  

Fig. 5.4. Sketch on the derivation of the starting model from five-frequency half-
space parameters apparent resistivity a vs. centroid depth z* and the apparent 
depth da of the highest frequency 

The inversion procedure is stopped when a given threshold is reached. 
This threshold is defined as the differential fit of the modelled data to the 
measured HEM data. We normally use a 10% threshold; i.e., the inversion 
stops when the enhancement of the fit is less than 10%. This standard start-
ing model requires more model parameters than data values are available, 
i.e., an underdetermined equation system has to be solved. This is feasible 
because the inversion procedure is constraint and searches the smoothest 
model fitting the data (Sengpiel and Siemon 2000). 

3D AEM inversion procedures (e.g. Liu et al. 1991, Sasaki 2001) are not 
only scarce but also very intensive in computing time and storage. In prac-
tice, 3D modelling is only necessary when strong lateral resistivity changes 
occur on a local scale. Due to the limited footprint of AEM systems 
(Beamish 2003), it is mostly adequate to invert the AEM data using an 1D 
inversion procedure (Sengpiel and Siemon 1998). 

5.1.3 Systems 

Far more helicopter than fixed-wing systems are used in airborne fre-
quency-domain surveys. A summary of AEM systems is listed in Table 
5.1.
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Helicopter systems use a towed rigid-boom AEM system. On a fixed-
wing system, the transmitter and receiver coils are mounted at the wing 
tips. While the helicopter-borne electromagnetic (HEM) system is towed at 
a sufficiently long distance below the helicopter, the fixed-wing electro-
magnetic (FEM) system has to cope with interactions with the aircraft. 

Table 5.1. Helicopter (HEM) and fixed-wing (FEM) frequency-domain systems 
(#F: no. of frequencies f, #×: no. of coils, coil orientation: hor: horizontal, vert: 
vertical, copl: coplanar, coax: coaxial, r: coil separation) 

Method System Properties www link 

HEM AWI 
2F, 2× hor copl,  
r = 2.1 / 2.8 m, f = 3.7 / 112 kHz 

awi-
bremerhaven.de 

HEM Impulse 
6F, 3× hor copl / 3× vert coax,  
r = 6.5 m, f = 870 Hz – 23 kHz 

aeroquestsur-
veys.com 

HEM Humming-
bird 

5F, 3× hor copl / 2× vert coax, 
r = 4.7 m, f = 880 Hz - 35 kHz 

geotechairborne-
surveys.com 

HEM GEM2-A 
6F, 1× hor copl,  
r = 5.1 m, f = 300 Hz - 48 kHz 

geophex.com 

HEM DighemV 5F, 5× hor copl,  
r = 6.3 / 8 m, f = 400 Hz - 56 kHz fugroairborne.com 

    

HEM RESOLVE 6F, 5× hor copl / 1× vert coax, 
r = 7.9-9 m, f = 380 Hz - 101 kHz fugroairborne.com 

    

HEM Dighem-
BGR

5F, 5× hor copl,  
r = 6,7 m, f = 385 Hz - 195 kHz bgr.de 

    

FEM GSF-95 2F, 2× vert copl,  
S = 21.4 m, F = 3.1 / 14.4 kHz gsf.fi\aerogeo 

    

FEM Hawk 
1 - 10F, 1× hor copl / 1× vert copl, 
r = wing span, f = 200 Hz – 12.5 / 
25 kHz 

geotechairborne-
surveys.com 

Commonly, several geophysical methods are used simultaneously in an 
airborne survey. A typical helicopter-borne geophysical system operated 
by the German Federal Institute for Geosciences and Natural Resources 
(BGR) is shown in Fig. 5.5. It includes geophysical sensors that collect 
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five-frequency electromagnetic, magnetic, and gamma-ray spectrometry 
data, as well as altimeters and positioning systems. 

Fig. 5.5. BGR’s helicopter-borne geophysical system: Electromagnetic, magnetic, 
GPS and laser altimeter sensors are housed by a “bird”, a cigar-shaped 9 m long 
tube, which is kept at about 30–40 m above ground level. The gamma-ray spec-
trometer, additional altimeters and the navigation system are installed into the 
helicopter. The base station records the time varying parameters diurnal magnetic 
variations and air pressure history. The sampling rate is 10 Hz except for the spec-
trometer (1 Hz), which provides sampling distances of about 4 m and 40 m, re-
spectively, taking an average flight velocity of 140 km/h into account 
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5.1.4 Data Processing 

The receiver coils of a frequency-domain AEM system measure the in-
duced voltages of the secondary magnetic fields at specific frequencies. 
These voltages have to be converted to relative values with respect to the 
primary fields at the receivers. These conversions are done using special 
calibration coils which produce definite signals in the measured AEM data. 
Based on these well-known calibration signals, the measured secondary 
field voltages are transformed into ppm (parts per million) values. The unit 
ppm is adequate to display the tiny secondary AEM fields. 

Due to the induction process within the conducting earth, phase shifts 
occur between primary and secondary fields, i.e., the secondary field is a 
complex quantity having inphase and quadrature components. As a conse-
quence, a phase adjustment has to take place at the beginning of each sur-
vey flight, e.g. using the well-defined signals of the calibration coils. 

Calibration and phase adjustment are best performed above a highly re-
sistive subsurface or in the air at high flight altitude. From the formulae for 
calculating the secondary fields, it is evident that these fields are strongly 
dependant on the sensor altitude, even for a homogeneous subsurface (cf. 
Eq. 5.9). Flight altitudes of several hundred meters (e.g. 350 m for a com-
mon HEM system) are sufficient to drop down the signal of the secondary 
field below the system noise level. This effect is not only used for accurate 
calibrations and phase adjustments but also for determining the zero levels 
of the AEM data. Remaining signals due to insufficiently bucked-out pri-
mary fields, coupling effects with the aircraft, or (thermal) system drift are 
generally detected at high flight altitude several times during a survey 
flight.

These basic values measured at reference points are used to shift the 
AEM data with respects to their zero levels (cf. Valleau 2000). This proce-
dure enables the elimination of a long-term, quasi-linear drift; short-term 
variations caused by e.g. varying air temperatures due to alternating sensor 
elevations, however, cannot be determined successfully by this procedure.  

Therefore, additional reference points – also along the profiles at normal 
survey flight altitude – may be determined where the secondary fields are 
small but not negligible. At these locations, the estimated half-space pa-
rameters are used to calculate the expected secondary field values which 
then serve as local reference levels. 

A standard airborne survey consists of a number of parallel profile lines 
covering the entire survey area and several tie-lines which should be flown 
perpendicular to the profile lines. At the cross-over points, the AEM data 
from profile and tie-lines are compared and statistically analysed to correct 
the AEM line data for remaining zero-level errors. Due to the altitude de-
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pendency of the AEM data, the tie-line levelling and further AEM level-
ling procedures (e.g. Huang and Fraser 1999) are normally applied to half-
space parameters (apparent resistivity and apparent depth) which are less 
affected by the changes of the sensor altitude. 

Noise from external sources (e.g. from radio transmitters or power lines) 
should be eliminated from the AEM data by appropriate filtering or inter-
polation procedures. Induction effects from buildings and other electrical 
installations or effects from strongly magnetised underground sources 
should not be erased from the data during the first step of data processing. 
These effects appear particularly on a low-frequency resistivity map as 
conductive or resistive features outlining the locations of man-made instal-
lations or strongly magnetised sources, respectively. If necessary, these ef-
fects can be cancelled out after a thorough inspection, and the data may be 
interpolated in case of small data gaps and smoothly varying resistivities. 

5.1.5 Presentation 

The AEM results are generally presented as maps and vertical resistivity 
sections (VRS). The maps display, e.g. the half-space parameters apparent 
resistivity and centroid depth or the resistivities derived from the 1D inver-
sion results for certain model layers or at several depth or elevation levels. 
An example is shown in Fig. 5.6. 

The VRS - also based on the 1D inversion results - are produced along 
the survey lines. The vertical sections are constructed by placing the resis-
tivity models for every sounding point along a survey profile next to each 
other using the topographic relief as base line in metre above mean sea 
level (m a.m.s.l.). The altitude of the HEM bird, the misfit of the inversion, 
and the HEM data are plotted above the resistivity models (Fig. 5.7). 

Example

The area between the coastal towns of Cuxhaven and Bremerhaven, Ger-
many, was surveyed in 2000/2001 using HEM (Siemon et al. 2004) in or-
der to map glacial meltwater channels and saltwater intrusions from the es-
tuaries of the Elbe and Weser rivers. The HEM data set serves as a base to 
revise and upgrade the groundwater model of the entire survey area (Fig. 
5.6) and to assess the groundwater potential of the area in view of the in-
creasing water consumption used by industry and tourism.  

The morphology of the survey area is described by wet marshlands just 
above sea level and smooth sand ridges called “Geest” with elevations of 
ten to thirty metres above sea level. Marshlands run more or less parallel to 
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the banks of the Elbe and Weser rivers and along the shore line, whereas 
the Geest ridge forms the centre part of the area under consideration. Mi-
nor settlements are spread all over the survey area with major centres in 
the north and south (cities of Cuxhaven and Bremerhaven). Roads, railway 
tracks, power lines, fences and many other infrastructural networks are ex-
istent. All these are potential sources of noise resulting in reduced quality 
of the airborne geophysical signals. 

Figure 5.6 depicts the lateral variation of apparent resistivity for the fre-
quency of 1830 Hz. The central area between the marshlands in the west 
and north-east is characterised by elevated resistivity values ( a > 65 m, 
light grey) associated with freshwater saturated sands. A few linear, north-
east to north-west striking conductive features ( a = 10-65 m, grey) can 
be ascribed to channels incised by glacial meltwater during Pleistocene 
glacial regression epochs. The channels were subsequently filled with 
coarse sands and gravels in the bottom and mostly silt and clayish materi-
als in the upper parts forming ideal freshwater aquifers. The total thickness 
of the channel fillings is approximately 300 m (Kuster and Meyer 1979) 
covered by several ten metres thick clay layers, referred to as cover or lid 
clays which are covered by about 30-60 m thick Pleistocene sediments. 

The conductive response of the lid clays indicates the existence of bur-
ied meltwater channels. The lowest apparent resistivity values a < 2 m, 
very dark grey) occur offshore clearly due to the presence of seawater and 
in the north-east and west a = 2-7 m, dark grey) where saltwater intrudes 
several kilometres inland. Noteworthy, elevated resistivity values a = 20-
50 m, grey) are mapped offshore close to the north-western tip of the 
mainland. A freshwater aquifer extending seawards across the shore line is 
the hydrogeological source of this resistivity high. 

The resistivity section in Fig. 5.7 shows the results of the 1D inversion 
of four-frequency HEM data collected along the survey line 219.1. This 
line runs WNW–ESE and is approximately half way between the cities of 
Cuxhaven and Bremerhaven (cf. Fig 5.6). From the top to the bottom, Fig. 
5.7 displays the inphase (R) and quadrature (Q) HEM data, the resistivity 
section, and the relative misfit of the 1D inversion. The line above the re-
sistivity models indicates the sensor (bird) elevation in metres above mean 
sea level which is the difference between the barometric altimeter record 
and the effective cable length of about 40 m. 

The ground elevation is obtained as the difference between the sensor 
elevation and the radar/laser altitude of the bird above ground level. As ra-
dar/laser signals are frequently distorted by the tree canopy, the ground 
elevation may be too high in wooded areas (cf. Fig. 5.3).  
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Fig. 5.6. Example for an apparent resistivity map of a coastal area in NW Ger-
many. The survey was flown in two parts: the dashed line marks the boundary of 
the Cuxhaven (2000) and Bremerhaven (2001) survey areas. The solid line shows 
the location of profile 219.1 (see Fig. 5.7) 
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The resistivity models are plotted downward from the ground elevation 
line. Therefore, the top layer of the inversion models includes both trees 
and resistive cover layers. The clear drop in resistivity from the highly re-
sistive top layer to the medium resistive underlying model layer is obvi-
ously caused by the groundwater table. Between profile-km 10 and 14, a 
pair of meltwater channels (buried valleys) has been identified due to the 
conductive properties of the lid clays (cf. B2.1). It can also be noted that 
the penetration depth of the HEM system is reduced within these melt-
water channels because of the lid clays, i.e., the induced eddy currents may 
not have reached the bottom of the buried valley. The occurrence and the 
lateral extent of the buried valleys have reliably been located by the HEM 
system (see Fig. 5.6) as was confirmed by comparison with existing bore-
holes (Siemon and Binot 2002) and results of ground geophysics (Gabriel 
et al. 2003). 

Fig. 5.7. Example for a vertical resistivity section (VRS): From the top to the bot-
tom, the inphase and out-of-phase (quadrature) values of the HEM data (in ppm) 
for the four frequencies (f1-f4), the 1D resistivity models (in m) using the topog-
raphic relief as base line in meters above mean sea level (m a.m.s.l.), and the mis-
fit of the inversion q (in %) are displayed. The altitude of the HEM bird is plotted 
above the resistivity models
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5.1.6 Discussion and Recommendations 

Airborne electromagnetics is a very useful method for surveying large ar-
eas in order to support hydrogeological investigations. Due to the depend-
ency of the geophysical parameter electrical conductivity from both the 
mineralization of the groundwater and the clay content, information about 
water quality and aquifer characteristics, respectively, can be derived from 
AEM data. The results, however, are sometimes ambiguous: A clayey 
aquitard in a freshwater environment and a brackish, sandy aquifer are as-
sociated with similar conductivities. As a consequence, additional informa-
tion, e.g. from drillings, are required for a solid hydrogeological interpreta-
tion of the AEM data. 

Frequency-domain electromagnetic measurements are suitable for high-
resolution surveys as long as the targets are seated not deeper than 100 m. 
For deeper targets ground-based or airborne time-domain measurements 
are more suitable. Helicopter-borne multi-frequency systems are widely 
used in groundwater explorations due to their high-resolving properties 
and their applicability even in rough terrain. Fixed-wing systems are appli-
cable for reconnaissance surveys in a flat terrain because these systems 
outrange helicopter-borne systems and they are less expensive, but they are 
less flexible and have less-resolving properties. Frequency-domain sys-
tems using natural (e.g. audio-frequency magnetic (AFMAG) systems) 
sources are not very practicable for detailed groundwater surveys. 

5.2 Ground based techniques 

Reinhard Kirsch 

Electromagnetic methods enable the fast mapping of highly conducting 
underground structures. Comparable to the electromagnetic airborne meth-
ods, soundings are also possible when several frequencies are used for the 
measurements. The theory of induction and the use of secondary fields for 
resistivity determination are discussed in details in the previous section. 
The application of electromagnetic methods for the detection of fracture 
zone aquifers is illustrated in Chap. 13. 

5.2.1 Slingram and ground conductivity meters 

Originally, transmitter and receiver coils with horizontal orientations are 
used for exploration purposes leading to the name Horizontal Loop Elec-
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tromagnetic (HLEM) systems or the Swedish name slingram. Both coils 
are operated at a fixed distance during the survey. Depth penetration can 
be controlled by the frequency or the coil separation, both are often cou-
pled. High frequency systems specially designed for mapping of shallow 
underground structures (e.g. GEONICS EM 31 and EM 38) often combine 
transmitter and receiver coil in one instrument, so one-man operation is 
possible. Operation is also possible with vertical coils. Some instruments, 
e.g. MAXMIN (APEX) are not restricted to coplanar coil orientations. 
Unlike geoelectrical methods, no galvanic contact to the ground is re-
quired; therefore measurements on sealed terrains are possible. 

Normally, the magnetic component of the superposition of primary and 
secondary field is measured. The measured field is split into the inphase 
and outphase (=quadrature, 90  phase shift) component with respect to the 
primary field. Both components are recorded. A typical response of the in-
phase and quadrature signal to a steeply dipping and highly conducting 
fracture zone is shown in Fig. 5.8. Examples for the use of HLEM meas-
urements for fracture zone detection are given in Chap. 13, Figs. 13.11, 
13.12, 13.16, 13.18, and 13.19. 

Fig. 5.8. left: Slingram response over a highly conductive fracture zone. The offset 
at the quadrature response is due to the conductivity of overburden (after McNeill 
1990), right: influence of a good conductive layer on the Sligram response (after 
Grissemann and Ludwig 1986). Examples showing the influence of dipping layers 
and conducting sheets are shown in Chap. 13, Figs. 13.15 and 13.17 
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The depth of penetration is characterised by the skin-depth, where the 
amplitude of the primary electromagnetic wave is reduced by the factor e 
compared to the transmitted wave. Skin depth  depends on signal fre-
quency , ground conductivity  in mS/m, and magnetic permeability :

2 (5.13)

which leads to a rule of thumb for the assessment of skin depth: 

f
503

(5.14)

skin depth  in m, specific resistivity  of the ground in m, and frequency 
f in s-1.

If the coil space is smaller than the skin depth, the term operation at low 
induction numbers is used (McNeill 1990). Then, the inphase component 
of the signal becomes very small and the quadrature component is directly 
related to the conductivity of the ground. This enables a direct reading of 
the mean ground conductivity. Examples for ground conductivity meas-
urements for the mapping of a waste dump are shown in Chap. 17 Figs. 
17.1 and 17.2. 

However, for an interpretation of the so obtained conductivities it 
should be kept in mind that the induced current flow is mainly horizontal. 
If electrical anisotropy due to alternating layering of good and poor con-
ductors (e.g. clay, sand) occur, then current flow is mainly in the good 
conducting layers resulting in high measured conductivities (Seidel 1997). 
Therefore, ground resistivity determination by electromagnetic methods 
can result in lower resistivities than obtained by VES measurements. 

For a layered ground the measured conductivity is a weighted mean of 
the conductivities of the layers in which currents were induced. This is 
similar, but not identical to the apparent resistivity obtained by VES meas-
urements. Data inversion to obtain the conductivity depth structure is pos-
sible, if measurements were done with different frequencies or coil orienta-
tions. For EM-34 and EM-31 instruments, a simple method to calculate the 
layered ground response is given by McNeill (1980). 

From a sensitivity function R(Z) the contribution of the layers below the 
depth Z (normalised by the coil separation) can be calculated (Fig. 5.9). As 
an example, for a coil separation of 10 m the depth range below 10 m (Z = 
1) contributes to the measured apparent conductivity by 42%, whereas the 
contribution of the depth range below 20 m (Z = 2) is only 25%. 
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Fig. 5.9. Sensitivity function for horizontal and vertical coplanar loops after 
McNeill (1980), Z = depth normalized by the coil separation 

The sensitivity function R(Z) can be calculated after McNeill (1980) for 
horizontal loops by: 

1Z4

1)Z(R
2

(5.15)

and for vertical loops by: 

Z21Z4)Z(R 2 (5.16)

For a layered ground consisting of n layers with conductivities i and nor-
malized depths Zi to the bottom of layer i, the measured apparent conduc-
tivity a is given by: 

)Z(R......)Z(R)Z(R)Z(R1 1nn12211a (5.17)

This can be used for the planning of field surveys, if the depth ranges of 
the target layers are known. Also a rough data interpretation is possible. 
However, it must be kept in mind that the resolution of these measure-
ments for highly resistive layers is poor. 
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5.2.2 VLF, VLF-R, and RMT 

VLF (very low frequency) 

VLF techniques use the signal of very long wavelength radio transmitters. 
These transmitters are world-wide distributed, their signal is mainly used 
for marine navigation and communication. The transmitter frequencies are 
in the range of 15 – 25 kHz with transmitter powers in the range of 100 – 
1000 kW. 

The transmitted electromagnetic wave consists of electric field compo-
nents Ex and Ez and a magnetic component Hy (Fig. 5.10). The electric 
component Ex leads to current flow in the ground, especially in elongated 
conductive underground structures like fracture zones stretching roughly in 
the direction to the transmitter. These currents induce an additional mag-
netic field component HZ which results in a tilted magnetic field vector in 
the vicinity of the good conductor with a crossover at the center of the 
good conductor. The tilt angle is measured by a radio receiver with the an-
tenna tilted to the direction of maximum received signal. 

Fig. 5.10. Left: field components from a remote VLF transmitter and electric cur-
rent flow in the ground, right: electric field component along the profile indicated 
in the left picture (after McNeill 1990) 

Tilt angle data can be plotted as profiles where the crossovers indicate 
narrow conducting zones. Examples for the use of VLF-techniques for 
fracture zone detection are given in Chap. 13, Figs. 13.20, 13.21, 13.22, 
and 23. However, if the data density is sufficiently large to produce a con-
tour map, the crossover should be converted to peak values to give a clear 
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picture on the map. This can be done by applying an averaging filter to the 
data, e.g. the Fraser filter which converts a sequence of equidistant data 
M1....M4 into:  

)MM()MM(F 21431 (5.18)

F1 is plotted at the center of this data sequence. The application of Fra-
ser-filtering is demonstrated by Hutchinson and Barta (2002) and in Chap. 
13 (Fig. 13.22). 

VLF-resistivity and radio magnetotelluric (RMT) 

From the ratio of the horizontal components of the electric and the mag-
netic field the apparent resistivity of the ground can be determined by 
(McNeill 1980): 

2

a H
E1 (5.19)

E = Amplitude of the horizontal electric field, V/m 
H = Amplitude of the horizontal magnetic field, A/m 

 = magnetic permeability of free space,  = 4  x 10-7 H/m 
 = 2 f, f = frequency, Hz 

H is measured by an antenna and E is measured by an electrode pair ori-
entated towards the radio transmitter (Fig. 5.11). The electrode spacing is 
in the range of 1 – 5 m. Radio transmitters are chosen in the VLF-
frequency range (VLF-R) or in the radio-frequency range 10 – 300 kHz 
(RMT). As the penetration depth of the radio signal depends on the fre-
quency, a VLF-R or RMT multi-frequency data set can be inverted to the 
resistivity depth structure. For inversion, the apparent resistivity a(f) and 
the phase-shift (f) (between E and H) is used. Examples for RMT-
measurements on waste dumps are given by Hördt et al. (2000). 
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Fig. 5.11. Schematic principle of radiomagnetotelluric sounding (after Bosch and 
Gurk 2000) 
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6 The transient electromagnetic method 

Anders Vest Christiansen, Esben Auken, Kurt Sørensen 

6.1 Introduction 

6.1.1 Historic development 

The transient electromagnetic (TEM) method has been developed and re-
fined most intensively since the mid-1980s. This makes the method rela-
tively “young” compared to the frequency domain method, the magnetotel-
luric method and the geoelectric method. The reason is twofold: firstly the 
TEM response covers a very large dynamic range, which makes it difficult 
to measure without sophisticated electronics. Secondly, the interpretation 
of TEM data is approximately 50 - 100 times more computer intensive 
compared to interpretation of frequency and geoelectric data. Though, with 
modern computers the interpretation of TEM data can be done interac-
tively, which was not possible 15-20 years ago when large computers were 
only available to research institutions and a few large companies. 

The inductive methods (TEM and frequency domain methods) were 
originally designed for mineral investigations. Back in the 60s and 70s fre-
quency domain methods were dominating being very sensitive to low re-
sistivity mineral deposits settled in a high-resistive host rock (>100000 

m). This is a typical mineralogical setting in North America. However, 
most of Australia is covered with a relatively thick layer of Rhyolite (up to 
100 m) with low resistivity. Frequency domain methods have difficulties 
penetrating this layer because of the resistivity. This fact pushed the devel-
opment of the TEM method in Australia in spite of the electronic difficul-
ties. At that time only qualitative interpretations were possible, but they 
gave indicative information on mineralizations. 

Over the last two decades the TEM method has become increasingly 
popular for hydrogeological purposes as well as general geological map-
ping. The frequency domain methods have found extensive use using a 
helicopter (see Chap. 5) whereas ground based frequency methods are used 
only very limited for hydrogeological purposes. 

A key point in using the TEM method for hydrogeological purposes is 
the requirement for accurate data with high spatial density. The accuracy 
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must be met by instrumentation, data processing and the interpretation al-
gorithm, in order to have an optimum basis for the geological and hydro-
geological interpretation. Most often it is not enough to map the ground-
water reservoir, but also the internal geological structures, aquifer size, 
volumetric parameters and the geophysical character of cover materials 
must be mapped.  

Fig. 6.1. Comparison of the responses of a base metal mineral exploration and a 
hydrological target as approximated by a vertical thin sheet and layered-earth 
model, respectively. The mineral exploration target is a vertical sheet measuring 
90 m by 30 m at a depth of 20 m, with a conductance of 100 S, in a 100 m half 
space. The parameters for a three-layer hydrological model with a layer represent-
ing a sandy aquifer are: 1 = 50 m, 2 = 100 m, 3 = 10 m, t1 = 30 m, and 
t2 = 50 m, where t is the layer thickness. The parameters for the background model 
(without an aquifer or a sheet) are: 1 = 50 m, 2 = 10 m and t1 = 80 m 

To illustrate the need for accurate data, Fig. 6.1 displays sounding 
curves from typical TEM soundings over a mineral deposit and over a 
groundwater reservoir. A thin-sheet model is used to compute the response 
of a mineral exploration target and compare it to the layered-earth response 
of a hydrological model. For both models the same central-loop TEM ar-
ray is used. The response with the aquifer layer differs from that of the 
background response by a factor of approximately 1.2 or 20%, whereas the 
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response from the mineralized sheet is roughly a factor of 100 above the 
background response. Hence, absolute data accuracy is crucial for hydro-
geophysical investigations. From an instrument and interpretation point of 
view the difference between a factor of 1.2 and 100 is, of course, huge. An 
error of a few percent plays an important role for the hydrogeological re-
sponse whereas it is almost negligible for the response over the mineral 
deposit.

6.1.2 Introduction

The electromagnetic phenomena are all controlled by the Maxwell equa-
tions. One of the most fundamental electromagnetic phenomena is that a 
varying magnetic field will result in a varying electric field which again 
will create another varying magnetic field which ...... etc., indefinitely. 
This phenomenon (amongst others) determines the propagation of elec-
tromagnetic fields which we call electromagnetic radiation. The light bulb, 
microwaves in the oven and long wave radio transmitters are all examples 
of electromagnetic radiation.  

The electromagnetic geophysical methods are all based upon the fact 
that a magnetic field varies in time - the primary field - and thus, according 
to the Maxwell equations, induce an electrical current in the surroundings 
– e.g. the ground which is a conductor. This current and the associated 
electrical and magnetic fields are often called the secondary fields. When, 
for instance, we push a spear in the ground, we measure the electrical 
fields, or when we put a coil on the ground we measure the magnetic field. 
Naturally, the total sum of the fields is measured, i.e. the sum of the pri-
mary and secondary fields, without any possibility of separating them. The 
part of the total field which originates from the secondary field contains in-
formation about the conductivity structure of the ground, because the cur-
rent induction is different for different earth materials. The assignment of 
electromagnetic geophysics is to extract this information from measured 
data and translate it to resistivity images of the subsoil. 

Most electromagnetic methods can be classified as belonging either to 
the frequency-domain methods (FEM) or the time-domain methods 
(TEM). The FEM methods usually work by a transmitter transmitting a 
harmonic primary signal with a particular frequency and a receiver meas-
uring the resulting secondary in-phase (real) and out-of-phase (quadrature) 
fields. The real part is the signal which is in-phase with the primary field, 
and the quadrature part is the part of the signal which is 90-degrees out of 
phase with the primary field. An advantage of this method is that by meas-
uring one particular frequency, electromagnetic noise in the surroundings 
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can be filtered off in a very efficient manner by synchronous detection. 
The main challenge is the presence of the primary field during the measur-
ing procedure. As, in general, this field is much bigger than the secondary 
field which contains most of the information about the conductivity struc-
ture of the ground, you must either measure very accurately (which is very 
difficult), or compensate for the primary field before measuring. However, 
this results in great demands of accuracy to the coil-geometry of the equip-
ment, and these are extremely difficult to meet in a field situation. 

The TEM methods measure, as the name suggests, the amplitude of a 
signal as a function of time. The TEM methods work by a transmitter 
transmitting a pulse - typically a current switched-off very quickly - and 
the measurements are then made after the primary fields disappear, i.e. 
only on the secondary fields. This eliminates the difficulties with geometry 
of the setup related to the FEM method. On the other hand, it is necessary 
to measure the secondary field in a time interval which is so long that the 
amplitude of the signal varies greatly. It has a large dynamic range. Typi-
cally, the variation is a factor 1,000,000, and this field has to be measured 
from 0.00001 s to 0.001 s. In addition to this the characteristics of the sig-
nal do not allow for direct filtration of the signal to avoid surrounding elec-
tromagnetic noise. However, this problem is solved by measuring the tran-
sient signal in gates followed by averaging the gate values (stacking). 

6.1.3 EMMA - ElectroMagnetic Model Analysis 

Numerical examples presented in this chapter (Figs. 9, 12, 13 and 17) have 
been generated using the program EMMA and we suggest to use the pro-
gram in connection to this chapter. EMMA is a geophysical electrical and 
electromagnetic modelling and analysis program. EMMA has a user-
friendly interface allowing non-experts to calculate responses and perform 
model parameter analyses with a few clicks of the mouse. EMMA is free-
ware and is provided by the HydroGeophysics Group at University of Aar-
hus as a design and learning tool. EMMA can be downloaded from 
http://www.hgg.au.dk.

6.2 Basic theory 

This section deals with the most basic electromagnetic theory forming the 
basis of an expression for the transient response. The aim is not a full deri-
vation of the pertinent equations, but a presentation of the central parts 
relevant for a basic understanding of the TEM method. The derivation is 
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general until the Schelkunoff potentials for all electromagnetic methods, 
but the application of the potentials requires the characteristics of the 
source to be defined, and the derivation becomes specialized for the TEM 
method. A detailed description of the theory is found in Ward and Hoh-
mann (1988). 

In this theoretical chapter, capital letters are used in the frequency-
domain, normal letters in the time-domain. 

6.2.1 Maxwell’s equations 

An electromagnetic field is defined by the five vector functions: e (electric 
field intensity), b (magnetic induction), d (dielectric displacement), h
(magnetic field intensity) and j (electric current density). The interaction 
between the elements is governed by Maxwell's equations, describing any 
electromagnetic phenomenon. Maxwell's equations are uncoupled first-
order linear differential equations and are in the time domain given by: 

0
t
bE (6.1)

jdh
t

(6.2)

0b (6.3)

d (6.4)

where  is electric charge density [C/m3]. Here Maxwell’s equations are 
stated as differential equations, meaning that boundary conditions apply 
for a full description of the fields. We will not discuss the boundary condi-
tions here. 

These equations contain five field quantities, but can be simplified to 
only two using the frequency domain constitutive relations, which for ap-
plications with earth materials can be stated as: 

EED )()( i (6.5)

EEJ )()( i (6.6)

HB 0 (6.7)
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The dielectric permittivity , and the electric conductivity , are com-
plex functions of angular frequency , while the magnetic permeability 0
is frequency independent, real and assumed equal to the free-space value. 

A Fourier transformation of Eqs. 6.1 and 6.2 applying the constitutive 
relations given in Eqs. 6.5 to 6.7, yields the Maxwell equations in the fre-
quency domain 

0ˆ0 HEHE zi (6.8)

0ˆ)( EHEH yi (6.9)

The impedivity 0ˆ iz  and the admittivity iŷ  will be used for 
convenience.

The homogeneous Maxwell equations in Eq. 6.8 and 6.9 apply only in 
source-free regions. In regions containing sources they are replaced by the 
inhomogeneous equations 

S
mz JHE ˆ (6.10)

S
ey JEH ˆ (6.11)

where Jm
S is magnetic source current, and Je

S is electric source current. 

6.2.2 Schelkunoff potentials 

The inhomogeneous frequency domain Maxwell equations presented in 
Eq. 6.10 and Eq. 6.11 may be solved for homogeneous regions if Jm

S and 
Je

S can be described. Expressing E and H in terms of the Schelkunoff po-
tentials A and F facilitates the derivation of E and H by differentiation. 
Using potentials makes the differential equations easier to solve because 
the potentials are parallel to the source fields, unlike the fields themselves. 

In general, the electric and the magnetic fields in each homogeneous re-
gion are described as a superposition of sources of either electric or mag-
netic type 

                                                
em
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Thus, an electromagnetic field is described by the pairs of vector functions 
Em, Hm and Ee, He. For the first pair Je

S is assumed to be zero, and for the 
latter Jm

S is assumed to be zero, meaning that the electric source current is 
zero for electric and magnetic fields due to a magnetic source, and vice 
versa.
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All above mentioned equations are valid in general, but now we will be 
more specific on the TEM method. The TEM method considered uses a 
magnetic source (Jm

S) transmitting a transverse electric field. This simpli-
fies the situation because only the Schelkunoff potential F is necessary for 
calculations. The Schelkunoff potential F is defined as 

FEm (6.13)

Using this relation in Eq. 6.10 allows derivation of the inhomogeneous 
Helmholz equation 

S
mk JFF 22 (6.14)

where the wave number k is defined as: 

ŷẑik 0
2

0
2 (6.15)

For earth materials, and for frequencies less than 105 Hz, the displace-
ment current is much smaller than the conduction current. Hence, 

0
2

0  so that 0
2 ik . This is called the quasi-static ap-

proximation. 
The total electric and magnetic fields from a magnetic source can now 

be derived using the Schelkunoff potential F

FEm (6.16)

FFH
z

ym ˆ
1ˆ (6.17)

Under the assumption of a one-dimensional (1D) layered earth, F con-
sists of one component only, the z-component 

zzzF TE;uF (6.18)

where Fz is a scalar function of x, y and z, while uz is the unit vector in the 
z-direction. TEz denotes the transverse electric field, which is the field 
propagating in the xy-plane. Substituting Eq. 6.18 into Eqs. 6.16 and 6.17 
enables the expression of the field components 



186      Anders Vest Christiansen, Esben Auken, Kurt Sørensen 

0EFk
zẑ
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6.2.3 The transient response over a layered halfspace 

The field transmitted in the TEM-method is a transverse electric field. 
Hence, only the F-potential is necessary for a derivation of the vertical 
magnetic field in the centre of a circular loop. A circular loop is a good 
approximation for a square loop of the same area. The latter is more often 
used in practice. 

For a plane parallel 1D model consisting of source free regions as well 
as regions containing sources, a derivation of the appropriate Schelkunoff 
potential requires definition of source characteristics. 

A circular or square transmitter loop can be calculated as an integration 
of vertical magnetic dipoles over the area of the loop. The Schelkunoff po-
tential, in this frame of reference, is for a vertical magnetic dipole 
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with m being the magnetic moment of the dipole and J0 being the Bessel 
function of order zero. 2

y
2

x kk where kx and ky are the spatial fre-

quencies in the x- and y-direction. 2
n

2
n ku where kn

2 is the 
wavenumber in layer n, which from Eq. 6.15 is, in the quasi-static ap-
proximation, n0

2 ik .  is the radial distance from source to re-

ceiver, 22 yx . rTE is called the reflection coefficient and is a quan-
tity expressing how the layered halfspace modifies the source field.

The terms of Eq. 6.20 are visualized in Fig. 6.2. The first term of the in-
tegral in Eq. 6.20 is the free-space response from the source dipole to the 
receiver. The second term has three parts as shown in the figure. The first 
part takes the field from the source dipole to the interface of the earth, the 
second term modifies it with the reflection coefficient, and the third part 
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returns it to the receiver. The reflection coefficient, as visualized in Fig. 
6.2, is calculated recursively starting from the bottom of the model. 

Fig. 6.2. Visualization of the terms in Eq. 6.20. z is positive downwards. Rx is in 
the height h above the ground. Tx at elevation z. The layers in the model are plane 
parallel and homogeneous. This model type is called a 1D model 

Integrating Eq. 6.20 over a circular loop with radius a and current I
yields after some manipulation 
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where J1 is the first order Bessel function. Eq. 6.21 applies for a circular 
transmitter loop with the dipole receiver in distance  from the centre of 
the loop. Using Eq. 6.17 and simplifying further so the receiver is in the 
centre of the transmitter loop (central-loop configuration) we get for the 
vertical magnetic field 
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Eq. 6.22 is expressed in the frequency domain (rTE is a function of fre-
quency). The transient response, the response in the time-domain, is ob-
tained by inverse Laplace transform or inverse Fourier transform. 

The integral in Eq. 6.22 is called a Hankel integral. This integral cannot 
be solved analytically, but must be evaluated using numerical methods. 

6.2.4 The transient response for a halfspace 

No analytic expression is derived in the general case, because of the com-
plexity of Bessel functions and the integral in general. However, for the 
central loop configuration on the surface of a homogeneous halfspace rTE
becomes 

u
urTE (6.23)

and Eq. 6.22 simplifies to 
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Using the simple relation b= 0h Eq. 6.24 can now be solved for b by 
evaluating the integral and applying an inverse Laplace transform
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where t40  and erf is the error function. bz may be evaluated for 
t 0 as bz= 0I/2a. This is the size of the primary field in free space, i.e. the 
magnetic intensity before the current is turned off. 

The time derivative, or the impulse response, dbz/dt is found through 
differentiation to be 
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t
b

(6.26)

These are the central equations for the TEM method, and we will return 
to them later. The equations above apply only to the vertical field in the 
centre of the transmitter loop. 
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6.3 Basic principle and measuring technique 

TEM methods use a direct current, usually passed through an ungrounded 
loop. The current is abruptly interrupted, and the rate of change of the sec-
ondary field due to induced eddy currents is measured using an induction 
coil. The primary field is absent while measuring. Fig. 6.3 summarizes the 
basic nomenclature and principles. 

Fig. 6.3. Basic nomenclature and principles of the TEM method. (a) shows the 
current in the transmitter loop. (b) is the induced electromotoric force in the 
ground, and (c) is the secondary magnetic field measured in the receiver coil. For 
the graphs of the induced electromotoric force and the secondary magnetic field, it 
is assumed that the receiver coil is located in the centre of the transmitter loop  

Typical values for a ground based system are a 50 - 200 s long turn on 
ramp, 1- 40 ms on-time, 1 – 30 s turn-off ramp and 1 - 40 ms off-time to 
measure. The depicted waveform is often referred to as a square wave-
form. Other waveforms with sine or triangular shapes are used, but mainly 
in airborne systems. 

The data recording is done in time-windows, often called gates. The 
gates are arranged with a logarithmically increasing length in time to im-
prove the signal/noise (S/N) ratio at late times. This principle is called log-
gating and 8-10 gates per decade in time are often used. 

As depicted in Fig. 6.3, the current direction shifts for each single pulse. 
A typical sounding consists of 1,000-10,000 single pulses (transients). The 
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sign changes subdue 1) the unwanted signals from power lines if the repe-
tition frequency is chosen as a subharmony of the power line frequency 
and 2) static shift in the amplifiers in the instrument. This is called syn-
chronous detection. Typical repetition frequencies for a 50 Hz power line 
frequency is 25 Hz. When higher repetition frequencies are used, the fre-
quency and the number of transients must be matched so that the 50 Hz 
power line frequency is exactly subdued.  

In the field, a transient sounding can be conducted by placing a wire in a 
square loop on the ground. When investigating the top 150 m of the 
ground, a square with an area of 40 x 40 m2 is commonly used. The wires 
are connected to the transmitter, and the receiving coil with a diameter of 
approximately 1 m is placed in the middle of the transmitter loop. The re-
ceiving coil is connected to the receiver and the receiver, in turn, is con-
nected to the transmitter allowing for synchronization between the trans-
mitter and the receiver (Fig. 6.4).

Fig. 6.4. Field setup of a TEM system. a) shows a central loop, b) an offset-loop 
configuration. Rx denotes receiver, Tx transmitter, l the side length of the loop and 
h the offset between Tx-loop and Rx-coil centres 

The measurements are made by transmitting a direct current through the 
Tx-loop. This results in a static primary magnetic field. The current is shut 
off abruptly which due to Faradays Law induces an electrical field in the 
surroundings. In the ground, this electrical field will result in an electrical 
current which again will result in a magnetic field, the secondary field. The 
current will behave so that, just after the transmitter is switched off, the 
size of the secondary magnetic field from the current in the ground will be 
equivalent to the size of the primary magnetic field (which is no longer 
there). During this first phase the lapse of current is independent of the 
conductivity structure of the ground. Therefore the magnetic field does not 
jump when the current is switched off, but changes continuously. As time 
passes, the resistance in the ground will still weaken the current (which is 
converted to heat), and the current density maximum will eventually move 
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outwards and downwards, leaving the current density still weaker. After 
the first phase, the diffusion is dependent on the conductivity of the 
ground. In a well conducting ground the current diffuses more slowly 
down into the ground compared to a poor conducting ground where the 
currents will diffuse and decay fast. 

The decaying secondary magnetic field is vertical in the middle of the 
Tx-loop (at least if the ground consists in plane and parallel layers). 
Hereby an electromotoric power is induced in the Rx-coil - a voltage – and 
this is the signal which is measured as a function of time in the receiver.  

Just after the current in the Tx-loop is shut off, the current in the ground 
will be close to the surface, and the measured signal reflects primarily the 
conductivity of the top layers. At later times the current will run deeper in 
the ground, and the measured signal contains information about the con-
ductivity of the lower layers. Measuring the current in the receiving coil 
will therefore give information about the conductivity as a function of 
depth – this is often called a sounding. 

The configuration shown in Fig. 6.4a has the receiver coil placed in the 
centre and is called a central loop or an in-loop configuration. The receiver 
coil can be placed outside the current loop which results in an offset loop 
configuration (Fig. 6.4b). This configuration is always used when the side 
length of the Tx-loop is shorter than approximately 40 m. The receiver 
cannot be placed inside the Tx-loop when it is small because the primary 
field becomes too big and interferes with the electronics in the receiver 
coil and the receiver.

Some transient equipment utilizes the current loop as a receiver coil, and 
apart from the electronically related problems, this causes no problems 
since the current in the current loop is shut off when the measurements are 
taken. This is called a coincident loop. 

The advantages and drawbacks of the different configurations are dis-
cussed in larger detail in Sect. 6.8.2. 

6.4 Current diffusion patterns 

6.4.1 Current diffusion and sensitivity, homogeneous halfspace 

To obtain a physical understanding of the current flow in the ground dur-
ing a transient sounding, we will investigate the current density at different 
times after the current in the Tx-loop has been shut off. For a 1D ground 
the current flows cylindrically and symmetrically around the vertical axis 
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through the centre of the Tx-loop. In the following only the right side of 
the current system is shown.  

Fig. 6.5 shows the current density in a homogeneous halfspace at differ-
ent times. 

Fig. 6.5. Current density for an impulse response in an homogeneous halfspace at 
various times. The field is symmetrical around the centre-line of the transmitter. 
The current densities are normalized with the maximum value at that time giving 
the same maximum amplitude in all plots. In reality the maximum amplitude is 
approximately 1,000,000 times larger at 10 s than at 1000 s. The grey shaded 
scale indicates larger current densities for dark grey regions 

You see that the maximum for the current moves downwards and out-
wards as time passes. Note that the maximum is fairly widespread in the 
halfspace. This maximum moves asymptotically along a cone which al-
ways creates an angle of 30  with the horizontal axis, meaning that the cur-
rent has diffused about twice as much outwards as downwards. This diffu-
sion pattern is often referred to as a smoke ring, for obvious reasons.
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Every little part of the circular current system will contribute to the 
magnetic field on the surface which is dependent of the current density to-
gether with the radius and the depth of the current circle. Summarizing the 
contribution of all current density elements of Fig. 6.5 and integrating over 
thin horizontal layers results in a function which describes the relative con-
tribution of different depths to the measured field at a given time. This 
function is shown in Fig. 6.6 at four different times. Often, this is referred 
to as the sensitivity function. 

Fig. 6.6. 1D sensitivity function of the TEM system in the central loop configura-
tion. The absolute values of the sensitivity function is plotted at four different ti-
mes 

It is seen that the function averages the conductivity down to a relatively 
well defined depth z’, and that the sensitivity below this point decreases at 
a very steep rate (like exp(-z-2)). Within a reasonable degree of approxima-
tion, one can say that a transient measurement to a given time is an average 
of conductivities from the surface down to a specific depth, and then no 
deeper.

These observations are only strictly valid for a vertical magnetic dipole 
source over a homogenous halfspace, but it can be proven that with rea-
sonable approximations they retain their validity when the source is a cur-
rent loop over a ground divided into layers. 
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6.4.2 Current densities, layered halfspaces 

The earth can rarely be approximated by a homogeneous halfspace, so 
let us investigate the current density distributions for more complicated 
models. 

The first model is a three-layer model with a low-resistivity layer em-
bedded in high-resistivity layers. 

Fig. 6.7. Current density distribution in a three-layer model with a low-resistivity 
layer embedded in a high-resistive background. The current densities are normal-
ized with the maximum value at that time giving the same maximum amplitude in 
all plots. The grey shaded scale indicates larger current densities for dark grey ar-
eas

Fig. 6.7 shows that already at 10 s after the turn-off of the current 
pulse the maximum of the current density is located in the low-resistivity 
layer. At later times the maximum stays in the low-resistivity layer. Com-
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pared to the homogeneous halfspace (in Fig. 6.5), the low-resistivity layer 
interrupts the normal diffusion pattern and acts as a shield for the high-
resistivity layer below. The faint grey structure in layer two at 10 s is an 
evidence of currents running in the opposite direction. 

Fig. 6.8. Current density distribution in a three-layer model with a high-resistivity 
layer embedded in a low-resistivity background. The current densities are normal-
ized with the maximum value at that time giving the same maximum amplitude in 
all plots. The grey shaded scale indicates larger current densities for dark grey ar-
eas

The model in Fig. 6.8 is the reverse of Fig. 6.7. Now we have a high-
resistivity layer imbedded between two low-resistivity layers. At early 
times the current density maximum is divided between the top and the bot-
tom layers. The current density in the high-resistivity layer is very low. At 
later times the current density distribution jumps entirely to the bottom 
layer skipping the high-resistivity layer in the middle. This implies that the 
resulting sounding curve retains very limited information on this layer. 
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Based on these examples we conclude that the TEM method is highly 
sensitive to low-resistivity layers (conductive layers) simply because a lar-
ger amount of the current flows in these layers. The diffusion speed de-
pends on the resistivity of the layers, i.e. the diffusion speed is high for 
high-resistivity layers and low for low-resistivity layers. 

6.5 Data curves 

6.5.1 Late-time apparent resistivity 

The decaying secondary magnetic field is referred to as b or the step re-
sponse (Eq. 6.25). However, because an induction coil is used for meas-
urements in the field, the actual measurement is that of db/dt (the induced 
electromotoric force is proportional to the time derivative of the magnetic 
flux passing the coil). The impulse response, db/dt (Eq. 6.26) of the mag-
netic induction is plotted in Fig. 6.9a for a variety of halfspace resistivities.  

Fig. 6.9a indicates a power function dependence at late times. When 
approaches zero, i.e. at late times, Eq. 6.26 is approximated by 
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As seen the time derivative of b exhibits a decay proportional to t-5/2.
Observation of the curve of the decaying magnetic field in Fig. 6.9a is not 
very informative and the same applies for actually measured sounding 
curves. A plot of apparent resistivity, a, is more illustrative. It is derived 
from the late time approximation of the impulse response in Eq. 6.27 to be 
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The response curves plotted in Fig. 6.9a are shown as a-converted 
curves in Fig. 6.9b. 

It is important to note that oscillations on an apparent resistivity curve 
are not necessarily reflections of variations in geology and cannot be inter-
preted as such. For instance, a a-curve always goes up before it goes 
down and vice versa (see the overshoot in Fig. 6.9b at 2 10-5 s). Even 
though keeping in mind that the apparent resistivity is not equal to the true 
resistivity for a layered earth, it does provide a valuable normalization of 
data, with respect to source and the measuring configuration. 
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Fig. 6.9. In a) impulse responses (db/dt) for a homogeneous halfspace with vary-
ing resistivities are shown (black lines). The same curves converted to a are 
shown in b). The grey line is the response of a two-layer earth with 100 m in 
layer 1 and 10 m in layer 2. Layer 1 is 40 m thick  

6.6 Noise and Resolution 

6.6.1 Natural background noise 

A geophysical datum always consists of two numbers – the measurement 
itself and the uncertainty of the measurement. A measurement is never 
100% certain (or 0% uncertain) because the measured data consist of both 
the earth response and the background noise. 

One single transient in a TEM-sounding is most often affected signifi-
cantly by noise. By repeating the measurement the noise is decreased and 
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the signal enhanced. An ordinary TEM sounding consists of 1,000 to 
10,000 single transients. Fig. 6.10 shows stacks of 50 single transients and 
a stack of 5,000 single transients. It is obvious that a sounding with 50 
stacked transients would be very hard to interpret compared to the stack 
with 5,000 transients. 

If using a log-gating technique, the S/N ratio is proportional to 
N where N is the number of measurements in the stack. We assume that 

the noise follows a Gaussian distribution. Thus, doubling the number of 
measurements in the stack improves the S/N ratio by a factor 1.41. 

Fig. 6.10. TEM sounding curves stacked with 50 transients (grey) and 5,000 tran-
sients (black) 

The surrounding electromagnetic noise originates from various sources. 
Some sources are near but most sources, such as lightening, are very dis-
tant. The fields from these sources travel around the globe in the cavity be-
tween the surface of the Earth and the ionosphere. This cavity is an effi-
cient wave guide for electromagnetic radiation. 

There is a natural level of electromagnetic noise which derives from 
fluctuations in the Earth’s magnetic field originating from sun winds. Their 
frequencies are, however, so low that they do not influence the transient 
measurement. More important are the so-called spherics which originate 
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from flashes of lightening from thunderstorms everywhere on the Earth, 
especially in tropical areas. Around 100 flashes of lightening hit the Earth 
per second. This noise has a random character and it is more powerful dur-
ing the day than during the night and stronger during summer compared to 
winter.

Noise also originates from the supply of electricity and the related elec-
trical installations. There is partly the harmonic 50 or 60 Hz signal, which 
is deterministic, partly the transient magnetic fields, which are of a random 
character and arise due to changes in the current power when electrical in-
stallations are turned on or off. In addition to this, the electromagnetic 
fields from communication equipment (radio, TV, telephone etc.) will act 
as sources of noise. 

With well-working equipment the noise originating from the electronics 
in the instrument itself is negligible compared to the noise described 
above.

6.6.2 Noise and measurements 

Using the log-gating technique, random noise will fall off proportional to t-

1/2. Fig. 6.11 summarizes some central principles of a TEM sounding.  
The effective noise, i.e. the noise after stacking, is in the area of 1 

nV/m2, varying between 0.1 and 10 nV/m2. In Fig 6.11 the level is ap-
proximately 3 nV/m2*s at 1 ms. A suite of noise measurements is shown 
grey on the figure. The trend of the curves is close to the predicted t-1/2 de-
pendence shown with the grey dashed line. 

It is clear that the measurements at early times are many times bigger 
than the noise level. This means that the S/N ratio is high, and thereby the 
ability to repeat the measurements is good at early times. At the time when 
the measured signal passes the level of noise, it is normally proportional to 
t-5/2 which means that the transition from a good S/N ratio to a very poor 
S/N ratio happens quite suddenly. 

There are two ways to get data at later times, i.e. information from lar-
ger depths: 1) reduce the noise by stacking or 2) increase the moment of 
the transmitter. Stacking reduces the noise proportional to N where N is 
the number of measurements in the stack. The effect of increasing the 
moment is also shown in Fig. 6.11 with the black dotted line. The line in-
dicates the level of a sounding at the same location with a 10 times larger 
moment and it is clear that the S/N ratio is much higher at later times. 
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6.6.3 Penetration depth 

In relation to TEM soundings it is difficult, as for all other geophysical 
methods, to speak quantitatively and unambiguously about the penetration 
depth. In the following we will state some rules of thumb. 

The depth down to which the current system diffuses is called the diffu-
sion depth. This depth, zd, is defined by 

st,m,mt26.1t2zd
(6.29)

Fig. 6.11. TEM sounding and noise measurements. The grey curves are noise 
measurements with the t-1/2 trend plotted with the thick dashed grey line. Error 
bars are 5%. The earth response is the black curves. The black dotted line indi-
cates the approximate level of a sounding with a 10 times higher moment 

This is an exact equation for plane fields only. For circular or quadratic 
loop sources the diffusion depth is about 1.8 times smaller than estimated 
by Eq. 6.29. 

The diffusion time, i.e. the time at which the current has diffused to a 
certain depth, is expressed as 
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As seen in the Fig. 6.9a, the signal decreases in a homogenous halfspace 
by t-5/2, and when the signal passes the level of the natural noise, we can no 
longer use the measurements. Thus, the level of the natural noise sets the 
limits for how late we can make our measurements, and thereby also how 
deep the current can diffuse into the ground. By using the expression given 
for dbz/dt for late times (Eq. 6.27) we find a relationship between the noise 
signal, Vnoise, and the latest time, tL at which we can make measurements: 
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When tL is equivalent with the diffusion time td
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From these expressions it is seen that the maximal diffusion depth, 
which is a measure for the penetration depth, is proportional to the fifth 
root of the ratio between the moment of the current loop and the product of 
the conductivity and the noise level. The only way to increase the penetra-
tion depth is to increase the moment of the transmitter or decrease the ef-
fective noise level. The surrounding noise is a relatively unchangeable 
size, but the way in which we gather and process our data, by stacking 
many measurements, reduces the effective noise as discussed in Sect. 
6.6.2. From Eq. 6.32 appears also that to double the penetration depth, the 
effective noise has to be reduced - or - the moment of the transmitter has to 
be increased by a factor 32. 

6.6.4 Model errors, equivalence 

Models that within the measuring error produce almost identical responses 
are called equivalent models. Sometimes equivalences can be very pro-



 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

nounced in the sense that very different models give rise to almost identi-
cal responses. In an ideal situation with no measuring error, equivalences 
do not exist, meaning that a given data set can be fitted with one and just 
one model. In real situations there is always noise on the data, and we as-
sign uncertainty to the data according to the noise level. In that situation 
multiple models will fit the data set within the assigned uncertainty.  

The TEM method shows only to limited degree equivalence for a low-
resistivity layer between two high-resistivity layers (low-resistivity equiva-
lence), a high-resistivity layer between two low-resistivity layers (high-
resistivity equivalence) and layers where the resistivity is gradually de-
creasing (double descending equivalence).  

In Sect. 6.4 we saw that the TEM method has only limited sensitivity to 
high-resistivity layers. This, of course, has an implication when we try to 
interpret data sets measured over models with such high-resistivity layers. 
In Fig. 6.12 a suite of responses is plotted.  

 

 
Fig. 6.12. Resistivity equivalence. The resistivity of the second layer is varied 
from 64 Ωm to 1024 Ωm. The base model is a maximum type model with 32 Ωm 
n the top layer, a high-resistivity middle layer (64 - 1024 Ωm) and 10 Ωm in the 
bottom layer. The thickness of layer one and two is 16 m 

The response curves of the different models are only slightly separated. 
This is explained by the fact that the high-resistivity layer does not pro-
duce any significant amount of response. It is therefore not possible to say 
anything about the resistivity of that layer. However, the thickness will be 
fairly well determined because the thickness of the first layer and the depth 
to the third layer can be determined as having relatively low resistivity.  

In Fig. 6.13 response curves for a series of double ascending models are 
shown. The ratio between thickness and resistivity (the conductance) for 
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the second layer is constantly at 0.25 S. It is clearly very difficult to distin-
guish between these models, which is caused by the poor sensitivity to 
changes of the depth to the bad conductor at the bottom. 

Other types of models including high-resistivity layers will be equally 
difficult to interpret with the TEM method. As a rule of thumb it is said 
that the TEM method is unable to distinguish between resistivities higher 
than 80 - 100 Ωm. They are just high. 

 

 
Fig. 6.13. Layer suppression in double ascending models. The resistivity of the 
second layer is varied from 64 Ωm to 256 Ωm and the thicknesses are varied from 
16 to 64 m keeping the conductivity of the second layer constant. The resistivity 
of layer one is 32 Ωm and the thickness is 16 m. The resistivity of layer three is 
512 Ωm . The black line is the two-layer model with the same total conductivity 
over the bad conductor at the bottom as the three-layer models 

6.7 Coupling to man-made conductors 

Coupling noise is not noise in the same sense as the noise described in 
Sect. 6.6.1. Coupling noise appears due to induced currents in all man-
made electrical conductors within the volume in which the transmitted 
electromagnetic field propagates. The disturbance is deterministic, arising 
at the same delay time for all decays summed in the stacking process. 
Coupling effects in data cannot be accurately removed to provide a reliable 
interpretation; therefore soundings located close to pipelines, cables, 
power line, rails, auto guards and metal fences cannot be interpreted, and 
data should be culled.  
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The safe distance, defined as the minimum distance where good data 
can be measured, is counted as the distance between any point on the 
transmitter-receiver setup and the man-made conductor. The safe distance 
to any man-made conductor is at least 100 m over an earth with an overall 
resistivity of 40 – 60 m. The safe distance increases with the resistivity. 

Spatially dense sampling is the only way of adequately identifying and 
removing distorted data while still leaving enough data for a meaningful 
interpretation.

6.7.1 Coupling types 

A general model for the disturbance from man-made structures is that of 
an oscillating circuit, and it is normally categorized into two types, gal-
vanic and capacitive coupling, both shown in Fig. 6.14. 

Fig. 6.14. Graphic sketch of the galvanic coupling a) and capacitive coupling b)
with the typical imprints in the measured data in c) and d)

In the galvanic coupling the current has a galvanic return path to the 
ground as shown in Fig. 6.14a. It is characterized by an L-R circuit, with 
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the decay decreasing exponentially. The disturbance depends on the time 
constant of the circuit, but can be very hard to identify on non-profile data. 
A galvanic-type coupling could arise from high-voltage power lines, 
grounded at each pylon. Animal fences and highway crash barriers are 
other examples. It can be very hard to recognize on single-site soundings 
because the whole sounding curve is shifted, as plotted in Fig. 6.14c. The 
shift can easily be confused by that of a low resistive layer at shallow 
depth.

The capacitive-type coupling is characterized by a L-C-R circuit having 
an inductive return path to the ground (Fig. 6.14b). A capacitive-type cou-
pling could arise from buried polyurethane-isolated cables. This type of 
coupling is easily recognized because of its oscillating character, as seen in 
Fig. 6.14d. 

Distance dependence of couplings and handling of coupled data sets are 
described under advanced topics. 

6.7.2 Handling coupled data 

Field work carried out in culturally developed areas will always give rise 
to coupled soundings, even if carried out with great care, keeping the safe 
distance at all times. This implies that all soundings must be evaluated in-
dividually in order to identify possible couplings. Data sets identified as 
influenced by a coupling must be excluded before the data interpretation. 
If coupled data sets are not identified, but assumed to be results of geo-
physical properties of the earth, an erroneous interpretation will be the re-
sult as shown in Fig. 6.15. 

It is clear that the coupled response, S2, can be interpreted as if it was an 
undisturbed earth response (Fig. 6.15b and c). However, assuming that the 
data set is not coupled results in an erroneous interpretation (Fig. 6.15d). In 
this case the knowledge of the houses nearby and the close separation be-
tween the soundings is enough to identify the coupled data set, but often 
the only certain way to identify couplings is to achieve profile data. 
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Fig. 6.15. Coupled and uncoupled soundings. Panel a) shows the position of two 
TEM soundings on a map of which S1 is not coupled and S2 is galvanically cou-
pled due to the houses nearby. Plot b) is db/dt decay curves for the two soundings 
and plot c) is the same converted to apparent resistivity. Panel d) shows the in-
verted model from the two responses. The geology of the area is known to be very 
flat and slowly varying 
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6.8 Modelling and interpretation 

6.8.1 Modelling 

As mentioned in the introduction, a key point in using the TEM method for 
hydrogeological purposes is the requirement of accurate data with high 
spatial density. Insufficient data quality makes it impossible to obtain a re-
liable geophysical model for use in a hydrogeological interpretation. 

To obtain data of sufficient quality, the following instrument parameters 
must be known and modelled in the data modelling algorithm: 

The transmitted waveform characteristics, including the exact appear-
ance of the current turn-off and turn-on ramps and precise timing be-
tween the transmitter and the receiver. Timing parameters must be 
known to an accuracy of 100 ns, because of their severe impact on 
early-time data. 
The receiver transfer function, which is modelled by one or more low-
pass filters, often has a strong influence on early-time data. Low-pass 
filters are included in the receiver system to stabilize the amplifiers and 
to suppress the noise from long-wave radio stations. 
The geometry of the transmitter-receiver configuration must be accu-
rate, especially for the offset array configuration. Central-loop data are 
relatively insensitive to deviations in geometry as long as the transmitter 
area is unchanged. 
Measuring data with a high spatial density serves two purposes: 1) the 

resolution of geological structures is improved and 2) erroneous data 
caused by instrument malfunction and transmitter-induced coupling to 
man-made conductors can be identified and eliminated. The latter is by far 
the most important. 

6.8.2 The 1D model 

It is at present time not possible to do inversions on TEM-data in more 
than one dimension on a routine basis. 3D inversion codes have been de-
veloped lately, but they are still computationally very intensive, and they 
require densely measured data sets. Therefore, it is inevitable that geologi-
cal noise is present when describing a 3D world by a 1D model. The dis-
tribution of 2D and 3D structures decides the amount of geological noise. 
Fig. 6.16 shows a TEM sounding curve and the best fitting 1D model. The 
model has 5 layers. More layers would also fit the data but, in order not to 
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make an erroneous interpretation the, simplest model fitting the data to an 
appropriate degree is chosen. 

 

 
Fig. 6.16. Sounding curve and inverted model for a TEM sounding 

6.8.3 Configurations, advantages and drawbacks 

Ground-based TEM systems using a high transmitter moment normally 
utilize a transmitter loop of 40 - 100 m. The advantages of a large loop are 
that measurements can be made inside the loop, and the magnetic moment 
is large; the drawbacks are the low field efficiency and the pronounced 
coupling with cultural features. A small transmitter loop with a high cur-
rent is very field efficient, but four issues must be tackled in the configura-
tion design: 
• Measuring in the central-loop configuration with a small transmitter 

loop and high output current saturates the receiver amplifiers due to 
high voltages arising from the turn-off of the primary field. After satura-
tion, amplifiers produce distorted signals for hundreds of microseconds. 
Furthermore, currents on the order of nA leak from the transmitter coil 
after the current is turned off, adding to the earth's response and thereby 
distorting the data. Both effects become negligible because of geometry 
when using either a small output current with a large transmitter loop or 
a large offset between the transmitter and the receiver coils. Thus high-
output current data must be measured in the offset configuration, while 
low current data can be measured in the central-loop configuration. 

• The induced polarization (IP) effect is pronounced in some sedimentary 
environments. The IP effect, which is most pronounced in the central-
loop configuration, moves to later times as the offset between the trans-
mitter and the receiver coil increases. 
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At early times, the offset configuration is extremely sensitive to small 
variations in the resistivity in the near surface. Extensive 3D modelling 
of such variations shows a pronounced influence on the measured fields 
before the current system passes beneath the receiver coil. In many 
cases these data are not interpretable with a 1D model, even if the sec-
tion is predominantly 1D. At later times, after the current system has 
passed, the distorting influence has decayed. The central-loop configura-
tion is much less affected by near-surface resistivity variations. 
The offset configuration is sensitive to small deviations in the array ge-
ometry. For a simple 60 m half-space model, a 30% error in the re-
sponse is apparent near the sign change if the receiver coil is located 71 
m instead of 70 m from the transmitter. In a routine field situation, it is 
next to impossible to work with such accuracy. After the sign change, 
the offset configuration is essentially equivalent to a central-loop con-
figuration; the central-loop configuration is insensitive to the placement 
of the receiver inside the transmitter loop. 
A compromise is to use a high-power system where early times are 
measured in the central loop configuration with a small current of 1 – 3 
A. Late times is, in turn, measured in the offset configuration with 
maximum output current. In this way the four issues are addressed, and 
the field production can still be kept high. 

6.9 Airborne TEM 

In this chapter we will give an overview of the airborne TEM system and 
discuss the specific topics where the airborne and the ground based tech-
niques differ. We will focus on the relatively new helicopter systems as 
they have the sufficient accuracy necessary for groundwater investigations.  

6.9.1 Historical background and present airborne TEM 
systems. 

Airborne electromagnetic systems (AEM) have been used for more than 50 
years. The development was driven by the exploration for minerals with its 
needs for surveying large areas within reasonable cost. The first attempts 
with airborne TEM systems in the 1950s were quite successful in base-
metal exploration in Canada, and in that decade over 10 systems were in 
the air. The most successful system resulting from the 1950s was the IN-
duced PUlse Transient (INPUT). Canada and the Nordic countries led the 
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development and use of AEM systems, and by the 1970s the methodology 
was seen used worldwide.  

With the decline in exploration for base metals, the use of AEM meth-
ods turned from anomaly detection to conductivity mapping, and fre-
quency-domain helicopter EM (HEM) systems appeared. By the 1990s 
base-metal exploration was concerned with deep targets, and AEM sys-
tems began to follow two paths: fixed-wing time-domain systems designed 
for detection of deep conductive targets, and frequency-domain HEM sys-
tems intended for high-resolution, near-surface, conductivity mapping. 

Of the more than 30 systems appeared since the inception of the AEM 
method, few are currently in routine use. The GEOTEM and the 
MEGATEM systems are digital enhancements of the INPUT system, 
which uses a half-sine transmitter waveform. The TEMPEST system uses 
a square transmitter waveform as is common for ground-based TEM sys-
tems. 

Table 1. Key parameters of different airborne transient systems. 

Name of 
equipment

Moment
in
kAm2

Transmitted 
waveform

Configuration 
and measured 
components.

Type of 
Calibration 

Carrier type 

GEOTEM 450 Half-sine Offset-loop, 
Z and X  

Relative Fixed-wing 

MEGATEM 1500 Half-sine Offset-loop, 
Z and X 

Relative Fixed-wing 

TEMPEST 55 Trapezoid Offset-loop, 
Z and X 

Relative Fixed-wing 

AeroTEM 40 Triangular Central-loop, 
coplanar, Z 
and X 

Absolute Helicopter 
Sling-load

HoisTEM 120 Trapezoid central-loop 
coplanar,  Z 

Relative Helicopter 
Sling-load

VTEM 400 Trapezoid central–loop 
coplanar, Z 

Relative Helicopter 
Sling-load

SkyTEM 120 Trapezoid central-loop 
coplanar, Z 
and X 

Absolute Helicopter, 
Sling-load

The TEM systems mentioned above are fixed-wing systems, i.e. systems 
with the current-loop strung around an airplane from the nose, tail and 
wing tips. Only recently has the concept of a transient helicopter system 
come of age, and new systems are emerging making broadband measure-
ments with a small footprint possible. Transient helicopter systems carry 
the transmitter loop as a sling load beneath the helicopter. Recently devel-
oped helicopter TEM systems are the AeroTEM, NEWTEM, Hoistem, 
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VTEM and SkyTEM systems. The AeroTEM, NEWTEM, Hoistem, and 
VTEM systems are designed primarily for mineral exploration. The Sky-
TEM system is designed for mapping of geological structures in the near 
surface for groundwater and environmental investigations and was devel-
oped as a rapid alternative to ground-based TEM surveying. Table 1 sum-
marizes the key parameters of the airborne TEM systems currently in op-
eration.

6.9.2 Special considerations for airborne measurements 

In groundwater exploration, data with precision and quality are required as 
the decisive data changes can be as low as 10 – 15 %. When operating in 
the air a number of key issues need to be addressed to achieve the required 
data quality. The issues are all related to the calibration, the altitude and 
the flight speed of the system. 

Calibration

In the context of high data quality, the calibration of the transmit-
ter/receiver system plays a central role.  

When airborne systems operate in the frequency domain, the strong 
primary field has to be compensated in order to measure the Earth re-
sponse. Because of drift in the system the compensation changes in time, 
and its size has to be determined successively during the survey by high-
altitude measurements. Furthermore, it is necessary to perform measure-
ments along tie lines perpendicular to the flight lines and by post-
processing to provide concordance between adjacent lines. This process is 
called levelling, and because of this a frequency system is said to be rela-
tively calibrated.  

When airborne systems are operating in the time domain, it is possible 
to reduce the interaction between the transmitter and the receiver system to 
a level, at which the distortion of the measured off-time signals is negligi-
ble. In this case, a calibration of the instruments can be performed in the 
laboratory and/or at a test site before the equipment is used in surveys. 
Neither high altitude measurements nor performing tie lines for levelling 
are then necessary during the survey. Such a system is said to be absolute 
calibrated.

The relatively calibrated systems have a lower S/N ratio and a lower 
data accuracy because of the levelling and the filtering of data compared to 
the absolutely calibrated systems. 
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Altitude

The Earth response decays with increasing altitude. This is illustrated in 
Fig. 6.17a). The model resembles a conducting clay cap above a resistive 
aquifer layer situated on a good conducting clay basement. 

The random noise contribution from natural and man-made sources has 
no significant change within the operating range. Therefore, the decay in 
the Earth response solely causes a lower S/N ratio at late times resulting in 
a poorer resolution of the deeper part of the Earth. 

The determination of the near surface layers also decreases with higher 
altitude because the fields have weakened. Fig. 6.17c) shows the standard 
deviation as a factor for the model parameters of the model in Fig. 6.17b). 
The determination of the resistivity of the first and the second layer and the 
thickness of the first layer decrease when the system moves from the 
ground to an altitude of 100 m. The thickness of the second layer remains 
well determined because it is very thick. In general, increasing altitude 
means a lower resolution of the upper layers. Related to groundwater in-
vestigations, the above figures show that high resolution of near-surface 
protecting clay layers requires operation at low altitudes. 

Another implication of the decaying Earth response with altitudes is in-
creased distortions of the Earth response due to coupling to man-made in-
stallations. As mentioned in chapter 6.7, a safety distance to installations 
of at least 100 m, depending on the model, has to be maintained in order to 
avoid distorted data sets. Airborne electromagnetic measurements intro-
duce larger safety distances to installations compared to ground based 
equipment because of the lower Earth responses. The larger the flying alti-
tude is the larger are the safety distances. If the signal at late times has de-
creased by a factor of X, the safety distance must be increased by a factor 
of X  (assuming the coupling is caused by an infinite wire with field de-
cay proportional to 1/r2, r being the distance to the wire). For the model in 
Fig. 6.1, the safety distance at an altitude of 50 m is approximately 1.4 
times larger than at the surface. At an altitude of 100 m it has increased to 
approximately 1.7. 

Flight speed 

An important tool for increasing the S/N ratio in electromagnetic meas-
urements is to perform stacking and filtering of measurements (see chapter 
6.6).

In TEM measurements the noise is reduced by stacking the individual 
transient decays. To achieve a certain S/N ratio, a certain number of tran-
sient decay curves are necessary in the stack. 



 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

 
Fig. 6.17. Altitude and resolution. a) shows the Earth response as a function of al-
titude for the model in b). The transmitter moment is 22,500 Am2 and responses 
are measured in the central-loop configuration. The transmitter height is varied 
from 0 m to 100 m in steps of 10 m. The response decreases more at early times 
than at late times. Data above the noise indicated by the dashed line are obtained 
until 1.8 ms at an altitude of 100 m and 3.2 ms at the surface (dotted lines). Plot c) 
shows the standard deviation as a factor (a factor of 1 means 0% uncertainty) for 
the parameters of the model in b) assuming the noise model indicated with the 
dashed line in a). Resistivities are solid lines, thicknesses dotted lines 

If the noise affecting the data sets is uncorrelated Gaussian noise, we 
have for the standard deviation, STD, of the average of the stack that  
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N
STD 1

(6.33)

where N is the number of transients in the stack. 
When the system is moving while measuring, a trade-off between the 

lateral resolution and the vertical resolution of the Earth parameters exists 
because a certain time is needed to collect the individual transient decays 
for a sounding. A given vertical resolution is related to the time interval in 
which measurements are made, and the time interval is determined primar-
ily by the noise level in the data sets (see ch. 6.6). In other words, the noise 
level is related to a certain stack size, which in turn is related to a certain 
acquisition time.  

The lateral system movement while achieving the stack increases with 
velocity which decreases the lateral resolution. Hence, a higher vertical 
resolution inevitably means a decreased lateral resolution if the flight 
speed is unchanged. On the contrary, the same lateral resolution at a higher 
velocity results in an increase of the noise of the stacked transients because 

1
2

V
VNoise (6.34)

V2/V1 being the velocity increase factor.  
Finally, the S/N ratio of the data sets is proportional to the size of the 

transmitted moment. This implies that increasing the transmitted moment 
by a factor of 12 VV maintains the S/N ratio at the same level. 

The considerations above assumes uncorrelated gaussian noise, but 
when the receiver coil is moving in the static Earth magnetic field, non-
gaussian noise is also induced in the coil. This is called microphonic buf-
feting. The microphonic buffeting noise increases with increased velocity 
and is reduced by many ingenious constructions. The total noise is the sum 
of the gaussian noise and the microphonic buffeting. 

Data quality and post processing. 

Airborne electromagnetic surveys are mostly cost effective. As the data 
acquisition is extremely fast, and large amounts of data are collected over a 
short period of time, the data quality control has to be automatic.  

As discussed in Sect. 6.9.2, the use of an absolutely calibrated TEM sys-
tem implies that no high-altitude measurements have to be carried out and 
subsequently used for compensating the data for the effects from transmit-
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ter-receiver interactions. Nor is it necessary to perform levelling of the data 
sets. 

In order to maintain the high data quality demanded for groundwater 
surveys, the geometrical setup of the equipment has to be well determined 
at all times, as well as the transmitted current. The geometrical setup is de-
termined by the altitude and the inclination of the transmitter and receiver 
coils. Furthermore, it is essentially that the calibration and the functionality 
of the instruments are well documented, and that all setup parameters are 
saved for the subsequent interpretation. 

The post-processing of the measured data sets relates to two tasks. The 
first task is to process the altitude, inclination and position data in order to 
remove outliers and to provide continuity. Especially the altitude data need 
processing as they are, in many cases, affected by the vegetation on the 
surface. If the altimeter reflections from vegetation are not identified and 
corrected, errors will be introduced in the interpreted models. Fig. 6.18 
shows a section of altimeter data from the SkyTEM system. The dots are 
reflections as picked up by one of the laser altimeters mounted on the 
transmitter frame. The solid line is the processed altimeter data. The ef-
fects of the erroneous reflections obtained over the forest are removed in 
the processed altitude curve. Data from the processed altimeter data are 
used in the interpretation of the data sets.  

 

 
Fig. 6.18. Processing of altitude data. Dots are the actual reflections picked up by 
a laser altimeter. The solid line is the processed height data. Over the forest a large 
number of reflections come from the tree-tops 

The inclination of the frame is used both to correct the altitudes and the 
data. Altitudes are measured assuming that the laser beam is normal to the 
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ground surface. When the laser tilts, the normal altitude has to be calcu-
lated. The data compensation arises because it is assumed that the trans-
mitter and the receiver are z-directed. This is not true when the frame is 
tilted, and a correction has to be applied as 2*cosine(inclination). 

The second task is related to the distorting of the data sets by the cou-
pling responses from man-made installations. This is a very time consum-
ing process when operating in culturally developed countryside and in-
volves a significant part of the post-processing time. However, the removal 
of coupling-distorted datasets is crucial for the quality of the interpreted 
datasets.

Fig. 6.19 is an example from a SkyTEM survey where the survey line 
crosses two couplings associated with roads. The data marked with grey in 
Fig. 6.19a) are coupled, and like the sounding curve in Fig. 6.19c) they can 
not be used for interpretation. The uncoupled data in Fig. 6.19b) have a 
smooth appearance in the whole time range until they reach the noise level 
for the last couple of gates. 

6.10 Field example 

In the following we will show results from a groundwater survey in Den-
mark. The survey was carried out using the airborne SkyTEM system.  

6.10.1 The SkyTEM system 

The SkyTEM system has been developed for groundwater investigations 
by the HGG group at the University of Aarhus, Denmark. During the last 3 
years, the system has been intensively used for groundwater surveys. A 
key issue for the system is that it must produce data of the same quality as 
groundbased systems.  

The transmitter and receiver coils, power supplies, laser altimeters, 
global positioning system (GPS), electronics, and data logger are carried as 
a sling load on the cargo hook of the helicopter. SkyTEM in operation is 
pictured in Fig. 6.20.  
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Fig. 6.19. Coupled data. Panel a) is a plot of selected time gates along a profile 
from a SkyTEM survey. Data are normalized with the transmitter moment. Data 
marked with grey are identified as coupled whereas black data are uncoupled. The 
coupled data are associated with the crossing of two roads. Plot b) shows a cou-
pled data set, and for comparison an uncoupled data set is shown in c). Profile and 
position of selected soundings are shown on the inserted map in d). The coupled 
sounding is marked with a circle, the uncoupled sounding with a square. The thick 
solid line marks the profile section shown in a) 

The array is located using two GPS position devices. Altitude is meas-
ured using two laser altimeters mounted on the carrier frame, as well as in-
clinometers measuring in both the x and the y directions. The measured 
data are averaged, reduced to data subsets (soundings) and stored together 
with GPS coordinates, altitude and inclination of the transmitter/receiver 
coils and transmitter waveform. Transmitter waveform information and 
other controlling parameters of the acquisition process are recorded for 
each data subset, thereby ensuring high data-quality control. 

The transmitter loop is a four-turn 300 m2 loop divided into segments to 
allowing transmittance of a low and a high moment. The transmitter loop 
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is attached to a rigid wooden lattice frame construction. The receiver coil 
is located on the rudder, 1.5 m above the corner of the transmitter loop as 
shown in Fig. 6.20.  

Fig. 6.20. The SkyTEM system in operation  

The operational flying speed of the SkyTEM system in groundwater 
surveys is 15 - 20 km per hour (4.1 - 5.5 m/s) providing a high-moment 
stack size of approximately 1000 transients. This is sufficient to obtain 
data out to 2 - 4 ms. Consequently, high- and low-moment data segments 
yield an average lateral spacing of 35 - 45 m. A compromise between ver-
tical resolution and safety concerns for the helicopter operation is to main-
tain an altitude of 15 - 20 m for the carrier frame and about 50 m for the 
helicopter. In forest areas, the flying altitude increases with the height of 
the trees. 
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The SkyTEM systems are absolutely calibrated at the national test site 
in Denmark before used in surveys. Occasionally the systems are brought 
to the site to ensure that the equipment is operating correctly. 

As part of the standard field procedure for data quality check, repeated 
data are acquired every time the helicopter refuels and gets fresh batteries, 
at about 1.5 hour intervals. The repeated measurements when corrected for 
the geometrical parameters (altitude, inclination etc.) are expected to be 
within 5%. 

6.10.2 Inversion of SkyTEM data 

A sounding consists of a low and a high-moment segment. As the two 
segments are spatially separated, the data sequences are inverted with dif-
ferent altitudes. The flying altitude is included as an inversion parameter 
with a prior value and a standard deviation determined from the altimeters. 
All data sequences along the profile lines are inverted in one step using 
soft bands on the model parameters. This approach allows for smooth tran-
sitions along the profile line resembling the actual changes in geology.  

6.10.3 Processing of SkyTEM data 

Navigation and status data for the SkyTEM system make up a substantial 
amount of data. The basis for the processing is the following: 

GPS data are measured every second with two independent devices. 
The angle of the frame is measured every second by two independent 
devices.
The altitude of the frame is measured 20 times per second with two laser 
devices.
The transmitter current is stored for every 50 - 100 transients. The 
transmitter also monitors parameters like battery voltage and tempera-
ture.
Every transient is stored and saved for further processing. 
Processing of GPS and angle data is done by adaptive filtering of the 

data. The angle data are used to calculate normal reflection altimeter data 
and for calculation of exact transmitter and receiver altitudes and a field 
correction factor. The field correction factor accounts for the reduction in 
the z-directed magnetic moment caused by the movements of the transmit-
ter/receiver-plane when flown in the wind. The angle from horizontal is 
normally between 0 and 15 degrees. 
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Processing of the altitude data is more critical and has to be evaluated 
by the user. A precise determination of the altitude is crucial to obtain the 
required resolution of the upper approximately 30 m of the subsurface. The 
main problem is that the lasers receive reflections from the treetops and 
not the forest floor when the system flows over both hard-wood and soft-
wood forests. This is seen as abrupt drops in the altitude measurements. 
An adaptive filtering scheme has been designed to eliminate the unwanted 
reflections, but also this scheme fails when forest-floor reflections are ab-
sent in tens of seconds. In this case, the user has to either draw an altitude 
line on a profile plot of the altitude data or, if impossible, to mark the alti-
tude as a free parameter in the inversion.  

The processing of the transient data is done in two steps. The first step 
uses adaptive filters to eliminate noise. The stack size after step one is ap-
proximately 100 - 200 transients. At this stage, all data that are coupled 
due to man-made installations are removed. This process is quite time con-
suming and requires a close integration of gate profile plot, individual data 
set plots and a GIS-map.  

In step two, the five - ten data sets from step one are averaged into se-
quences. The data sequences are the final soundings used in the inversion. 
A final sounding consists of about 600-800 SkyTEM transients yielding 
data from 17 s to 2 to 4 ms. The soundings are on the average separated 
30 - 50 m on the flight line. 

6.10.4 The Hundslund Survey 

In the following we will present the results from the Hundslund survey. 
The Hundslund survey covers about 40 km2. The average line spacing is 
250 m, which gives approximately 250 line kilometres of data. The data 
processing yields one sounding about every 40 m, totally about 1800 
soundings. 

Aquifers in this part of the country are often associated with buried val-
leys incised into the low-resistive Tertiary clays. The valleys, filled with 
sand and gravel deposits, are the primary aquifers. The primary purpose of 
the Hundslund survey is to find and delineate the buried valley structures, 
the secondary purpose to evaluate the vulnerability of the aquifers. The 
vulnerability is evaluated by mapping clay layers in the upper 30 m as clay 
layers prevent and delay contamination to reach water bearing sand and 
gravel layers below.   
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Fig. 6.21. The map shows the elevation of the low-resistive Tertiary clay. A dis-
tinct valley structure incised in the tertiary clay is striking E-W in the area. The 
area depicted is approximately 13 x 8 km 
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An impression of the flight paths is given in Fig. 6.21 by observing the 
black dots which show the SkyTEM sounding points. Data are absent 
along roads, power lines and windmills due to capacitive or galvanic cou-
plings. The coloured theme map in Fig. 6.21 shows the elevation of the 
Tertiary clay. Experience shows that the Tertiary clay has a resistivity well 
below 12 m. A distinct valley structure is striking E-W in the central part 
of the area. The valley is incised between 50 m and 100 m into the Tertiary 
clay plateau. Sub-channels striking N-S are seen at higher levels in the 
Tertiary clay surface.   

To further evaluate the geological structures revealed by the SkyTEM 
survey, we have drawn a profile striking from North to South. The location 
of the profile (with a 50 m search radius) is shown in Fig. 6.21. The profile 
is shown in Fig. 6.22.  

First, note the continuity from model to model and, second, that the Ter-
tiary clay surface is well defined and is found all along the profile. The 
centre of the valley structure is seen around profile coordinate 3000 m. In 
this part, most of the models have 3 layers of which the middle layer is a 
sand and gravel layer. The valley structure is at the flanks covered with a 
10 – 15 m clay-rich till layer. The layer has a resistivity in the interval 
from 30 – 40 m (green colours). In the centre part of the valley, the layer 
is not consistently present, and thus the aquifer below might be unpro-
tected.

The left part of the profile (0 – 2500 m) finds the Tertiary surface about 
70 m below the surface (elevation -10 – -30 m). In the right part of the pro-
file (3500 – 5000 m) the depth to the clay surface is only 10-30 m. The 
width of the valley is approximately 1000 m. 

Fig. 6.22. North-South profile in the survey area. The coloured bars show the 1D 
models projected onto the profile line. The blue line indicates the elevation of the 
good conductor depicted in Fig. 6.21. The vertical lines indicate bend points on 
the profile line 
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We finish our presentation of this survey showing a processed data set. 
The final data sequences of the low and the high moment and the inverted 
model is shown in Fig. 6.23. The model to the left is a 4-layer model with 
a high-resistive second layer. The last layer in the model with a resistivity 
of about 5 m is the Tertiary clay. The data sequences are shown to the 
right with the data uncertainty drawn as error bars. The solid line is the 
model forward response.  

Fig. 6.23. The figure shows to the left the inverted model of the data sequences 
shown to the right. The two curves are the low- and high-moment data segment. 
The standard deviations are calculated from the data stack. The solid line is the 
forward response for the model shown to the left. The offset between the two 
segments is caused by different current levels 
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Introduction

Ground penetrating radar (GPR) is a geophysical method for shallow in-
vestigations with high resolution which has undergone a rapid develop-
ment during the last two decades (cf. e.g. GPR Conference Proceedings 
1994 to 2004). Although its use in groundwater investigations is often lim-
ited by severe constraints, the benefits are great in areas with favourable 
conditions (e.g. Davis and Annan 1989, van Overmeeren 1994, Wyatt and 
Temples 1996, Tronicke et al. 1999).  

GPR is an electromagnetic pulse reflection method based on physical 
principles similar to those of reflection seismic surveys. There are several 
synonyms and acronyms for this method like EMR (electromagnetic re-
flection), SIR (subsurface interface radar), georadar, subsurface penetrat-
ing radar and soil radar. GPR has been used since the 1960s with the term 
radio echo sounding (RES) for ice thickness measurements on polar ice 
sheets. The method has been increasingly applied for geological, engineer-
ing, environmental, and archaeological investigations since the 1980s.  

Reflections and diffractions of electromagnetic waves occur at bounda-
ries between rock strata and objects that have differences in electrical 
properties. The electric permittivity (dielectric constant)  and the electric 
conductivity  are petrophysical parameters which determine the reflectiv-
ity of layer boundaries and penetration depth.  

In its simple time domain form GPR uses short pulses which are trans-
mitted into the ground (Fig. 7.1). A part of this energy is reflected or scat-
tered at layer boundaries or buried objects. The direct and reflected ampli-
tudes of the electric field strength E are recorded as a function of 
traveltime. A high pulse rate enables quasi-continuous measurements by 
pulling the antennas along a profile with a progress of up to several kilo-
meters per hour. In many cases, a preliminary interpretation of the profile 
data (radargram) is possible in the field.
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Fig. 7.1. GPR measurement setup 

7.1 Electromagnetic wave propagation 

7.1.1 Electric permittivity and conductivity  

Electromagnetic wave propagation is governed by Maxwell's equations. 
These four coupled differential equations (which will not be discussed 
here) provide relations between the electric field E, the magnetic field H,
time, space, and material related equations such as Ohm's law.  

Material properties relevant for electromagnetic wave propagation are 
the electric permittivity  and the specific electric conductivity . To be 
consistent with the usual notation in electrodynamics (von Hippel 1954a) 
we introduce a quantity called complex permittivity *, which takes into 
account both the loss free displacement of electric charges in its real part 
and the dissipation (heating) caused by dielectric and conduction losses in 
its imaginary part:  

* = ' - i " (AsV-1m-1) with i = 1 (7.1)

Normalization with the vacuum permittivity 0 = 8.8542 10-12 AsV-1m-1

yields the dimensionless relative complex permittivity  

r* = */ 0 = r' - i r" (7.2) 
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Note that the real part r' is equal to the commonly used permittivity (see 
also Sect. 1.3). Here, we will use  as an abbreviation for r'.  

The conductivity  is related to r" and the frequency f by  

0
r

(7.3)

with  = 2 f [s-1]. 
The loss tangent is the ratio of conduction to displacement currents and 

defined as

r0r

r

f2
tan

(7.4)

For tan  = 1 the conduction currents are equal to the displacement cur-
rents. Electromagnetic wave propagation utilized in GPR takes place for 
tan  < 1, while for tan > 1 diffusive processes govern (the case of low 
frequency electromagnetics like RMT or AEM). Typical values for electric 
permittivity and conductivity of different aquifer materials are given in 
Table 1.1 of Sect. 1.4.  

Examples for tan  of three materials may illustrate the use of Eq. 7.4. 
The properties of dry sand (  =1 mS/m,  = 4), saturated sand (  =10 
mS/m,  = 25), and wet clay (  =50 mS/m,  = 25) are inserted at a fre-
quency of 50 MHz. For dry sand we get tan  = 0.09, which makes it well-
suited for GPR. The saturated sand with tan  = 0.14 is still fairly good, but 
the clay shows tan  = 0.72 which is at the limit for wave propagation.  

The magnetic permeability µ of geological materials has little effect 
with respect to GPR applications. It usually can be assumed to be the per-
meability of free space (µ= µ0 = 4 10-7 VsA-1m-1).

Complex permittivity of water 

Not included in the bulk conductivity of geological materials is a high fre-
quency effect due to the dipole character of water molecules (which is used 
for heating in the microwave oven). This phenomenon is called Debye re-
laxation. While the real part of the permittivity r' of water drops from 
about 80 at low frequencies down to 5.8 at 1000 GHz, the imaginary part 
goes through a maximum at about 10 GHz which corresponds to a high 
frequency conductivity of more than 20 S/m (von Hippel 1954b, Hoekstra 
and Delaney 1974). Although the frequencies involved in GPR for hydro-
geological mapping do not exceed 400 MHz, Debye relaxation is present 
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in moist or saturated materials already at 100 MHz. This is one of the rea-
sons why low frequencies provide deep penetration (see below).

7.1.2 Electromagnetic wave propagation 

Important and simple solutions for Maxwell's equations are harmonic 
plane waves in a rectangular coordinate system, the electric field E = (Ex,
0, 0) and the magnetic field H = (0, Hy, 0) with propagation in z-direction 
(e.g. von Hippel 1954a): 

tz
0xx eE)t,z(E     [Vm-1] (7.5)

tz
0yy eH)t,z(H     [Am-1] (7.6)

with the complex propagation constant  

i m-1] (7.7)

The E-field then is written as 
z)tz(i

0 eeEE (7.8)

E and H are orthogonal to each other and orthogonal to the direction of 
propagation. The first exponential function contains the phase variations of 
the wave with respect to time and space. Hence,  is called the phase con-
stant. The second exponential term describes an exponential attenuation of 
the wave with the attenuation constant . Both parameters are frequency-
dependent and are related to the complex permittivity via  

)1tan1(
2c

2r

0
 [Neper m-1]

(7.9)

and

)1tan1(
2c

2r

0
 [rad m-1]

(7.10)

with the speed of light in vacuum (or air) c0 = 2.998 108 m/s  300 m/µs
=0.3 m/ns. Instead of the attenuation factor  the absorption coefficient '
= 8.686  (in dB/m) is used. Note that  is small if tan  <<1, which means 
that the conductivity  has to be small for low absorption. 

The unit dB (deciBel) is a logarithmic measure for ratios of power or 
voltage. In the case of voltage, 20 dB means a ratio of 10, 40 dB means a 
ratio of 100 and so on. In the case of power, 10 dB means a ratio of 10, 20 



7 Ground Penetrating Radar      231 

dB means a ratio of 100 and so on. Using dB has the advantage of avoid-
ing huge numbers, if the ratios get large.  

The propagation velocity v (phase velocity) of the radar waves is calcu-
lated from Eq. 7.10 by  

f2v    [ m ns-1 for f in GHz] (7.11)

which collapses to: 

0cv (7.12)

for low-loss materials with tan <<1.
The wavelength  is calculated from the well known relation v = f for 

low-loss materials as: 

f
c0 (7.13)

For a low loss ground with  = 9 we calculate from (7.12) that the veloc-
ity in the ground is one third of the speed of light: v = 0.1 m/ns. At a fre-
quency of f = 100 MHz = 0.1 GHz the wavelength in the ground will be 1 
m.

To give examples for the frequency dependence of the propagation pa-
rameters absorption ' and velocity v, we again look at the properties of 
dry sand, saturated sand and wet clay as at the end of Sect. 7.1.1. In Fig. 
7.2, v and ' are plotted versus frequency in a double-logarithmic scale. 
The calculation of absorption was done with and without the effect of De-
bye relaxation to show the difference between reality and a too simplifying 
view taking into account only DC conductivity.  

Velocity and absorption of the electromagnetic waves in the low fre-
quency region rise with the square of frequency. For higher frequencies the 
velocities reach constant values and it can be shown that this takes place 
for tan  < 1. To get dispersionless propagation one should take care that 
the GPR frequency is high enough to meet the condition tan  0.5. If 
there was no water in the materials the absorption would show plateaus for 
higher frequencies. However, the Debye relaxation starts to raise absorp-
tion significantly above 100 MHz. This means that the high frequencies of 
pulses propagating in a wet environment are heavily attenuated. From 
Fig.7.2 it can be learned that frequencies around 50 MHz provide a good 
tradeoff with respect to absorption and dispersion (frequency dependence 
of propagation parameters).  
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Fig. 7.2. Frequency dependence of propagation velocity and absorption coefficient 

7.1.3 Reflection and refraction of plane waves  

At a plane boundary between two media (1) and (2) with different proper-
ties of  and  an incident electromagnetic wave is both reflected in (1) and 
refracted into (2). The directions of incidence, reflection, and refraction are 
all in one plane. The angle of incidence i is equal to the angle of reflection 
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r'. The angle of refraction r is related to the angle of incidence i by 
Snell's law. The index of refraction n21 is related to the permittivity:  

2

1

1

2
21

r

i

v
vn

sin
sin

(7.14)

Refraction from lower to higher velocity - especially from the subsur-
face with velocity v into air with velocity c0 - means that there is a critical 
angle c where r reaches 90°. The refracted wave then propagates along 
the surface. For all i > c there is total reflection.  

In the far field of a transmitting antenna electromagnetic waves are ap-
proximated by plane waves. Here we will only regard differences of  in 
the special case of normal incidence ( i = 0°) which is contained in the 
more general Fresnel's equations (von Hippel 1954a). The coefficient of 
reflection or reflectivity (reflected part of incident unit amplitude) r is gi-
ven by 

21

21

12

12

vv
vvr

(7.15)

and the refracted (transmitted) part t by 

r1
2

vv
v2t

21

1

12

2            
(7.16)

It should be noted that these simple relations hold for ideal dielectrics 
only. If conductive (lossy) materials are involved, even the simple case of 
normal incidence the reflection coefficient may become complex leading 
to a deformation of the reflected wave.  

We will apply Eq. 7.12 for the case of the boundary between moist sand 
( 1 = 9) and saturated sand ( 2 = 25) which gives r = -0.25. The negative 
sign means a reversal of amplitude (180° phase shift) and 25% of the inci-
dent amplitude start to travel back to the surface. Such rather strong 
groundwater reflections are sometimes met in practice, but it is wise to 
calculate with reflectivities of 10% for estimates e.g. of penetration depth 
(see Sect. 7.1.7). 

Multiple reflections bouncing between the surface and a strong reflector 
are not significant for GPR because there is usually considerable absorp-
tion in the soil and rock. 
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7.1.4 Scattering and diffraction 

As in reflection seismic data, diffraction occurs at discontinuities of reflec-
tors (interrupts, faults with a shift) and objects whose dimensions are small 
compared to the wavelength. Low frequencies reduce the disturbing influ-
ence of inhomogeneities in the rock (geological noise, clutter) if the wave-
length resulting from Eq. 7.13 is considerably larger than the size of the 
inhomogeneities. A compromise has to be made with respect to resolution.  

In order to localize linear diffractors (e.g. pipelines or cables) high fre-
quencies have to be used. The polarization of the electric field should be 
parallel to the target objects for maximal sensitivity. If the orientation of 
the targets is not known, measurements must be made along orthogonal 
profiles.

7.1.5 Horizontal and vertical resolution

Resolution is a measure of the ability to distinguish between signals from 
closely spaced targets. In ground penetrating radar the resolution depends 
on the center frequency (or wavelength, which is proportional to the pulse 
period) and on the range of frequencies (bandwidth), as well as on the po-
larization of the electromagnetic wave, the contrast of electromagnetic pa-
rameters (mainly conductivity and relative permittivity), and the geometry 
of the target (size, shape, and orientation). Important are also the coupling 
to the ground, the radiation patterns of the antennas (especially the diame-
ter of the Fresnel zone), and the noise conditions in the field. As a rule of 
thumb, the vertical resolution is theoretically one quarter of the wavelength 
 = v/f, where v is the velocity of the electromagnetic wave in the medium 

and f is the frequency. Because the velocity is lowered by the presence of 
water (see Table 1.1 in Sect. 1.4), the resolution will be better in wet mate-
rials. The actual resolution is in the order of one half wavelength. The hori-
zontal resolution is thoroughly discussed in the chapter on reflection seis-
mic (Chap. 2). Objects can be separated laterally if their distance is larger 
than the diameter df of the first Fresnel zone. For example, a GPR system 
operating at f  = 200 MHz in an environment with v = 0.1 m/ns has a wave-
length of  = 0.5 m. The horizontal resolution at a depth h = 4 m will be df
= (2 h)1/2 = 2 m, which is much poorer than the vertical resolution of better 
than 0.5 m. 

Horizontal resolution can be improved by data processing with migra-
tion or SAR (synthetic aperture radar, the same process as migration) to a 
theoretical value of /4 in the case of real 3D-measurements.  
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7.1.6 Wave paths, traveltimes, and amplitudes 

Ray geometry and traveltimes 

The propagation of electromagnetic waves can be described by a ray repre-
sentation as in optics and reflection seismics. A simple horizontal two-
layer model with a reflector at depth h requires four wave paths and travel-
time curves. The ray path scheme for GPR is shown in Fig. 7.3.  

There are two direct waves with different phase velocities and ampli-
tudes traveling along the ground surface: the air wave and the ground wave 
(Baños 1966). Since the air wave travels with the largest possible velocity 
for electromagnetic waves – the speed of light in vacuum c0 – it can be u-
sed to determine time zero (like the time break in seismic surveys). The 
velocity v in the uppermost stratum is determined from the ground wave. 
Changes in the ground wave indicate changes in the uppermost stratum 
(e.g., moisture content, type of rock).  

Fig. 7.3. GPR ray paths for the horizontal two-layer case

The traveltimes of the air wave ta and the ground wave tg as a function 
of distance x are given by: 
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0
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(7.17)

Because v is always less than c0, a lateral wave is generated when the 
critical angle c = arcsin(v/c0) is reached, analogous to the head wave in re-
fraction seismic surveys. This wave propagates in air parallel to the ground 
surface. The critical angle c is related to the critical distance xc, which is 
given by: 
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hv2x (7.18)

For x > xc the lateral wave exists with the traveltime tl:
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(7.19)

Refracted waves originating at subsurface boundaries are rarely observed, 
because in most cases the velocity decreases with depth.  

The most important wave is the reflection at the layer boundary at depth 
h. Like in seismic surveys, the traveltime tr is given by the hyperbola: 

22
r h4x

v
1t (7.20)

For x = 0 we get the zero offset traveltime t0 = 2h/v. The traveltimes are 
calculated in ns if the velocities are in m/ns and the distances are in m. A 
traveltime diagram of the different types of waves is shown in Fig. 7.4. 
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Fig. 7.4. GPR traveltime diagram for the horizontal two-layer case 

Amplitudes

For the interpretation of GPR measurements and for the estimation of pe-
netration depth it is useful to know the main features of amplitude decay 
with distance from the source.  

The source emits a spherical wave into the lower halfspace. The ampli-
tude decreases inversely proportional with distance due to geometric 
spreading and is subject to absorption due to the attenuation coefficient  = 

'/8.686. Hence, a wave reflected at depth h with a reflectivity r has trav-
elled a distance 2h and its amplitude Er compared to the amplitude at unit 
depth E1 will be 

h2

1

r e
h2
r

E
E (7.21)

For small values of h the effect of geometric spreading is dominant while 
the exponential function is stronger at larger depths.

The field strength of the direct wave decrease in the far field with the 
square of the distance from the source (Baños 1966). The ground wave is 
diminished in addition by absorption and scattering. Also the lateral wave 
decreases in the far field region approximately with the square of the dis-
tance (Brekovskikh 1980).  
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In the case of diffractors, the so-called radar-equation (e.g., Daniels
1996) is a suitable alternative to Eq. 7.20 for waves diffracted back to-
wards the source: 

h4
43

22

s
t

r e
h)4(

Gq
P
P (7.22)

with Pt transmitted power W , Pr received power W , qs scatter cross sec-
tion m² , G antenna gain (relative to that of a spherical dipole),  wave-
length at the center frequency m , h distance between the antenna and the 
diffractor m , and  attenuation coefficient m-1 .

7.1.7 Estimation of exploration depth

To avoid dispersion, the operating frequency should be chosen according 
to tan  <0.5. Rearranging Eq. 7.4 for frequency and letting tan  0.5, we 
get:

36000fm
(7.23)

where fm is the central frequency in MHz,  the DC resistivity in m (in-
verse of conductivity ), and  is the real part of the relative permittivity.  

If no other information is available, the attenuation coefficient for fre-
quencies that are low enough to avoid Debye relaxation can be estimated 
from the DC conductivity  and the relative permittivity . Solving Eq. 7.9 
with the approximation tan <<1 yields  

1640' (7.24)

with ' in dB/m and  in S/m. 
For a successful application of GPR the two-way absorption along the 

raypath (from the transmitter down to the reflector and back to the re-
ceiver) should not exceed a maximum of 60 dB. The other losses due to 
geometric spreading, reflection and scattering sum up to occupy the re-
maining part of the dynamic range of existing GPR systems.  

Hence, we can try to put up a rule of thumb for the maximum explora-
tion depth hmax by letting 2hmax ' < 60dB or, after rearranging: 

018.0hmax
(7.25)

with hmax in m and  in m.  
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Taking again the examples of dry sand, saturated sand and wet clay we 
get from Eq. 7.23 minimum frequencies of 9, 14, and 72 MHz, respec-
tively. Using Eqs. 7.24 and 7.25 the absorption coefficient for dry sand is 
0.82 dB/m and the exploration depth 36 m, for saturated sand the respec-
tive values are 3.3 dB/m and 9m, and finally for wet clay the absorption is 
16.4 dB/m and the exploration depth 1.8 m. 

7.2 Technical aspects of GPR

7.2.1 Overview of system components  

GPR systems consist of a pulse generator, an antenna for transmission of 
electromagnetic pulses, a second antenna for reception of the direct and re-
flected signals, and receiving electronics to amplify and digitize the wave-
forms to be recorded and displayed (see Fig. 7.1). In some cases, both an-
tennas are contained in one housing or there is one single antenna with a 
fast switch for changing between transmission and reception. Timing and 
triggering of the measurement process is done by a control unit which may 
also interface to external components like a survey wheel or GPS.  

The cables connecting the different parts of a system are preferably non-
metallic fiber optic cables. If metallic cables are to be used some ringing or 
internal reflections may occur. Shielding and ferrite beads are used to sup-
press such artefacts.  

Although these components may look different for systems of different 
GPR manufacturers the principles of operation and even electronic cir-
cuitry is generally the same for time domain (i.e. short pulse) measure-
ments. A novel class of frequency domain equipment (stepped frequency 
radar) not described here uses a different concept to get similar results.  

7.2.2 Antennas and antenna characteristics 

Broadband antennas are needed to transmit and receive short electromag-
netic pulses because of the broad frequency spectrum contained in short 
waveforms - for a monocycle pulse the bandwidth is typically in the order 
of the center frequency. Conventional broadband systems with directional 
antenna gain as used for radio and television in the VHF and UHF ranges 
are unsuitable for short pulses.
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Center frequencies fc between 20 and 1000 MHz are used for geological 
and engineering investigations. A broad bandwidth is generally achieved 
by resistive loading (damping) of electric dipoles or by using extended e-
lectric dipole elements. Several antenna designs have shown to be useful, 
e.g., dipoles with hyperbolic resistive loading (Wu and King 1965) and 
their modifications, unshielded and shielded bowtie-antennas and combi-
nations of bowtie and loop dipoles with resistivity loading (Fig. 7.5).  

Fig. 7.5. Broadband antennas used for GPR: a) bowtie, b) Wu & King vee dipole 
with resistive loading c) folded loaded Dipole, d) shielded bowtie  

Antennas with loading according to Wu & King have a signal loss of 20 
dB per pair relative to a simple dipole. The radiated wavelet is the time de-
rivative of the excitation function of the pulse generator, which is the shor-
test possible pulse. The frequency spectra of loaded loop dipoles and bow-
tie designs are narrower and the pulses are slightly longer. The waveforms 
are similar to the second derivative of a Gauss-function (Ricker wavelet) 
with some ringing and the amplitude losses per antenna pair are up to 10 
dB.

Measurements in buildings, below power lines and trees are affected by 
“air reflections” from objects in the upper half-space. Shielded antennas 
are used to suppress these unwanted disturbances. Shielding is accom-
plished by placing absorbing materials and/or metal boxes above the di-
poles.

GPR antennas couple to the ground by the concentration of electric field 
in the lower medium, best coupling is achieved by laying the antenna flat 
on the ground (Annan et al. 1975). Typical far field antenna patterns for 
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short dipoles are shown in Fig. 7.6 for two orientations. The less pro-
nounced near and intermediate field patterns (from one to several tens of 
wavelengths) which are important for typical GPR exploration depths are 
calculated using the FDTD (finite difference time domain) numerical 
method (Radzevicius et al. 2003, Lampe et al. 2003).  

Fig.7.6. Far field radiation of short horizontal dipoles perpendicular and parallel to 
the dipole axis  

7.2.3 Electronics 

Pulse generators 

Pulse generators for producing short, high-energy impulses for use in the 
field are often designed with transistor switches using the semiconductor 
avalanche effect. In principle, a number of condensers is charged in paral-
lel and then discharged to the antenna in series by the switches. Pulses 
with nanosecond rise times and amplitudes of up to 2 kV can be produced 
for deep sounding (Fig. 7.7); amplitudes of 400 V with repetition frequen-
cies of about 100 kHz are typical for most commercial systems. The pulse 
length of a transmitted electromagnetic wave is 20 ns, depending on the 
antenna frequency and type. It is important that the pulses are generated 
and repeated with high accuracy. The timing noise (jitter) within radar sys-
tems used for geophysics is usually better than 1 ns.  
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Fig. 7.7. GPR pulse for deep sounding (University of Muenster) 

Receiver systems 

Sampling of the waveform at the receiving antenna can be done by analog 
sample and hold converters or fully digital systems. For reasons of weight 
and power consumption, most systems utilize an analog sequential sam-
pling method with digital control. Sequential sampling means that only one 
point of the total time series (trace) is recorded per transmitted pulse. This 
is not economic for the pulser but it is for the low power system as a who-
le. Continuous measurements are possible because the pulse rates are very 
high and the pulse generators offer a long lifetime. 

The sequentially sampled signals are in the frequency range of audio 
waves so that they can be digitized by a 16-bit A/D-converter and stored in 
computer memory. The achievable dynamic range of good sampling de-
vices is 80 –90 dB, which is low compared to seismic systems. The sensi-
tivity limit is set by electronic noise due to the large bandwidth which can 
only be reduced by stacking (averaging of traces).  

Digital real time receivers used for special purposes record one trace per 
shot, which has the slight advantage that high amplitude pulse generators 
can be used and the stacking rates may be higher.  

The time window for hydrogeological investigations ranges from sev-
eral 10 ns (for travel paths of several meters) to 1000 ns for a maximum 
depth of about 60 m in unsaturated or 30 m in saturated low loss material. 
The sampling intervals depend on the center frequency involved. One cy-
cle should be sampled at least at 10 points. For a 100 MHz-pulse with 10 
ns cycle time a sampling interval of 1 ns is sufficient. 

Since most commercial GPR systems have only one to four channels, 
multiple coverage measurements with different source-receiver distances 
(offsets) like those in reflection seismic surveys are done sequentially. 
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Normally, georadar measurements are carried out as a profiling with con-
stant offset (single coverage). 

The dynamic range of GPR-systems is given by some manufacturers as 
the performance factor PF. It is the logarithmic ratio of the peak voltage at 
the pulse generator and the minimum recordable voltage at the receiver in 
dB. Performance factors of 130 to 140 dB are typical for existing systems. 
Because antenna efficiency, ground coupling, and spectral content of the 
broadband transmitter pulse are not specified, the PF is of little use to es-
timate penetration depth.  

7.2.4 Survey practice 

Standard procedures 

There are two main procedures used for GPR surveys: constant offset (CO) 
profiling and common-midpoint measurements (CMP) which have re-
placed wide-angle reflection and refraction (WARR).  

For constant offset profiling two antennas are moved over the ground at 
a fixed distance (bistatic configuration). The necessary antenna separation 
(offset) from center to center is typically about one wavelength in free 
space for unshielded antennas and about half a wavelength for shielded de-
signs. If only one antenna with transmit/receive-switch is used, a true zero 
offset section is recorded (monostatic configuration) at the cost of penetra-
tion depth and dead time at the beginning of the time window.  

Measurements are taken at constant intervals along the profile triggered 
by a survey wheel or at constant time intervals at a rate of one to one hun-
dred measured traces per second proceeding at several kilometers per hour. 
It is possible and convenient to make measurements by car or tractor. This 
ability combined with its high resolution makes GPR one of the fastest me-
thods of near surface geophysics.  

For CMP measurements transmitter and receiver are moved stepwise 
and simultaneously away from a fixed midpoint to obtain a sequential mul-
tifold coverage. The evaluation of traveltime curves (like Fig. 7.4) from 
CMPs gives velocity-depth functions which are necessary to calibrate the 
conversion of traveltime into depth (see Sect. 2.3 reflection seismic sur-
veys for details). WARR soundings (not recommended!) keep the trans-
mitter at a fixed location while the receiver is moved away from it. Other 
methods to get velocity information are the use of borehole data (geologi-
cal information, depth to groundwater) or for very near surface applica-
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tions the evaluation of diffraction hyperbolas originating at underground 
objects like pipes.

To avoid pitfalls in the application of GPR, the suitability of an area or 
target for GPR measurements should be checked by a test measurement or 
by resistivity data from geoelectric soundings, from which the absorption 
can be estimated using Eq. 7.24. Layers with high conductivity (low resis-
tivity) prevent successful soundings. It is useful to avoid e.g. heavily fertil-
ized fields, roads paved with slag, and soils with high clay content.  

Some GPR systems provide bandpass filtering of the data during acqui-
sition for signal enhancement. However, the filter settings should kept as 
broadband as possible to maintain the information content during the ac-
quisition phase. Modern systems have gain-setting options and a stacking 
function which should be carefully set to optimize the data quality.  

Special techniques 

Structural investigations or detailed studies may require real 3D-surveys 
with GPR. The profile spacing has to be dense (a quarter wavelength) to 
avoid spatial aliasing. The amount of data, the necessary processing steps, 
and the possibilities for representation are comparable to 3D seismic sur-
veys. Special programs are available for processing and presenting the da-
ta. Repeated 3D-measurements are able to detect subsurface changes with 
time and are often referred to as 4D-measurements. The monitoring of 
DNAPL spills shows the potential of this technique (Brewster and Annan 
1994, Brewster et al. 1995).

Radar tomography operates from borehole to borehole or from borehole 
to surface with slim watertight borehole antennas. The principles of tomo-
graphy require a very dense ray coverage of the illuminated area. The theo-
retical limit of resolution (Williamson 1991, Williamson and Worthington 
1993) depends upon wavelength and distance from the borehole and is in 
the order of the first Fresnel zone (see Sect. 7.1.5). This means that resolu-
tion is high close to the boreholes and lowest in between. Some successful 
case studies (e.g. Hubbard et al. 1997, Tronicke et al. 2002) are reported. 
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7.3 Processing and interpretation of GPR data 

7.3.1 General processing steps 

Processing of GPR data has much in common with seismic processing (see 
Chapt. 2.3). Because GPR systems are different from seismic systems and 
GPR signals may behave different due to frequency dependent absorption 
and phase changes at reflections there are some special features which will 
be addressed in this section. GPR-specific processing is contained in data-
processing packages offered by manufacturers of GPR equipment or as 
add-ons for seismic software.  

Time zero 

Due to the electronic generation of pulses and the signal delays on cables a 
time zero of GPR pulses is not generated a priori. However, the constant 
speed of light c0 and the known antenna offset x makes it possible to calcu-
late the time ta = x/c0 which the air wave (the first signal) takes from the 
transmitter to the receiver. Time zero therefore is ta in advance of the first 
signal in a radar trace. This implies a time shift of the data which has to be 
determined and corrected for each set of measurements.  

Filtering

Filtering is a main step in post-acquisition data processing. In many cases 
this is sufficient to prepare the data for presentation and interpretation. 
Special filters for GPR take care of eliminating effects of the receiver elec-
tronics (removal of DC offsets and low frequencies, called "dewow") and 
of suppressing unwanted stripes due to system ringing. These have to be 
applied before the well-known bandpass filters for optimizing the signal to 
noise ratio.

Amplitude equalization  

The amplitude decay of GPR signals (Eq. 7.21) has to be compensated for 
a proper presentation of the measured data (radargram) on a screen or prin-
tout. This can be done by setting a gain function with time, by an auto-
matic gain control (AGC), or by a combination of both. A gain function 
has the advantage of maintaining relative differences along a profile; the 
AGC helps to get equal levels for signals which shall be correlated. Hence, 
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a gain function is preferably used for profile data while a proper AGC is 
suitable for CMP data.

Static and dynamic correction 

Static correction of GPR data means the application of time shifts to cor-
rect for surface topography. In many cases a surface-undulating layer (e.g. 
the vadose zone) overlies horizontal or inclined strata (e.g. Quaternary de-
posits or the water table). Correction of these undulations is done with the 
velocity of the top layer to enable or ease a proper interpretation.  

Dynamic correction of GPR data means a variable time shift within a 
trace to correct for the effects of antenna offset. By producing such a pseu-
do zero-offset section distortions of the first signals occur which usually 
are suppressed by muting. The advantage for CO data is a linear depth sca-
le for the top layer.  

Further processing 

As GPR rarely practises real multifold coverage the technique of CMP sta-
cking, one of the most important processing steps in seismic surveys, is 
applied only for single CMP measurements necessary for velocity deter-
mination (see below). Advanced processing like migration may sometimes 
be helpful. For GPR the same techniques as for reflection seismic are used. 
Deconvolution to sharpen the signals has not been very successful because 
GPR signals are subject to rapid phase changes and dispersion effects 
stronger than experienced with reflection seismic data.  

Presentation

Due to the high data density from profile measurements, the data are often 
displayed compressed in grey-scale or raster plots instead of individual 
wiggle traces. For the presentation of GPR data it is helpful to give both 
vertical scales (traveltime and depth), as well as time-zero, antenna offset, 
and the velocity or velocity-depth function used for depth conversion. 
CMP-measurements are preferably displayed as wiggle traces with a short 
description of processing.

7.3.2 Examples for GPR profiling and CMP data 

Desert areas are supposed to be hot, dry and non-conductive thus provid-
ing optimal conditions for GPR investigations. This was supposed at be-
ginning of a project to investigate fossil groundwater reserves in the Nu-
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bian Desert at the Egyptian-Sudanese border in an area called Great Selima 
Sand Sheet. It soon turned out that the fossil soils overlying the mainly 
quartzitic Nubian sandstone contain a considerable amount of clay which 
was still conductive enough to prevent successful GPR measurements for 
85% of the 1800 profile kilometers we investigated in total. On the other 
hand, there are 15% of data showing deep reflections and geological strata. 
They concentrate in areas where the fossil soil cover was removed by wind 
deflation. From these data (Blindow et al. 1987) a GPR profile and a CMP 
will be shown and explained as examples for deep sounding.  

Constant offset profiling 

The continuous profiles were measured with a center frequency of 35 MHz 
utilizing a 2kV pulser and resistively loaded vee-dipoles mounted on woo-
den runners at an offset of 10m. Data were collected by towing the anten-
nas behind a four-wheel-drive car at a speed of 10 km/h while doing one 
measurement per meter triggered by a large surveying wheel. The sam-
pling interval is 1 ns, the original time window 1000 ns truncated to 512 ns 
for display.  

Data processing was done by a time-zero correction of 33 ns (corre-
sponding to 10 m offset), bandpass filtering with a second order frequency 
domain Butterworth filter (20 to 80 MHz) and applying a square-law gain 
function.

Fig.7.8. GPR profile showing a water table reflection in Nubian sandstone, East-
ern Sahara  



248      Norbert Blindow 

The depth scale was calculated from the mean velocity v = 0.167 m/ns 
measured at a nearby CMP. The depth scale is nonlinear especially in its 
upper part because the offset x is part of the traveltime-depth relation (Eq. 
7.20). Depth zero is at tg = x/v. The raster plot is vertically exaggerated by 
a factor of 13.  

The velocity already gives a clue about the subsurface. Natural quartz 
has a permittivity of about  = 4 which would correspond to v=0.15 m/ns. 
The velocity is raised by the air content due to porosity. Using Sen's mix-
ture formula (see Sect. 1.3) it follows that the Nubian sandstone at this site 
has a porosity of about 20% which makes it a good reservoir rock. The ve-
locity in the saturated rock is calculated to be 0.09 m/ns. With Eq. 7.15 we 
get a high negative reflectivity of 30% in amplitude.  

Looking again at the GPR profile we see one prominent reflector at a-
bout 35 m depth which shows a slight upward tendency with growing pro-
file distance. This reflection is strong - and it has reversed polarity com-
pared with the direct air wave. To prove that this really is the fossil water 
table we did long distance levelling to the next well and found that the in-
terpretation was right. We were able to check the accuracy of GPR with re-
spect to locating the water table at or close to several other wells. It turned 
out that depth to groundwater measured by GPR compared to the direct 
measurement differed only by a few decimeters.  

There are other features above the water table which can be interpreted 
as a band of cross-bedding strata and some other layering. Note that the 
frequency content of the cross-bedding signals is higher than that of the 
ground water reflection and the direct waves. This effect is most likely ex-
plained by reflections at thin strata, which return differentiated signals thus 
raising the spectral frequency maximum. Finally, we can postulate from 
diffraction hyperbolas originating at or close to the water table that there 
are porosity changes within the continuous reflection, perhaps due to fis-
sures in the matrix.

CMP-measurements  

CMP-measurements for the determination of propagation velocity have to 
be made at representative points in a survey area. This means in practice 
that first the profiling is done. After an inspection of profile data the CMP 
locations are selected. If no reflection is present on a profile there is little 
use to measure a CMP in this area. On the other hand, a multifold coverage 
always improves the signal to noise ratio by stacking of different ray ge-
ometries. The location of the following CMP is about 25 kilometers away 
from the profile Fig. 7.8. Continuous profiling there gave a very faint re-
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flection at a depth of more than 50 m. The CMP measurement along with 
the according velocity stack is shown in Fig. 7.9.  

Fig. 7.9. CMP-measurement and velocity stack to evaluate a water table reflection 
in Nubian sandstone, Eastern Sahara 

On the right hand side of the panel the processed data of the CMP mea-
surement are plotted as wiggle traces as a function of offset and time. The 
strong linear traveltime curve is the air wave, followed by a number of re-
flection hyperbolas. The last and deepest one is indeed very faint for the 
profiling offset of 10 m, but increases in amplitude for larger distances. 
The reason is that the reflection coefficient increases with the angle of in-
cidence.

The groundwave is superposed by wide angle reflections of numerous 
internal layers. Between the air wave and these reflections there is a num-
ber of lateral waves travelling also at the speed of light.  

Velocity analysis of CMP-data can be done by matching a synthetic re-
flection hyperbola to reflection onsets visible in the CMP section. This me-
thod or the even more basic x2-t2-method has been replaced by velocity 
stacking. Either the envelopes or coherency measures between adjacent 
traces (semblance) or the filtered data after amplitude normalization are 
summed up (stacked) along theoretical hyperbolas whose zero offset time 
and velocity are changed systematically. If the parameters correspond to a 
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reflection hyperbola of the CMP the stacking amplitude will be high and 
low amplitudes will occur elsewhere. 

The result of this process is displayed at the left hand side of the panel 
in Fig. 7.9. Picking the maxima along with the according velocities and ze-
ro offset times yields a function of velocity vs. zero offset time. To be mo-
re precise, the velocities are so called stacking velocities. If they are very 
similar like in this example, there is little effect of refraction and we can 
regard them as RMS-velocities which have a physical meaning. The veloc-
ity taken from the encircled maximum in Fig. 7.9 is 0.165 m/ns which is 
slightly lower than for the profile of Fig. 7.8. The resulting depth to 
groundwater at this site is 54 m.  

The examples show that GPR measurements sometimes require a strat-
egy which is different from other geophysical methods. Because profiling 
is done fast and mobile, an area covered by a conductive layer can be sear-
ched for locations with sufficient penetration. At the same time, the exis-
tence of the conductive layer is mapped which also might provide valuable 
information.  

As the physics of GPR can not be changed the success of the method 
will always be limited to areas with increased resistivity. Within these lim-
its GPR can be used for measuring depth to groundwater, finding lenses of 
perched groundwater, mapping of stratigraphy and confining beds. It also 
has a great potential for the detection and monitoring of groundwater haz-
ards as shown in Sect. 17.4.  
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8 Magnetic Resonance Sounding 

Ugur Yaramanci and Marian Hertrich 

8.1 Introduction 

Magnetic Resonance Sounding (MRS) is a new technology which just pas-
sed the experimental stage to become a promising surface measurement 
tool to investigate directly the existence, amount and productiveness of 
ground water. The principle of Nuclear Magnetic Resonance (NMR), well 
known in physics, physical chemistry as well as in medicine, has success-
fully been adapted to assess the aquifer parameters.  

The first high-precision observations of NMR signals from hydrogen 
nuclei were made in the forties of the last century. Meanwhile it is a stan-
dard investigation technology on rock cores and in boreholes (Kenyon 
1992). The first ideas for making use of NMR in groundwater exploration 
from the ground surface were developed as early as the 1960s, but only in 
the 1980s was effective equipment designed and put to operation for sur-
face geophysical exploration (Semenov et al. 1988, Legchenko et al. 
1990). Extensive surveys and testing have been conducted in different geo-
logical conditions particularly in sandy aquifers but also in clayey forma-
tions as well as in fractured limestone and at special test sites (Schirov et 
al. 1991, Lieblich et al. 1994, Goldman et al. 1994, Legchenko et al. 1995, 
Beauce et al. 1996, Yaramanci et al. 1999, Meju et al. 2002, Plata and 
Rubio 2002, Supper et al. 2002, Vouillamoz et al. 2002, Yaramanci et al. 
2002, Dippel and Golden 2003, Baltassat et al. 2005, Lange et al. 2005, 
Shushakov et al. 2005, Voillamoz et al. 2005).  

8.2 NMR-Principles and MRS technique 

The physical property used in NMR applications is the Spin of the nuclei 
under investigation, i.e. hydrogen protons of water molecules. This is to 
possess an angular momentum, without physically rotating, and an associ-
ated magnetic moment. The magnitude of this magnetic moment µ0, its e-
quilibrium orientation and the oscillation frequency L are related to the 
static field B0 by: 
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where  = 0.267518 Hz/nT is the gyromagnetic ratio for hydrogen protons, 
N/V is the number of Spins per volume and h, k, and T are common physi-
cal constants. By the application of a secondary electromagnetic field B1,
perpendicular to B0 and oscillating at the Larmor frequency L, the spin-
ning magnetic moment is deflected to an oscillating motion around the sta-
tic field direction (Fig. 8.1a). During the excitation of the Spin it retains its 
magnitude and changes only the orientation describing a helix-shaped line 
on a unit sphere (Fig. 8.1b). The components of the magnetization vector 
perpendicular and parallel to the static field direction are harmonic func-
tions of the magnitude of the secondary field B1 and the pulse duration p:
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Consequently the respective components of µ achieve arbitrary values 
between +µ and –µ, and for long pulse durations or large magnitudes flip 
several times around. The perpendicular component continuously oscil-
lates at the Larmor frequency in the plane perpendicular to B0, whereas the 
parallel component shows no such oscillating component. 

According to the semi-classical solutions of the Bloch equations, de-
scribing the quantum mechanical phenomenon of NMR, both components 
of the magnetization decay individually and independently from their 
achieved magnitudes at pulse duration p. The perpendicular component 
decays to zero with time constant T2, still precessing in the x-y plane, the 
parallel component builds up exponentially to its equilibrium magnetiza-
tion with time constant T1. Consequently the magnitude of the total mag-
netization is not constant during the relaxation process. Its initial value at 
pulse cutoff is µ0 and the final value after full relaxation is µ0 again, but 
during the transient relaxation process its magnitudes varies with decreas-
ing µ  and increasing µ||. The corresponding trajectory in a unit sphere for 
an excitation angle of 90° is shown in Fig. 8.1c. In general T1 is  T2, but 
at low static field strength, as given in Earth’s field applications, they can 
be assumed to be equal. 
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Fig. 8.1. a) Components of the precessing magnetic moment of the Spin. Unit tra-
jectory of the Spin magnetic moment during the excitation process b) and during 
the relaxation process c) (after Levitt 2002). Direction of the static field B0 is a-
long the z-axis 

Fig. 8.2. Principle sketch of a Magnetic Resonance measurement with stages of 
protons undisturbed, excited and relaxing and relaxation signal 

The relaxation follows the functions: 
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The technique of Magnetic Resonance Sounding in geophysical applica-
tions makes use of the NMR phenomenon of the hydrogen protons of the 
groundwater (Fig. 8.2). The Spin system is perturbed by a pulse in the 
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transmitter coil and emits after pulse cutoff the response signal from the 
subsurface. Here, the Earth’s magnetic field is the static field, leading to a 
Larmor frequency of some 1.2-2.5 kHz. The secondary field perturbing the 
Spin system is given by the electromagnetic fields of large surface loops. 
The response signal is also recorded in a surface loop, usually of the same 
dimension. In conventional depth soundings measurements are realized 
with transmitter and receiver being the same loop, the coincident configu-
ration, but for 2D investigations both, transmitter and receiver are individ-
ual loops at arbitrary separation. 
From a single recording the curve characteristics initial amplitude and de-
cay constant of the transient curve are derived as well as the phase shift. 
By increasing the excitation intensity the depth sensitivity can be con-
trolled.

Fig. 8.3. Sketch of the pulse and signal registration sequence of a MRS recording 
(left). Data obtained after processing of the MRS recordings in dependency of the 
excitation intensity (right) and inverted subsurface parameters water content and 
decay time in depth (middle) 

According to the previous explanation the tipping angle depends on the 
magnitude of the secondary field. Due to the nature of the transmitter loop 
field to decay rapidly in distance from the loop, Spins at shallow depths 
perform multiple rotations and by loss of coherence do interfere such that 
no resulting signal is emitted. In deeper layers the Spins achieve their ma-
ximum tipping angle and contribute the major part of the entire signal. A 
set of increasing pulses thus does not only provide an increasing penetra-
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tion depth but also a depth selective focus. The thereby achieved sounding 
curve can now be interpreted by means of inversion to a water content and 
decay constant distribution with depth. 

The basic equation describing the voltage response in the receiver loop 
in dependency of the excitation intensity, i.e. the pulse moment q, and the 
recoding time t, is given according to Weichman et al. (2000) by: 
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Here, the pulse moment q is defined as the product of pulse duration p and 
current through the loop I0, q = pI0.

In this form the accounting terms of the equation can be physically in-
terpreted as follows: 

The first line of the equation gives the signal amplitude of a Spin sys-
tem, emitting the NMR response. It consists of the magnitude of the 
magnetization vector, i.e. the number of hydrogen nuclei, and the excita-
tion angle they have achieved by the energizing pulse. The excitation 
angles of the resulting magnetization is a harmonic function, determined 
by the normalized amplitude of the co-rotating part of the transmitter 
field and the pulse moment q. 
The second line describes the sensitivity of the receiver to a signal in the 
subsurface. This spatial sensitivity is independent from signal genera-
tion, i.e. the pulse moment. It is simply given by the magnetic field dis-
tribution associated to the receiver loop. Additionally the signal under-
goes a phase lag from the transmitter to the sample and from the sample 
to the receiver due to electromagnetic attenuation. 
The most important part in the treatment of the mathematical foundation 
of separated loop configuration is shown in the third line. Whereas the 
first two lines only cover the scalar values of excited signals and their 
associated induced voltage in the loop, this parts accounts the vectorial 
nature of the evolution of the MRS signal. The expression in the bracket 
describes the dependency of the evolving signal on the directions of 
transmitter and receiver field and their orientation in respect to the E-
arth’s field. Note, that only the unit direction vectors of the magnetic 
fields enter this part of the function. The first part of the sum, the real 
part of the whole bracket, is simply a scalar vector multiplication, whe-
reas the second, the vector product of both fields and their scalar prod-
uct with the Earth’s field, scales the imaginary part of the expression. In 
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case of coincident loop soundings, the latter part vanishes whereas the 
former one approaches unity; the complete expression becomes a real 
unity value. For all other loop layouts the value of this last term, the 
geometric term, scales the NMR effect and the signal response by a va-
lue in the range [-1,1 ; -i, i]. Consequently, the evolving signal for sepa-
rated loops is in general complex valued. The resulting phase shift of the 
recorded signals is the geometrical phase of the MRS signal. It acts in 
addition to the quantum mechanical phase due to frequency deviations 
(Hertrich and Yaramanci, 2003) and frequency spectra of the pulse 
(Legchenko, 2004) and the electromagnetic phase lag caused by signal 
propagation in conductive media. 

The water content entering this equation is only part of the total water 
content in the pore space. Water that is bound to the internal surface or sto-
red in very fine pores does not contribute to the MRS response signal since 
its relaxation constants are too small to be detected by the current MRS 
technique. The water content contributing to the response signal is thus 
closely related to the mobile water content. The remaining parameters in 
the integral of Eq. 8.4 then describe the constant settings of the measure-
ment as loop shape, Earth’s electrical conductivity and choice of pulse 
moments and are commonly combined to the MRS kernel function: 
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In case of 2D or 1D conditions, the formulation is commonly simplified 
by reducing the kernel function to the necessary dimension by integrating 
the general kernel in direction of the respective Cartesian dimension. The 
expression for 3D is then 
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and can be reduced to 2D as a section in depth and profile direction like
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Reducing the kernel to 1D allows only a water content variation in depth
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The principle how the multiplication of a water bearing layer and the 
kernel function leads to a characteristic sounding curve is shown in Fig. 
8.4. Here the 1D kernel function according Eq. 8.8 for selected pulse mo-
ments is represented by line plots. The shaded area below the curves of the 
kernel function represents the resulting signal amplitude. 

The characteristics of the kernel function by means of depth sensitivity 
is significantly determined by the loop size. Fig. 8.5 shows the kernels for 
loop sizes of 100 m, 50 m and 20 m above an insulating halfspace as con-
tour plots. The characteristic depth focus changes to shallower depth for 
smaller loops. However, it is visible that the penetration depth can not be 
arbitrarily increased by only increasing the pulse moment since the focus 
depth converges to a maximum depth. Due to the reduced investigated vo-
lume for smaller loops the magnitudes of the kernels and consequently the 
maximum possible response signals decrease with loop size and currently 
limit the method for very shallow applications in the range of the usually 
observed natural noise.  

A high potential of the technique of separated loop MRS measurements 
lies in the investigation of 2D structures. Similar to the previous formula-
tion of the 1D kernel, the general formula for the MRS response is reduced 
by summation according Eq. 8.7 along one dimension. The resulting 2D 
kernel then represents the sensitivity of a sounding to a 2D water content 
distribution, assumed to be infinitely extended in the summation direction. 
In contrary to the depth focus of the coincident soundings in Fig. 8.6, sepa-
rated loops soundings provide a sensitivity to shallow structures in the 
range of the loops. This pattern is more prominent for increasing loop 
separation. The combination of several soundings along a profile with dif-
ferent loop separations consequently provides a high coverage of 2D sensi-
tivity and allows the derivation of a 2D water content distribution from a 
profile like survey.  
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Fig. 8.4. Kernel functions (i.e. sensitivities) for different excitation intensities 
(pulse moments) and constitution of a sounding curve for amplitudes 

Fig. 8.5. Kernel functions (for 1D soundings) for different loop sizes 

Such a reconstruction of the physical parameters from a set of meas-
urements with overlapping and variable coverage of a subsurface section 
makes it, according the generally accepted convention in geophysics, a 
tomography application, e.g. geoelectrics, and therefore we call it Mag-
netic Resonance Tomography (MRT). 
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Fig. 8.6. 2D kernels for increasing loop separation for three selected pulse mo-
ments (lines 1-3) and as the cumulative kernels for an entire sounding. Measure-
ment configuration is 48m loop diameter, 2 turns, Earth’s field at 48000 nT and 
60°inclination, profile direction 45°N. Kernel magnitude is in logarithmic scale; 
dark represent higher sensitivities 

8.3 Survey at Waalwijk / The Netherlands  

The geology of the area mainly consists of well-sorted sands. At this site, a 
borehole nearby confirms a shallow aquifer with a water table at about 
6 m. The lower boundary of the aquifer is at 52 m depth to clay and silt u-
nits (Lubczynski and Roy 2003). All units are heterogeneous and consist 
of thin layers.  

The electrical subsurface model at the site, as derived from TDEM mea-
surements shows moderate to low ground resistivities, thus reducing the 
effective penetration depth of the measurements. Hereby, the low resistiv-
ity values correspond to clayey material between 52 and 80 m depth. The 
local geomagnetic field intensity during the survey was 48360 nT (corre-
sponding to a Larmor frequency fL=2059 Hz) with an inclination of ap-
proximately 60 degrees. 
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Table 8.1. Electrical subsurface model as derived from TDEM and lithology as 
derived from a nearby borehole for the site Waalwijk. 

depth [m] resistivity [ m] lithology 
0 – 6 120 fine sands 

6 – 52 60 fine – coarse sands 
52 - 85 20 clayey sands 

> 85 60 medium sands 

The measurements were conducted using a square loop with a side 
length of a = 113.5 m. Excitation intensities (24 pulse moments) ranged 
from 57 to 5350 A ms. Considering the resulting MRS sensitivity for this 
configuration a reliable depth of investigation of approximately 60 m can 
be expected. The total recording length of the decaying signals is 450 ms 
with a 'dead time' between the exciting pulse and start of recording of 
40 ms. The data generally show a high S/N ratio (example for pulse mo-
ment q = 500 A ms plotted in Fig. 8.7). Therefore, the relaxation data is of 
good quality even for lower amplitudes, i.e. later recording times.  

MRS relaxation signals can exhibit a multi-exponential relaxation be-
haviour (Fig. 8.7) due to a signal superposition of layers having different 
decay times (~ grain sizes) and / or due to a possibly multi-modal decay 
time distribution within the layers. Whereas the signal amplitudes of MRS 
are proportional to the amount of water in the subsurface, the decay times 
are a function of grain sizes (e.g. Shirov et al. 1991, Yaramanci et al. 1999) 
and pore sizes (e.g. Kenyon 1992). While small grain sizes, i.e. pores, cor-
respond to small decay times large grain sizes, i.e. pores, will exhibit long 
decay times.  

The so far available inversion schemes make use of an approximated 
mono-exponential fitting approach of the NMR relaxation. However, this 
practice does not take into account that, analogous to borehole and labora-
tory NMR, every signal contribution of a single sample or volume element 
is a superposition of signal contributions due to a specific grain size i.e. 
pore size distribution within the investigated sample / volume element in 
the subsurface. Therefore, a newly developed inversion scheme with re-
gard to the multi-exponential nature of decay in the layers and that of the 
recorded signal too (Mohnke and Yaramanci 2005) has been used by the 
inversion.
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Fig. 8.7. Example of measured MRS relaxation data (crosses) at Waalwijk-2 with 
mono-exponential (black line) and multi-exponential (grey line) fitting of the data 
and corresponding decay time distributions (right) 

Inversions have been carried out using both conventional mono-
exponential inversion (Fig. 8.8a) and multi-exponential inversion ap-
proaches using free (Fig. 8.8b) and fixed decay time distributions (Fig. 
8.8c). Mono-exponential fitting shows a shallow aquifer between 6 and 
50 m with a mean integrated water content of about 28 %. The inverted 
(mono-exponential) decay times range from 200-300 ms for the aquifer 
layers and is about 100-150 ms for neighbouring layers. For greater depths 
(> 50 m) the decay times increase to values of about 400 ms coinciding 
with an increase of data misfit and do not comply with the fine grained 
material expected from borehole data.  

Multi-exponential inversion results (Fig. 8.8 b,c) show an improved data 
fit, especially at the beginning of the signal (crosses) as the consequence of 
a better fit of the short decay times. The integrated water content, being 
about 34 % within the aquifer, is generally higher. The multi-exponential 
decay time distribution within the aquifer layers show that the main frac-
tion of the water content can be associated to prominent decay times 
around 400 ms, (medium to coarse material). In addition a small fraction 
of the water content is associated to rather small decay times between 40 –
 60 ms and consequently resulting in higher integrated water content when 
extrapolating to initial amplitude (t = 0 ms) values (see also Fig. 8.8 left). 
This may indicate small intrusions of clayey / fine grained material or 
more likely be of an artificial origin occurring due to low S/N for small q
values that focus on these more shallow depths. For depths below 50 m the 
decay time distribution indicate a different type of lithology. Here, decay 
times of about 90-100 ms (while slightly overstated for pure clay and silt 
with 50 ms) reflect the clayey / fine-grained material as expected from 
borehole measurements. 
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Fig. 8.8. Inversion results for the site Waalwijk-2. a) with conventional mono-
exponential inversion, b) with multi-exponential inversion using two free decay 
times, c) with fixed decay times. Left: Percentage data misfit for recorded relaxa-
tion signals (windows: total [o] start [x] and end [.]); Center left: Integrated mobile 
water content; Center right: Decay time distributions; Right: Derived grain size 
distributions. The grey scale gives the fractional water volume in the material with 
corresponding decay times and grain sizes 

However, besides these prominent maxima at low decay times a distinct, 
albeit smaller, maximum appears at decay times of about 450 ms. This 
may be an indication of interbedded layers of coarse material within the 
layers, that cannot be discriminated in detail due to a decreasing resolution 
of the inversion for these depth. This would correlate to the heterogeneous 
layering derived from the borehole. 

Another possibility for this bi-modal distribution may be just a ‘sha-
dow’-effect from the high decay times of the aquifer. Fig 8.8 at right 
shows grain size distributions as derived from MRS decay times according 
to an empirical relation introduced by Shirov et al. (1991) and Yaramanci 
et al. (1999). While the aquifer shows grain sizes in the range of 1 mm 
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(coarse sands, gravel) the grain sizes < 0.1 mm below 50 m represent the 
fine material of the aquiclude. 

While the conventional approximated inversion approaches a priori as-
sume mono-exponential MRS relaxation data, a comprehensive inversion 
scheme allows to take into account the multi-exponential features. 

Whereas conventional inversion will reduce the resolution of MRS us-
ing more or less averaged decay times, comprehensive inversion can yield 
a more realistic decay time distribution with depth. Moreover, since the 
water content is proportional to the initial signal amplitude (t=0 ms) the 
significant improvement of data fitting by multi-exponential inversion of 
MRS signals is basic for an improved quantitative determination of the in-
tegrated mobile water content in the subsurface, that so far is usually un-
derestimated by the conventional approach. 

8.4 Survey at Nauen / Germany with 2D assessment 

The survey in Nauen was performed on a well investigated test site, where 
a variety of additional data are available (Yaramanci et al. 2002). From 
previous surveys a shallow aquifer from about 2 m down to some 20 m is 
known, that slowly crops out towards the surface. From geoelectrical and 
radar sections the upper boundary of the clayey confining bed is known. 
However, the deeper structures are neither visible in radar-section nor can 
they be interpreted by a resistivity contrast. The MRS survey was designed 
to cover the outcrop of the aquifer and spread towards the as aquiclude as-
sumed direction. There, previous individual MRS measurements did al-
ready point to larger water contents than they were presumed from geoe-
lectrics and geological conditions.  

The survey was performed (Hertrich 2005) with 4 individual positions 
of loops with 48 m diameter, adjacent half overlapping. All sixteen possi-
ble permutations of transmitter and receiver positions have been realized. 
The result of various inversions is shown in Fig. 8.9 and the corresponding 
measured data set is shown in Fig. 8.10.  

In the sounding data matrix on the right hand side the modelled data are 
plotted (Fig. 8.10) in comparison to the measured data. The solid lines 
show the data adaptation with all 16 soundings. The dashed lines are calcu-
lated from the model that has been reconstructed by using only the 4 coin-
cident soundings. The deviation between both therefore shows the gain in 
model resolution by fitting all available data. The found model (Fig. 8.9 3. 
from bottom) represents the presumed outcropping aquifer on the lefthand 
side around P1. Its boundary obviously crops out at around P2 with an 
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immediate transition into a second undulating water bearing layer towards 
right side. Both structures have their lower boundary at a layer of very low 
water content at some 20 m. Below this zone a second aquifer appears at 
some 40-50 m depth. 

The lower boundary of the low water content zone shows a significant 
depression at around +20 m on the profile. The trisection of the section 
into a first aquifer, confining bed and second aquifer can be roughly esti-
mated from the 2D inversion using only the coincident soundings as shown 
in the second model in the left hand side of the figure. A resolution of a 
depth variation of layer boundaries or a discrimination of structures within 
the layers is, however, not given. The single 1D inversions and the pseudo-
2D plot (Fig. 8.9 bottom and above) do also just roughly show the struc-
ture of a low water content layer between two aquifers but does not reflect 
the structure of this body as it is rendered by full 2D inversion of the com-
plete dataset. 

Comparing the uppermost 30 m of the complete inversion result of the 
MRS survey including all available data to the inversion result of a resis-
tivity section in Wenner configuration of 2 m basic electrode spacing al-
lows a combined interpretation. The top layer, showing water contents 
close to zero is represented by resistivities of some 4000 m from the left 
to P3 and less than 100 m from P3 to the right. This corresponds to a dry 
sand layer at the left changing to clay material of the outcropping till layer 
to the right. The first aquifer, intersected at around P2 has water contents 
of about 35% in the left area and slightly less in the right part. However, 
only the left part is represented by increased resistivities from the resistiv-
ity of the surrounding clayey material. From the vanishing difference in re-
sistivities of the right part of the aquifer a significant clay content and a 
corresponding reduced hydraulic permeability can be assumed here. 

From the conventional resistivity investigation, the aquifer system at 
this location would not have been characterized correctly due to the am-
biguous correlation of resistivities and lithology. Here, the definition of 
aquifer structures from MRS and the combined interpretation of the sub-
surface properties by resistivity and water content leads to a reliable esti-
mation of aquifer characteristics and delineation of clayey materials. 
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Fig. 8.9. Results of the 2D survey in Nauen by different inversion approaches. 
From bottom to top: 1) Inversion of coincident loop measurements (smooth and 3 
layer block inversion), 2) contours of smooth inversion in 1), 3) Joint inversion of 
coincident loop measurements 4) Joint inversion of coincident loop and separated 
loop measurements 
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Fig. 8.10. Measured amplitude data and modelled curves for the inversion results 
(in Fig. 8.9) for joint inversion of coincident loops and for joint inversion of coin-
cident and separated loops (full data) 
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Fig. 8.11. Comparison of MRS and geoelectrics at the test site Nauen. Distin-
guishable structures in water content in combination with their electrical pattern 
allow a more profound interpretation of hydraulic properties 

8.5 Current developments in MRS 

The method of SNMR has just passed the experimental stage to become a 
powerful tool for groundwater exploration and aquifer characterization. 
Some further improvements are still necessary and just in work. 

The most concern currently is the effect of resistivities and their appro-
priate inclusion into the analysis and inversion. In MRS the exciting field 
will be distorted and polarized considerably due to induction in the pres-
ence of conductive structures. Earlier considerations of this (Shushakov 
and Legchenko 1992, Shushakov 1996) have led to new improved theo-
retical description and numerical handling of this problem (Weichmann et 
al. 2002, Valla and Legchenko 2002). For an appropriate analysis of MRS 
the resistivity structure should always be available by which geoelectrical 
method ever and incorporated into the analysis. The experience shows that 
even moderate conductive structures may have large distortion effects.  

In fact the incorporation of resistivities allows an improved modelling of 
the complex MRS signal, i.e. the phases, (Braun et al. 2002, 2005) which 
is not only useful for understanding the measured phases but is also the ba-
sis for a successful inversion of complex signals to yield the resistivity in-
formation directly from SNMR measurements. 
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In the analysis of SNMR generally the relaxation is assumed to be mo-
no-exponential. Even if individual layers show a mono-exponential decay, 
the integration results in a multi-exponential decay in the measured signal. 
The most comprehensive way taking account for this is to consider a decay 
time spectra in the data as well as in the inversion as shown in Chap. 8.3. 
This leads to the pore size distribution which is a new information and al-
lows improved estimation of hydraulic conductivities. The determination 
of water contents will also be significantly improved as the initial ampli-
tudes are much better fitted using a decay spectra approach. 

Currently SNMR is carried out mainly with a 1D working scheme using 
coinciding loops. The 2D surveying as shown in Chap. 8.4 is not standard 
yet. The errors might be very large by neglecting the 2D or even 3D ge-
ometry of the structures (Warsa et al. 2002, Hertrich et al. 2005) which ha-
ve to be considered in the analysis and inversion in the future. Measure-
ment layouts are to be modified to meet the multi-D conditions, which is 
easier to accomplish for nonconductive structures. In multi-D structures 
the actual difficulty is the numerical incorporation of the electromagnetic 
modelling for the exciting field even when the electrical data is available. 
The full 2D inversion for decay times are not available yet. 

As in any geophysical measurement also with SNMR the inversion 
plays a key role by interpreting the data. The limits of inversion and also 
the imposed conditions in terms of geometrical boundary conditions as 
well as differences in the basic physical model used may lead to consider-
able differences. The inversion of SNMR data may be ambiguous, since 
not only different regularizations in the inversion impose a certain degree 
of smoothness upon the distribution of water content (Legchenko and 
Shushakov 1998, Yaramanci et al. 1998, Mohnke and Yaramanci 1999) 
but also the number of layers and the size of layers forced in the inversion 
may considerably influence the results. The rms-error is not necessarily a 
sufficient measure for assessing the quality of the fit of a model to the ob-
served data. The most recent research suggests that a layer modelling with 
free boundaries avoids the problems associated with regularization and ta-
kes into account the blocky character of the structure where appropriate 
(Mohnke and Yaramanci 2002). Similar consideration are needed for 2D 
inversions considering the imposed cell sizes and shapes as well as 
smoothing constraints. 

Further improvement in the inversion can be achieved in case of geoe-
lectrical measurements are available and they can be incorporated into a 
joint inversion with SNMR. Examples of joint inversion of SNMR with 
Vertical Electrical Sounding show considerable improvement in the de-
tectability and geometry of the aquifers and allows also by utilizing of ap-



8 Magnetic Resonance Sounding      271 

propriate petrophysical models the separation of mobile and adhesive wa-
ter (Hertrich and Yaramanci 2002). 

Finally the importance of the SNMR method lies in its ability to detect 
water directly and allowing reliable estimation of mobile water content and 
hydraulic conductivity. In this respect it is unique, since all other geo-
physical methods yield estimates, if ever, indirectly via resistivity, induced 
polarization, dielectric permittivity or seismic velocity. Using SNMR in 
combination with other geophysical methods not only allows direct as-
sessment but is complementary to the information yielded by other geo-
physical methods. 
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9 Magnetic, geothermal, and radioactivity 
methods 

Kord Ernstson 

9.1 Magnetic method 

The magnetic method is a versatile, easy-to-operate geophysical tool ap-
plicable to quite different subsurface exploration problems. It has much in 
common with the gravity method both theoretically and with regard to 
field work. 

9.1.1 Basic principles 

The earth's large-scale magnetic field is superimposed by small-scale mag-
netic anomalies related with magnetized rocks (Fig. 9.1). Magnetization is 
the parameter corresponding to density in the gravity method. Different 
from density, however, magnetization is a vector quantity which, simply 
speaking, is related with the concept of north and south pole of a magnet. 
The vector of magnetization may have arbitrary orientation in a rock, and 
that is why geometrically identical causative bodies can show quite differ-
ent magnetic anomalies. There are two situations to be taken into account: 
the location and orientation of a causative body in various latitudes, and 
the remanent magnetization.

magnetic equator

magnetized rock

Fig. 9.1. The earth magnetic field and the magnetization of rocks 
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The first case is related with induced magnetization Mi that is character-
istic of all rocks, because they are located in the inducing earth magnetic 
field F (Fig. 9.1). The vector Mi is in general parallel to the vector of the 
inducing field F, and it is

FkMi (9.1)

k is the dimension-less magnetic susceptibility that can be positive or 
negative, and the unit of both magnetization and magnetizing field is the 
ampere/meter (A/m). Susceptibility as a magnetic petrophysical parameter 
is more common than induced magnetization because k is independent of 
the position of the measurement. Mi changes corresponding to the configu-
ration and strength of the earth magnetic field which approximately is a 
dipole field (Fig. 9.1).  

The relations of the various parameters and the consequences of varying 
induced magnetization are explained in Figs. 9.2 and 9.3. In Fig. 9.2, a 
body striking W - E is shown exposed in Central European latitudes to an 
inducing field strength of F = 38.2 A/m. By Eq. 9.1, the assumed suscepti-
bility k = 0.013 is related with an induced magnetization of Mi = 0.5 A/m. 

 An instrument for measuring F (a magnetometer, see below) will read 
the related magnetic induction B. 

FB 0 (9.2)

µ0 is the magnetic permeability, µ0 = 4 * 10-7 T/Am-1, and T(esla) the unit 
of the magnetic induction. Eq. 9.2 relates the magnetizing total field H = 
38.2 A/m to the instrument reading of the total intensity of the undisturbed 
field, B = 48,000 nT, 1 nT (nanotesla) = 10-9 T (tesla). In practice, the 
nanotesla (nT) is the working unit for the magnetic field, its vector compo-
nents (vertical intensity, horizontal intensity) and the measured magnetic 
anomalies (Fig. 9.2). Frequently, T denotes the total intensity not to be 
confused with the tesla (T). 

In Fig. 9.3, the strong influence of the geometry of the magnetizing field 
becomes evident. Apart from the anomaly curve for the situation in Fig. 
9.2, model curves have been calculated for the body exposed to the same 
field, however striking N - S (instead of W - E), and for the identical body 
striking W - E but located at equatorial latitudes. Significantly varying 
anomalies are the result. Different from gravity anomalies of causative 
bodies, magnetic anomalies are in general composed of combined positive 
and negative parts, which can again be attributed to the simple north pole - 
south pole concept of magnetization. Also different from gravity anoma-
lies, the largest magnetic anomalies are concentrated on the lateral bounda-
ries of a magnetized body (Fig. 9.4). 
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Fig. 9.2. Calculated total-intensity anomaly of a magnetized causative body lo-
cated in Central European latitudes, and relations between magnetizing field and 
instrument readings. For explanation see text 
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ized causative body. Inclination I = 67° and T = 48,000 nT total intensity of the 
undisturbed field in Central European latitudes, and I = 0° and T = 35,000 nT in 
equatorial latitudes. Declination in each case D = 0° 
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magnetic total field anomaly
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Fig. 9.4. Comparison of the gravity and magnetic anomalies over the causative 
body from Fig. 9.2  

Remanent magnetization. Frequently, susceptibility describes the magnetic 
behavior of a rock only incompletely. Rocks containing minerals like 
magnetite may acquire a permanent or remanent magnetization by cooling 
from high temperatures, by chemical and several other processes, if they 
are exposed to a magnetizing field, normally the earth magnetic field. On 
the deposition of fine-grained sediments, magnetic particles may experi-
ence an orientation with regard to the earth magnetic field leading to a de-
trital remanent magnetization. The vector of the remanent magnetization 
fixed to the rock can be very stable and survive long geological times. On 
a later change of the earth magnetic field or a change of the spatial position 
of the rock by, e.g., tectonics, induced and remanent magnetizations may 
exhibit quite different orientations. They vectorially contribute to an effec-
tive magnetization responsible for the measured magnetic anomaly (Fig. 
9.5). The remanent magnetization may be considerably higher than the in-
duced magnetization, and ignoring it with the interpretation of magnetic 
anomalies basic errors can be the result. 

9.1.2 Magnetic properties of rocks.

Magnetism of rocks is related with the magnetism of the rock-forming 
minerals. Diamagnetic minerals like quartz and calcite have negative sus-
ceptibilities in the order of 10-5. Minerals like feldspars and micas are par-
amagnetic and have higher (positive) susceptibilities (10-4 - 10-2). The posi-
tive susceptibility of ferrimagnetic minerals like magnetite (k ~ 1 - 10) and 
titanomagnetites is even larger by some orders of magnitude and in general 
most important for the magnetization of rocks.  
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Very roughly, the susceptibility of rocks in an ascending order may be 
addressed as follows: (k ~ 0.0001) sedimentary rocks - metamorphic rocks 
(0.001) acid volcanic and plutonic rocks - basic plutonic rocks (0.01) basic 
volcanic rocks (0.1). 

Strong remanent magnetization is abundantly observed with young vol-
canic rocks, while in sedimentary and metamorphic rocks the remanent 
magnetization is in general much lower than the induced magnetization.  

Water is diamagnetic (k = -9.05 * 10-6) and has no importance for the 
actual magnetization of a rock. However, playing an important role in the 
alteration of rocks and being a carrier of iron-bearing and generally chemi-
cally active solutions, water can change the magnetization of rocks during 
geological times. Both an intensity increase and an intensity decrease are 
possible. Magnetization changes of rocks by contaminated groundwater 
may be addressed in environmental geophysical surveys. 
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Fig. 9.5. Calculated total field anomaly curves over the causative body from Fig. 
9.2 for both pure induced magnetization MI and an effective magnetization ME re-
sulting from vector addition of MI and remanent magnetization MR. For reasons of 
simplicity, the vector of the remanent magnetization is orientated perpendicular to 
the strike of the causative body 
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9.1.3 Field equipments and procedures 

Magnetic field measurements are carried out with magnetometers. Earlier 
purely mechanical magnetometers have completely been replaced by elec-
tronic instruments based on various physical processes. Most common are 
proton precession magnetometers (proton magnetometers, in short) com-
posed of a portable sensor and an electronic unit for display and storage of 
the data. Proton magnetometers measure the total intensity of the earth 
magnetic field vector at a resolution of 0.1 - 1 nT. For fluxgate magne-
tometers, a sensor axis is defined for measuring the intensity of the field 
vector parallel to the sensor axis. Thus the vertical or various horizontal 
components can be addressed. 

Cesium and rubidium vapor magnetometers define the group of so-
called optically pumped magnetometers that measure the total intensity at a 
resolution of  0.1 - 0.001 nT and at an absolute precision of 1-0.2 nT. Be-
cause of geological and man-made noise and the need for exact spatial po-
sitioning of the sensor, geological surveys can rarely take advantage of this 
extreme precision. 

For engineering and environmental geophysical surveys of near-surface 
layers and causative bodies, instruments for the measurement of the verti-
cal gradient of the total intensity or of the magnetic vertical component 
have been developed. Because there is no possibility to directly measure 
the field gradient, the gradiometers for proton, fluxgate and optically 
pumped magnetometer measurements are composed of two sensors 
mounted vertically one above the other, and the measurement of the gradi-
ent is approximately replaced by the measurement of the field difference. 
Gradiometers can advantageously be used for a continuous digital data ac-
quisition, they allow a better resolution of magnetic structures, and be-
cause of the registration of the field difference, there is no need to consider 
the time variations of the earth magnetic field. 

Small hand-held instruments enable the measurement of the susceptibili-
ties of exposed rocks and rock samples, and induced and remanent mag-
netization can be estimated from magnetometer readings if a roughly 
spherical sample is rotated near the sensor. 

Similar to gravity surveys, magnetic measurements are performed in 
grids or on profiles perpendicular to elongated, so-called two-dimensional 
structures (see, e.g., the examples in Figs. 9.2 –9.5). Station spacing de-
pends on the depth of investigation but is frequently distinctly smaller than 
in gravimetry, when near-surface and small-scale structures are considered. 
Station spacing may be especially important with technical and environ-
mental magnetic surveys in areas where noise level from superficial mag-
netic material is considerable, or when short-wavelength magnetic anoma-
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lies are the target of the survey (e.g., anomalies related with waste depos-
its). In these cases, a station spacing being too large will produce spatial 
aliasing implying the measurement of purely fictitious anomalies and 
completely misleading modeling and interpretation (Fig. 9.6). The spatial-
aliasing effect is a general problem with geophysical measurements espe-
cially when station spacing is a factor of cost.  

total intensity anomaly (nT)

100

100

0

small station spacing and
true anomalies

large station spacing and
ficticious anomalies

10 m

Fig. 9.6. Spatial aliasing from large station spacing, and the production of ficti-
tious anomalies 

As with other time-varying geophysical fields, repeated magnetometer 
readings at a base station have to be performed to record periodic and non-
periodic magnetic fluctuations related with ionospheric processes. Since 
they are quite irregular and cannot be calculated, a second, permanently 
recording instrument at the base station is the best solution especially when 
only faint anomalies are to be measured.  

Because of the high precision of magnetometers, a sufficient distance to 
all iron objects (fences, pylons, rails, cars, supply grids, reinforced con-
crete, personal utensils like coins, penknife, ballpoint, etc) is advisable. 
Bricks and generally pottery may be strongly magnetic, and roads and 
paths may be graveled with magnetic material.  

Different from gravimetry, corrections of altitude, latitude, and topogra-
phy can in most cases be omitted in small-sized areas of investigation typi-
cal of environmental and hydrogeological surveys. All in all, magnetic 
measurements are easily and rapidly done, and in a terrain being not too 
difficult, an experienced observer can take readings at several hundred sta-
tions per day. With a continuously reading gradiometer, several kilometers 
profile length per day are possible. 
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Fig. 9.7. Principle of magnetic data evaluation and interpretation. Inducing field 
data are 65° inclination and 0° declination, and the modeled 2-D bodies are strik-
ing W - E. k = susceptibility of the model bodies 

9.1.4 Data evaluation and interpretation 

Magnetic data are displayed as isomagnetic charts or on profiles. For rea-
sons of simplicity, the basic scheme of magnetic data evaluation and inter-
pretation is shown in Fig. 9.7 for a profile plot. In general, the observed 
data result from the superposition of the earth's normal field and the fields 
of one or more causative bodies of different shapes and depths of burial. In 
the simplest case, the trend of a regional field is roughly linear, and the 
subtraction centers positive and negative anomalies to a zero axis (Fig. 9.7, 
upper and middle). The computer modeling of magnetic anomalies may 



9 Magnetic, geothermal, and radioactivity methods      283 

consider bodies of arbitrary shape and arbitrary magnetization parameters, 
but frequently a two-dimensional approach is sufficient (Fig. 9.7, middle 
and lower). Various programs are commercially available and may even be 
downloaded from the internet. Computer modeling is the first step in the 
interpretation of a magnetic survey first providing physical models as a 
base for geological modeling. Geological modeling may consider abrupt 
magnetization changes related with a fault, or magnetization distributions 
related with facies. Correspondingly, the magnetic anomalies from Fig. 9.7 
may be interpreted by intrusive bodies in a host rock of assumed zero sus-
ceptibility. 

In practice, modeling and interpretation may be more complex com-
pared with the example from Fig. 9.7. The separation of regional and local 
anomalies my be difficult and in some cases basically ambiguous. In the 
case of a host rock being also magnetic, susceptibility differences and, if 
necessary, deviating vectors of remanence must be introduced to the mod-
eling. Frequently, a filtering of measured data can help in the interpretation 
of magnetic anomalies. Filtering is based on the wavy character of profile 
plots of magnetic data (see, e.g., Fig. 9.6) and on the concept of anomaly 
wavelength. From Fig. 9.8 it is evident that with increasing depth of a 
magnetized body the related anomaly becomes increasingly broader, or, in 
other words, the wavelength of the anomaly becomes increasingly larger. 
A common definition of the wavelength of geophysical anomalies is the 
half-width taken from the anomaly as shown in Fig. 9.8. Half-width is a 
useful quantity to estimate the depth of a causative body, and here filtering 
and the computation of filters is concerned. Low-pass filters are applied to 
suppress short-wavelength anomalies while, to the contrary, they are ac-
centuated by high-pass filters. As wavelengths are related with the depths 
of causative bodies, wavelength filtering may enhance or suppress the 
magnetic signature of deep-seated or near-surface bodies and structures in 
an isomagnetic map or on a profile. A large variety of mathematical filter 
operators exist from simple smoothing of data up to potential field calcula-
tions like analytical upward and downward continuation and the computa-
tion of vertical and horizontal gradient fields. 

In Fig. 9.9, the isomagnetic map of a fluxgate gradiometer ground sur-
vey is shown displaying lots of small-scale anomalies related with scat-
tered waste. A low-pass filtering is achieved by computing the analytical 
upward continuation simulating the gradiometer measurement at four me-
ter height above ground. The contours of the horizontal gradient denote the 
strongest lateral field variations and thus reflect a kind of high-pass filter-
ing. As can be seen from Fig. 9.8 (to the right), the anomaly is steepest for 
the uppermost model body. 
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Like gravity, geoelectrical and other geophysical methods, also mag-
netic measurements and their interpretation suffer from the principle of 
equivalence stating that a measured set of data may in general be modeled 
by quite different magnetized bodies. A simple example for a two-
dimensional dike-like body striking W - E is shown in Fig. 9.10. The cal-
culated total intensity anomaly is practically identical, if the width of the 
dike is doubled while halving the susceptibility. Similarly, the dip of a dike 
remains undetermined as long as the orientation of the vector of magneti-
zation is unknown.  
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The modeled causative bodies were so far assumed to have a homoge-
neous magnetization. Practically, such bodies in general do not exist. In-
homogeneous magnetization means that the smooth magnetic anomaly for 
a homogeneously magnetized body is superimposed by small-scale fluc-
tuations related with a magnetic texture of the rock. The magnetic texture 
may reflect rock textures originating from, e.g., flow, depositional and di-
agenetic processes. Hence, magnetic texture measured in the form of pref-
erential wavelengths, amplitudes, and strike directions may also magneti-
cally characterize a rock and can advantageously be used in the 
interpretation of field measurements as exemplified in Fig. 9.11 for a 
model of synthetic, distinctly different magnetic textures. 
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9.2 Geothermal method

In applied geophysics, geothermics has never played a major role. This 
may be explained by the difficulty to obtain lots of data as a base for 
model calculations and quantitative interpretations. With the increasing in-
terest in the exploitation of geothermal energy and in underground heat 
and cold storage, however, geothermics has more and more attracted atten-
tion. Since groundwater and its migration play an important role for the 
underground temperature field, the hydrogeological aspects of geothermics 
are obvious. 

The four basic subjects of geothermics are temperature, heat, heat stor-
age, and heat transfer. Temperature is the most important measuring quan-
tity with unit Kelvin [K] related with the unit Celsius [°C] by 

x [K] = (x-273) [ C] (9.3)

The relations between the units Celsius and Fahrenheit are given by 
x [°F] = ((x - 32) * 5/9) [°C]        x [°C] = (5/9 x + 32) [°F] (9.4)

In a medium, a temperature field is defined by a temperature distribution 
that may be temporally constant (stationary geothermal processes) or time-
varying (instationary geothermal processes). Temperature fields are plotted 
as isotherm maps (Fig. 9.12). 

Heat is a form of energy with unit joule (J) or watt seconds (Ws). Heat 
(energy) can be stored by a body, hence the body can take heat and emit it 
corresponding with a temperature change. The amount of taken and emit-
ted heat Q is proportional to the temperature difference :

TcmQ (9.5)

where m is the mass of the body and c the specific heat. The specific heat c 
is a material constant with unit J/(K * kg). The heat capacity is defined by 
W = m * c. 

Water has a large specific heat (cW = 4186 J/[K * kg]) and, therefore, 
heat capacity, while dry rocks have specific heats of roughly 800 J/(K * 
kg) only. The specific heat cR of water-containing rocks is calculated from 

m/)WW(c wdR (9.6)

Wd  heat capacity of dry rock  
Ww heat capacity of the water content  
m total mass.  
The specific heat of rocks is important when heat and cold storage in the 
underground is considered. 
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Fig. 9.12. Temperature fields as shown by isotherms. A: Isotherm of spatially con-
stant temperature. B: Isotherms at a selected depth 

Heat transfer takes place by heat conduction, heat convection and heat 
radiation. Heat conduction occurs between two points of different tem-
perature and is defined by 

L/FTtQ (9.7)

if the temperature difference T is kept constant between the two points of 
separation L (Fig. 9.13A). Then, Q is the constant amount of heat flowing 
during the time t through a cross-section F. The proportionality factor  is 
called thermal conductivity (unit W/K*m). Converting (9.7) into 

qL/TFt/Q (9.8)

q is the heat flow density (heat flow in short) with unit watt/m² (W/m²).  
In an arbitrary isotropic medium, the heat flow is a vector with orienta-

tion perpendicular to the isotherms (Fig. 9.13), and instead of the tempera-
ture drop T/L the temperature gradient grad T has to be considered. 
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Fig. 9.13. Heat transfer and heat flow  

For stationary geothermal processes, thermal conductivity is the deci-
sive petrophysical parameter that relates heat flow to the temperature drop 
(9.8) or temperature gradient, respectively. Values between 1 and 5 
W/K*m are most common among rocks. Compared with, e.g., metals (  ~ 
500 ... 5000 W/K*m) , thermal conductivity of rocks is low, and it strongly 
depends on porosity, water content and texture. Water saturated sand, e.g., 
has a mean thermal conductivity of about 2.4 W/K*m (VDI 1998). The 
thermal conductivities of water and air are W ~ 0.6 W/K*m and A ~ 0.03 
W/K*m (at 293 K). 

In geothermics, instationary thermal processes implying time-varying 
temperature fields frequently attract far more attention. Often, periodical 
temperature variations like heating and cooling of the ground by diurnal 
and annual solar radiation are considered. 

Thermal diffusivity is the significant petrophysical parameter that de-
scribes instationary geothermal processes as for example the propagation 
of temperature changes or the balance of temperatures. Thermal diffusivity 
a (unit m²/s) depends on thermal conductivity , specific heat c and density

, and it is 

c
a (9.9)

In many geothermal processes heat transfer by heat convection is far 
more important than by heat conduction. Heat convection may result from 
temperature-related density variations or from pressure gradients in both 
cases coupled to a mass transfer. Hence, temperature may be an important 
quantity with regard to all aspects of groundwater propagation. 
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Heat radiation is emitted from every body in the form of electromag-
netic waves preferentially in the infrared domain. For practical geophysical 
purposes, heat transfer by heat radiation is unimportant. But depending on 
the temperature of a radiating body, heat radiation enables remote tempera-
ture measurements.  

9.2.1 The underground temperature field  

As is well known from boreholes and mining, temperature increases with 
increasing depth, and the gradient is roughly 0.03 K/m in many regions of 
the world. According to  Eq. 9.8, the temperature gradient is related with a 
heat transfer towards the earth's surface, which in geothermics is called ter-
restrial heat flow as the vertical component of the heat flow density. The 
origin of the heat flow is disputed, but heat production related with radio-
active decay in rocks probably plays an important role. 

On average, the terrestrial heat flow is qE = 0.063 W/m², which is small 
compared with the solar radiation energy JE brought to the earth's surface: 
JE = 625 W/m². Consequently, the roughly periodically acting annual and 
diurnal solar radiation has a considerable influence on all studies of the 
near-surface heat flow and temperature fields. 

Different from the stationary heat flow, the solar radiation causes an in-
stationary process of heat conduction related with thermal diffusivity as 
the petrophysical parameter. Similar to the propagation of electromagnetic 
waves, the period of the temperature variation basically determines the 
propagation in the ground, and a phase shift and an exponential amplitude 
decrease can be observed. Short-period temperature variations have a small 
depth penetration. 

Details of the temperature-wave propagation can be computed. Thus, for 
normal soil conditions and climates a midday temperature maximum at the 
surface has propagated down to a depth of about 0.5 m at midnight, where 
the amplitude has decreased to only 5% of the surface amplitude. Like-
wise, the summer temperature maximum of the annual "wave" propagates 
down to a depth of roughly 10 m in winter time, where an amplitude de-
crease down to about 5% of the surface amplitude is observed. Obviously, 
these conditions are of basic importance for near-surface temperature 
measurements. 
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9.2.2 Field procedures 

Within the frame of hydrogeology, heat flow, thermal conductivity and 
diffusivity measurements are presently of low importance, and thus tem-
perature measurements and thermometers are addressed here only. Resis-
tance thermometers based on temperature-sensitive metallic and semi-
conductor resistors (thermistors) with a resolution of 0.01 K are most 
common in temperature probes that may be connected to a borehole cable.  

For infrared surface measurements, receivers for thermal radiation have 
been constructed using thermocouples or bolometric detectors. High-
sensitive photo-detectors are used in temperature scanners and thermal im-
aging cameras that must be operated at very low temperatures of some 10 
K.

While geothermal infrared measurements are generally performed at the 
earth's surface, thermometer measurements are carried out in shallow 
boreholes (1 - 4 m deep) to escape the diurnal temperature wave at least. 
Long-lasting periods of heat and cold may cause temperature waves of in-
creased depth penetration, and data sampled over a longer time period in 
an area may not immediately be compared. Temperature recordings at a 
base station can serve for corrections. There are many more factors influ-
encing temperature measurements in near-surface layers such as different 
vegetation, morphology, shadows and underground water content. Drilling 
of even shallow boreholes for thermometer emplacement may disturb the 
natural temperature field for half an hour or more. 

Stations for temperature measurements can be arranged in a grid or on 
profiles perpendicular to the strike of two-dimensional geological struc-
tures. Station spacing depends on the depth of the expected anomalous 
geothermal zone and may be of the order of meters with hydrogeological 
campaigns.  

Reasonably, infrared measurements are preferentially done during the 
night. Since, however, the temperature variations continue, the survey 
should be performed within a short time. Obviously, the influence of the 
surface properties, vegetation and moisture is much larger compared with 
shallow borehole measurements. Helicopter surveys enable infrared ther-
mography of inaccessible areas. In favorable situations, thermal imaging 
cameras my be operated from raised locations such as bridges. 
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9.2.3 Interpretation of temperature data 

Measured and corrected temperature data are plotted in the form of  geo-
isotherms (Fig. 9.12) or on profiles. Mathematical filtering as applied, e.g., 
in gravimetry or in the magnetic method, may be useful.  

Frequently, the data evaluation is reduced to the identification of areas 
or sections of anomalously high or low temperatures. Anomalies having 
amplitudes as low as 1° or less may be significant. If they cannot be ex-
plained by superficial effects, models of anomalous heat conduction or 
heat convection or a superposition of both may be considered. The latter 
case may apply to an underground karst cave as a thermal causative body 
in the terrestrial heat flow (Fig. 9.14A) or by thermal heat convection (Fig. 
9.14B). The convection model shows that depending on the near-surface 
temperatures in summer and winter a negative or a positive temperature 
anomaly may be measured and that there may be no anomaly at all during 
spring and fall. 

TEMPERATURE

HEAT FLOW ISOTHERMS

TEMPERATURE

WINTER

SUMMER

FRACTURE ZONE

B

A

Fig. 9.14. Karst cave as a thermal causative body. A: Heat conduction model. B: 
Heat convection model 
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In general, the near-surface temperature field is much more influenced 
by heat convection than by heat conduction, and groundwater propagation 
possibly related with faults and fracture zones plays a major role. Espe-
cially in geothermal areas of mobile geological zones significant tempera-
ture anomalies may be measured that are related with the convection of 
thermal water. Bodies of anomalous thermal diffusivity that are located 
within the zone of the depth penetration of the long-period thermal waves 
may also cause temperature anomalies. Near-surface aquifers with low 
thermal diffusivity may behave as such a thermal causative body. 

9.3 Radioactivity method 

Natural radioactivity of rocks results from the content of uranium, thorium, 
and the potassium K40 isotope. By nuclear disintegration, both the uranium 
isotopes U238 and U235, and the thorium Th232 isotope are related to various 
radioactive daughter elements in three decay series that end at stable lead 
isotopes. Within the series, the mobile radium (Ra) isotopes and the gase-
ous radon (Rn) isotopes are the radioactive daughter elements most sig-
nificant in geology and hydrogeology. Different from the U and Th decay 
series, K40 immediately disintegrates to stable argon and calcium. Immedi-
ate disintegration to a stable daughter isotope is shown also by the radioac-
tive carbon C14 and the radioactive tritium H3 both serving in hydrogeology 
for dating and tracing purposes.

Nuclear disintegration is connected with the emission of helium nuclei 
(  radiation) or electrons (  radiation), or with the so-called K-capture. In 
all three processes, a high-energy electromagnetic radiation ( -ray) is emit-
ted. Gamma-ray energy peaks may be characteristic of the decay of a defi-
nite isotope. 

In rocks the contents of uranium and thorium are of the order of ppm, 
and of the order of 100 ppm for K40 which makes up 0.012 % of the non-
radioactive natural potassium. Apart from enrichments of radioactive min-
erals (e.g., zircon, monazite), acid rocks are in general more radioactive 
than basic rocks, and among sediments an increasing clay content corre-
lates with increasing radioactivity. Groundwater radioactivity depends on 
the content of dissolved and suspended radioactive isotopes and their com-
pounds. Generally, Th shows low mobility compared with U, Ra, K and 
the gaseous Rn. 

For practical purposes the absorption of -, - and -rays is nearly as 
important as is the radiation itself. Various physical processes are respon-
sible for the complete absorption of - and -rays by thin, micrometer- to 
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millimeter-sized plates. Only -rays are capable to penetrate rocks of some 
decimeter thickness although the weakening is enormous, too. 

The interaction of matter and radioactive radiation is also the base for 
the construction of portable measuring devices used in field surveys. Gei-
ger-Müller counters and more sensitive scintillation meters are the most 
common instruments. Gamma-ray spectrometers are able to separate the 
characteristic energy peaks related with the nuclear disintegration and thus 
to identify the U, Th and K sources. The -radiation of the gaseous Ra is 
measured in special ionization or scintillation chambers or by buried solid 
trace detectors. An important factor with all radioactivity measurements 
are the statistical nature of the nucleus disintegration and the related fluc-
tuating count rates. 

Radioactivity measurements are predominantly done in borehole geo-
physics, while radioactivity field surveys are relatively unimportant com-
pared with other geophysical methods. They are normally carried out in a 
grid, and carborne and airborne surveys are common. The data (mostly re-
corded as counts per second, cps) are plotted on iso-radioactivity maps, 
and the varying parameters may be the total count or spectral counts in 
separate U, Th or K channels of a gamma-ray spectrometer. Apart from 
uranium prospecting, radioactivity measurements may serve as an aid in 
geological mapping for clarifying lithostratigraphical and structural condi-
tions. Deep-reaching fracture zones may be special targets, especially for 
radon gas measurements (Fig. 9.15).  

Radon gas emanometry has been performed since more than sixty years 
and has in recent times gained increased interest in environmental geology 
and geophysics. Radon originates from the uranium and thorium decay in 
rocks in the earth's crust and migrates through joints and fissures of frac-
ture zones. Groundwater migration and carrier gases are assumed to facili-
tate the transport, which is important because of the rapid radioactive de-
cay of the radon (3.8 day half-life). Finally, the migrated radon intermixes 
with the air in the soil where the concentration is measure by the alpha ra-
diation. The radon distribution in the soil layers is complex and not com-
pletely understood. Important factors are the lithology of the soil-forming 
rocks, tectonic features, the geochemistry of the radioactive elements, soil 
physics and soil chemistry, changing groundwater table and the influence 
of topography and weather (see Gregg and Holmes 1990, Nielson et al. 
1990).
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Radon concentration, -counts

 0                                   20                                   40 m

alpha card

210Polonium

Well

Sandstone Shear zone

Fig. 9.15. Exploration of groundwater associated with a fracture zone by radon 
measurements. Both solid-trace detector (alpha-card) measurements of  radon in 
the soil gas and  counts of the long-lived daughter element 210Polonium exhibit a 
distinct concentration maximum over the shear zone. Simplified from Liang, 
1986; in Nielson et al., 1990)
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10 Microgravimetry 

Gerald Gabriel 

Gravimetry is one of the classical and therefore well established methods 
in applied geophysics. It deals with the density distribution of the earth’s 
crust. Advances in theory, technology and application were not only 
pushed by the need for geophysical exploration, but also by progresses in 
the field of geodesy. Many books and technical papers dealing with theory 
and application of gravimetry exist, covering all aspects in detail. This 
chapter focuses on topics being relevant for the application of this method 
to groundwater geophysics. The term “microgravity” points to the small 
magnitudes of gravity anomalies that often have to be expected in the con-
text of groundwater geophysics making great demands on instruments, on 
the layout of field surveys, and on data processing (e.g. Debeglia and Du-
pont 2002). The successful application of the gravity method in groundwa-
ter geophysics is documented in many papers, for regional studies (e.g. Ali 
1986, Oartfield and Czarnecki 1991, Rosselli et al. 1998) as well as for lo-
cal studies (e.g. Valli and Mattson 1998, Murty and Raghavan 2002, 
Wiederhold et al. 2002, Gabriel et al. 2003), and time-dependent surveys 
(e.g. Strange and Carroll 1974, Hagiwara 1978, Talwani et al. 2001). 

10.1 Physical Basics 

Gravitation is a basic attribute of matter. Newton’s law of gravitation 
(Isaac Newton, 1643–1727) defines the gravitational force F between two 
point masses m1 and m2.  The force on m2 is given by 

2
21

r
mmfF (10.1)

with r:  the distance between m1 and m2,

f:  gravitational constant )
skg

m10(6.67 2

3
11- .

For n masses mi as product of density i and volume i the gravitational 
force acting on a unit mass m0 can be rewritten as 
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Therefore, for a continuum the gravitational acceleration g as the gravi-
tational force per unit mass is given by 

(r)
r
1f

m
Fg 2

0

. (10.3)

Due to the earth rotation the gravitational acceleration acting on a unit 
mass is not only caused by gravitation, but it is superimposed by the cen-
trifugal acceleration ac. The latter is the product of the square of the angu-
lar velocity  of the earth and the perpendicular distance d of the unit mass 
from the rotation axis of the earth: 

dwa 2
c . (10.4)

Therefore the centrifugal acceleration becomes maximal at the equator 
and zero at the poles. It acts perpendicular to the rotation axis and against 
the gravity acceleration that is directed to the centre of the earth. Conse-
quently the resulting gravitational acceleration on the earth surface in-
creases from the equator to the poles. Additionally, the earth’s flattening 
strengthens this increase. 

In geodesy or geophysics gravimetry deals with the measurement of the 
magnitude of the gravity acceleration, the “gravity”. In SI-units gravity 
values are given in m/s2. In honour of Galilei (Galileo Galilei, 1564–1642) 
in applied geophysics still the unit mGal (=1E-05 m/s2) is used, in geodesy 
gravity values are often given in µm/s2 (=1E-06 m/s2).

10.2 Gravimeters 

Gravimeters are instruments for measuring gravity. The past century was 
characterized by technological developments increasing the accuracy of 
the instruments by four decades. A comprehensive overview about gra-
vimeters is given by Chapin (1998).  

Absolute gravity measurements allow the establishment of high preci-
sion gravity networks, but are also used for high precision time-dependent 
observations, for example in the context of postglacial rebound. Modern 
instruments are based on the free-fall method or the rise and fall method. 
During the movement of a sensor in a vacuum chamber the fundamental 
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properties distance and time are monitored. The measurement of the dis-
tance is realised by He-Ne-gaslasers and Michelson interferometers 
whereas the measurement of time is based on rubidium normals. By these 
methods accuracies better 10-8g can be achieved (e.g. Faller et al. 1980, 
Torge 1989, Niebauer et al. 1995, Timmen 1996) by statistical analysis of 
some hundred or thousand single measurements; one station can be ob-
served within two or three days. A new generation of miniaturized trans-
portable absolute gravimeters reduce the observation time to some 10 min-
utes, at an undisturbed site the precision is supposed to be comparable to 
that of the well established absolute gravimeters (Brown et al. 1999). 

Due to economic reasons and effectiveness in exploration surveys rela-
tive gravimeters are in use. With these instruments differences in gravity 
are observed. Because the gravity differences g caused by local density 
inhomogeneities are small compared to the undisturbed gravitational ac-
celeration g, the observed change in magnitude is approximately the pro-
jection of g to g. The construction of relative gravimeters only enables 
the observation of the vertical component of g.

Relative gravimeters can either be constructed to work in a dynamic 
mode or a static mode. Gravimeters based on the dynamic method observe 
the oscillation time of the sensor, whereas for gravimeters based on the 
static method the sensor is hold in a null-position and the change of equi-
librium between two observations is a quantity depending on the gravity 
change. The majority of modern gravimeters used for field surveys are 
based on the static method. 

Commonly in use are gravimeters from LaCoste & Romberg (Model G 
and D; metal spring), Scintrex, and Worden (both quartz spring). The 
measurement range of LaCoste & Romberg gravimeters Model G is about 
7000 mGal, for Model D gravimeters it is restricted to 200 -300 mGal. For 
surveys of larger gravity differences Model D gravimeters must be reset to 
the requested measurement range. The LaCoste & Romberg gravimeter 
Model D has a precision better ± 10 Gal (Torge 1989). 

The measurement range of Worden gravimeters is also restricted to 
about 200 mGal (depending on the model) but can be extended to about 
6600 mGal by resets. The precision is given to be about 10 µGal (Torge 
1989).

Scintrex gravimeters, e.g. the CG-5 Autograv, are fully automatically 
including the correction of e.g. earth tides, tilt, and temperature. Their pre-
cision is about 5 µGal and they can be operated world wide without reset-
ting.

The measuring principle of LaCoste & Romberg gravimeters is based on 
a small mass mounted to the end of a horizontal beam. The beam is held 
by an inclined zero length spring (e.g. Torge 1989, Chapin 1998). Gravity 
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changes acting on the mass cause a displacement of the equilibrium posi-
tion and therefore a change of the length of the spring. Using the dial on 
top of the gravimeter fixed on the measurement screw the mass can be re-
adjusted to the null-position. After Torge (1989) a measurement precision 
of 10 µGal requires a positioning precision of 0.25 nm. This is achieved 
with the help of a special transmission system. The whole gravimeter sys-
tem is air-tight sealed and – because a metal spring underlies thermal ex-
pansion – a heater provides a constant temperature.  

LaCoste & Romberg gravimeters are astatized systems (e.g. Torge 
1989). Astatized (rotational) systems are characterized by an increase of 
sensitivity due to construction layout. The force of gravity is maintained in 
an unstable equilibrium with the restoring force. Generally, the instability 
is provided by the introduction of a third force which intensifies the effect 
of any change in gravity from the value in equilibrium (e.g. Sheriff 1984).  

For LaCoste & Romberg gravimeters electronic feed-back systems are 
available in addition to the integrated capacitive position indictor (CPI). 
The CPI consists of a plate mounted to the gravity sensor as the movable 
part of a three-plate capacitor. The other two plates are fixed and generate 
an electronic output depending on the position of the movable plate. An 
electronic feed-back system readjusts the gravity sensor to the null-
position by the generation of an electrostatic force. The required voltage is 
a direct measure of the gravity difference between two observations. De-
pending on the type of electronic feed-back systems the measurement 
range is limited to some 10 mGal. Because these systems are not linear, in 
practise the feed-back voltage should be kept small (below 20 µGal). Feed-
back systems can be used in combination with the mechanical system of 
the gravimeter; the coarse adjusting of the sensor to the null position is 
done over the measurement screw by the dial, the fine adjusting with the 
feed-back system. The resulting gravity difference is the sum of both read-
ings, converting them into gravity changes by applying instrument specific 
calibration functions.  

10.3 Gravity surveys and data processing 

The significance of gravity data with respect to a hydrogeological situation 
depends mainly on the accuracy achieved in the field survey. Basic re-
quirements for an accurate data set are gravimeters with well known 
physical characteristics, a well designed survey, high precision measure-
ments, and state of the art data processing. 
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10.3.1 Preparation and performance of field surveys 

Gravimeters have to be calibrated at least one or two times a year. Because 
the calibration function can change significantly with time, a confirmation 
of the known values is worthwhile. For local field surveys with small rela-
tive gravity differences the knowledge of the linear calibration factor 
might be sufficient. For LaCoste & Romberg gravimeters Torge (1989) 
states an error of 0.05 mGal for the residual nonlinear calibration terms 
(from the nonlinearity of the lever system) for gravity differences of a few 
100 mGal. Nevertheless, also periodic calibration parameters, resulting 
from graduation errors and eccentricities in the screw and the gears, should 
be estimated by calibrations. Nowadays for the calibration of gravimeters 
established calibration lines (e.g. Kanngieser et al. 1983, Wenzel 1996) are 
used in combination with laboratory methods (calibration by changing the 
inclination of the gravimeter, calibration of the screw against feed-back 
values, calibration against absolute gravity meters). Calibration lines are 
required because the linear factor of the calibration function cannot be de-
termined to a sufficient precision by laboratory methods alone (Torge 
1989).  

Furthermore, before each field survey, the adjustment of the levels must 
be checked. Knowledge of the inclination-insensitive point of each level is 
of great importance, because the gravity reading is very sensitive to incli-
nation changes using astatized gravimeters. In practise this point is found 
by tilting the gravimeter systematically along both sides and plotting the 
readings against the tilt. The results are two parables with their angular 
points defining the inclination-insensitive points (Fig. 10.1). In order to in-
crease the accuracy of the field survey the levels have to be re-adjusted if 
their inclination-insensitivity points are not close to the “zero-position”. 
Another opportunity is to level the gravimeter during the survey according 
to the inclination-insensitivity points. 

Prior to the field survey the acquisition parameters have to be defined. 
Therefore an initial idea about geology and expected anomalies is indis-
pensable. For 2-dimensional (2-D) geological structures gravity measure-
ments along profiles might be sufficient, for more complex structures 3-D 
surveys have to be performed. After Jung (1961) a source body can be 
considered 2-D if its ratio length/width exceeds 4:1. The spacing of adja-
cent observation points is significant not only for the success of a survey, 
but also for its effort. It depends on the geometry, depth, and density of the 
source body and the aimed resolution of the survey. The point spacing for 
engineering and environmental microgravity investigations can vary be-
tween some decimetres and some hundred meters. In order to plan the sur-
vey the magnitude and wavelength of the expected anomaly can be calcu-
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lated applying formulas for simple source bodies (e.g. Telford et al. 1990). 
For most investigations in the frame of groundwater geophysics point 
spacing between 50 m and 100 m is sufficient. The surveyed area should 
exceed the dimension of the geological target in order to map the corre-
sponding gravity anomaly completely and to distinguish between regional 
and residual gravity anomalies. In areas where less information is available 
a survey should start with a coarse net of points, in areas of interest addi-
tional measurements can be performed later.  

Fig. 10.1. Inclination-insensitive points of gravimeter G-662 on 02nd July 2002  
(1 Volt  1 mGal) 

During the survey gravity stations have to be selected properly. Read-
ings can be affected by microseismics (natural and artificial) and wind 
(causing strong disturbances by trees). Gravity stations near steep slopes, 
buildings, frequented roads, and ditches should be avoided. Ideally each 
gravity station within the surveyed area is recorded twice in order to avoid 
outliers.

The reading procedure itself should be the same at each point of the sur-
vey. The dial has to be approached from the same side each time, other-
wise its backlash will cause errors that can amount to some 10 Gal. The 
reading can be taken as soon as the gravimeter output is stable, best con-
trolled by a feed-back system. The total time required for the observation 
of one single station is between 5 and 10 minutes. Therefore about 30 to 50 
stations can be surveyed during a day, provided that the time for transport 
between the stations is negligible. Unfavourable environmental conditions 
like bad weather or microseismics can cause delays.  

Local gravity investigations in the frame of groundwater geophysics 
will often be performed by densifying an existing data base by comple-
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menting measurements. In order to assure the compatibility of the gravity 
values resulting from different campaigns, relative gravity measurements 
should be tied to existing absolute gravity points, in general available from 
the ordnance surveys. In practise a local base point not influenced by tem-
poral gravity changes should be established within the investigated area. 
The absolute gravity value for this local base point results from repeatedly 
measured ties to at least two absolute gravity points of a regional network. 
If possible a local gravity network should be established including the cal-
culation and correction of loop misclosures in order to achieve a higher ac-
curacy of the local base point. 

A high accuracy of the observed gravity differences requires a precise 
recording of the gravimeter drift. The drift of a gravimeter is caused by ex-
ternal effects (e.g. temperature and air pressure changes, mechanical 
shocks) as well as internal effects (fading of spring tensions). Practical ex-
periences show, that the drift should be observed at least every two hours 
by measurements on a control point (Fig. 10.2). Generally, the drift should 
not exceed 100 Gal/day. 

Fig. 10.2. Artificial jump observed with gravimeter G-662 on 16th June 2004. 
Black lines with bullets represent the observed gravity and grey lines with crosses 
represent the tide corrected gravity values. Knocking the gravimeter against the 
transport box caused a jump of about 60 Gal. Correcting the jump (grey line with 
diamonds) yielded a smooth, nearly linear drift 
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If the gravimeter is knocked or jolted, either during transport or during 
the measurement procedure, the drift has to be checked immediately. Fur-
thermore these incidents should be noted in the protocol. Gravity observa-
tions made in a period where great drift rates indicate larger artificial 
jumps in gravity caused by external influences on the gravimeter (Fig. 
10.2) must be cancelled and replaced by new observations. For recording 
the gravimeter drift different measurement schedules like the difference 
method, the star method, the step method, or the profile method are estab-
lished (Watermann 1957). Parallel observation by operating more than one 
gravimeter also increases the accuracy and reliability. 

10.3.2 Data processing 

Absolute gravity values do not only reflect the density contrasts within the 
earth’s crust, but also the shape of the earth itself. They are influenced by 
the geodetic latitude, the elevation, and temporal gravity changes. In order 
to get anomaly values that can be interpreted in geological terms, known 
temporal effects have to be corrected and known disturbing mass distribu-
tions such as topography have to be reduced. 

Therefore, during a gravimetric survey following information must be 
noted in order to enable a reliable data processing: (a) station number (in-
cluding repetition measurements for drift estimation), (b) date and time of 
gravity reading in UT (needed for earth tide correction and drift correc-
tion), (c) height of gravity sensor above the earth’s surface, (d) scale units, 
(e) feed-back output (if available), and (f) air-pressure. At least for spring 
gravimeters it is recommended also to note the temperature of the instru-
ment. Temperature changes caused by e.g low power supply affect the 
reading. The operating temperature is different for each individual gra-
vimeter. Furthermore calibration factors for the used gravimeters (incl. 
feed-back systems) and earth tides must be known as well as the co-
ordinates and elevations of the gravity stations and values for tied absolute 
gravity points.  

In solid earth physics interpretations are commonly based on the 
Bouguer anomaly g (after the French scientist Pierre Bouguer, 1698–
1758). The Bouguer anomaly is defined as the difference of the observed 
gravity value gobs at a given station and the theoretical gravity value gth due 
to a homogenous earth for this station: 

thobs ggg   . (10.5)
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The theoretical gravity value gth due to a homogenous earth is given by 
(Fig. 10.3) 

terbplhth gggg (10.6)

: normal gravity, 
gh : free air reduction, 

gbpl : Bouguer plate reduction, 
gter : terrain reduction. 

Fig. 10.3. Calculating Bouguer anomalies requires the application of corrections 
and reductions (further explanations are given in the text) 

With Eq. 10.5 the Bouguer anomaly at the station height (Ervin 1977, 
Hinze 1990, Li and Götze 2001) is 

terbplhobs ggggg . (10.7)

The resulting value reflects gravity anomalies due to inhomogeneous 
densities below the gravity station. They can either be plotted as profiles or 
as contour maps. 

Correction of temporal gravity changes in the observed gravity 

In Eqs. 10.5 and 10.7 gobs represents the observed absolute gravity value 
derived from relative gravity measurements including ties to an absolute 
gravity point. Temporal effects like Earth tides and the gravimeter drift are 
corrected.
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Earth tides are caused by the varying gravitation of the earth and celes-
tial bodies – primarily moon and sun – at the different points of the earth 
and the centrifugal acceleration due to the rotation of all bodies around 
common centres of gravity (e.g. Melchior 1966). The maximum variation 
of the Earth tides for an elastic earth is 0.29 mGal, about 1.16 times the 
tides for a rigid earth. In addition to the earth tides also ocean tides occur. 
Besides their direct gravitation (movement of water masses), ocean tides 
also cause gravity changes due to periodic deformation (loading) of the 
earth crust and corresponding height changes – the ocean loading tides. 
Compared to the magnitude of Earth tides, correction for ocean tides and 
ocean loading tides are small. They can be considered by a corresponding 
choice of earth tide parameters. 

The correction of Earth tides can either be done as part of the drift cor-
rection, or more accurately by using Earth tide models. The computation of 
earth tides is based on the expansion of the tidal potential (e.g. Cartwright 
and Taylor 1971, Cartwright and Edden 1973, Wahr 1980, Tamura 1993, 
Hartmann and Wenzel 1995) taking into account the elastic behaviour of 
the earth. Depending on the model used, earth tide corrections with accu-
racy better than 1 µGal can be provided applying correct amplitude factors 
(differing from 1.16) and phases for the different tidal constituents. Be-
cause earth tides strongly depend on the latitude, the ellipsoidal co-
ordinates should be considered at least with a precision of 50 km.  

The accuracy of gravity measurements can be increased by considering 
air pressure variations. Although gravimeters are air-tight sealed gravity 
measurements are affected by air pressure variations directly by the gravi-
tation of the air masses as well as by the deformation of the surface due to 
loading effects. From high-resolution time dependent gravity recordings 
regression coefficients from -0.2 to -0.4 µGal/hPa are known. In practise a 
regression coefficient of -0.3 µGal/hPa can be used (e.g. Warburton and 
Goodkind 1977, Torge 1989). Generally, the necessity of air pressure cor-
rections depends on the desired accuracy of each gravity survey. The cor-
rection should be considered at least for calibration or exploration surveys 
in mountainous areas. For local gravity surveys, where air pressure differ-
ences mostly remain smaller 10 hPa, air pressure correction is not manda-
tory. 

Normal gravity reduction 

The theoretical gravity value gth strongly depends on the geodetic latitude 
, the elevation of the gravity station, and topographic masses. Gravity as 
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a function of geodetic latitude can be calculated by the normal gravity 
formula: 

)2sinsin1( 2
2

2
1e . (10.8)

Values for the gravity at the equator e, the gravity flattening 1 (a func-
tion of the gravity at the equator and the gravity at the poles p), and the 
factor 2 (a function of the earth’s flattening f, the semi-major axis of the 
reference ellipsoid, the centrifugal acceleration at the equator, and gravity 
at the equator) depend on the used reference ellipsoid. For the normal 
gravity formula in the Geodetic Reference System 1980 (Moritz 1984) 
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Normal gravity increases from the equator to the poles by about 
5.186 Gal. For mean longitudes a north-south gradient of about 
0.7 mGal/km can be estimated. Therefore the precision requirement for the 
position of the gravity station is about 15 m based on the precision of 
modern spring gravimeters. 

Free air reduction and Bouguer plate reduction 

The elevation h of the gravity station has to be considered within two 
terms: the free-air reduction (height reduction) and the Bouguer plate re-
duction. In general, gravity decreases with increasing distance from the 
earth surface by 0.3086 mGal/m. This mean gravity gradient is commonly 
used in data processing, although its true value can vary in a great range 
mainly depending on the near surface geology. The free-air reduction is 
given by 

)m/mGal3086.0(hgh , (10.9)

with h the height difference between a reference level (often mean sea 
level) and the station height. 

The Bouguer plate reduction considers the masses between the reference 
level and the elevation of the gravity station. The masses depend on the 
density  assumed for the rocks;  is called Bouguer density or reduction 
density. The gravity effect of such a plate of constant thickness h and den-
sity  (in kg/m3) is given by 
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]mGal[h03-E0.0419

hf2gbpl (10.10)

f: gravitational constant, 

or with =2670 kg/m3, the mean density of the earth’s crust (Hinze 2003), 

]mGal[h1119.0gbpl   . 

The above formula only considers the effect of a plane Bouguer plate. In 
the case of regional surveys a spherical plate reduction is more accurate 
(Bullard 1936, Swick 1942, La Fehr 1998, Talwani 1998).  

From the formulas for the free-air reduction and for the Bouguer plate 
reduction follows, that the elevation of the measurement point should be 
known with a precision better than 5 cm in order to be compatible with the 
precision of modern gravimeters. This can be achieved by geometric level-
ling, tachymetry, or by differential GPS measurements (e.g. Fairhead et al. 
2003, Seeber 2003) including existing control points.  

Especially in microgravity surveys the Bouguer density value is crucial, 
because incorrect values can lead to so-called reduction anomalies that ex-
ceed the anomalies caused by the source bodies. Nettleton (1939) devel-
oped a method that can be applied in order to derive the Bouguer density 
value directly from the observed gravity anomaly provided the gravity sur-
vey is conducted in an area with strong elevation changes and the topogra-
phy is not correlated with isolated geological structures. Calculating 
Bouguer anomalies with different Bouguer densities and comparing them 
with topography, the Bouguer anomaly showing no correlation with the 
topography is assumed to be calculated with the correct Bouguer density 
value. If the density of the rocks considered in the reductions varies sig-
nificantly, the use of different Bouguer densities should be contemplated.  

Terrain reduction 

The gravity at station height is additionally affected by the topography 
around the station. Valleys cause a mass deficit reducing gravity. Hills 
cause a mass excess, but the resulting force acts in opposite direction to the 
attraction of the masses below the station and therefore hills also reduce 
gravity. Therefore a terrain reduction gter taking into account gravity ef-
fects due to topography is necessary. Nowadays digital elevation models 
are available. Computer programs decompose the topography in elemen-
tary bodies like cuboids and consider the 1/r2 dependence of gravity by in-
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creasing the bases of the cuboids with increasing distance to the gravity 
station (e.g. Bott 1959, Ehrismann et al. 1966, Ehrismann and Lettau 
1971). Forsberg (1985) and Sideris (1985) presented computations in the 
spectral domain based on the Fast Fourier Transformation. For the terrain 
reduction the Bouguer density has to be used.   

If only topographic maps are available methods after Hammer (1939) or 
Schleusener (1940) can be used. By concentric circles and radial lines the 
area around the gravity station is divided into sectors. The area of these 
sectors increases with increasing distance from the gravity station. For 
each sector a mean elevation has to be estimated from the contours of the 
topographic map. The difference to the elevation of the gravity station is 
considered in the calculation of the terrain reduction as well as the radii of 
the circles and the density of the rocks. 

In microgravity special emphasis has to be put on the consideration of 
the near field topography around the gravity station (e.g. Schöler 1976). 
Debeglia and Dupont (2002) also consider the effect of buildings. 

10.4 Interpretation 

The following section deals with the interpretation of gravity anomalies. 
The different methods discussed are divided into direct and indirect meth-
ods. Direct methods derive information about the depth, geometry, and 
physical parameter of the source body from the observed gravity anomaly. 
Are these parameters well known, the corresponding gravity anomaly can 
be calculated by indirect methods. This definition is not unique throughout 
the literature. 

10.4.1 Direct methods 

Characteristic attributes of a gravity anomaly caused by a single source 
body are its amplitude, its wavelength, its inflection point, and its half-
width. The apex of the anomaly is located above the centre of the source 
body. But nature is more complex. Generally the observed gravity anom-
aly is the integral effect of several source bodies in the subsurface, with 
different positions, depths, geometries, and density contrasts. 

In applied geophysics different tools are available for an analysis of the 
observed anomaly. This includes empirical formulas as well as filter algo-
rithms. The results of these direct methods are ambiguous. Whereas small-
wavelength anomalies can only be caused by shallow structures, long- 
wavelength anomalies can either be caused by deep sources or extended 
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sources near the surface. Spectral analyses and filtering procedures are 
common mathematical tools applied in geophysics and other sciences (e.g. 
Grant and West 1965, Jenkins and Watts 1968, Bath 1974, Buttkus 2000).  

The maximum depth of a source can be estimated from the half-width 
b1/2 of the anomaly defined as the width of the anomaly at its half-
maximum (minimum). For a sphere the maximum depth of its centre is 
about 0.65·b1/2, for a horizontal cylinder it is 0.5·b1/2 (e.g. Sheriff 1984). 

In order to improve the result of such estimations the separation of the 
regional field (characterised by “long-wavelength” anomalies) and the re-
sidual field (characterised by “short-wavelength” anomalies) is necessary 
(Fig. 10.4, 10.5). The separation between both can be achieved by wave-
length filtering. Theoretical requirements are significantly differing depths 
of the different source bodies. Information referring to this can be derived 
from seismic surveys, drillings and other investigations. The separation of 
the regional and residual fields by wavelength filtering is achieved by 
eliminating fractions below or above a cut-off wavelength c (e.g. Zurflüh 
1966, Fuller 1967). Applying the Fast Fourier Transformation FFT (Brig-
ham 1974) the spectrum F(kx, ky) of the input data f(x, y) – in this context 
the Bouguer anomaly – can be calculated (kx, ky: wavenumbers). The spec-
trum is multiplied by a function (kx, ky) defining the filter process 

(kx,ky) (high-, low-, or band-pass). The inverse transformation in the 
space domain gives the filtered anomaly ’(x,y): 
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The filter function (kx, ky) of an ideal filter is characterised by points 
of discontinuity at its edges (e.g. low-pass filter: (kx, ky)=0 for  < c and

(kx, ky)=1 for > c), producing high frequent overshoots (Jenkins and 
Watts 1968). Therefore, in practise smooth filter functions without points 
of discontinuity have to be applied, without changing the filter characteris-
tic significantly (Bracewell 1965).  

Field continuation also is a filter process. Generally, field continuation 
is a mathematical operation for the calculation of a field f(x,y) on a surface 
z2(x,y), if this field is known on a surface z1(x,y). Assuming that the 
Bouguer anomaly g represents the gravity on a constant surface z1 gravity 
on the surface z2 can be calculated by the FFT using the function  
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This function has a low-pass characteristic for (z1-z2)<0 (upward con-
tinuation), and a high-pass characteristic for (z1-z2)>0 (downward con-
tinuation). The application of field continuation is based on the assumption 
that no sources are located between the two surfaces. Therefore in practise 
downward continuation becomes problematic. In some applications it is 
used to estimate the depth of the source with the calculated gravity field 
becoming instable when exceeding the depth of the source. 

Fig. 10.4. Calculation of a residual gravity field applying a band-pass filter (400 m 
to 3000 m) to observed Bouguer anomalies. Gravity anomalies from a regional 
data base (not shown) complemented the local gravity data set. Positive anomalies 
in the residual field are supposed to be caused by a buried Pleistocene subglacial 
valley; local negative anomalies are caused by peat  
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Applying FFT techniques requires the Bouguer anomaly values given in 
a grid. In order to minimize the influence of overshoots – the so-called 
Gibb’s phenomenon – the dimension of the grid must exceed the area un-
der investigation by at least 20%. 

From the calculation of the horizontal gravity gradient – approximated 
by the difference quotient (gi+1-gi)/(xi+1-xi) – for a simple source body in-
formation about its horizontal position and change of thickness can be de-
rived (Fig. 10.4, Fig. 10.5). In microgravimetry surveys the horizontal gra-
dient often is affected by local density inhomogeneities not associated with 
the geological target. Therefore in practise the observed Bouguer anoma-
lies must be also considered when interpreting the horizontal gradient. 
Constraints from other geophysical methods help to interpret the horizontal 
gradient.

Fig. 10.5. Gravity anomalies above the Trave valley, a buried Pleistocene subgla-
cial valley in North Germany: Bouguer anomaly (solid black line), regional field 
(dashed grey line), residual field (solid grey line), and horizontal gradient (fine 
dashed grey line). Field separation was done by fitting a 2nd order polygon to the 
regional field. The grey area indicates the location of the buried valley interpreted 
from the horizontal gravity gradient 

A method closely related to the horizontal gradient is the maximum cur-
vature method. Curvature is a 2-D property of a surface characterising the 
bending in a certain point (e.g. Rektorys 1969). Curvature is defined to be 
positive over anticlines and negative over synclines. The Bouguer anomaly 
can be analysed in terms of maximum curvature. One way to calculate 
curvature of a gridded surface is a quadratic approximation of the particu-
lar point of the surface by a least square technique (e.g. Roberts 2001). The 
six coefficients of the approximation can be calculated from the eight sur-
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rounding grid values and the size of the grid cells. In the theory of curva-
ture the maximum curvature is lastly a function of five of these coeffi-
cients. The first time the maximum curvature method was applied to grav-
ity data is reported by Stadtler et al. (2003). They analysed synthetic data 
as well as gravity anomalies caused by buried Pleistocene subglacial val-
leys. The buried valleys with an infill of higher density than the surround-
ing emerge as parallel elongated areas of negative curvature at the valley 
flanks and one area of positive values along its centre. The result is sensi-
tive to the grid spacing and the data coverage. 

10.4.2 Indirect methods 

Indirect methods are either based on the application of simple analytic 
formulas for elementary source bodies like vertical and dipping faults, 
spheres, cuboids, horizontal and vertical cylinders (e.g. Militzer and Weber 
1984, Telford et al. 1990), or more complex expressions for 2-D and 3-D 
forward modelling of arbitrary shaped bodies.  

For 2-D calculations the algorithm after Talwani et al. (1959) is imple-
mented in many computer programs. The gravity effect g2D of the source 
body (density ) defined by a polygon of n vertices (Fig. 10.6) in P is 
given by  

n
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For many geological situations the assumption of two-dimensionality is 
not valid. The problematic nature of the 2-D modelling is well studied (e.g. 
Jung 1961, Götze 1984). Although the resolution of the geological struc-
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ture is nearly always very high and the fit to the measured data convincing 
(Fig. 10.7), due to the integral effect of all masses around the observation 
point the results are often unrealistic. The gravity effect of the geological 
bodies beside the profile is present in the measured data but falsely ex-
plained by the resulting model.  

Therefore 3-D modelling is often more suitable. Many algorithms used 
in 3-D software packages, subdivide the subsurface into elementary bodies 
(cuboids, cylinders) and calculate the gravity anomaly at a given station as 
the sum of the effects of all source bodies. 

Fig. 10.6. Geometrical elements involved in the calculation of the gravitational at-
traction of a polygon (after Talwani et al. 1959) 

Fig. 10.7.  Two-dimensional gravity model of the Trave valley in North Germany 
(densities in kg/m3, vertical exaggeration: 5:1). The modeling is based on the re-
sidual gravity field (cf. Fig. 10.4) 
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An algorithm giving the exact solution for arbitrarily shaped bodies was 
presented by Götze and Lahmeyer (1988). The area under consideration is 
defined by several parallel vertical planes. The spacing between two adja-
cent planes is chosen according to the geological situation as well as the 
location of gravity anomalies. In each vertical plane the borders of bodies 
with constant density are described by polygons defined by vertices. The 
3-D structure is realised by an automatic triangulation of the polygons de-
scribing same bodies in adjacent planes. Using the Gauss and Green theo-
rem the calculation of the gravity effect is reduced to the solution of line-
integrals.

Since gravity modelling is ambiguous, consideration of constraining 
geoscientific information is basic requirement for obtaining an appropriate 
interpretation. On the one hand the geology has to be taken into account as 
far as it is known; on the other hand the modelling based on gravity data 
should not contradict the results of other geophysical measurements. 
Within its resolution an accurately developed gravity model should be a 
synthesis of the available geoscientific information. From this point of 
view ambiguity of gravity needs not be a disadvantage inevitably. 

10.4.3 Density estimation 

For gravity modelling density information must be available. Whereas in 
literature generally density ranges and mean densities are summarised (e.g. 
Wohlenberg 1982, Telford et al. 1990), densities for local lithologies can 
be derived from laboratory experiments, logging, core scanners, or veloc-
ity-density relationships (e.g. Johnson and Olhoeft 1984). 

The bulk density  can easily be determined in the laboratory by the 
buoyancy method. The sample to be analysed is weighed in dry condition 
(mass m) and in water (mass mw). The bulk density can be calculated by  

w
w mm

m
(10.15)

with w the density of water. The obtained densities are very precise for the 
particular sample, but in order to get representative densities for a geologi-
cal formation a sufficient number of samples needs to be analysed. For 
sediments this method is less practicable due to suspension of the sample.  

The dry density of sediments can be estimated by dehumidifying the 
samples in a drying furnace. Afterwards they get paraffined. The density 

d of the sample is given by 
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m:  mass of the dry not paraffined sample, 
mp: mass of the dry paraffined sample, 
mwp: mass of the dived paraffined sample, 

w: density of water, 
p:  density of paraffin  . 

Logging techniques (Serra 1984, Rider 1996, Fricke and Schön 1999) 
require the existence of boreholes in the investigated area that penetrate the 
relevant lithologies but are not cased. Density logging is very sensitive to 
small borehole irregularities. Therefore the calliper log should also be con-
sidered when interpreting density logs. The horizontal penetration depth 
for density logging is less than 15 cm depending on the distance between 
the gamma source and the detector, and the density. 

If no samples or downhole density data are available this lack of (in 
situ) density information can partly be compensated by converting seismic 
velocities into densities. Velocity-density relationships are published by 
several authors (e.g. Nafe and Drake 1957, Ludwig et al. 1970, Gardner et 
al. 1974, Hamilton 1978). But the validity of the formulas is limited to sin-
gle lithologies or certain depth intervals. Especially for near surface struc-
tures, consisting of high-porous, non-saturated sediments, it must be con-
sidered that the seismic velocity is more sensitive to porosity, pore 
pressure and water saturation than density is (Sheriff and Geldart 1996). 

10.5 Time dependent surveys 

Whereas (micro)gravimetric surveys in the frame of hydrogeophysics are 
mostly conducted in order to investigate geological structures by interpret-
ing areal gravity changes, with time dependent gravity surveys gravity 
changes caused by mass variability can be monitored. Nowadays high-
resolution continuous gravity field satellite missions provide insight into 
continental hydrology. Especially from the gravity data of the GRACE 
(Gravity Recovery and Climate Experiment) mission – a joint US-German 
partnership mission (Tapley et al. 2004b) – seasonal global scale continen-
tal water storage variations were successfully recovered (Tapley et al. 
2004a, Wahr et al. 2004).  
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From high resolution gravity time series, e.g. superconducting gravime-
ters, temporal gravity changes caused by changes of the groundwater table 
or changes in soil moisture are known since many decades (Bonatz 1967, 
Elstner and Kautzleben 1982, Peter et al. 1995, Bower and Courtier 1998, 
Harnisch and Harnisch 1999, Virtanen 2000, Zerbini et al. 2001). These ef-
fects are well studied because they are often interpreted as noise and have 
to be corrected in order to study long-period phenomena like the polar mo-
tion or oscillations of the earth core. Hydrologically induced gravity sig-
nals have periods between some hours and more than one year (Kroner 
2001) and amplitudes between some 0.1 µGal and 10 µGal. Takemoto et 
al. (2002) reported an increase in gravity of about 4.3 µGal caused by a 
rise of the groundwater table of 1 m for stations in Bandung/Indonesia and 
Kyoto/Japan. Strange and Carroll (1974) and Hagiwara (1978) correlate 
gravity changes between 10 Gal and 35 Gal with land subsidence 
caused by groundwater withdrawal. Gravity changes can also be correlated 
with precipitation (Imanishi 2000, Kroner 2001). 

These magnitudes are resolvable with transportable relative gravimeters 
also. Therefore, repeatedly observed gravity networks might contribute to 
the understanding of local hydrological regimes. Prerequisites would be, 
among others, well calibrated gravimeters (including non-linear and peri-
odic terms), a representative distribution of gravity stations, stable plat-
forms for gravity registration, height control of the gravity station, correc-
tion of earth tides, and correction of air pressure induced gravity changes. 
The network must be tied to a reference point that is not affected by mass 
changes. The use of several gravimeters in such surveys is indispensable in 
order to derive significant results. If vertical ground movements are ex-
pected, they have to be monitored by additional levelling surveys in order 
to separate gravity changes due to height changes and gravity changes due 
to mass variability.   

Recently time lapse gravity gradiometry was successfully performed by 
Talwani et al. (2001), e.g. monitoring the fluid/gas interface in the Prudhoe 
oil field during water injection. Gravity gradients are the spatial variation 
of the three components of the gravity vector. With gravity gradiometers 
all nine components of the gravity gradient tensor can be measured, in do-
ing so only five components are independent. Talwani et al. (2001) de-
ployed a gradiometer that measures a combination of only three compo-
nents, all lying in the horizontal plane. Gradiometry is superior to 
gravimetry when shallow density contrasts cause short wavelength anoma-
lies between some meters and a few kilometres, although the interpretation 
of the observed gradients is ambiguous, too. Compared to gravity, the de-
mands concerning levelling precession and height control for gradiometry 
are less; the effects of tides and air pressure changes are of greater wave-
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length than those that can be resolved by gradiometry. Actually, the appli-
cation of gradiometry is restricted by the cost price of the instruments.  
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11 Direct Push-Technologies 

Peter Dietrich, Carsten Leven 

It is widely accepted that a detailed knowledge of preferential flow and 
transport paths is essential for site characterization and for a reliable plan-
ning of site remediation. Conventional field investigations, however, are 
invariably hampered by insufficient information about these variations in 
the subsurface. 

Commonly, boreholes and geophysical surface measurements are used 
for such investigation purposes. In case of boreholes, information can be 
obtained from cores and geophysical logging. Typically, borehole data 
have high vertical resolutions, but suffer from a lack of information in lat-
eral directions, i.e. between the boreholes. This gap can be filled by the 
application of geophysical surface measurements which can provide hori-
zontally continuous information. However, due to physical reasons the ver-
tical resolution of surface methods decreases with depth. 

An alternative approach for the site investigation is the use of Direct 
Push (DP) technology (also known as “cone penetration testing” or “direct 
drive technology”). This technology refers to a growing family of tools 
used to obtain subsurface investigations by pushing and/or hammering 
small-diameter hollow steel rods into the ground. By attaching gadgets to 
the end of the steel rods, it is possible to conduct high resolution logging of 
rock parameters as well as to collect soil, soil gas, and ground water sam-
ples. Besides the broad applicability of DP technology, it also allows for a 
reduction of costs for the installation of monitoring equipment and tomo-
graphic surveys. 

Due to the development of new powerful machines and tools, the appli-
cation of DP technology increased strongly during the last years and be-
came a viable alternative to conventional methods for site investigation. 
With the new generation of DP machines several sounding locations can 
be completed per day. Furthermore, under ideal conditions (e.g. soft, un-
consolidated sediments) depths of more than 50 m can be reached. 

11.1 Logging tools

The most common application of DP technology is the recording of verti-
cal profiles. In contrast to conventional borehole logging, DP methods are 
mainly set up to record data directly while driving the DP tools into the 
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subsurface. As a consequence, the speed of data acquisition can be signifi-
cantly increased and simplified by the use of DP technology which - in the 
end - also leads to a reduction of costs compared to the installation of 
drilled wells. In addition to the time aspect, the application of the DP tech-
nology also provides further advantages – compared to conventional drill-
ing – as it allows the employment of much smaller and more flexible sys-
tems that require much less physical labor due to their simpler operation. 
As the DP tools are driven into the subsurface without the use of drilling to 
remove soil to make a path for the tool, the disturbance of the subsurface is 
less as well as no drill cuttings are generated (Thornton et al. 1997).

The tremendous variety of available equipment for Direct Push allows 
the logging of geophysical, geotechnical, hydrological and hydrogeo-
chemical data. In this context it is worthwhile to mention also tools that are 
developed for measurements during auger drilling (e.g. Sørensen 1989, Sø-
rensen et al. 2003). The combined interpretation of such logging data can 
therefore enable a reliable characterizing of subsurface structures (Schul-
meister et al. 2003, Schulmeister et al. 2004, Sellwood 2005), e.g. as 
shown in Fig. 11.1. In the following sections an overview of Direct Push 
tools is given. 

11.1.1 Geotechnical tools 

One of the oldest applications of Direct Push technologies is the geotech-
nical investigation of the subsurface. Probably the best known technique is 
the Cone Penetrometer Testing (CPT) that is used for determining the sub-
surface stratigraphy in situ and to estimate geotechnical parameters of the 
subsurface material. In a CPT test, a cone-shaped probe (penetrometer) at 
the end of a string of steel rods is driven into the ground at a constant rate. 
This method was already developed in the 1920s in Holland and was 
originally used for measuring the sleeve friction and mechanical tip resis-
tance, which occur when the cone is driven into the subsurface. Measure-
ments of sleeve friction and mechanical tip resistance allow for distin-
guishing between different kinds of unconsolidated sediments (e.g. 
Robertson 1990). Sand, e.g. in general has low sleeve friction and high tip 
resistance (Robertson and Campanella 1983a), while till can be identified 
by high sleeve friction and low tip resistance (Robertson and Campanella 
1983b). 
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Fig. 11.1. Comparison of an electrical conductivity profile (solid line) and a pro-
file of relative hydraulic permeability (squares) with the corresponding borehole 
profile 

Modern CPT probes are additionally equipped with inclinometers that 
allow the determination of deviations from the vertical during the penetra-
tion, thus an exact determination of the three-dimensional position of each 
measuring point is possible. Other CPT tools include pore pressure sensors 
or are combined with other geophysical tools such as the electrical conduc-
tivity probe (section 11.1.2). Application of CPT measurements in 
groundwater investigations are described e.g. by Smolley and Kappmeyer 
(1991), Zemo et al. (1994), and Tillman and Leonard (1993). 

Another geotechnical DP tool is the beat counter. With this tools the 
beats with a defined force are counted, which are necessary for a certain 
penetration distance. The interpretation of beat count profiles in terms of 
subsurface material is based on empirical relations. 
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11.1.2 Geophysical tools 

Probably, the best known geophysical DP tool is the conductivity probe 
that measures the electrical conductivity while the DP rods are pushed into 
the subsurface (e.g. Beck et al. 2000, Schulmeister et al. 2003, Sellwood 
2005).  

Because clay and silty units have often a characteristically increased 
electrical conductivity (Chap. 1), the conductivity probe is mainly used for 
the delineation of low permeable zones in the subsurface. Usually, the re-
sults of the vertical profiles originating from several different locations are 
correlated and interpreted in terms of the extent of hydraulically low per-
meable zones (Fig. 11.2).  
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Fig. 11.2. Result of measurements with a conductivity probe with a correlation of 
main units indicated by the dashed lines. The distance between the sounding loca-
tions is 10 m 

A further application of geoelectrical probes is the measurement of in-
duced polarization or spectral induced polarization. For these measure-
ments, the frequency behavior is recorded in addition. For background in-
formation we refer to Chap. 4.
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Special tools equipped with geophones allow for a profiling of seismic 
velocities (Robertson et al. 1986b, Terry et al. 1996). While advancing the 
DP string with geophones positioned near the tip, seismic signals are gen-
erated at the surface and the signals are recorded with the geophones in the 
DP string. From this seismic record, the seismic velocities can be derived. 
If three-component geophone systems are used, the velocity of p- and s-
wave can be determined (Fig. 11.3 and Fig. 11.4). With both seismic ve-
locities, dynamic elastic modules can be calculated (Eqs. 13.1 – 13.4). 

3C System3C System

Fig. 11.3. Principle of logging seismic velocities (p- and s-wave) with Direct Push 

Another possibility for the determination of velocity distributions using 
the DP technology is the use of a seismic source in the tip. Particularly, p-
wave sources are very robust and can be applied for this purpose in case of 
rough and hard subsurface conditions. Another advantage of the source in 
the tip is that the arrival of the induced seismic signal can simultaneously 
be recorded with geophones at the surface using different geophone off-
sets. As it will be shown later, with this arrangement, the velocity distribu-
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tions can be determined along vertical profiles and along two-dimensional 
vertical sections (Fig. 11.7).  
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Fig. 11.4. Profiles of s- and p-wave velocities recorded with DP tools 

Other geophysical DP tools comprise nuclear logging tools that either 
detect natural -radiation or emit radiation (  or neutron) and measure the 
response of the surrounding material. They are applied in hollow steel rods 
which are pushed in the subsurface. The data of nuclear logging are inter-
preted in terms of clay content (natural -radiation), hydrogen content 
(neutron-neutron-measurements) or rock density ( -measurements). 

11.1.3 Hydroprobes 

One of the most important rock parameters for hydrogeological site char-
acterization is the hydraulic conductivity k (see Chap. 15). A variety of 
approaches have been developed to determine this parameter with numer-
ous technologies. Among these, the Direct Push technology is a very 
promising approaches to obtain k estimates at a resolution and accuracy 
that is rarely been possible by conventional field investigation techniques. 

One group of DP tools for estimating hydraulic conductivity comprises 
CPT surveys. The simplest CPT approach is the use of empirical relation-
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ships which are based on sediment classification information (Robertson et 
al. 1986a, Farrar 1996). Generally, this approach delivers (at best) only or-
der-of-magnitude estimates of formation conductivity. Further CPT meth-
ods for the determination of k values use pore-pressure dissipation tests 
data, which are obtained by arresting the CPT probe (e.g., Baligh and Le-
vadoux 1980, Robertson et al. 1992, Abu-Farsakh et al. 1998, Sully et al. 
1999). Estimates of hydraulic conductivity from these analyses involve 
great uncertainty (Lunne et al. 1997) in determining volume compressibil-
ity from one of many empirical equations. Alternatively, the use of maxi-
mum pore pressure magnitudes developed during advancing the CPT tool 
provides a one-step method to determine hydraulic conductivity magni-
tudes (Elsworth 1991, Elsworth 1993, Voyiadjis and Song 2003). The ap-
plicability of such methods depends on the validity of the underlying soil 
or stress distribution models. 

A further group of DP tools for the characterization of hydraulic con-
ductivity distributions includes injection tests. Fejes et al. (1997) suggest a 
method, which uses the infiltration rate for the estimation of k values. 
Other injection approaches use the ratio of injection rate to injection pres-
sure. The required measurements (injection pressure and rate) are done 
during the advancement of the rods (Pitkin 1998, Pitkin and Rossi 2000) or 
at selected depth (Butler and Dietrich 2004). However, the effects of 
screen clogging and the zone of compaction can introduce considerable 
uncertainty into the results of injection methods. 

The most reliable k estimates can be gathered from Direct Push slug 
tests (e.g., Hinsby et al. 1992, Henebry and Robbins 2000, Butler et al. 
2002, McCall et al. 2002) and the Direct Push permeameter (e.g., Lowry et 
al. 1999, Mason and Lowry 1999, Butler and Dietrich 2004). A Direct 
Push slug test consists of measuring the recovery of head in the DP rod 
with an open screen after a near-instantaneous change in head in the DP 
rod. The recorded head data are analyzed using conventional methods for 
the interpretation of slug tests. For a detailed description of different meth-
ods see Butler (1998). In the case of a high hydraulic conductivity, correc-
tions for slug tests must be applied due to the small-diameter of Direct 
Push pipes (Butler 2002).  

The Direct Push permeameter is a tool with an injection port consisting 
of an unshielded screen at its lower end and pressure transducer ports 
placed along the body of the tool at different distances above the injection 
port. Constant-rate injection tests are performed at each test interval by in-
jecting water through the screen at a constant rate, while monitoring pres-
sure changes at the transducer locations. Once the induced head gradient 
between the transducers has stabilized, k estimates are obtained from the 
injection rate and the steady-state pressure drop between the pressure 
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transducers. The DP permeameter is relatively rapid and is virtually insen-
sitive to screen clogging and the zone of compaction (Lowry et al. 1999). 

In Fig. 11.5 a comparison of DP permeameter data with DP slug tests 
and injection logger data is shown. The injection logging data are calibrib-
tated against the DP slug test data (Dietrich et al. 2003). 
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Fig. 11.5. Comparison of DP permeameter (solid grey line with circles) K profile 
with DP slug tests (black triangles) and calibrated DP injection logger results 
(dashed line) from nearby locations (after Dietrich et al. 2003) 

11.1.4 Hydrogeochemical tools 

Besides the determination of the rock parameters, DP technologies can be 
used for the exploration of the spatial extension of contaminations with 
volatile and semi-volatile organic compounds. In this context, the possibil-
ity to resolve very thin layers, which are critical in terms of the migration 
of contaminants, is an important advantage of DP versus well based inves-
tigations. In the following two different classes of hydrogeochemical DP 
tools are introduced: 
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The first class comprises in-situ spectroscopy tools, e.g. for the detec-
tion of hydrocarbons by fluorescence (e.g. Kram 1998, Kram et al. 2001). 
Since the fluorescence intensity is proportional to petroleum hydrocarbon 
concentration, this method allows for delineating the extent of affected 
subsurface material. The induced light is produced by a pulsed laser. 
Therefore, the applied method is also called Laser-Induced Fluorescence 
(LIF). One example for a LIF tools is the Rapid Optical Screening Tool 
(ROST™, Neuhaus 2001) that measures relative concentrations and a spec-
tral product fingerprint continuously in real time.  

The second class of chemical tools consists of systems, which have been 
designed to capture volatile contaminations. Examples are the Membrane 
Interface Probe (MIP), Hydrosparge™, and the Thermal Desorption Sam-
pler (TDS). 

For the detection of chlorinated hydrocarbons and BTEX in the subsur-
face, the Membrane Interface Probe system (MIP) is used. The MIP tool 
mobilizes volatile organic compounds (VOC) like PCE, TCE and their 
degradation products as well as BTEX - present as gaseous, dissolved, 
solid or free product phases – so that they move by diffusion through a 
heated membrane on the cone’s sleeve. These compounds are then trans-
ported through a carrier gas stream up through the DP rod to a gas chro-
matograph where the VOC compounds are detected by special detectors, 
such as flame ionization detectors (FID), photo-ionization detectors (PID), 
and direct sampling ion trap mass spectrometers (DELCD). The major ad-
vantage of the MIP tool is that the VOCs are removed in situ from the soil 
matrix allowing the use in the saturated and unsaturated zone as well as in 
coarse-grained and fine-grained formations. 

The Hydrosparge™ system is designed to collect VOCs from ground-
water for on-site analysis. VOCs are extracted from groundwater out of a 
sampling interval by physically sparging and transporting them to the sur-
face for analysis. As the Hydrosparge™ system is lowered through a DP 
groundwater sampler that has been advanced into the water column, VOCs 
can be analyzed during advancement without retrieving the DP rods or 
handling samples, thus leading to increased efficiency and precision as 
well as to a cost reduction over traditional sampling methods. 

The Thermal Desorption Sampler (TDS) is specifically used for the in-
situ characterization of vadose zone soils. The TDS system consists of a 
special probe that collects a soil plug into a chamber where it is heated 
while purging and transporting VOCs to the surface for analysis. The sys-
tem can also be used to collect VOCs onto analytical traps for later analy-
sis. The TDS is designed for screening on-site soils only.

Besides these analytical systems for detecting organic contaminants, 
other DP systems have been developed for detecting inorganic contami-
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nants in the subsurface. One example for such DP systems is based on the 
x-ray fluorescence technology (XRF). XRF is a well-established, non-
destructive laboratory and field screening method for the detection, identi-
fication, and delineation of heavy metal contaminants in the subsurface, 
and can be applied in both the unsaturated and saturated zones.  

In XRF analysis the photoelectric effect is used. Fluorescent x-rays are 
produced by radiating the soils with an x-ray source with a definite excita-
tion energy that will partly be absorbed by the target elements resulting in 
an energy emission in the form of x-rays. Hereby, each element emits a 
unique x-ray at a characteristic energy level or wavelength. The elements 
present in a sample can be identified qualitatively by analyzing the energy 
of the characteristic x-rays, while a quantitative analysis can be performed 
by measuring the intensity of the x-ray as the intensity of the x-rays is pro-
portional to the concentration. 

More information about chemical tools can be found in Nielson (1994) 
Lambson & Jaobs (1995), U.S. EPA (1995), Bujewsk & Rutherford 
(1997), Kram (1998), Neuhaus (2001), Kram et al. (2001a), and Rogge et 
al. (2001). 

11.1.5 Miscellaneous other tools 

For in situ analysis of lithological properties, video imaging systems have 
also been developed for Direct Push (Van den Boogaart et al. 2001). Two 
approaches for the systems can be distinguished. The first approach is 
characterized by mounting the camera directly into the probe. The images 
from the camera are sent to the surface and can be viewed at a video moni-
tor. The second approach consists of an optical system with lenses and 
light fibers inside the rods. The camera and the video monitor are on site. 

Temperature profiles can also be measured in combination with Direct 
Push. As for nuclear logging tools, the measurement is carried out by in-
serting a set of temperature sensors in hollow steel rods which are driven 
in the subsurface. However, the temperature sensors need a certain time for 
adaptation to the local temperature. Examples for application of tempera-
ture measurements in combination with Direct Push include locating leaks 
in embankments and containment as well as determination of plume exten-
sions from waste disposals. 
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11.2 Sampling tools 

Direct Push technology is already accepted and widely used for sampling 
(ASTM D6001, Chiang et al. 1992, U.S. A.C.E. 1996, Scaturo and Wid-
dowson 1997, U.S. EPA 1998, Pitkin et al. 1999, Jacobs et al. 2000). In the 
following paragraphs, an overview of tools for sampling of soil, soil gas, 
and groundwater is given. 

11.2.1 Soil sampling tools 

For the collection of soil samples from discrete depths, DP sampling tools 
are designed in the way of retrieving the samples without the necessity of 
removing the overlying soil. Samplers with different diameters and lengths 
enable the sampling with different volumes.  

The simplest sort of soil sampler consists of a hollow sampling tube 
with a special driving cone. The tool is driven to the desired depth, the 
driving cone of the sampling tube is loosened and drawn back, so that the 
hollow sampling tube with its sharpened end can be advanced to the re-
quired depth to be filled with unconsolidated material. The entire assem-
blage is then brought back to the surface.  

Other systems of soil sampling tools use dual-tube samplers existing of 
hollow rods as an outer casing acting as a support for the borehole. With a 
smaller set of rods, a sample liner is inserted to collect the soil samples in-
side the outer casing.

11.2.2 Soil gas sampling tools 

Soil gas samples are typically used to detect elevated concentrations of 
VOCs in soil gases which provides information about vadose-zone con-
taminants and the distribution and concentration of VOC in soils and 
groundwater.  

DP soil gas samplers can be divided into two groups comprising con-
tinuous and discrete sampling tools. The first group of tools is continu-
ously sampling the soil gas as the tool is driven into the subsurface. The 
gas samples, which are transported to the surface by pumps or inertial dis-
placement, can be analyzed as they are collected using PID or FID detec-
tors or they are collected for on- or off-site analysis. 

The second group of soil gas sampling tools is employed for discrete 
sampling. The tool is pushed to the desired depth and the soil gas will be 
sampled from the exposed soil at the tip of the tool into a sample chamber. 
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The tool is then removed from the DP hole to collect the sample. Because 
the sampling occurs at exactly known depths with this kind of tool, con-
tamination plumes or sources can be located with high precision. 

11.2.3 Groundwater sampling tools 

In the same way as soil gas sampling tools, groundwater sampling tools 
can basically be divided into two groups: continuous or discrete groundwa-
ter samplers. The first group of continuous tools consists of a screened 
sampler with a collection port to sample groundwater from the DP hole at 
different depths. The sample is transported to the surface using a pump, 
bailer, or any other suitable devices. After sampling, the tool is driven to 
the next sampling interval.  
Tools for discrete sampling - the second group of groundwater sampling 
tools –consist of a sampling screen that is pushed out from the bottom of 
the DP rods. The tool is pushed to the desired depth for sampling and is 
then removed to collect the sample. Other tools for discrete sampling in-
corporate a sampling chamber, which is evacuated in advance, to preserve 
gases and volatile compounds dissolved in groundwater to interact with the 
atmosphere, and to prevent any alterations caused by pumping or bailing.  

11.3 Tomographic applications 

Despite the fact that DP technology leads to vertical information with a 
high resolution along the measured profiles, it suffers - as other borehole 
derived data – from the lack of information in lateral directions, i.e. be-
tween the individual vertical profiles. As already mentioned in the begin-
ning, the application of geophysical surface measurements can provide 
horizontally continuous information but suffer from a lack in vertical reso-
lution. An alternative approach to compensate the poor lateral resolution of 
single borehole methods and the poor vertical resolution of surface geo-
physical methods is the application of tomographic methods. Tomographic 
measurements are usually carried out between two boreholes. Therefore, 
tomographic measurements greatly depend on the availability and the posi-
tioning of boreholes on a site. Moreover, if no boreholes are available or 
their positioning is inappropriate with respect to the goal of investigation, 
the installation of one or more boreholes would be necessary for employ-
ing tomographic surveys. As a consequence, the costs of a survey would 
increase dramatically with the installation of new wells. In this context, the 
selection of the best location for drilling boreholes for a tomographic sur-
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vey can be viewed as a challenging task, since the optimal position and ex-
tent of the tomographic plane strongly depends on the subsurface situation. 

However, the use of DP technology offers new possibilities for tomo-
graphic measurements as tools that provide the source for a tomographic 
array can be driven in the same manner as logging tools. Therefore, only 
one borehole – as location for the receivers – is sufficient (Fig. 11.6). 
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Fig. 11.6. Principle of the use of Direct Push technology for tomographic surveys. 
a) side view (each line represents a connection between a source and a receiver 
position), b) top view 

The tomographic measurements are carried out by stimulating the 
source at different depths during the advancement of the DP rod (Fig. 
11.6a), while the induced source signal is recorded by the receivers at 
fixed depth in the conventional borehole. A major advantage of the DP 
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technology over conventional methods is the flexibility of the DP equip-
ment, which allows performing tomographic surveys in different directions 
and over different distances in a flexible and efficient way (Fig. 11.6b) as 
well as the combination with surface surveys (Fig. 11.7). 
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Fig. 11.7. Principle of logging seismic velocities with several geophones at the 
surface and a source in the tip of DP-rod. a) Scheme of measurements (each line 
represents a connection between a source position and a geophone). b) Result of 
the interpretation of measured travel times 
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11.4 Permanent installations

Direct Push technology also allows the installation of temporary and per-
manent wells and piezometers that are used for measuring and monitoring 
purposes (ASTM D6724, ASTM D6725, Kram 2001, Kram et al. 2001b, 
Kram et al. 2003). Such DP wells incorporate screened intervals with pre-
packaged filters and are driven into the subsurface with special DP rods 
that are redrawn. A gravel pack and grouting can be installed in the same 
manner as for a conventional well. 

Another application of DP technology is linked to multi-port systems 
that are realized with inflatable membranes holding and pressing sampling 
or measuring devices such as geoelectrical probes against the wall of the 
DP hole. For water sampling, small pumps can be installed very inexpen-
sive in different depths. The installation of packers at various depths isolat-
ing individual sampling intervals is another possibility. 

Interesting applications for permanent DP installations include site char-
acterization with pump or slug tests (Butler and Dietrich 2004, Butler et al. 
2002), the observation of remediation processes (e.g. Ramirez et al. 1993, 
Spies and Ellis 1995), and detecting tank leaks (e.g. Binley et al. 1997).  

Another example is the installation of geoelectrical electrodes in the 
subsurface for monitoring purposes in order to investigate ground water 
flow conditions (e.g. White 1988, White 1994, Dietrich 1999). For this 
purpose, electrode chains can be installed in an efficient way using DP 
technology downstream from a salt tracer injection (Fig. 11.8). The elec-
trode chains are arranged in a control plane which allows the measurement 
of electrical breakthrough curves (Fig. 11.9). 

11.5 Conclusions 

The Direct Push technology allows a cost-effective, rapid sampling and 
data collection along vertical profiles in unconsolidated soils and sedi-
ments. By using different kinds of logging tools at the same location, it is 
possible to determine site specific relationships between geophysical, geo-
technical and hydrogeological parameters. Furthermore, DP technology 
can be used for the installation of monitoring equipment and tomographic 
surveys. Based on its possibilities, Direct Push is a very useful supplement 
for borehole and surface measurements. Particularly, in combination with 
geophysical surface measurement, Direct Push investigations help to de-
velop detailed three-dimensional subsurface models. 
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Fig. 11.8. Schematic sketch of a geoelectrical tracer test using electrode chains ar-
ranged which are installed by Direct Push along a control plain 
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Fig. 11.9. Example of a “geoelectrical breakthrough curve”. The breakthrough of 
a salt tracer can be detected by the decrease in electrical impedance 
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12 Aquifer structures – pore aquifers 

For the water supply, pore aquifers are the most important kind of aquifers. 
After some general remarks on geophysical exploration of pore aquifers, 
case studies and field examples on pore aquifer surveys under different 
hydrogeological condition are presented. This includes buried Quaternary 
valleys in Northern Germany and Denmark (Helga Wiederhold), large 
TEM surveys for Quaternary aquifers on a Danish island (Flemming Jør-
gensen et al.), and a VES survey to map fractured limestone aquifers in 
Egypt (Mohamed Mabrouk et al.).  

12.1 Pore aquifers – general 

Reinhard Kirsch 

12.1.1 Definition 

Groundwater can be found in pore spaces of unconsolidated and consoli-
dated sedimentary rocks and weathering layers, in joints and fissures of 
hard rock, in fault zones, and in karst caves. Aquifers with water reservoir 
stored in pore spaces are called pore aquifers or porous aquifers. Similar 
conditions for geophysical exploration are in aquifers connected to joints 
and fissures of rocks, e.g., originated by cooling of igneous rocks. So, also 
this type of aquifer will be treated as pore aquifer, while fault zones and 
karst caves, where the water reservoir is embedded in nearly impermeable 
material, are treated in Chap. 13 "fracture zones and caves". 

12.1.2 Porosity – a key parameter for hydrogeology 

The volume of open space (pore space) in rocks in relation to the total rock 
volume is called porosity :

total

porespace

V
V (12.1)

Porosity due to pore space between mineral grains or clastic rock frag-
ments is called primary porosity; an additional porosity due to tectonic 
fractures or dissolution caves is called secondary porosity. Both porosities 
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are expressed in percent (0..100%) or, mostly in equations, as fraction 
(0..1).

Porosity values range from 0.1% for a dense limestone to more than 
80% for some kinds of pyroclastic rocks. For unconsolidated sediments, 
porosity in general decreases with increasing grain size from more than 
50% for clay to less than 10% for coarse gravel. For nonuniform material, 
the sorting is important for the porosity. The porosity of well sorted mate-
rial is higher than the porosity of poorly sorted material, because small par-
ticles can fill the pore space between the larger particles and so reduce the 
porosity. 

The waterfilled pore space cannot be drained totally by pumping or 
evaporation, a fraction of water is bound to the mineral grain surface by 
adhesion. The drainable pore space defines the effective porosity: 

boundwatereff V (12.2)

The amount of bound water is strictly related to the inner surface of the 
pore space. Material with small grain size has a high inner surface, e.g. 
clay up to 100 m2/g compared with silt (about 1 m2/g) and sand (about 0.1 
m2/g). A high amount of bound water reduces the effective porosity. 
Therefore, in spite of the high porosity of clay, the effective porosity of 
clay is very small (see Chap. 15, Fig. 15.3). Typical values for effective 
porosity are: clay < 5%, fine sand 10-20%, coarse sand 15-30%. For well 
sorted aquifers composed of coarse material, the effective porosity is only 
slightly smaller than the total porosity. 

Due to the adhesive forces, a certain amount of pore water is also found 
in the unsaturated zone. The amount of pore water related to the pore vol-
ume is given by the saturation degree SW.

An important parameter for water extraction from an aquifer is the stor-
age coefficient S, which is defined by the water volume Vwater which can 
be extracted by lowering the watertable by h:

h
V

S water (12.3)

A normalisation of S by the aquifer volume leads to the specific storage 
coefficient Ssp, which depends on the effective porosity eff, on the 
modulus of elasticity (Young´s modulus) of the rock matrix Ematrix, and on 
the pore water properties compressibility  and density :

effmatrixeffsp E/)1(S (12.4)
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12.1.3 Physical properties of pore aquifers 

In general, physical properties of pore aquifers are clearly different to less 
permeable layers as solid rock, clay, or till. As discussed in Chap. 1, in-
creasing porosity reduces seismic velocity. Density is also reduced, so a 
porosity change at a layer boundary results in significant impedance con-
trast and high seismic reflection amplitudes (Fig. 12.1b). Following 
Archie´s law, increasing porosity leads to decreasing electrical resistivity. 
However, it must be kept in mind that porosity of coarse material like 
gravel is, in general, lower than porosity of finer material like silt (al-
though effective porosity and permeability is higher for coarse material 
than for fine material). Porosity of clayey material depends on clay content 
(Fig. 12.1e), but is in general higher than porosity of clay-free material.  

Fig. 12.1. Physical properties of pore aquifer material (Gabriel et al 2003, with 
permission from Elsevier): influence of porosity and clay content on density, 
seismic velocity, and electrical resistivity: (a) well sorted, clay free sediment, (b)
reduction of p-wave velocity (after Morgan 1969), density, and impedance as a 
function of porosity, (c) electrical resistivity as a function of grain size for fresh 
water saturated material (after TNO 1976), (d) clayey sediments, pore space partly 
filled with clay minerals, (e) porosity related to clay content (artificial sand – clay 
mixture, Marion et al. 1992), (f) electrical resistivity related to clay content after 
Sen et al. (1988) 

The grey shaded area in Figs. 12.1c and f denotes similar resistivities for 
clayey and clay-free material, this can lead to interpretation errors. 
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Although pore aquifers are treated here as homogenous bodies, physical 
anisotropy can be observed due to alternating sedimentation of coarser and 
finer material. For electrical resistivity, this can lead to different results ob-
tained by VES measurements (mainly horizontal current flow) and bore-
hole measurements (mainly vertical current flow). 

12.1.4 Geophysical survey of pore aquifers 

Pore aquifers are well suited as targets for geophysical surveys. Objectives 
of these surveys are, e.g., depth and thickness of aquifers and impermeable 
layers, depth to water table, or special underground structures like saltdo-
mes influencing the aquifer. Seismic, resistivity and electromagnetic, grav-
ity, and, for shallower underground structures, GPR methods are applied. 

Seismic methods 

Typical seismic velocities for p-waves are 300 – 600 m/s for unsaturated 
sand, 1500 – 2000 m/s for saturated sand, 1500 – 2500 m/s for saturated 
till or clay, and more than 3000 m/s for hard rock. Seismic velocities for 
fractured hardrock, however, can be similar to seismic velocities of satu-
rated sand. Generally, saturated and unsaturated material can be clearly 
separated by p-wave velocities, while velocities for clayey and clay-free 
deposits are overlapping. 

For the surveying of aquifer structures, refraction as well as reflection 
seismic measurements can be applied. The use of refraction seismic meas-
urements is restricted to relatively simple underground structures, e.g., 
near surface aquifers underlain by basement rocks. An example from the 
Wadi Khor Baraka, Sudan, is shown in Fig. 12.2. Seismograms were re-
corded by a 24 channel Geometrics seismograph with 10 m geophone 
spacing. First arrivals of shot and reversed shot were interpreted by the 
GRM-method (Palmer 1981). The steeply dipping basement (5935 m/s) in 
the depth range 20 – 60 m is overlain by an aquifer (1748 m/s) and unsatu-
rated sands (405 m/s). The aim of this survey was to find drill locations; a 
well drilled at the right side of this profile could use only the upper part of 
the aquifer leading to unsufficient yield.  

Reflection seismic surveys can image the sequence of aquifers and im-
permeable layers down to depths of several hundred meters. However, de-
pending on the field layout, a minimum depth is required for a layer to be 
visible in the seismic section. Drilling results are essential for a geological 
interpretation of a seismic section as shown in Fig. 12.3. Target of this  
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Fig. 12.2. Field example from a refraction seismic survey for aquifer and base-
ment structure in Khor Baraka, Sudan (after THOR 1989) 

Fig. 12.3. Reflection seismic survey on the aquifer structure in the vicinity of a 
salt dome, grey shading indicates a Tertiary aquifer identified by drilling results 
(after Schultz-Rincke et al. 1997, with permission from BGR) 

survey was the aquifer structure (Tertiary lignite sands embedded in mica 
clay layers) in the vicinity of a salt dome. The aquifer was identified by re-
sults of a drilling some hundred meters apart from the seismic profile. Due 
to uplift of the salt dome the Tertiary layers were uplifted too, resulting in 
a hydraulic contact of Tertiary and Quaternary aquifers. 
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Fig. 12.4. VES results showing a sandstone aquifer, electrode spacing (AB/2) was 
700 m (Mabrouk 1991). Typical resistivities are: surface layer: > 3000 m; dry
sandstone: 200 - 700 m, partly exceeding 3000 m; water bearing sandstone 
(aquifer): 100 - 200 m; fractured basement rocks 700 m, massive basement 
rocks: 1200 m

Fig. 12.5. TEM survey in Namibia, aquifer partly saturated with saline water 
(Schaumann 1997, with permission from BGR) 

Resistivity methods 

Resistivity of water saturated sediments is lower than resistivity of solid 
basement rock and unsaturated sediments, but higher than resistivity of 
clayey material. Two examples illustrating the use of resistivity methods 
are given in Figs. 12.4 and 12.5. Fig. 12.4 shows VES results to locate a 
sandstone aquifer in a tectonically structured region in Egypt (Mabrouk 
1991). Fig 12.5 shows TEM results for aquifer exploration (sand and 
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gravel) in Namibia, here partly saltwater occurred in the aquifer leading to 
resistivities as low as 8 m (Schaumann 1997). 

Ground penetrating radar 

GPR is characterized by high resolution, but limited depth of penetration. 
Aquifer studies based on GPR are therefore restricted to shallow under-
ground structures. Reflection coefficient for radar signals mainly reflects 
permittivity contrast, while permittivity depends on water content. Typical 
reflection horizons are water table and, in the saturated zone, layer bounda-
ries with porosity contrast. An example for GPR surveys in areas with 
complex aquifer structures is shown in Fig 12.6, where 2 near surface aq-
uifer divided by silty clay occur. 

Fig. 12.6. GPR survey (60 MHz antenna) for near surface aquifer structures (Bah-
loul et al. 1999) 
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12.2 Buried valley aquifer systems 

Helga Wiederhold 

12.2.1 Introduction 

Buried valleys are underground structures typical for areas affected by gla-
ciations. Especially when the glaciers met poorly consolidated ground, i.e. 
in sedimentary basins, subglacial erosion could lead to deeply incised 
channels, which were refilled with glacial sands and tills when the glaciers 
retreated. These now buried valleys reach depths from only 30 m up to 600 
m, and the length of the deeper valleys can be more than 100 km. Buried 
valleys are of great hydraulical importance. If they are filled with sandy 
material they are groundwater reservoirs of great yield, but often the val-
leys also incise deep groundwater reservoirs or cut through their covering 
layers. 

The map of maximum glacial extent of the Quaternary glaciations 
shows that North America and Northern Europe are the predestined areas 
for these structures in the northern hemisphere. These areas with high 
population density have a high demand on good quality water. And as 
groundwater of near surface aquifers is increasingly endangered by pollu-
tion by industry or intense farming, deeper groundwater reservoirs like 
buried valleys, which are better protected to contaminations, become more 
and more of interest for the water supplies.  

But looking deeper also needs new technologies as these aquifers are 
not that easy accessible by boreholes as near surface aquifers and the more 
expensive access by boreholes needs better pre-site studies. This is a 
chance and a challenge for geophysical methods. Especially as the valleys 
are anomalies compared to normal geological layering the conditions to 
visualize them by geophysical methods are good. 

Knowledge of the nature and distribution of the glacially-deposited ma-
terials and its surrounding is important to spatial development and plan-
ning. Thus the aims of the geophysical exploration are the mapping of the 
lateral extent, form and internal structure of the valley as well as the de-
termination of the hydrogeological parameters of the sedimentary fill.  
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Fig. 12.7. Base of Quaternary deposits after Stackebrandt et al. (2001, with per-
mission from LBGR) Study areas of examples shown in this book are outlined: 1 
Ellerbek Valley, 2 Trave Valley, 3 Cuxhaven Valley (see example in Sect. 5.1.5), 
4 Bredebro (Poulsen and Christensen 1999), 5 Mors (see Sect. 12.3) 
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12.2.2 Geological and hydrological background 

The distribution of buried Pleistocene subglacial valleys in Northern Ger-
many and Denmark is shown in the map of the base of Quaternary deposits 
after Stackebrandt et al. (2001) in Fig. 12.7. The deeper valleys (> 100 m) 
were formed during the oldest of the three major glaciations, the Elsterian 
(Ehlers 1994). Hypotheses of their genesis are e.g. discussed by Huuse and 
Lykke-Andersen (2000), Smed (1998), Piotrowski (1997) or Praeg (1996).  
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Fig. 12.8. Schematic geological cross section with characteristic structures as salt-
domes and buried valleys from Northern Germany (after Gabriel et al. 2003, with 
permission from Elsevier) 

A schematic geologic cross-section (Fig. 12.8) shows the characteristic 
geological structures for Northern Germany. For the water supply the 
Neogene and Quaternary sand layers yield the important groundwater res-
ervoirs. Critical points for groundwater management and protection are ar-
eas where the normal layering is disturbed e.g. by glacial valleys, by faults 
(not sketched in Fig. 12.8) or where the groundwater bearing layers are 
tilted by salt dome uplift.  

The two valleys in Fig. 12.8 exemplarily show different hydraulic char-
acteristic: valley 1 incises the upper Miocene mica clay (Oberer Glimmer-
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ton) as well as the upper and lower Miocene lignite sands (Braunkohlen-
sande) separated by a confining clay layer (Hamburger Ton HT). The val-
ley itself has a sandy fill and in spite of the clayey covering layer (Lauen-
burger Ton) the valley enables a hydraulic connection between the upper 
and lower aquifers of the Braunkohlensande. Due to this hydraulic connec-
tion to the Braunkohlensande the valley sands may be important ground-
water reservoirs. In contrast, valley 2 is filled completely with clay or till 
and acts as hydraulic barrier in the sandy aquifer. 

12.2.3 Methods 

To be mapped with geophysical methods the physical parameters (electri-
cal conductivity, density and elastic constants) of the valley and the sur-
rounding material must differ. In the case of Northern German Quaternary 
and Tertiary sediments we have to deal with alternating strata of high po-
rous and water saturated sands of different grain sizes, till and clay. So the 
contrasts will be smaller than in areas where buried valleys are in bedrock 
environment. But the sediments should be resolvable by resistivity and 
electromagnetic methods due to their varying resistivities (Fig. 12.1c,f). 
There are also good conditions for reflection seismic methods due to the 
velocity and impedance contrasts (Fig. 12.1b). The refraction seismic 
method will be applicable only for the very near-surface section as the re-
quirement of increasing velocity will not be given for greater depth. The 
density contrast between the valley fill and the surrounding sediments may 
affect gravity. From the magnetic susceptibility of the sediments no meas-
urable contrast was expected; e.g. results of the aeromagnetic survey in the 
Cuxhaven area (Siemon et al. 2001) show no hint to the Cuxhaven Valley. 
But Fichler et al. (2005) recently show an impressing example of Quater-
nary channels mapped by 3D seismic as well as aeromagnetic data from 
the North Sea offshore south Norway. Integrated geophysical studies of 
buried valley aquifers are the best approach as shown by several authors 
(e.g. Wolfe and Richard 1996, Poulsen and Christensen 1999, Holzschuh 
2002, Gabriel et al. 2003, Jørgensen et al. 2003b, Sandersen and Jørgensen 
2003). Anyhow, to demonstrate the geophysical effects the examples in the 
following are ordered by the method. 

Seismic and VSP 

Sedimentary layering in general is good visualized by seismic methods. 
The first hints to buried valleys in Northern Germany – aside from bore-
holes and geophysical logging for hydrologic surveys – came from seismic 
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exploration for hydrocarbons. The resolution in the near surface area was 
poor and was not the aim of these surveys; the results in general are not 
published (Frisch and Kockel 1993). But with the survey parameters (e.g. 
shotpoint and receiver spacing) adapted to the near surface area the buried 
valleys may be imaged well (e.g. Meekes et al. 1990, Wiederhold et al. 
1998). The quality of high resolution shallow reflection survey depends on 
the field parameters and selection of an appropriate seismic source. With 
the technical developments of the last years a good choice of seismic 
sources and seismographs is available.  

Examples from two surveys in Northern Germany are shown corre-
sponding to the valley types sketched in Fig. 12.8 (Wiederhold et al. 
2002). The acquisition parameters of both surveys are: a Vibrator source 
with a linear sweep of 10 sec length, frequency range 40 to 160 Hz, and 4 
vertical stacks (Buness et al. 1997, Buness and Wiederhold 1999). Source 
and receiver spacing was 10 m, 47 channels were recorded with a Geomet-
rics StrataView Seismograph. The CMP spacing is 5 m and the mean fold 
is about 23. An almost standard seismic processing sequence was applied 
to the data with the final processing step of depth conversion after time 
migration (Yilmaz 2001). The seismic section across the Ellerbek Valley – 
situated north of Hamburg – clearly shows the bottom of the valley by a 
high amplitude reflection signal as well as both walls with about 30° slope 
(Fig. 12.9). The valley depth is about -350 m m.s.l. The Tertiary layers 
outside the valley are undisturbed and the seismic amplitudes correlate 
well. Inside the valley the upper part is characterized by undisturbed re-
flection signals but the part below -150 m m.s.l. shows more or less cha-
otic or short reflection segments.  

The interpretation of these signals is enabled or improved by logging 
and vertical seismic profiling (VSP). A groundwater observation well – 
318 m deep - about 750 m south of the line in Fig. 12.9 is used for this. 
The seismic impulse source system Sissy (Wiederhold et al. 1998) is used 
as source, the receiver spacing is 4 m. The VSP raw data (Fig. 12.10a) 
show P wave signals of good quality. The shear wave signal is distorted by 
a tube wave with high amplitudes and a velocity of about 650 m/s. After 
wavefield separation the reflected P waves are revealed and the depth of 
their origin correlates well with lithological boundaries (black dots in Fig. 
12.10b). A reflection of the valley rim, that should have another slope due 
to the dip, is not observed. The seismic depth section in Fig. 12.10c con-
nects two boreholes and is parallel to the section in Fig. 12.9; the corre-
sponding CMP range in Fig. 12.9 is 200-330 with the eastern rim of the 
valley.  

The corridor stack helps linking the borehole data to the surface seismic 
data. The lithologic column shows the Quaternary fill of sand and clayey  
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Fig. 12.9. Seismic depth section and interpretation for the Ellerbek Valley. The 
seismic datum is m.s.l. (the ground level elevation is about 15 m m.s.l). Clayey 
layers are hatched. Q = Quaternary, T = Tertiary, LT = Lauenburger Ton, OGT = 
Upper Glimmerton, OBKS = Upper Braunkohlensande, HT = Hamburger Ton, 
UBKS = Lower Braunkohlensande, UGT = Lower Glimmerton 

or silty layers, that are well distinguished by the electrical conductivity 
where the clayey material shows high values. There is also a correlation 
between seismic velocities and lithology. The silt layer at about 95-150 m 
depth belonging to the Lauenburger Ton (LT) gives a velocity of 1600 m/s 
compared to 1700 m/s in the upper and deeper sand layers. With the till at  
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about 240 m the velocity rises to 2300 m/s. Especially the clayey or silty 
material of the LT can be identified by high electric conductivity and its 
top by seismic reflections. 
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The seismic section across the Trave Valley, near the city of Lübeck, is 
unimpressive compared to the preceding one (Fig. 12.11). The depth is 
only -100 m m.s.l. and the slope of the rims is lesser. But also here the val-
ley is imaged well. Tertiary layers outside the valley are undisturbed; in-
side the valley the reflectivity is poor. A second line connects the first with 
a borehole, where logging and VSP measurements were done (Fig. 12.12). 
The glacial till in the valley is divided into two parts by the seismic veloci-
ties as well as in the electrical conductivities: in the upper part velocities 
above 2000 m/s and conductivity values greater 60 mS/m were measured 
but below 90 m depth these values decrease. These different parts hint to 
lithological changes in the till. No reliable reflections are observed in the 
VSP.
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Fig. 12.11. Seismic section and interpretation for the Trave Valley. The seismic 
datum is m.s.l. (the ground level elevation is about 15 m m.s.l). Clay or till layers 
are hatched. Other abbreviations see Fig. 12.9 
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The different seismic velocities of the valley fill at Ellerbek and Trave 
also have an effect on the seismic sections. So in Fig. 12.9 a slight pull 
down of the reflections below the valley is observable and in Fig. 12.11 a 
slight pull up. These effects that were not cared for by migration and depth 
conversion that was done only with a simple velocity model now give a 
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hint on the valley fill. Jørgensen et al. (2003b) also show a clear distribu-
tion of velocities as function of sediment type and discuss the velocity ef-
fects by high content of till material in buried valleys.  

Resistivity and electromagnetic methods 

From the variety of resistivity methods the electric profiling or electro-
magnetic methods are well-tried for hydrogeological problems. E.g. 
Poulsen and Christensen (1999) give an example of mapping a buried val-
ley in Denmark by the transient electromagnetic method TEM (Fig. 12.13). 
They use a PROTEM 47 recorder and transmitter from Geonics and the 
soundings were made in the central loop configuration with a 40 m time 40 
m square transmitter loop. A total of 126 transient soundings were made, 
the inversion was performed using a 1D earth model. The valley is incised 
in Tertiary clay and from the depth estimation of the top of this very good 
conductive clay obtained by TEM measurements the course of the valley is 
observable. The maximum depth is about 120 m. There is a distinct differ-
ence in the resistivity values of the Quaternary sands in the valley (30-200 

m) and the Tertiary mica clay (<20 m) beneath.
A pulled array transient electromagnetic method (PATEM) is developed 

by the HydroGeophysics Group of the University of Aarhus (Sørensen et 
al. 2005) that provides rapid and dense lateral coverage and is used in hy-
drogeological surveys and especially in buried valley mapping in Denmark 
(Danielsen et al. 2003) with the same geologic characteristic as the above 
reported survey after Poulsen and Christensen (1999). To cover even larger 
areas the newest development of the HydroGeophysics Group is a TEM 
system operated from a helicopter (SkyTEM, Sørensen and Auken 2004). 

Over the last 10 years large parts of Denmark have been surveyed with 
the TEM method and in the western part of Denmark about 700 km of bur-
ied valley structures have been imaged (Jørgensen et al. 2003a, Sandersen 
and Jørgensen 2003). 

The depth penetration of the frequency domain electromagnetic method 
is generally lesser than of TEM but in Germany very good results in map-
ping buried valleys were achieved by an aeroelectromagnetic survey 
(AEM or HEM) in the Cuxhaven region (Siemon et al. 2001, Siemon 
2005). The valley is incised more than 300 m into Tertiary sediments. Its 
bottom is not detectable by AEM but a good conductive clay layer 
(Lauenburger Ton) on its top clearly marks the valley in the resistivity 
maps (see Chap. 5 Fig. 5.6). 
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a)

b)

c)

Fig. 12.13. Results of TEM survey in the Bredebro region from Poulsen and 
Christensen (1999, with permission from EEGS ES): a) Map of elevation of the 
topmost good conductor. The darker shades of grey correspond to the deeper part 
of the valley. Locations of TEM soundings are indicated by dots; b) resistivity 
section of profile 1; c) interpreted geological model 
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Gravity

Poulsen and Christensen (1999) and Friborg and Thomsen (1999) show 
that buried valleys may be also mapped by microgravimetric surveys. Fig. 
12.14 shows the residual Bouguer anomaly for the same area as the TEM 
survey in Fig. 12.13. The investigation area in the Bredebro region in 
Denmark was approximately 25 km2 and it was covered with a dense net 
of gravity measurements with approximately 100 m between stations. The 
contour interval is 0.025 mGal. The buried valley becomes apparent by the 
general positive anomaly trending north-northwest/south-southeast. The 
Quaternary coarse sands inside the valley show a higher density than the 
Tertiary clays in the surroundings. 

Also in the Ellerbek area the valley can be mapped by gravity measure-
ments along the same traverse as the seismic section in Fig. 12.9 (Gabriel 
et al. 2003, Gabriel 2005). The residual field shows here a distinct negative 
anomaly of 0.5 mGal at most (Fig. 12.15). Without structural information 
from seismic interpretation the gravity anomaly would be modelled by two 
geological units and assumed valley sediments of 400 m depth with a den-
sity contrast of 50 kg/m3. A second profile 700 m south of the first one re-
veals similar anomalies indicating that the valley might be mapped by 
gravity measurements. 

Residual field and model of the Trave Valley (Fig. 12.11) are shown in 
Fig. 10.5 (Chap. 10). The till filled valley incised in sand shows a clear 
positive anomaly.  

In the Cuxhaven Valley area (Fig. 5.6) Gabriel et al. (2003) and Gabriel 
(2005) found very complex residual anomalies. They are partly superim-
posed by high-frequency negative anomalies caused by shallow structures. 
These negative anomalies correlate well with a near-surface clay layer that 
is also seen in the resistivity map of the AEM survey. These anomalies 
seem to reduce the probable positive anomaly of the Cuxhaven Valley. 

12.2.4 Discussion and Conclusion 

In the preceding only a short insight is given in the buried valley theme. 
None of the 4 mentioned studies meets the same geologic environment as 
the others. Some characteristic features of the four sites are summarized in 
Table 12.1. All the valleys show clear geophysical indications with each 
method. Nevertheless the interpretation is supported or often only reached 
by complementing with at least one other method. Because every method  
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a)

b)

Fig. 12.14. Results of gravity survey in the Bredebro region from Poulsen and 
Christensen (1999, with permission from EEGS ES): a) contoured residual 
Bouguer anomaly map; b) very simple gravity model based on the TEM profile 1 
in Fig. 12.13 

has its advantages but also drawbacks an integrated approach is strongly 
recommended.  

Electromagnetic methods turn out to be convincing for mapping buried 
valleys if a good conductive layer is embedded in less conductive material  
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or vice versa. In the majority of cases the top of the good conductor will be 
detectable. The penetration depth depends on the frequency (AEM) or the 
magnetic moment of the transmitters (TEM). With TEM a depth of 250 m 
may be reached (Jørgensen et al. 2003a). Thus the bottom of the deep val-
leys is out of reach. In densely populated areas electric noise will tamper 
the results and make the interpretation difficult or impossible. The resistiv-
ity-depth sections bear the uncertainty of equivalent electrical response as 
the combination of layer resistivities and thicknesses produce undistin-
guishable electric sounding responses. An advantage is that the electrical 
conductivity is related to hydraulic conductivity (see Chap. 15) and thus 
may give an indication to vulnerability. 

With the gravity effect depth and dimension of the valley should be re-
solvable. So gravity may support EM mapping in problematic areas. A 
problem with gravity is the separation of the regional and residual anom-
aly. The quantitative interpretation of the residual anomaly results from 
forward modelling where constraints on structure and density values from 
borehole, seismic or other methods are necessary. 

The seismic section reveals the most detailed structural image and is 
able to resolve also the deep valleys. A problem of high resolution seismic 
may occur by near surface inhomogeneities (like peat) that absorb seismic 
energy and reduce the energy transmission into the ground. Buried sources 
may solve the problem but will raise the costs of the survey.  

For all methods the connection to borehole information and geophysical 
well logs is essential for the interpretation. At present the investigations 
focus on structural investigation. The information content of seismic am-
plitudes, phases and velocities is not fully exploited and comprises much 
more hydrogeophysical important information. But true amplitude, ampli-
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tude variation with offset or prestack depth migration processes are time 
consuming (in fixing the input parameters). Also the potential of shear 
waves is not really used at the present time. However the combination of 
the shear wave velocities Vs with compressional wave velocities Vp is the 
key for derivation of elastic constants and Vs/Vp ratio that is sensitive to 
lithology and interstitial fluid.  

For the very near surface information ground penetrating radar may add 
useful information. Also tomographic inversion of first break arrivals of 
seismic data may be valuable.  

Further systematically geophysical investigations in six defined buried 
valley test areas are conducted until the end of 2006 in the EU project 
BurVal. Structural, hydraulical and physical properties will be integrated 
into 3D models. Results and findings will be given at www.burval.org.

Table 12.1. Summary of buried valley sites 

Valley Ellerbek1) Trave2) Cuxhaven3) Bredebro4)

Depth [m] <400 <150 <400 <150 
Width [km] 1.6 1.2 1.5 1.25 
Sedimentary fill Top layer silt 

and clay; other: 
sand

till Top layer: clay; 
other: sand 

sand

Surrounding  Tertiary clay 
and sand 

Tertiary sand Tertiary sand and 
clay 

Tertiary clay 

Mapping by TEM --- --- survey in process 
Feb. 2005 

good

Mapping by AEM survey in proc-
ess 2005 

--- good --- 

Residual Bouguer 
anomaly 

-0.5 mGal +0.7 mGal +0.15 mGal +0.3 mGal 

Velocity effect pull down pull up pull down not reported 
Methods em-
ployed 

2D seismic, 
VSP, gravity, 
AEM (only sin-
gle line) 

2D seismic, VSP, 
gravity 

2D seismic, 2D 
gravity, 2D 
AEM, 2D mag-
netic , electrical 
soundings

2D gravity, 2D 
TEM, 2D seis-
mic 

Case studies are reported by 1) Wiederhold et al. 2002, Gabriel et al. 2003, 2)

Wiederhold et al. 2002, 3) Gabriel et al. 2003, Siemon et al. 2001, Wiederhold et 
al. 2005, 4) Poulsen and Christensen 1999. For locations see Fig. 12.7 
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12.3 A Large-scale TEM survey of Mors, Denmark 

F. Jørgensen, P. Sandersen, E. Auken, H. Lykke-Andersen, K. Sørensen 

This chapter is a short version of a case study presented in Jørgensen et al. 
(2005).

Large areas of Denmark have been covered by TEM (Transient Electro-
Magnetic) surveys since the early 1990s in order to outline aquifers and 
the vulnerability of water resources. This work has resulted in an intense 
development in the use of the TEM method for hydrogeological investiga-
tions. Optimized handling of instruments, deletion of noise-infected and 
coupled soundings and the identification of defective instruments have led 
to significant improvements of survey results. Experience shows that sur-
veys of large areas with dense data coverage provide a solid base for the 
construction of geological models. 

This case demonstrates that various types of geological structures can be 
defined and outlined, and that the understanding and knowledge of near-
surface geology can be significantly improved by a detailed study of TEM 
data.

12.3.1 Study area – the island of Mors 

The study area is confined to the island of Mors, which is situated in the 
northwestern part of Jutland, Denmark (Fig. 12.16). The island covers an 
area of about 360 km2. It is 10 - 15 km wide and about 35 km long with a 
SSW-NNE trend.

The sub-Quaternary strata comprise Upper Cretaceous white chalk 
(Maastrichtian) and limestone (Danian) covered by clays and diatomite 
(Paleocene and Eocene). This is followed by micaceous clay of Oligocene 
age and, to the south, also by Miocene clay, silt and sand (Gravesen 1990, 
1993). The Palaeogene sediments are in general 50 - 250 m thick, but lo-
cally they are thinner or even absent. They have in many places been sub-
ject to deformation during the Quaternary glaciations, but the most pro-
nounced impact on the Palaeogene topography is by a series of incised 
Quaternary valleys. These valleys have mainly been filled with thick se-
quences of glacial deposits. Where no valleys exist, only relatively thin 
layers of glacial origin cover the pre-Quaternary formations. 



364      F. Jørgensen, P. Sandersen, E. Auken, H. Lykke-Andersen, K. Sørensen 

Fig. 12.16. Location map 

The overall structure of the Tertiary and Quaternary formations on Mors 
is mainly controlled by 1) the Mors salt diapir, 2) glaciotectonic deforma-
tion during the Quaternary glaciations and 3) extensive systems of incised 
buried valleys. 

The Mors salt diapir is located in the central part of the island (Elsam 
and Elkraft 1981, Larsen and Baumann 1982). The diapir, which is ellipti-
cal in horizontal views, covers an area of about 75 km2 with its long axis 
trending E-W. Upper Cretaceous white chalk and Danian limestone, to-
gether with Palaeogene clay and diatomite, are uplifted over the salt diapir 
and along its flanks as a result of halokinetic movements. The top of the 
Zechstein salt is at a depth of more than 400 - 500 m (Madirazza 1977, El-
sam and Elkraft 1981). Erosion has removed some of the pre-Quaternary 
deposits over the central parts of the diapir so that Quaternary sediments 
cover the Upper Cretaceous white chalk here. 

Systems of buried valleys formed by subglacial meltwater erosion have 
been documented at several locations on Mors by a combination of bore-
hole logs and TEM data (Jørgensen and Sandersen 2004). Most of the val-
leys are incised into pre-Quaternary clay-dominated sediments and over 
the salt diapir the valleys are eroded into the chalk and limestone. The val-
leys are filled with glaciofluvial deposits, glaciolacustrine deposits, inter-
glacial deposits and tills. Extensive glacial erosion is also evident above 
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the central part of the salt diapir where Tertiary sediments are absent 
(Elkraft and Elsam 1981; Gravesen 1990, 1993). 

The thickness of the Quaternary succession varies significantly as a re-
sult of glacial erosion and deformation. The deposits in the buried valleys 
are commonly more than 150 m thick but where no valley erosion has 
taken place they can be less than 20 m thick. The cover is very thin or ab-
sent above the salt diapir. The majority of the Quaternary deposits are tills, 
but large amounts of glaciolacustrine clay and glaciofluvial sand and 
gravel are also present (Gravesen 1990, 1993). 

12.3.2 Hydrogeological mapping by the use of TEM 

Compared with other mapping methods, the TEM method is relatively 
cheap, it has a large penetration depth and at the same time it gives both 
structural and lithological information. It cannot, however, provide the 
same amount of structural detail as the more costly seismic methods (Jør-
gensen et al. 2003b). 

Because the TEM method mainly resolves and quantifies low-resistive 
layers, the values for layers with resistivities exceeding 80 - 120 m are 
not precisely determined; they just have a high resistivity. Furthermore, for 
certain combinations of layer thicknesses and resistivities, equivalence 
problems make it impossible to determine either the exact thickness or ex-
act resistivity of the layers (Fitterman et al. 1988). 

Like all electromagnetic diffusion methods, TEM has a decreasing reso-
lution capability with depth. As a rule of thumb, layers with a thickness of 
15 - 20 m can be resolved in the shallow part, while layers must be more 
than 20 - 50 m thick to be resolved at 100 m depth. Individual geological 
layers will commonly be averaged into one model layer because geological 
layers are normally too thin to be resolved. In general, 3-5 layers can be 
satisfactorily resolved in a TEM sounding. Furthermore, under normal cir-
cumstances the upper 10 - 20 m will be averaged into one layer, due to 
principal difficulties in recording data at very early decay times. The 
above-mentioned numbers are highly dependent on the resistivity of the 
layers. 

The lateral resolution capability of 3D structures also decreases with 
depth. At depths of about 100 m the area from which data is obtained is 
more than 300 - 400 m in diameter. For depths of 25 m the area is only 75 
- 100 m in diameter. This implies that 3D structures are less resolvable and 
become more diffuse with depth. Modelling of 2- and 3D structures has 
been thoroughly discussed by e.g. Newman et al. (1986), Goldman et al.
(1994), Danielsen et al. (2003) and Auken et al. (2004). 
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In order to facilitate geological interpretations the inverted models are 
typically presented in thematic maps and cross-sections. The resistivities, 
as estimated by the inverted models, do not provide unambiguous informa-
tion about lithology in the subsurface layers, and they have to be inter-
preted by the use of different types of thematic maps. The most commonly 
used thematic maps are interval resistivity maps and maps of depths to 
low-resistive layers. Interval resistivity maps are normally produced in 10 
or 20 m elevation intervals, where average resistivities are calculated 
within each interval. Such short intervals are required for an optimized in-
terpretation because some layer boundaries, especially those defining the 
surface of the low-resistive layer, are normally very well determined. A 
complete succession of intervals covering the subsurface down to the 
maximum depth of penetration has proved to be a useful way to visualize 
the TEM survey results as a basis for geological interpretations 
(GeoFysikSamarbejdet 2003, Jørgensen et al. 2003a). The interval resistiv-
ity maps are typically supplemented with depth control maps of a low-
resistive deep-seated layer, if such a layer exists. This depth control map 
shows the elevation of a selected layer, where the selection is the deepest 
layer in all inverted models with resistivities below a given level. 

A cross-section presentation is often used when TEM data are compared 
with other types of data or if detailed studies of the resistivity models are 
needed in selected areas. Just like borehole logs, TEM-models are most 
commonly shown on the sections by narrow vertical panels (e.g. 
GeoFysikSamarbejdet 2003; Jørgensen et al. 2003b; Sandersen and Jør-
gensen 2003). Another useful way to display the TEM survey results on 
cross-sections is to transfer a dissected succession of interval resistivity 
maps onto the sections. 

Experience from geological interpretation of TEM surveys is primarily 
gained when their results are compared with other types of data sets, espe-
cially for boreholes. Large numbers of TEM surveys carried out in Den-
mark have contributed significantly to the understanding of how the resis-
tivity images of the subsurface can be interpreted in geological terms 
(Auken et al. 2003; GeoFysikSamarbejdet 2003; Jørgensen et al. 2003b, 
2003a; Sandersen and Jørgensen 2003; Jørgensen and Sandersen 2004). 

The hurdle for the geological interpretation of TEM-data is the conver-
sion from the modelled layer resistivities to the lithology of the layers and 
from layer geometry (as revealed by correlations between soundings) to 
structural reality. This conversion requires several aspects to be consid-
ered: 1) identification and exclusion of coupled and otherwise noise-
infected soundings, 2) the vertical and horizontal resolution capability, 3) 
resistivity values of lithologies in the survey area, 4) ion content of the 
pore water. The principal means for achieving geological interpretation 
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are: 1) correlation with independent information from other data sets, 2) 
evaluation of the various thematic maps (as mentioned in the previous 
paragraph) in terms of independently derived and well documented geo-
logical models. 

The lithological interpretation of the TEM survey on Mors is based on 
empirical comparisons between TEM data and borehole logs. A list of 
typical resistivities for some of the most common sediments occurring on 
Mors and in adjacent areas is shown in Table 12.2. The resistivities are es-
timated for freshwater saturated sediments. 

Table 12.2. Estimated resistivity values for freshwater saturated sediments in the 
Mors region. Modified from GeoFysikSamarbejdet (2003) and Jørgensen et al. 
(2003a) 

Sediments Resistivity 

Meltwater sand and gravel > 60 

Clay till  25 - 50 m

Glaciolacustrine and marine clay 10 - 40 m

Palaeogene clay 1 - 10 m

Palaeogene diatomite 10 - 40 m

Maastrichtian white chalk 30 - 100 m

Danian limestone  > 80 m

12.3.3 Data collection and processing 

A total of 2904 TEM soundings were collected on Mors during the period 
1998 – 2002. The field survey, data processing and modelling were carried 
out by the consulting company Dansk Geofysik for Viborg County (Dansk 
Geofysik 2002). The survey was part of an ongoing hydrogeological sur-
vey campaign designed to investigate aspects of groundwater resources. 
The average density of TEM soundings is around 11 per km2. In four high-
priority areas the density is 12 - 16 soundings per km2. These areas are 
situated in the far northern part, in the northern middle part, in the southern 
middle part and in the far southern part of the island (Fig. 12.17). 

The TEM instrumentation used for the survey is the Geonics PROTEM 
47 system and the conventional 40x40 TEM configuration was applied 
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(Dansk Geofysik 2002). All collected TEM data have been reported to the 
national database of geophysical data GERDA (http://gerda.geus.dk), and 
the TEM data used here is an extract from GERDA provided by Viborg 
County.  

The extracted TEM data from GERDA has been carefully examined in 
order to remove noise-infected TEM soundings. A total of 249 TEM 
soundings have been classified as noise-infected and useless, primarily due 
to local transmitter coupling to man-made conductors or high levels of 
background noise (Sørensen et al. 2001). Mainly capacitive coupled 
soundings with oscillatory data have been removed (see examples in 
Danielsen et al. 2003, Figs. 12.19 and 12.20). Galvanic coupled data, how-
ever, can be impossible to identify, and a limited number of coupled 
soundings might therefore still be present in the dataset. After removal of 
the identified coupled soundings the remaining 2655 soundings constituted 
the basis for further interpretation. 

All soundings have been inverted by the surveyors using 1D inversion 
modelling code EM1DINV (HydroGeophysics Group 2004a; 2004b). The 
selected models contain the fewest possible layers within accepted limits 
of fit between model data and observed data. All models contain 2 - 5 lay-
ers. No a priori information from borehole logs or other geological infor-
mation was used during the inversion process or in the selection of models. 
The models therefore represent objective datasets, without biased interpre-
tation at this stage of the data handling process. 

The geological modelling presented here is mainly based on interval re-
sistivity maps representing intervals of 10 m. Elevation maps of low-
resistive layers are also used. The maps of low-resistive layers are gener-
ated on the following basis: 1) The layer resistivity of the selected layer 
must be less than 10 m, 2) the layer below must not exceed 10 m, and 
3) the layer search routine is conducted from the top downwards. The 10 

m-limit is chosen because the Palaeogene clay layers in the area nor-
mally exhibit resistivities below 10 m. 

Kriging interpolation with cell spacing of 125 m and a search radius of 
600 m is used for the gridding of the thematic maps. Colour scales with 
reddish colours for high-resistive layers and bluish colours for low-
resistive layers are used, whereas for the elevation maps reddish colours 
show high levels and bluish colours show low levels. 

To support the geological interpretation of the TEM data all relevant 
and available data and information are taken into account. Examples are 
borehole logs from the national well database "Jupiter" (GEUS 2003), re-
sults from field investigations in clay pits and coastal cliffs, as well as 
other geological investigations and relevant literature. 
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Fig. 12.17. Map showing all TEM soundings on Mors. Grey lines mark the cross-
sections of Figs. 12.20 and 12.21. Scale: 5 km between axis ticks. Coordinate sys-
tem: UTM zone 32 

12.3.4 Results and discussions 

The results of the TEM survey are outlined in Figs. 12.18 and 12.19, where 
thematic maps of the entire island are shown. An elevation map of the 
deepest low-resistive layer (<10 m) is shown in Fig. 12.18A and four se-
lected maps of interval resistivity are shown in Fig. 12.19A. Sketches of 
the geological structures seen in the individual thematic maps are shown 
separately in Figs. 12.18B and 12.19B. These sketches illustrate layer 
boundaries and geological structures in the selected intervals. They do not 
show the overall interpretations, but outline only what can be observed di-
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rectly on the individual maps. They are meant as a guide for the descrip-
tions, as are the letters and numbers annotating the various features. 

The elevation map in Fig. 12.18 shows the deepest low-resistive layer 
(resistivity lower than 10 m). From borehole logs it appears that, in most 
of the island, this layer can be correlated with Palaeogene clay, but occur-
rences of saline groundwater in sand/gravel or chalk/limestone may locally 
influence the image of the low-resistive layer. The map therefore shows 
the topography of the Palaeogene surface with local influence by saline 
groundwater. Such occurrences are mainly seen in the layers over the salt 
diapir. The elevation of the low-resistive layer ranges from more than 170 
m b.s.l. to approximately 50 m a.s.l. 

The four interval resistivity maps (Fig. 12.19A) show a vertical distribu-
tion from generally low resistivities in the deeper layers to high resistivi-
ties in the shallow layers. This illustrates the general succession of Tertiary 
and Quaternary sediments in the area, gradually changing from clay domi-
nated layers at depth to more sandy layers in the upper parts.  

The salt diapir as seen in the TEM data 

Two curved depressions appear on the elevation map of the deepest low-
resistive layer in the central part of Mors (Fig. 12.18) forming an elliptical 
shape open to the east and the west. The curved depressions (a) are more 
than 150 m deep and between 5 and 10 km in length. To the east they 
merge into a long linear depression (structure 1), and towards the west they 
terminate abruptly. The curved depressions are flanked by prominent 
ridges (Fig. 12.18, structure d).

Fig. 12.20 shows a cross-section through the area described above (for 
location, see Fig. 12.18). The two curved depressions (structure a) appear 
as dipping layers with very high resistivities (>120 m), between which 
two more or less flat-topped bodies of low resistivity can be seen (struc-
tures b and c). The ridges of structure d occur as dipping layers resting on 
structure a, and the elongate depressions outside the ridges (structure 2) 
are, at least in the southern part, seen as a V-shaped structure with varying 
resistivity. The impression given by the cross-section is that the high-
resistive structures of dipping layers converge towards a common point at 
around 100 m a.s.l. 

The structures described above are also seen in the interval resistivity 
maps in Fig. 12.19. In the highest level (0 - 10 m a.s.l.) the structures of a 
and d are for instance seen as curved bodies with high and low resistivities, 
respectively. In the interval 10 - 20 m b.s.l., the structures of a and d be-
come more distinct. Between 40 and 50 m b.s.l. the low-resistive layer be-
gins to dominate the succession. Structure a is even more distinct, and 
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structure d gradually merges into the low-resistive layer in general. In the 
lowermost slice of 90 - 100 m b.s.l. the low-resistive layer dominates. Due 
to the dipping layers the distance between the arcs of structure a gradually 
increases downwards through the intervals. In the uppermost slice, the 
maximum distance is around 3.5 km while at the deepest level it expands 
to about 5.5 km. 

Fig. 12.18. A. Thematic geophysical map showing the level of the deepest layer in 
the TEM models with resistivities lower than 10 m. Cross-sections in Figs. 
12.20 and 12.21 are shown as thick grey lines. B. Outlines of structures and geo-
logical elements referred to in the text are shown on the sketch with black lines, 
numbers and letters. Scale: 5 km between axis ticks. Coordinate system: UTM 
zone 32 

Interpretation of the salt diapir 

The Mors salt diapir was previously described on the basis of mainly low 
resolution seismic surveys (e.g. Elkraft and Elsam 1981; Larsen and 
Baumann 1982), deep exploratory drillings (Elkraft and Elsam 1981) and 
the national archive of borehole logs (Gravesen 1990, 1993). Several bore-
holes penetrate the upper parts of the succession in the area, and from this 
it can be concluded that structure a corresponds to Danian limestone, and 
structures b, c and e correspond to Maastrichtian white chalk (compare 
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Fig. 12.19. A. Average resistivities in selected intervals. The TEM soundings do 
not penetrate more than about 30-50 m into the Palaeogene layers (blue), and the 
data coverage is therefore sparse in the low resistive areas of the deepest interval 
of 90-100 m b.s.l. Cross-sections of Figs. 12.20 and 12.21 are shown as thick grey 
lines 
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Fig. 12.19. B. Outlines of structures and geological elements referred to in the text 
are shown on the sketches with black lines, numbers and letters. The + on the in-
terval of 0-10 m a.s.l. shows the location of a chalk pit at Erslev. Scale: 5 km be-
tween axis ticks. Coordinate system: UTM zone 32 
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with superimposed boreholes on the lower panel, Fig. 12.20). The bound-
ary between the Danian and the Maastrichtian is exposed at about 10 m 
a.s.l. in a chalk pit at Erslev (Andersen and Sjørring 1992), and this level is 
consistent with the uppermost interval in Fig. 12.19. The location of the pit 
is marked with a cross on this interval map, and it is seen to correlate ex-
actly with the inner/lower limit of structure a. Structure d corresponds to 
Palaeogene layers, locally glaciotectonically deformed into large fold 
structures (Pedersen 2000).  

The structures of 1 and 2 correspond to various glacigenic sediments, 
but structure 4 appears more homogeneous and consists of meltwater clay, 
although described as tertiary clay in some borehole logs. Apart from rela-
tively thin, scattered occurrences of Postglacial sediments, structure 3 also 
corresponds to glacigenic sediments, but this structure is mainly composed 
of clay till. The glacigenic sediments extend downwards into structure e, 
but this cannot be seen in the TEM images at deeper levels because here 
the sediments gradually become more sandy, resulting in an insignificant 
electrical contrast to the underlying chalk of medium to high resistivities. 
In Fig. 12.20 the boundary between glacial sediments and chalk is esti-
mated from borehole data and marked by a dashed line. The structures 1, 
2, 3 and 4 can be characterized as buried valleys, as described by Jørgen-
sen and Sandersen (2004). The low resistivities of structures b and c indi-
cate that the chalk contains highly saline pore water which has not been 
leached by circulating groundwater. The salt-freshwater boundary is lo-
cated between 50 and 80 m b.s.l. over the northern part of the salt diapir 
(structure b), but to the south it seems to be located as deep as 120 m b.s.l. 
(structure c). The Danian limestone (structure a) is in general expected to 
be more coarse-grained and fractured than the white chalk. The hydraulic 
conductivity is therefore significantly higher in the limestone and the 
leaching of saline pore water may be effective to greater depths here. The 
deepest level of fresh groundwater in the limestone cannot be detected by 
the TEM soundings because only high resistivities occur within the as-
sumed penetration depth of 120 - 140 m b.s.l. From the section (Fig. 
12.20) it can be directly deduced that the stratigraphic thickness of the 
Danian limestone is about 80 m. 

Buried valleys as seen in the TEM data 

In the interval resistivity maps (Fig. 12.19A), valley structures appear as 
elongated structures defined by resistivity contrasts to their surroundings 
(compare with Fig. 12.19B). These structures mainly show moderate to 
high resistivities, but fairly low resistivities also occur, especially at the 
higher levels. The deepest incised valley structures are clearly expressed in 
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the surface of the low-resistive layer as blue/green elongate features (Fig. 
12.18). The buried valleys vary with respect to both dimension and orien-
tation. The depths are found to be from a few tens of meters to more than 
about 140 m. The widths are normally between 500 and 1500 m, but some 
are up to 3000 m wide. The trends of the valleys are mostly restricted to 
the orientations N-S, SE-NW and E-W. In valley intersections it can occa-
sionally be observed that younger valleys erode the infill of older valleys. 

Beside the thematic maps two cross-sections presented in Fig. 12.21 
(see Fig. 12.19 for location) demonstrate the occurrence and nature of the 
valleys. The cross-sections show an array of V- and U-shaped buried val-
leys, with infill of mainly high-resistivity sediments. The buried valleys on 
the cross-sections appear both as relatively shallow structures (structures 
1x, 4, 4x, 5, 12, 13, 14, 15) or as deep structures (structures 1, 6, 7, 8, 9, 
10, 11). The deep buried valleys are incised more than 80 meters into the 
deep low resistivity layer. The deep valleys seem to terminate upwards at a 
level corresponding to the present-day sea level. The exact depths of valley 
1 and 11 are uncertain because no TEM soundings have been able to detect 
the valley floor. 
Only a fraction of the buried valleys located in the TEM survey have been 
described above. Most of the valleys are outlined in the thematic maps in 
Fig. 12.18 and Fig. 12.19, but not all identified valleys are shown due to 
limitations in the number of thematic maps presented here. Some valleys, 
for example, only appear in limited intervals at levels between the selected 
intervals. Furthermore, only valleys with a significant resistivity contrast 
between the infill and the surroundings can be detected by the TEM 
method (Jørgensen et al. 2003a). It is also necessary that the valley fill 
consists of relatively homogeneous sediments without sections with vary-
ing resistivities, leading to inconsistent resistivity contrasts. 
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Top: Fig. 12.20., Bottom: Fig. 12.21. Legends see next page  
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Fig. 12.20. Cross-section across the Mors salt diapir. Upper panel: single resistiv-
ity models of each TEM sounding situated within less than 300 m from the section 
line shown in Figs. 12.17, 12.18 and 12.19. Lower panel: the succession of inter-
val resistivity grids as they are cut vertically by the cross-section. The TEM 
soundings do not penetrate more that about 30-50 m into the low resistivity layers 
(blue). Geological features referred to in the text are marked on the lower panel 
with black lines, numbers and letters. Lithological data from borehole logs are 
projected onto the section from distances of up to about 500 m. The annotated 
borehole numbers with prefix “37” refer to the national archive of borehole logs 
(GEUS 2003). Vertical exaggeration: 15 x 

Fig. 12.21. Two cross-sections (A and B) showing buried valleys in the southern 
and the northern part of Mors respectively. The panels show the successions of in-
terval resistivity grids as they are cut vertically by the cross-sections. Interpreta-
tions and geological elements referred to in the text are marked by black lines, 
numbers and letters. Note the considerable vertical exaggeration (22 x) 

Interpretation of the buried valleys 

As described above many structures appearing in the thematic maps can be 
identified as buried valleys, solely on the basis of their shapes. However, it 
is necessary to combine the TEM data with lithological information from 
boreholes in order to make a proper interpretation. Information from the 
national well database (Gravesen 1990, 1993; GEUS 2003) is therefore 
taken into account and compared with the TEM data. Most boreholes are 
poorly described lithologically and only few of them reach depths of more 
than 50 m. Nevertheless, many borehole logs provide useful information 
about the valley infill as well as the incised substratum. 

The deep-seated low-resistive layer (Fig. 12.18) correlates generally 
well with Palaeogene clay in the borehole logs. However, in places where 
the diatomaceous Fur Formation (Pedersen and Surlyk 1983) dominates 
the upper part of the Palaeogene, a discrepancy between the Palaeogene 
surface and the low-resistive layer may occur. The reason is that the Fur 
Formation normally exhibits resistivities higher than 10 m (see Table 
12.2). In the coastal areas, saline pore water at deep levels may lead to er-
roneous geological interpretations. The low resistivities, e.g. below struc-
ture 1x, can therefore be a result of saline pore water, and the valley may 
be deeper than it appears on the TEM images. Valley fill of high resistivity 
(> 60 m) is in general dominated by meltwater sand and gravel; medium 
resistivities are normally layers dominated by clay till or mixed deposits, 
whereas layers with low-to-medium resistivities are dominated by lacus-
trine clays. 



378      F. Jørgensen, P. Sandersen, E. Auken, H. Lykke-Andersen, K. Sørensen 

Viborg County has recently performed three deep exploration drillings 
in buried valleys on Mors (Krohn et al. 2004). The three drillings are situ-
ated within the valley structures 1, 2 and 17 (see Fig. 12.19B). Except for 
some few meters of glaciomarine sediments around present-day sea level 
in one of the valleys (structure 1), all valley infill material is described as 
being glaciofluvial and glaciolacustrine sediments and till. 

The widespread occurrence of lacustrine and marine clays in the valleys 
indicates that at least parts of the valleys were exposed during late glacial 
or interglacial periods. 

Valley generations and relative ages 

As seen in the cross-sections in Fig. 12.21, different valleys appear to in-
cise each other (e.g. structures 1 and 1x; 4 and 6; 13 and 14; structures 11 
and 12) thus indicating the presence of more than one generation of buried 
valleys on Mors. Signs of valley that incise other valleys can also be seen 
on the thematic maps, for example in Fig. 12.19 where the narrow valley 
of structure 5 crosses structure 1. Here, deposits of low-resistivity extend 
across the valley of structure 1 indicating that it is crosscut by structure 5 
(see dashed lines in Fig. 12.19B, 40 - 50 m b.s.l). The presence of different 
valley generations also appears where young buried valleys confined to the 
shallow part of the subsurface overlie older, deep-seated valleys, as seen in 
the cross-sections in Fig. 12.21. In such instances, infill deposits of young 
valleys can be detected in higher levels of the TEM-survey, independently 
of the deeper lying valley deposits. The most convincing example demon-
strated in the thematic maps is where the valley of structure 4, which con-
tains low-to-medium resistive layers, lies above the buried valleys of struc-
tures 1, 5, 6 and 7 (see Fig. 12.19). 

The orientations of the buried valleys on Mors appear to cluster within 
three groups: N-S, SE-NW and E-W (Fig. 12.22). It is proposed that these 
preferred orientations represent individual valley generations formed by 
multiple glaciations. The N-S orientation can furthermore be divided into 
at least two generations located at different vertical levels and stratigraphic 
positions. All indications of age relationships are examined and compared 
for the different generations, and the found age relationship is shown in 
Fig. 12.22. The E-W generation is most likely older than the two N-S gen-
erations, and the SE-NW generation is found to be younger than the first 
N-S generation, but older than the second one. 
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12.3.5 Conclusions 

Detailed examination of the TEM survey on Mors shows that large-scale 
TEM surveys are able to add important new and detailed information to 
the construction of geological models, thus giving a more comprehensive 
understanding of the formation of the subsurface layers and structures. 
These capabilities of the TEM method for geological mapping have been 
developed over the last few years and are in particular the results of en-
hancements in TEM instrumentation, data processing, data handling and 
data presentation. As a consequence the geological understanding and in-
terpretation of TEM data has been improved. 

Apart from offering excellent images of the Palaeogene clay surface, the 
TEM survey are also able to resolve structures and layers situated in the 
overlying succession. Geological structures are detected by the resistivity 
distributions as observed in surface maps and interval resistivity maps, 
while the type of lithology is indicated by the resistivity values. In this way 
structural and lithological information is attained from the same data set, 
thus adding important information for interpretation of the geological envi-
ronment.  
The morphology of the layers over the Mors salt diapir is clearly demon-
strated as an ellipsoid-shaped structure by the TEM survey. Palaeogene 
clay rests upon Danian limestone which partly covers the Maastrichtian 
chalk. Saline pore water is present in the chalk 50 - 80 m b.s.l. Numerous 
buried valleys dissect the entire island, including the layers over the salt 
diapir. The valleys are widespread and can be divided into different gen-
erations, each having their own preferred orientation. In places where they 
overlie or cross each other relative ages of valley generations can be esti-
mated. Four generations have been identified, but more may exist. Most of 
the valleys are presumed to be old, most likely formed during the Elsterian 
glaciation or earlier. The buried valleys are mainly filled with glacial 
sediments, but interglacial sediments also occur. Many valleys contain 
lacustrine and marine clays in their upper parts up to levels between sea 
level and 30 m a.s.l.  
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Fig. 12.22. Map of all the identified buried valleys divided into four proposed val-
ley generations of different ages. Age relationships are indicated, and the location 
of the salt diapir is marked with a hatched line. Scale: 5 km between axis ticks. 
Coordinate system: UTM zone 32 
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12.4 Groundwater prospection in Central Sinai, Egypt 

M.A. Mabrouk, N.M.H. Abu Ashour, T.A. Abdallatif, A.A. Abdel Rahman 

12.4.1 Introduction 

The growing activities in the central part of Sinai Peninsula have caused an 
ever increasing need for water. According to the data of the drilled bore-
holes in that area, groundwater exists within the fractures of the carbonate 
rocks at different depths. The complex structural pattern in that area made 
it difficult to follow up the water bearing layers along their extensions. 

Resistivity sounding is a suitable technique that can be applied in ex-
ploring for groundwater in anisotropic aquifers such as carbonate rocks. 
The application of this technique depends on following up the changes in 
the resistivity of the layers. The resistivity variation within a single layer 
can be considered as an expression of the changes in porosity (primary 
and/or secondary). Moreover, delineation of the major and minor structural 
elements as well as the associated fractured zones is of great help in under-
standing the conditions of groundwater occurrence. 

In the present work, the area lying to the north of Nekhl town (Fig. 
12.23) was selected for groundwater exploration by applying resistivity 
sounding. Emphasis has been given to the low lying areas at Abu Hamth 
and El Bruk localities. The investigated area lies between latitudes 29o 55’ 
and 30o 15’ N and longitudes 33o 40’ and 33o 50’ E. 

The present geophysical work has been carried out with the objectives 
of delineating the subsurface geologic setting i.e. the horizontal and verti-
cal variations in lithology and the structural elements that affect the suc-
cession, delineating the water bearing layers in the study area and studying 
the impacts of the structural elements on the groundwater occurrences. As 
an example, results from the Abu Hamth area are presented in this chapter.
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Fig. B12.23. Location map of the study area 

12.4.2 Geological and hydrogeological aspects

Central Sinai lies within the arid belt of Egypt. The area is characterized 
by hot summer, mild winter, relatively little amount of rainfall, mainly in 
winter and spring, and high evaporation rates. 

Central Sinai slopes regionally northward and is characterized by sev-
eral types of low and high relief landforms, which were developed as a re-
sult of combined influences of endogenetic and exogenetic processes. The 
prevailing geomorphic patterns are represented by elevated plateaus, elon-
gated dome-like hills, cuestas, hog-backed massifs, fault scarps, morpho-
tectonic depressions and hydrographic basins.

According to the previous geological studies and information of some 
existing wells, the generalized lithostratigraphic succession in the study 
area can be described from base to top as follows: 

Jurassic rocks: The Jurassic sequence constitutes the cores of the do-
mal structural areas at central and northern Sinai. The thickness of marine 
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sediments of the Jurassic sequence increases gradually northwards whereas 
the thickness of clastic sediments increases southwards. 

Cretaceous rocks: The Lower Cretaceous rocks are represented by 
Malha Formation. This formation shows a general increase in thickness 
and variation in facies from continental sandy facies in the south into ma-
rine facies northwards. 

The Upper Cretaceous succession is represented, in the investigated 
area, by the Cenomanian, Turonian and Senonian rocks. The Cenomanian 
rocks are composed of limestone, marl and shale. These rocks constitute 
also the core of El Bruk anticline. The Cenomanian rocks were encoun-
tered in several drilled wells with variable thickness at different depths. 
The Turonian rocks are similar in lithology to the underlying Cenomanian 
facies and are represented by Wata Formation that consist of marly, yel-
lowish brown dolomitic and soft chalky limestone. The Senonian rocks are 
subdivided into two lithostratigraphic rock units, from base to top, Matulla 
Formation and Sudr Formation. Matulla Formation is composed of white 
limestone with shale and marl interbeds. Sudr Formation is composed of 
massive snow-white chalk. 

Tertiary: The Paleocene section shows a uniform lithology of greenish-
grey shale (Esna Shale Formation) overlying the Senonian chalk. The Eo-
cene rocks are represented by the Thebes Formation (Lower Eocene), 
which is exposed at the environs of Nekhl and is composed of massive 
flinty limestone. In the subsurface, the Eocene deposits are often absent in 
many boreholes. The Oligocene occurrences are represented by basaltic 
dykes that cut all the above-mentioned succession. 

Quaternary: The Quaternary deposits unconformably overly different 
rock strata of the preceding discussed stratigraphic units and are distin-
guished into alluvium and aeolian deposits. The alluvial deposits are com-
posed of calcareous loamy sand, while the aeolian deposits are represented 
by drift sand accumulations in the form of sand sheets or moving sand 
dunes.

Structurally, central and northern Sinai is subdivided into four structural 
units (Fig. 12.24) as follows: (1) the stable foreland, (2) the gently folded 
zone, (3) the fractured or Shear zone, and (4) the strongly folded province. 

Hydrogeologically, precipitation represents the main source of ground-
water recharge. In the study area different rock units, belonging to differ-
ent ages, are developed into water bearing formations. El Ghazawi (1989) 
and Hassanin (1997) classified the water bearing formations, according to 
the stratigraphic sequence, from younger to older, as follows: 
1 the Quaternary alluvium aquifer, 
2 the Eocene limestone aquifer, 
3 the Upper Cretaceous fractured limestone aquifers  
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(Senonian aquifer, Turonian aquifer, Cenomanian aquifer) 
4 the Lower Cretaceous aquifer (Nubia type sandstone). 

Fig. 12.24. Structural map of Central Sinai (after Shata 1956); 1: the stable fore-
land, 2: the gently folded zone, 3: the fractured zone, 4: the strongly folded zone 

12.4.3 Field work and interpretation 

A reasonable coverage for the study area was reached by a total of 46 ver-
tical electrical soundings (VES) with 21 soundings in the Abu Hamth area 
(Fig. 12.25). The Schlumberger 4-electrode configuration was applied in 
the geoelectrical measurements with current electrode separation (AB) of 
4000m. This electrode separation proved to be sufficient to reach the re-
quired depth that fulfils the aim of the study. Use was made of direct cur-
rent resistivity meters (Terrameter SAS 300C and Terrameter SAS 4000) 
to carry out the electrical measurements. Both instruments directly meas-
ure the resistance (R) at each electrode separation with high accuracy. 

Some sounding curves of the Abu Hamth area are shown in Fig. 12.26. 
For the quantitative interpretation of the resistivity sounding data, use was 
made of the computer program RESIX-PLUS, ver.2.39 (Interpex, 1996). 
The software is an interactive, graphically oriented, forward and inverse 
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modeling program for interpreting the resistivity curves in terms of a lay-
ered earth model.  

Fig. 12.25. Location map of the sounding stations and electrical cross sections in 
the investigated sites 

Fig. 12.26. Samples of the field resistivity sounding curves at the investigated 
sites
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To reach optimum correlation between the resistivity layers and the pre-
dominant geologic units, some successive thin resistivity layers (mostly 
the uppermost ones) have been grouped together in one layer. The resistiv-
ity of such a layer is plausibly expressed in terms of the average transverse 
resistivity as calculated from the resistivities and thicknesses of the group 
of thin layers.  

The general geologic setting and relevant structural elements in the in-
vestigated site Abu Hamth are visualized and described in view of a 
number of generated electrical profiles crossing the concerned sites in dif-
ferent directions. 

The interpretation of the resistivity soundings led to the detection of 
nine layers. Some of these layers have not been detected at all sounding 
stations. The distribution of the resistivities and thicknesses of the nine en-
countered layers, from the surface downwards, is given as follows: 

(1) The resistivity of the compiled group of near surface thin layers is 
expressed in terms of the average transverse resistivity. The layer shows 
diversity of the resistivity values (15- 500 m) that characterize and are 
typically indicative of alluvial deposits (gravel, sand, marl and clay). This 
layer reaches its maximum thickness at VES 5 (16.7 m) and does not ex-
ceed 1m at VES 8.

(2) The second layer is characterized by relatively low resistivity values 
(2-14 m). This resistivity values represent fine-grained materials such as 
clays, shales or marls. This layer has not been detected at soundings 1, 8 
and 21. The thickness of this layer differs greatly from one locality to an-
other where its maximum thickness (29.5 m) has been recorded at VES 2 
and its minimum thickness (0.8 m) has been found at VES 13.

(3) The third layer extends all-over the study area (except for the loca-
tions of VES 1 and 11). The resistivity range of this layer (14.4- 98 m) is 
interpreted as marly limestone. The variation of the resistivity within this 
range indicates a lateral lithologic change from marl to limestone. The ex-
tremely high values may occur due to the effect of dry fractures in the 
limestone. The exceptional resistivity value (165 m), recorded at VES 
12, clearly reflects this phenomenon. The thickness of this layer is, more or 
less, uniform where it varies from 9.5 m at VES 16 to 12.25 m at VES 9. It 
tends to decrease towards the northern soundings to reach 3.8 m at VES 8. 

(4) The fourth layer attains low resistivity values that range from 0.6 
m to 15.7 m. This resistivity range represents the Esna Shale. This 

layer extends allover the investigated site with relatively great thickness 
ranging from 43 to 59 m. Exceptionally, this thickness may decrease as at 
VES 11 (9.6 m) or increase as at VES 8 (75.2 m). 
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(5) The fifth layer exhibits resistivities ranging from 30.5 m to 103 
m. An exceptional low resistivity value of 15 m has been recorded at 

VES 11. This resistivity range represents, according to geologic evidence, 
the upper part of chalky limestone layer related to the Senonian (Upper 
Cretaceous). The thickness of the layer is nearly uniform throughout the 
area where it ranges from 46 m to 53.6 m. At VES 14 the layer decreases 
in thickness to reach 23.8 m.

(6) The sixth layer is characterized by low resistivity that changes 
within narrow range (0.3- 1.6 m). At VES 14, the layer showed higher 
resistivity value (17 m). According to the geologic information, this re-
sistivity represents a layer that is mainly composed of argillaceous lime-
stone. The anomalous resistivity value at VES 14 is due, mainly, to the de-
crease of the argillaceous material within this layer at the location of this 
sounding. The layer exhibits a uniform thickness ranging from 12 m to 
16.5 m. 

(7) The seventh layer attains resistivity values that vary from 32 m to 
175 m. Nevertheless, at most of the soundings the resistivity of this layer 
lies within the range from 40 to 80 m. This range is greatly similar to that 
of the fifth layer. According to the data of the wells, this layer corresponds 
to the lower part of the chalky limestone layer, which has the same compo-
sition of the fifth layer. The base of this layer has not been reached at 
many of the sounding stations. However, the detected thickness at the 
other soundings has been found to be uniform (23- 24 m).

(8) The eighth layer has been recorded at six soundings with relatively 
low resistivity (5.5 - 21.5 m). Disregarding the extreme resistivity values, 
the resistivity of this layer in most cases lies within the range from 12 to 16 

m. According to the geological data, this layer corresponds to soft chalky 
limestone related to the Lower Senonian (Upper Cretaceous). The thick-
ness of the layer, where it is detected, ranges from 37.4 to 45.4 m. 

(9) The ninth layer attains resistivity variations from 32.6 to 95 m.
However, at most of the soundings the layer is characterized by a resistiv-
ity within the range from 50 to 60 m. As recorded in the nearby wells, 
this layer corresponds to the upper part of the Turonian dolomitic lime-
stone. This zone is not recorded as water bearing in Nekhl well or Hamth 
well, which has been specially drilled and designed to utilize the Nubian 
sandstone aquifer. However, the relatively low resistivities indicate possi-
bility of groundwater occurrence. The base of this layer has not been 
reached.

The vertical and horizontal extensions of the detected layers along with 
the structural elements that affected the succession are illustrated through 
three electrical cross sections (Fig. 12.27). 
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Fig. 12.27. Geoelectrical cross sections 

As shown on the location map (Fig. 12.25), the cross section AA’ ex-
tends from sounding 1 (at Nekhl well) across Wadi El Hamth to sounding 
8 at the northern part of the investigated site. The cross section BB’ ex-
tends parallel to AA’ from sounding 9 to sounding 13. The third one CC’ 
runs also in south-north direction from sounding 15 to sounding 20. The 
cross sections indicate that the first, second and third layers show general 
decrease in their thicknesses towards north. The layers show regular re-
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gional dip towards the south. Most of the layers extend along the cross sec-
tions with nearly uniform thickness except for the fourth layer due to struc-
tural and erosional processes. Four normal faults have been found to affect 
the succession. The faults F1, F3 and F4 throw down towards north, 
whereas F2 throws down towards the south and forms with F3 a horst 
structure. The fault F1 affected the whole succession, except for the sur-
face alluvial deposits, whereas the faults F2, F3 and F4 affected the suc-
cession, which is older than the upper three layers. This means that the 
fault F1 is younger than the other faults and the upper three layers were 
successively deposited on the erosion surface of the underlying faulted 
layer. 

In order to provide better insights into the structural configuration in the 
investigated site, the lower surface of the fourth layer (corresponding to 
the Esna shale) is selected to draw a structural contour map (Fig. 12.28 
left). From this map, it is obvious that the fault F1 strikes in ENE-WSW 
direction, whereas the faults F2 and F3 strike nearly in E-W direction and 
the fault F4 strikes in WNW-ESE direction. According to the relative dis-
placements of the identified faults different structural highs and lows had  

Fig. 12.28. Left: Structural contour map for the lower surface of the fourth layer, 
right: groundwater potentiality in layer 9 
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been developed. The faults F1, F3 and F4 throw down nearly towards 
north, whereas the fault F2 throws down to the south. A graben is devel-
oped between F1 and F2 followed by a horst between F2 and F3. 

12.4.4 Groundwater occurrence 

The geophysical results have been used to map the spatial extension of the 
layers which were known as water bearing from borehole data. The 
groundwater potentiality of these layers throughout the investigated sites 
has been evaluated in view of the distribution of the resistivity exhibited 
by the concerned layers. This has been achieved through isoresistivity 
maps for the water bearing layers in each of the investigated sites. Fur-
thermore, the identified structural elements have been illustrated together 
with the isoresistivity maps in order to indicate their impact on the 
groundwater occurrences. 

As a rule of thumb, values around the recorded resistivity of the water 
bearing layer at the location of a well are here considered to represent high 
groundwater potentiality. On the other side, the groundwater potentiality 
decreases at zones of low resistivity values in clay rich layers, where the 
clay content is the resistivity controlling factor or at zones of high resistiv-
ity values in clay free layers where the fracture density and degree of water 
saturation are the resistivity controlling factors. 

The geophysical results indicate that groundwater possibly occurs in the 
upper part of the Turonian dolomitic limestone (the ninth layer). This layer 
is characterized, at most of the soundings, by resistivity values ranging be-
tween 50 m and 60 m with anomalous high and low resistivity values. 
The groundwater potentiality within this layer has been determined by 
making use of the isoresistivity contour map (Fig. 12.28, right). 

The groundwater potentiality within the concerned layer increases by 
decreasing the resistivity values due to increasing the density of the water 
saturated fractures. Facies change to materials of low resistivity such as 
clay is excluded according to the lithologic description of the concerned 
layer (dolomitic limestone) in the wells. Based on the same concept, high 
resistivity values are considered to represent zones of less fracture density. 
From Fig. 12.28 (right) it is obvious that the groundwater occurrence is re-
stricted to a small area at the horst structure, which is bounded by the 
faults F2 and F3. Elsewhere, groundwater almost does not exist. Generally, 
the layer shows poor groundwater potentiality. It is also evident that the 
highly fractured zone initiated under the effect of the two adjacent faults 
contributes to the groundwater occurrence. 
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13 Aquifer structures: fracture zones and caves 

Kord Ernstson, Reinhard Kirsch 

13.1 Hydraulic importance of fracture zones and caves 

Fracture zones and caves (karst caves, volcanic caves) can play an impor-
tant role for groundwater supply and generally in hydrogeological and en-
vironmental geological practice. In most cases fracture zones are consid-
ered hydraulic conductors, but they may sometimes also act as hydraulic 
barriers preventing flow across them (Committee on Fracture Characteri-
zation and Fluid Flow et al. 1996). The porosity of the fractures is called 
secondary porosity. Rock material can contain smaller fissures, e.g. by 
contraction while cooling, or larger fractures by tectonic movements along 
fault zones (Fig. 13.1). Fissured rocks have similar petrophysical proper-
ties as primary-porous material, so in principle the same geophysical tech-
niques as for the exploration of water reservoirs in primary-porosity mate-
rial can be applied (Chap. 12). 

Fig. 13.1. Fissures (I) and fractures (II) in rocks (Schneider 1988) 

In addition, fracture zones are a special target for geophysical and hy-
drogeological exploration, because in general, hydraulic and petrophysical 
properties of fracture zone and host material are strongly different. Al-
though extending over large distances, the width of fracture zones is 
mostly narrow. Moreover, the dip angle of fracture zones must be taken 
into account for the siting of wells (Fig. 13.2). 
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Fig. 13.2. Well location considering the dip angle of the fracture zone 

Fig.13.3. Karst systems oriented along fractures (left) or layer boundaries (right) 
(after Matthess and Ubell 1983, with permission from Borntraeger Verlag) 

Frequently, the strike direction of fracture zones is known from tectonic 
considerations. Fracture zones can often be detected as lineation structures 
in satellite imagery or on air photos. However, for a successful groundwa-
ter exploration this remote mapping must be backed by airborne or ground 
geophysical surveys. Even a localisation error of the fracture zone as small 
as 10 m can result in a dry borehole (van Lissa et al. 1992).

Karst and volcanic caves are a further important class of aquifers. 
Formed by dissolution of carbonate rocks (limestone, dolomite), karst 
caves and channels are found mainly along tectonic fractures or horizontal 
layer boundaries (Fig. 13.3). Enhanced dissolution of limestone occurs in 
coastal areas in the transition zone between seawater and freshwater lead-
ing to widespread karst caves, e.g., in the Yucatan peninsula (Mexico) and 
on the Bahamas (Mylroie and Carew 1990). Apart from lava tubes, large 
voids in volcanic rocks are related with pillow basalt formation, with 
highly vesicular, broken zones at the top and bottom of lava flows, and 
with volcanic caldera collapse.  
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Fracture zones, karstic and volcanic caves can be aquifers of great yield. 
As a result of the high hydraulic conductivity of these aquifers a fast con-
taminant spread is possible. Also widespread saltwater intrusions may oc-
cur.

13.2 Geophysical exploration of fracture zones: seismic 
methods

Fracture zones, in general, are characterized by reduced seismic velocities 
due to open fissures compared to the host material. If the fracture zone co-
incides with tectonic rupture, a depth discontinuity of layer boundaries can 
occur. The possible influence of a fracture zone on the seismic wave field 
is sketched in Fig. 13.4: refracted waves can be reflected, diving waves can 
be reflected, refraction and reflection horizons can show a depth disconti-
nuity. Moreover, due to enhanced absorption of seismic energy within the 
fracture zone, this zone can be a low-pass filter for seismic waves. 

Fig. 13.5 shows a seismogram from a seismic refraction survey, where 
the geophone spread crosses a narrow fracture zone. Low seismic veloci-
ties inside the fracture zone lead to a travel time step of the refraction arri-
vals (marked by an arrow).  

Fig. 13.4. Possible influence of a fracture zone on the seismic wave field: reflec-
tion of refracted waves (left, shotpoint A), reflection of diving waves (right, shot-
point B), depth discontinuity of refraction and reflection horizons due to tectonic 
movement at the fracture zone 
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Fig. 13.5. Top: seismogram from a seismic refraction survey crossing a narrow 
fracture zone (after Wolfert 1992), arrow: travel time step of refraction arrivals 
due to low-velocity fracture zone, below: sketch of refracting horizon with low ve-
locity fracture zone 

In reflection seismic data, fracture zones associated with tectonic 
movements are indicated by interrupted or depth-shifted reflection hori-
zons. An example of a high resolution shallow seismic survey is shown in 
Fig 13.6. Shotpoint and receiver distance was 2 m, a Buffalo gun was used 
as seismic source. The fracture zone is indicated by terminated reflection 
horizons, and it is associated with a fault dividing Quaternary sediments 
and greywacke (Wise et al. 2003). Fracture zone identification by depth 
shifted or terminated reflection horizons is shown by Shtivelman et al. 
(1998). Here a sledge hammer was used as seismic source with 2.5 m 
shotpoint and receiver spacing (Fig. 13.7). Especially in crystalline base-
ment rocks, sub-horizontal fracture zones, their size and orientation can be 
studied by vertically travelling p waves (see, e.g., Green and Mair 1983). 
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Fig 13.6. Stacked seismic section crossing a fault (trace spacing is 1 m). The frac-
ture zone is indicated by terminated reflection horizons. Inset shows part of sec-
tion after f-k migration leading to a clearer image (after Wise et al. 2003, with 
permission from Elsevier) 

Fig. 13.7. Shallow seismic reflection survey for fracture zone detection, top: 
stacked seismic section (1.25 m trace spacing), below: fracture interpretation by 
depth-shifted or terminated reflection horizons. A and B indicate extensions of 
known fracture zones (Shtivelman et al. 1998, with permission from SEG) 
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Reduced seismic velocities for p- and s-waves, e.g. detected by inver-
sion of first arrival travel times, can be used as indicators for fracture 
zones. If p- and s-wave velocities are known, dynamic elastic parameter as 
bulk modulus k, modulus of elasticity E, shear modulus µ, and Poisson´s 
ratio  can be calculated after: 
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Fig. 13.8. Measured seismic velocities and calculated dynamic elastic parameter 
along a profile crossing a fault zone (Seren et al. 2002) 
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An example of a velocity analysis in terms of dynamic elastic parameter 
is shown in Fig. 13.8 (Seren et al. 2002). A fault zone is situated between 
380 m and 390 m. Its left boundary is indicated by a drop of p- and s-wave 
velocities down to about 92% (the even larger jump to higher velocities on 
the right side seems to be caused by material change). The calculated drop 
of modulus of elasticity is about 80%; thus this parameter seems to be 
more sensitive for fracture zone detection than seismic velocities alone. 
Poisson’s ratio shows an increase at the fault location.  

This observation is backed by synthetic data. Based on the velocity-
porosity relation obtained by Han et al. (1986), dynamic elastic parameters 
are calculated in relation to porosity (Fig. 13.9). It comes out that the 
modulus of elasticity is more sensitive to porosity changes than p- and s-
wave velocities. This leads to the assumption that the decrease in velocities 
and dynamic elastic parameter at the location of the fracture zone is caused 
by increased porosity. 

Fig. 13.9 Relative changes of seismic velocities calculated after Han et al. (1986) 
and modulus of elasticity related to porosity (all quantities normalized to zero-
porosity material)



402      Kord Ernstson, Reinhard Kirsch 

13.3 Geophysical exploration of faults and fracture zones: 
geoelectrical methods 

Fracture zones are frequently associated with tectonic faults, and that is 
why the geophysical location of fracture zone aquifers is frequently con-
fined to the location of faults. Moreover and different from seismic meas-
urements, faults can in many cases be more easily found by low-expense 
electrical methods. Hence, geoelectrical techniques for the evaluation of 
fracture zone aquifers may be applied as shown in Fig. 13.10.  

B

A

C

Fig. 13.10. Models of fracture zone aquifers for geoelectrical surveys: steeply dip-
ping fracture zones for horizontal-profiling methods (A), sub-horizontal fracture 
zones for depth sounding methods (B), and fracture zones associated with faults 
for both depth sounding and horizontal-profiling methods (C) 
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Somewhat confusing, both resistivity and the reciprocal electrical con-
ductivity are used as measuring quantities especially with geoelectrical 
profiling methods. As a consequence, resistivity (preferentially galvanic 
techniques) and conductivity (preferentially induction techniques) may 
bring about "negative" and "positive" anomalies over the same fracture 
zone.

Due to open water-filled fissures, the resistivity within a fracture zone is 
in general lower than the resistivity of the host rock. Depending on geo-
logical conditions, this is partly valid even for dry fracture zones due to 
enhanced weathering at open fissures. Clay and loam in fissures from 
weathering in crystalline and carbonate rocks and from infiltration lead to 
low resistivities, but on the other hand may strongly reduce hydraulic con-
ductivities. Large scale fracture zones therefore are indicated by low resis-
tivities or high electrical conductivities, as it is shown in Fig. 13.11. 

Fig.13.11. Electromagnetic (EM 31) and electrical (gradient array) survey for 
mapping of an extended fracture zone (Kirsch 1998, with permission from GRL 
GmbH, Leipzig) 

EM measurement for fracture zone detection should be done on parallel 
profiles, only anomalies that correlate over the profiles should be taken as 
fracture zone indicators. Results of an EM 34 survey with two parallel pro-
files 20 m apart are shown in Fig 13.16, anomalies at 10 m, 60 m and 160 
m correlate well. At these locations also anomalies at a square array survey 
were found (Fig. 13.13). 
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Fig. 13.12. Two parallel EM 34 survey lines 20 m apart, assumed fracture zones 
are indicated by arrows (Powers et al. 1999, with permission from USGS) 

The fractures of a fracture zone often are aligned along the tectonic 
stress direction, which results in an anisotropy of resistivity. Here the ani-
sotropy paradoxon is essential when a 4-point array with lined-up elec-
trodes (e.g., Schlumberger, Wenner) is used. Due to channelling of electri-
cal currents in the aligned fractures the measured apparent resistivity 
parallel to the fracture direction is larger than the apparent resistivity 
measured perpendicular to the fractures (contrary to the true resistivities).  

An electrical configuration being sensitive for anisotropy is the square 
array configuration, where current and potential electrodes form a square 
(for description see Chap. 3). For each point of the profile, two resistivity
measurements of the normal and two resistivity measurements of the 
crossed array are done. From this four apparent resistivity values, a mean 
resistivity and a secondary porosity is calculated (Chap. 3). Along the pro-
file, fracture zones are indicated by low mean resistivities and high secon-
dary porosities (Fig. 13.13). 
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Fig. 13.13. Results of a square array survey, fracture zones (arrows) are indicated 
by low mean apparent resistivities and high secondary porosities (Powers et al. 
1999, with permission from USGS) 

A more detailed picture of the resistivity structure of fracture zones can 
be obtained by 2-D electrical mapping. As an example, Fig. 13.14 shows 
an apparent-resistivity pseudosection from electrical imaging along a pro-
file over deep-reaching karst structures in limestones and dolomites. Fre-
quently, pseudosections are modelled by computer-based 2D inversion 
techniques to bring out true resistivity sections. As long as field measure-
ments, however, do not prove the two-dimensional nature of the resistivity 
underground structure, those modelling procedures are of only very limited 
value. Also the so-called smooth-inversion technique that relates the con-
tinuously varying apparent resistivities of the pseudosection with continu-
ously varying underground true resistivities is in many cases far from be-
ing geologically realistic. For blocks defined by sharp boundaries and 
more or less homogeneous resistivities (lenses, faulted blocks and others), 
the smooth inversion method reasonably is not optimal (see, e.g., discus-
sion by Loke et al. 2003) and in the case of modelling, e.g., caves simply 
inadequate.
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Fig. 13.14. Profile of electrical imaging over karstified Jurassic limestones and dolo-
mites exhibiting deep-reaching fracture zones of low apparent resistivities. Pseu-
dosection of apparent resistivities, pole-dipole (Halfschlumberger) configuration  

Frequently, faults and steeply dipping conductive fracture zones are 
studied more rapidly and more economically by electromagnetic induction 
measurements than by galvanic resistivity surveys. The most common 
methods are the slingram (or dipole induction) method and the VLF 
method. Without connecting the ground, electromagnetic coupling enables 
even continuously moving digital data acquisition, and single-person VLF 
equipments have been developed which allow an additional synchronous 
earth magnetic field measurement. 

Typical slingram anomalies over thin dipping sheet conductors as mod-
els for fracture zones or other steeply dipping conductivity zones are 
shown in Fig. 13.15. The anomaly curves of the field example in Fig. 
13.16 widely correspond with the theoretical models, and asymmetries and 
the shift from the zero line obviously are an overburden effect. 

Decreasing the dip in Fig. 13.15 to become zero, the horizontal-sheet 
conductor and its EM response (Fig. 13.17) may serve as a model for a 
fault between rocks of strongly differing resistivities (Fig. 13.18). 
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Fig. 13.15. The thin vertical and dipping sheet conductor as an EM model for frac-
ture zones, and related frequency domain slingram anomalies (top). Modified and 
simplified from Keller & Frischknecht (1970) 

Fig. 13.16. Mapping of karst channels by EM-anomalies (Vogelsang 1987, with 
permission from Blackwell Publishing) 
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comparison of the VLF anomaly see Fig. 13.21 
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As shown in Fig. 13.15, a dipping fracture zone leads to an asymmetric 
signal, and the shape can be used for an assessment of the dip angle of the 
fracture zone. However, it should be kept in mind that lateral heterogenei-
ties of the near surface rock resistivity can also lead to asymmetric anoma-
lies over a fracture zone (compare Fig. 13.16), especially when the fracture 
zone is associated with a fault separating different rock materials (compare 
Fig. 13.18). The influence of near-surface heterogeneities is demonstrated 
also by a slingram EM 34 profile measured with 3 coil separations and 
transmitter frequencies (Fig. 13.19). Only the anomaly at about 220 m is 
related with a known fracture zone, whereas the other anomalies of compa-
rable amplitudes must be attributed to overburden resistivity variations. 
For 0.4 kHz, the fracture zone is rarely detectable, which may possibly be 
related with both reduced induction and increased depth penetration at the 
low frequency, and a closure of the fractures at depth.  

Fig. 13.19. Complex slingram anomalies from an EM34 survey for groundwater 
prospecting purposes; horizontal dipoles with three coil separations and transmit-
ter frequencies (Wolfert 1992). For explanation see text 

In Fig. 13.19, the electromagnetic response is given in conductivity 
units mS/m which is the instrument reading of the EM 34 equipment. Ap-
parent resistivities and conductivities may be calculated from the inphase 
and outphase EM signals, but one should be aware that the true resistivity 
distribution in and around a fracture zone may be basically different from 
the apparent-parameter readings. This is very similar with galvanic resis-
tivity soundings over narrow fracture zones. 
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In the search for fracture zone aquifers in basement rocks VLF surveys 
are widely used, but also in hard-rock sedimentary areas they can serve to 
rapidly locate faults and fracture zones. The typical VLF inphase anoma-
lies for both situations (maximum or minimum dip angle over a fault, a 
crossover from positive to negative dip angles over a fracture zone) are 
shown in Fig. 13.20. In practice, the simple theoretical model curves are 
seldom realized (Fig. 13.21, Fig. 13.22). This may be related with the in-
fluence of overburden layering, a more complex structure of the fault and 
the fracture zone, or a traverse not perpendicular to the strike. Filtering of 
the data (Fig. 13.22) may sometimes help to clarify the layering, but in 
general VLF should be considered a rough and rapid reconnaissance tool 
only. And if VLF is used too schematically following the "equation" dip 
angle crossover = fracture zone = borehole, a dry well may be the conse-
quence (Fig. 13.23). 
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Fig. 13.20. VLF dip angle curves over vertical resistivity contact and sheet-like con-
ductor: models of a fault and a fracture zone 
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Fig. 13.21. VLF dip angle anomaly over a fault. The resistivities of the sandstone 
and the claystone have been modelled from Schlumberger VES 
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Fig. 13.23. VLF dip angle anomaly over two vertical-sheet conductors exhibiting 
a shifted crossover. A borehole for groundwater exploitation that is placed with 
regard to the crossover only, will go wrong
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13.4 Geophysical exploration of fracture zones: GPR 

Similar to the detection of fracture zones with seismic methods, in GPR 
surveys the offset of horizons can be used to locate a fracture zone. The 
high depth resolution of GPR techniques due to the wavelength of radar 
signals in the centimeter range enable the detection of smaller offsets (Fig. 
13.24). Additionally, diffraction signals produced by heterogeneities 
within the fracture zone can be used for a localisation (Liner and Liner 
1997).

Fig. 13.24. Fault zone detection by GPR measurements using a 200 MHz Pulse 
EKKO instrumentation (Bano et al. 1998), depth conversion by a constant velocity 
of 12 cm/ns 
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13.5 Exploration of faults and fracture zones: Geophysical 
passive methods (self-potential, gravity, magnetic, 
geothermal and radioactivity methods) 

Although seismic and geoelectric surveys play a dominant role in the ex-
ploration of faults and fracture zone aquifers, the importance of other geo-
physical techniques for special purposes and in special situations should 
not be underestimated.  

Self-potential measurements enable a direct access to underground hy-
draulic conditions, if streaming potentials are considered. Fracture zones 
that are frequently associated with prominent groundwater flow may be a 
rewarding subject for self-potential surveys, and many drinking-water 
wells have successfully been drilled within streaming potential anomalies 
(Fig. 13.25). Usually, geophysical borehole measurements carried out in 
these drill holes confirmed the groundwater flow direction as predicted by 
the positive or negative sign of the self-potential anomaly. 
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Fig. 13.25. Self-potential anomaly over broad fracture zone in Jurassicsandstone. 
The negative sign indicates groundwater infiltration. A drinking-water well was 
successfully drilled in the center of the anomaly 

Among the geophysical exploration methods gravimetry is normally put 
in second place which is not justified at all. Originally applied especially to 
large-scale studies, gravimetry has meanwhile become an interesting tool 
in geotechnical and environmental geophysics, hydrogeological aspects in-
cluded. Modern ultrahigh-sensitive gravimeters and GPS surveys enable 
rapid data acquisition, and the ability to work practically uninfluenced by 
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traffic, power lines, supply grids and densely built-up areas, makes gra-
vimetry indispensable in many cases. Frequently, gravimetry can success-
fully be used as an economic reconnaissance technique prior to a far more 
expensive seismic survey. Results of a gravity survey integrated in a com-
prehensive geophysical campaign for geothermal groundwater exploration 
are shown in Fig. 13.26. Deep boreholes were planned to be placed near a 
supposed and partly known fault (Fig. 13.26A). From the gravity meas-
urements and additional resistivity soundings (VES and electrical imaging) 
the fault proved to be rather a tectonic graben which is clearly seen in the 
Bouguer anomaly map of Fig. 13.26A. Moreover, modelling of the gravity 
anomaly (Fig. 13.26B) showed that the graben must be considered a broad 
fracture zone with reduced density in order to account for the amplitude of 
the negative anomaly. 
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Fig. 13.26A. Bouguer gravity anomaly map from a geophysical campaign for hydro-
thermal groundwater exploration 
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A fracture zone on a smaller scale and its gravimetric signature are 
shown in Fig. 13.27. 

In volcanic areas and in regions where basement rocks are included in 
hydrogeological research and groundwater exploration, earth magnetic 
field measurements may play an important role for clarifying the general 
geological layering and for delineating tectonic structures. Examples are 
well-known from the wide-spread literature. Here we add a somewhat un-
usual example from hydrogeological practice. For a long time, the high 
yield of a spring located midst of thick Jurassic claystones was considered 
an enigma, until a magnetic measurement provided a solution (Fig. 13.27). 
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Fig. 13.28. Unusually high-yield spring in an area of thick Jurassic claystones is ex-
plained by a buried dike of fractured basalt serving as a hydraulic path. The existence 
of the dike and its shape are verified by a distinct magnetic total-field anomaly and 
model calculations 

Because of their versatility and taking into account the modern high-
sensitive equipments for rapid and economic data acquisition, magnetic 
measurements can successfully be applied also in common sedimentary 
environments for locating faults and fracture zones. In Fig. 13.28, an ex-
ample of the investigation of deep-reaching fracture zones by magnetic 
measurements in a karst area is shown. The magnetic anomalies preferen-
tially following the known tectonic directions result from enhanced mag-
netization of Tertiary material infiltrating the fracture zones in Jurassic 
limestones.
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Fig. 13.29. Anomalies of the vertical component of the earth's magnetic field in an 
area of karstified Jurassic limestones. The magnetic anomalies delineate deep-
reaching fracture zones filled by magnetite-bearing sandy and loamy material 

Near-surface temperature measurements may be helpful to locate deep-
reaching fracture zone aquifers enabling heat convection. The geothermal  
method is successfully applied not only to thermal water exploration but 
also to the search for drinking water. The significant temperature anoma-
lies in Fig. 13.30 are related with karst groundwater ascending along a 
fracture zone from several 100 m depth. The water is used for the provi-
sion of drinking water.  
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Fig. 13.30. Temperature anomalies (at 1.5 m depth) related with groundwater ascent 
from deep-seated karst aquifer. Simplified from Kappelmeyer (1985) 
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Although technically laborious, radioactivity measurements in the form 
of radon soil gas analyses may be interesting for the location of faults and 
fracture zones, and results of field campaigns are increasingly published 
(Levin 2000, Nielson et al. 1990). A typical example is shown in Fig. 
13.31, and the authors suggest a relationship between the radon concentra-
tion and the width of the fractures. 
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Fig. 13.31. Radon soil gas anomalies over fracture zones in sandstone and mud-
stone bedrock, Guanyinyan study area, China. Modified from Wu et al. (2003) 

13.6 Geophysical exploration of caves 

The exploration of caves for groundwater exploitation purposes is part of 
the general problem, namely the detection of underground voids (caverns, 
galleries, shafts, burial chambers etc) by geophysical methods. Much re-
search has been done on this subject with the outcome that frequently a 
geophysical solution has a priori to be excluded. From the physical point 
of view, the assessment of the problem is most easily understandable for 
caves exposed to geophysical potential fields. By relatively simple calcula-
tions the response can be obtained for geoelectrical, gravity, magnetic and 
geothermal measurements. Correspondingly and irrespective of the con-
trast in petrophysical parameters (resistivity, density, magnetization and 
thermal conductivity of air and water in the cave and of the host rock), a 
cave cannot be detected if it is located at depths much larger than the verti-



13 Aquifer structures: fracture zones and caves      419 

cal size of the cave. A non-conductive sphere (  = ) as a model for an 
air-filled cave may be detected in a resistivity gradient array only if z/R 
1.2, z = depth of upper boundary and r = radius of the sphere (Mundry 
1985). A horizontal cylindrical cave full of water (midpoint at 12 m depth, 
6 m diameter, 2.4 g/cm³ host rock density) exhibits a maximum gravity 
anomaly of no more than 40 microgals (µG), which may possibly be de-
tected only by a microgravity survey (Arzi 1975).  

Somewhat different conditions are given with travel-time methods like 
seismic or ground penetrating radar (GPR). Similar to the potential meth-
ods, a purely physical limit exists, which is here the signal wavelength in 
relation to the size of the cave. In addition, the amount of energy reflected 
from the cave plays a significant role. This depends on the incident energy 
related with the seismic or radar source and the attenuation in the host 
rock, and on the reflectivity at the interface (contrast in density and seismic 
velocity, and dielectric constant). Hence, a successful detection of a cave 
by seismic or GPR methods can hardly be predicted in many cases.  

A relatively new possibility of the detection of water-filled underground 
voids is given by the magnetic resonance sounding method (SNMR) and a 
successful application to saturated karst caves explored and mapped by 
speleologists has been reported (Vouillamoz et al. 2003). As can be ex-
pected from the measuring principle (see Chap. 8), the amount of water in 
relation to the depth is a threshold of the detectabilty. 

Widely independent of physical limitations by potential field configura-
tions and wavelength-related resolution, caves may geophysically be de-
tected indirectly. Karst caves originating from the dissolution in carbonate 
rocks are preferentially associated with tectonic structures and increased 
jointing and rock fracturing. Hence, the geophysical methods suited for the 
detection and delineation of faults and fracture zones may serve also for 
the exploration of caves if their existence or the extension of known voids 
are suspected. A very typical example of a geophysical indirect location of 
caves is shown in Fig. 13.32. The underground voids verified by boreholes 
are related with reduced Radon concentrations in the soil over them, which 
is explained by water down-seeping in fractures thus preventing radon up-
ward propagation.
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Fig. 13.32. Radon soil gas lows associated with underground voids. Modified from 
Bondarenko et al. (1983) 

Similarly, suspected caves may be explored by geoelectrical resistivity 
or induction methods, or by self-potential surveys. Although theoretically 
caves may be measured by the disturbance of the terrestrial heat flow field 
(Chap. 9, Fig. 9.14A), the amplitudes of observed temperature anomalies 
over caves generally favour the convection model (Fig. 9.14B) and thus an 
indirect detection (Militzer et al. 1985).  

13.7 References 

Arzi AA (1975) Microgravity for engineering applications. Geophys Prosp 
23:408-425 

Bano M, Audru JC, Nivière B, Begg J, Berryman K, Henrys S, Maurin JC (1998) 
Application of Ground Penetrating Radar to Investigation of the Wellington 
Fault (NZ). Proceedings of the IV meeting of the Environmental and Engi-
neering Geophysical Society, Barcelona, pp 655-658 

Bondarenko VM, Victorov GG, Demin NV, Kulkov BN, Lumpov EE, Christich 
VA (1983) New methods in engineering geophysics. Press Nedra, Moscow 

Committee on Fracture Characterization and Fluid Flow, U.S. National Committee 
for Rock mechanics (1996) Rock Fractures and Fluid Flow. Contemporary 
Understanding and Applications. National Academy Press, Washington, DC  

Green AG, Mair JA (1983) Subhorizontal fractures in a granitic pluton: their de-
tection and implications for radioactive waste disposal. Geophysics 48:1428-
1449 

Han DH, Nur A, Morgan D (1986) Effects of porosity and clay content on wave 
velocities in sandstones. Geophysics 51:2093-2107 



13 Aquifer structures: fracture zones and caves      421 

Kappelmeyer O (1985) Geothermik. In: Bender F (ed) Angewandte Geowissen-
schaften, Band II, Methoden der Angewandten Geophysik und mathematische 
Verfahren in den Geowissenschaften, Enke, Stuttgart, pp 435-490 

Keller GV, Frischknecht FC (1970) Electrical Methods in Geophysical Prospect-
ing. Pergamon Press, Oxford  

Kirsch R (1998) Geophysikalische Oberflächenverfahren. In: Mattheß G (ed) Die 
Grundwassererschließung. Bornträger, Stuttgart, pp 314-334 

Levin M (2000) The radon emanation technique as a tool in ground water explora-
tion. Borehole Water J 46:22-26 

Liner CL, Liner JL (1997) Application of GPR to a site investigation involving 
shallow faults. The Leading Edge 16:1649-1951 

Loke MH, Acworth I, Dahlin T (2003) A comparison of smooth and blocky inver-
sion methods in 2D electrical imaging surveys. Exploration Geophys 34:182-
187 

McNeill JD (1980) EM34-3 survey interpretation techniques. Technical Note TN-
7, Geonics Ltd, Mississauga 

McNeill JD (1990) Electromagnetic Methods. In: Ward SH (ed) Geotechnical and 
Environmental Geophysics, vol 1. Soc Expl Geophys, Tulsa, pp 191-218 

Mattheß G, Ubell K (1983) Lehrbuch der Hydrogeologie, Bd. 1: Allgemeine Hyd-
rogeologie, Grundwasserhaushalt. Bornträger, Stuttgart  

Militzer H, Oelsner C, Weber F (1985) Geothermik. In: Militzer H, Weber F. (eds) 
Angewandte Geophysik, Band 2, Geoelektrik - Geothermik - Radiometrie - 
Aerogeophysik. Springer, Wien New York - Akademie, Berlin, pp 215-278 

Mundry E (1985) Gleichstromverfahren. In: Bender F (ed) Angewandte Geowis-
senschaften, Band II, Methoden der Angewandten Geophysik und mathemati-
sche Verfahren in den Geowissenschaften, Enke, Stuttgart, pp 299-338 

Mylroie JE, Carew JL (1990) The flank margin model for dissolution cave devel-
opment in carbonate platforms. Earth Surface Processes and Landforms 
15:413-424 

Nielson DL, Cui Linpei, Wards SH (1990) Gamma-Ray Spectrometry and Radon 
Emanometry in Environmental Geophysics. In: Ward SH (ed) Geotechnical 
and Environmental Geophysisc, Vol. 1: Review and Tutorial, SEG, Tulsa, pp 
219-250 

Powers CJ, Singha K, Haeni FP (1999) Integration of Surface Geophysical Meth-
ods for Fracture Detection in Bedrock at Mirror Lake, New Hampshire. In: 
Morganwalp DW, Buxton HT (eds) Proceedings of Technical Meeting of U.S. 
Geological Toxic Substances Hydrology Program, Charleston, South Caro-
lina. USGS Water Resources Investigations Report 99-4018C 3:757-768 

Schneider H (1988) Die Wassererschließung. Vulkan Verlag, Essen 
Seren S, Kleberger J, Simsek O (2002) Engineering Geological and Geophysical 

Investigation at the Dam Site Cine/Turkey. Proc. 8th meeting EEGE-ES:13-16 
Shtivelman V, Frieslander U, Zilberman E, Amit R (1998) Mapping shallow faults 

at the Evrona playa site using high-resolution reflection method. Geophysics 
63:1257-1264 

Stewart M, Wood J (1990) Geologic and geophysical character of fracture zones 
in a tertiary carbonate aquifer, Florida. In: Ward SH (ed) Geotechnical and 



422      Kord Ernstson, Reinhard Kirsch 

Environmental Geophysisc, Vol. II: Environmental and Groundwater, SEG, 
Tulsa, pp 235-243 

van Lissa RV, van Maanen HRJ, Odera FW (1992) The use of remote sensing and 
geophysics for groundwater exploration in Nyanza province - Kenya. In: 
GEONICS Ltd, Groundwater Exploration Applications, Mississauga 

Vogelsang D (1987) Examples of electromagnetic prospecting for karst and fault 
systems. Geophysical Prospecting 34:604-618 

Vouillamoz JM, Legchenko A, Albouy Y, Bakalowicz M, Baltassat JM, Al-Fares 
W (2003) Localization of saturated karst aquifer with magnetic resonance 
sounding and resistivity imagery. Ground Water 41: 578-586 

Wise DJ, Cassidy J, Locke CA (2003) Geophysical imaging of the Quaternary 
Wairoa North Fault, New Zealand: a case study. Journal of Applied Geophy-
sics 53:1-16 

Wolfert RL (1992) Vergleichender Einsatz geophysikalischer Methoden zur Kar-
tierung von Klüften im Raum Linares/Nuevo Leon (Mexiko) unter Berück-
sichtigung der Wasserprospektion. Diploma thesis, Institut für Geophysik, 
Christian-Albrechts-Universität Kiel 

Wu Y, Wang W, Xu Y, Liu H, Zhou X, Wang L, Titus R (2003) Radon concentra-
tion: A tool for assessing the fracture network at Guanyinyan study area, 
China. Water SA 29:49-53 



14 Groundwater quality - saltwater intrusions 

Reinhard Kirsch 

14.1 Definition 

Saline groundwater can lead to serious problems for water supply, espe-
cially under arid climatic conditions. To define saline groundwater, Grube 
et al. (2000) proposed a concentration of chloride exceeding 250 mg/l. 
Since the electrical conductivity of water is strongly related to the salt con-
centration, the EU-directive on water quality (1998) sets an upper limit of 
2500 µS/cm for the electrical conductivity of drinking water. 

14.2 Origin of saltwater intrusions 

In addition to anthropogenic effects (e.g. fertiliser, waste deposits) the 
main origins of saline groundwater are 

* seawater intrusions in coastal areas 
* salt domes 
*  enhanced mineral concentration in groundwater under arid condi-

tions.
When aquifers in coastal areas have hydraulic contact with seawater, 

seawater intrusions occur due to higher density of saltwater. In the aqui-
fer, freshwater is underlain by saltwater leading to a more or less well de-
fined salt/freshwater interface. Freshwater reservoirs on islands are lens 
shaped (Fig 14.1). If hydrostatic equilibrium and homogeneous aquifers 
can be assumed, an estimate of the depth of this interface is given by the 
classical formulation of Ghijben (Drabbe and Ghijben 1888) and Herzberg 
(1901):

)hz(gzg freshsalt (14.1)

salt density of saltwater
fresh density of freshwater
When the density of seawater and the depth to the water table are 

known, the depth of salt/freshwater interface can be calculated. This is 
only valid for well balanced groundwater conditions. 
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Fig. 14.1. Freshwater lens on a small island 

Fig.14.2. Balanced (top) and disturbed (below) salt/freshwater interface in a 
coastal area (after Keller 1988) 

If the equilibrium between freshwater and saltwater is disturbed by high 
pumping rates for water supply, then the depth of the salt/freshwater inter-
face is lowered and an enforced saltwater intrusion can occur (Fig. 14.2).  
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Fig. 14.3. Saline groundwater in the vicinity of a salt dome in the Hamburg down-
town area (Löhnert 1967)

In the Cuxhaven-Bremerhaven area of North-Western Germany, the test 
field CAT (coastal aquifer test field) is being operated by the GGA-Institut 
(Hannover) which enables research to be carried out on saltwater intru-
sions (Siemon and Binot 2003).

Salt domes are wide spread underground structures. Groundwater con-
tact to the salt body can lead to saline groundwater (Fig. 14.3). As a conse-
quence, saline groundwater generally occurs in deeper aquifers in salt 
dome regions. In Schleswig-Holstein salt/freshwater interface is found at 
depths ranging from a few meters to several hundred meters. Salt water 
sources at the surface apart from salt domes can be explained with large 
scale thermohaline convection systems (Jahnke et al. 2004).  

Under arid climate conditions enhanced salt concentration in the near 
surface subsoil can occur. Salt is transported by dust and rainwater, or it is 
dissolved from rocks due to high groundwater temperatures up to 30 C
(Matthess 1994). Depending on soil and ion type, high salt concentration 
in certain depth ranges can occur (Blume et al. 1995). As a consequence, 
salt concentration of pore water in the vadose zone can be higher than in 
the saturated zone leading to low electrical resistivities. For example, 
Demirel (1997) found pore water resistivities of less than 1 m in unsatu-
rated soil samples from Milet (Western Turkey). During the rain season 
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the salt deposits of the vadose zone can enter the groundwater reservoir. 
Recently, naturally enhanced Nitrate concentrations up to 600 mg/l were 
recorded in the groundwater in Southern Africa (Stadler et al. 2004). 

14.3 Electrical conductivity of saline water 

Depending on the content of Cl- ions, water can be classified as freshwater 
(< 150 mg/l or ppm), brackish water (150 - 10000 mg/l), or saltwater 
(>10000 mg/l). Strongly related to ion content is the electrical conductivity 
or the resistivity of water (Fig. 14.4). A rough estimate of the electrical ac-
cording to McNeill (1980) can be obtained through:  

ii MC96500m/mS (14.2)

Ci = concentration of ions (gram equivalent/1000 l) 

Mi = mobility of ions
m/V
s/m

Typical ion mobility at 25 C is (McNeill 1980):
H+: 36.2 * 10-8   Na+:  5.2 * 10-8

K+:  7.6 * 10-8   OH-: 20.5 * 10-8

SO4
-:  8.3 * 10-8   Cl-:   0.9 * 10-8

NO3
-:  7.4 * 10-8   HCO3

-:   4.6 * 10-8

For technical reasons the content of ions which precipitate under normal 
conditions (e.g. Ca2+ or Mg2+) is important as a criterion for the water qual-
ity (Fig. 14.5). This criterion is called hardness and is defined as follows: 

l
mgMg23.0

l
mgCa14.0H 22

tot
(14.3)

The mobility of ions depends strongly on the temperature resulting in a 
temperature dependence of electrical conductivity (TNO 1976, referring to 
electrical conductivity at 18 C):

])18t(b)18t(a1[ 2
18t (14.4)

Values for coefficients a and b are (TNO 1976): 
NaCl:  a = 226 * 10-4  b = 84 * 10-6

MgSO4: a = 238 * 10-4  b = 92 * 10-6 

NaNO3:  a = 220 * 10-4  b = 75 * 10-6

As coefficients a are quite similar and coefficients b are two magnitudes 
smaller, Eq. 14.4 can be simplified to: 
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)]18t(023.01[18t (14.5)

This temperature effect must be kept in mind when water conductivities 
are interpreted in terms of water quality. A chloride concentration of 200 
mg/l at 18 C results in an electrical conductivity of 600 S/cm or a resis-
tivity of 17 m. The mean temperature (with minor seasonal changes) for 
Middle European near surface groundwater is 9 C leading to a resistivity 
of 21 m, whereas groundwater of identical ion concentration under tropi-
cal conditions at 28 C has a resistivity of 12.5 m only. 

Fig. 14.4. The conductivity of saltwater (at 18ºC) in relation to the Cl- content 
(TNO 1976, with permission from TNO) 
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Fig. 14.5. The conductivity of saltwater (at 18ºC) in relation to the hardness (TNO 
1976, with permission from TNO) 
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14.4 Exploration techniques 

Due to the high electrical conductivities, saltwater intrusions are "classi-
cal" targets for electrical or electromagnetic measurements (Barker 1990, 
Goldstein et al. 1990). Since the 70es, VES measurements were carried out 
by the Bundesanstalt für Geowissenschaften und Rohstoffe (BGR, Han-
nover) to map freshwater lenses on small North Sea islands (Repsold 
1990). Meanwhile, the BGR operates a Helicopter EM system in order to 
cover large areas. In the CAT field region, not only saltwater intrusions 
were mapped with this system, but also freshwater occurrences in the tidal 
flats were found by increased electrical resistivities (Siemon et al. 2001). 

Interpretation problems for VES can occur due to the high resistivity 
contrasts from the high resistive topsoil to the low resistive saline aquifer. 
Embedded layers with freshwater at medium resistivities are often not de-
tected in the sounding curve or can be misinterpreted. As mentioned 
above, the salt concentration in the upper subsoil can also lead to low re-
sistivities. Further interpretation problems arise from the overlapping resis-
tivities of saltwater saturated sand and clay. Lühr (1984) measured the fol-
lowing resistivities at the North Sea coastal area of Schleswig-Holstein 
(Northwestern Germany): clay, silt (freshwater saturated): 7-16 m, clay, 
silt (saltwater saturated): 1-3 m, fine sand (freshwater saturated): 27-70

m, medium - fine sand (saltwater saturated): 3-12 m. 
Resistivity methods are also used to monitor the development of 

salt/freshwater interfaces after flooding or while pumping (examples 
shown in Fig. 14.9). Slater and Sandberg (2000) made 2-D DC-
measurements at the North Atlantic shoreline to monitor tidal fluctuations 
of salt/freshwater interface and found a phase lag between high tide and 
maximum of saltwater influence. 

14.5 Field examples 

Next, field examples of mapping or monitoring of saltwater intrusions in 
coastal regions and under arid climate conditions shall be shown. The 
measurements in the North Sea coastal region (North Frisian Islands) were 
done by Riewert Ketelsen of the former Geological Survey of Schleswig-
Holstein, now State Agency for Nature and Environmental conservation 
(LANU), whereas the measurements in the Red Sea Province of Sudan 
were carried out by the author for THOR Geophysical GmbH (Kiel). 



430     Reinhard Kirsch 

Fig. 14.6. North Frisian Islands, the numbers refer to the project areas (see text) 

Fig. 14.7. Sounding curves from the North Frisian Island Amrum (Ketelsen and 
Kirsch 2004) 

14.5.1 Saltwater intrusions in the North Sea region  

The water supply of the North Frisian Islands Sylt, Amrum, and Föhr (Fig. 
14.6) is mainly based on Quaternary aquifers. Due to the increasing water 
demand, e.g. due to tourism, the observation of salt/freshwater interface is 
essential to enable a safe water supply. Sounding curve examples from the 
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island Amrum (location 1 in Fig. 14.6) are shown in Fig. 14.7. The VES 
location Nebel lies 700 m behind the shoreline and shows freshwater bear-
ing sands covered by salty clay, whereas at the VES location Kniepsand (a 
sandbank 600 m offshore) two layers of brackish water were found. Al-
though this sandbank is flooded several times per year, freshwater influ-
ence from the island leads to brackish water instead of saltwater. 

Fig. 14.8. Sounding curves from the North Frisian Island Föhr (Ketelsen and 
Kirsch 2004) 

Fig. 14.9. Depth of brackish and saltwater in an observation well influ-
enced by pumping (Ketelsen and Kirsch 2004) 
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For an assessment of freshwater reservoirs on the island of Föhr (loca-
tion 2 in Fig. 14.6) VES were made along a profile to determine the dip of 
the salt/freshwater interface (Fig. 14.8). Terrain heights at all locations 
were 2 m above msl, depths to the groundwater table were 1 m below sur-
face. A freshwater aquifer was detected by resistivities ranging from 130 – 
180 m. The salt/freshwater interface was dipping in inland direction from 
14 – 28 m below surface. This is shallower than expected after Eq. 14.1. 

To monitor the salt/freshwater interface in the surrounding of newly es-
tablished water production wells near to the town of Westerland (Sylt, lo-
cation 3 in Fig. 14.6), electrical conductivity of groundwater was measured 
in an observation well in the vicinity of the production wells (Fig. 14.9). 
During 16 months of pumping tests and periodical pumping, the saltwater 
table was lowered by 3 m and a layer of brackish water of one meter thick-
ness was formed. This configuration remained stable for a period of about 
one year without pumping. A new start of production lead to a thickening 
of the brackish zone, whereas the saltwater table remained more or less 
stable. Permanent pumping brought a new equilibrium with ca. 5 m of the 
brackish zone. 

Fig. 14.10. Project area Khor Baraka, Red Sea Province, Sudan
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14.5.2 Saline groundwater in the Red Sea Province, Sudan 

To improve the water supply for the growing town of Port Sudan, a refrac-
tion seismic and VES survey was done in 1989 in the Khor Baraka area 
south east of Port Sudan (Fig. 14.10). The general manager of the project 
was the Rhein-Ruhr Ingenieurgesellschaft (Dortmund), contractor for the 
geophysical survey was THOR Geophysical GmbH (Kiel). The geophysi-
cal works were based on VES measurements done by BGR (Fielitz 1979) 
and on seismic measurements carried out by the Institut für Geophysik, 
University of Kiel (Stümpel 1980). 

Fig. 14.11. Electrical conductivity of groundwater in the Khor Baraka valley 
(Langsdorf 1981, with permission from DGG) 

The geological and hydrogeological conditions in the project area were 
described by Langsdorf (1981). The wadi Khor Baraka begins in the 
mountain range of Eritrea and reaches into the coastal plain of the Red Sea 
Province of Sudan. Basement rock is mainly basalt, whereas the sedimen-
tary cover consists of silt, sand, and gravel. Due to heavy rainstorms in the 
Eritrea mountain range, Khor Baraka is flooded periodically. The high 
evaporation of more than 4000 mm/a leads to saline groundwater. Fig. 
14.11 shows the electrical conductivity of the groundwater based on meas-
urements in wells (Langsdorf 1981). Freshwater can only be expected in 
the central part of the valley where high groundwater recharge occurs be-
cause of flooding. 
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The depth to the basement and thus to the lower boundary of the aquifer 
in the project area was obtained by 30 km of refraction seismic measure-
ments (THOR 1989). The interpolation of basement depth leads to a 3-D 
picture of the basement structure as shown in Fig. 14.12. 
A total of 38 VES with 100 m electrode spacing (AB/2) were measured in 
the project area to map saline groundwater. A sounding curve example is 
shown in Fig. 14.13. Probably due to the salt concentration in the topsoil, 
low resistivities were found in the topsoil. The fourth layer with 40 m re-
sistivity was identified as freshwater aquifer in comparison to the drilling 
results. High groundwater temperatures of about 25 C result in relatively 
low resistivities of the freshwater aquifer. 

Fig. 14.12. Basement structure of Khor Baraka obtained by refraction seismic 
measurements (THOR 1989) 
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Fig. 14.13 Example of an electrical sounding curve (THOR 1989) 

Fig. 14.14. resistivity profiles parallel (A) and perpendicular (B) to Khor Baraka 
(THOR 1989) 
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Fig. 14.15. Comparison of refraction seismic and resistivity results 

Examples for the resistivity profiles are shown in Fig. 14.14. The pro-
files are crossing at the market place (suq) of the small village of Dolabiai. 
Profile A runs parallel to the Khor Baraka, whereas profile B is crossing 
the valley. Low resistivities are dominating. Resistivities exceeding 30 m
indicating freshwater aquifers are mainly found in the central part of the 
valley. A small freshwater lens is situated in the suq area of Dolabiai. Here 
a well was dug years ago, of course without any geophysical mapping. 

A comparison of the resistivity structure from Fig. 14.14 (B) and the re-
sults of refraction seismic measurements is shown in Fig 14.15. A low re-
sistive layer (8 - 10 m) is clearly identified as basement rock with p-
wave velocities ranging from 2300 – 3600 m/s. Fractures or pores of the 
basement rocks are also filled with highly saline water.  
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15 Geophysical characterisation of aquifers 

Reinhard Kirsch, Ugur Yaramanci 

15.1 Definition of hydraulic conductivity and permeability 

Hydraulic conductivity (or alternatively permeability) characterizes the 
dynamic behaviour of an aquifer to allow for fluid flow and so is a key pa-
rameter for hydrogeology, strongly influencing, e.g., the yield of wells, the 
velocity of contaminant spread, or the consolidation behaviour of soil un-
der an applied load.

Hydraulic conductivity is defined by the velocity of fluid flow through 
the underground material under the influence of an applied pressure gradi-
ent. In the classical experiment of Darcy (1803-1858), pressure gradient is 
given by the slope h/l of a rock sample (Fig. 15.1), the flow velocity v is 
then proportional to the slope (Mattheß and Ubell 1981): 

l
hv K (15.1)

Fig. 15.1. Darcy´s law, fluid flow through a soil sample with slope h/l 

The hydraulic conductivity K (german expression: kf-value) has the unit 
of velocity (m/s or cm/s). Normalising K by the viscosity  of the fluid and 
replacing the slope by the applied pressure gradient, then permeability  is 
obtained:
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gradPv (15.2)

The unit of permeability is area (m2), however, traditional unit is Darcy 
(D) related to SI units by 1 D = 0.98710-12  m2. For water filled pore space 
at 20 C, permeability and hydraulic conductivity are related by: 1 m/s = 
1.03 * 105 D.

Typical hydraulic conductivities and corresponding permeabilities for 
unconsolidated sediments are (after Matthess and Ubell 2003):

    K [m/s]    [Darcy] 
gravel   10-2-1    103-105

clean sand   10-5-10-2      1-103

silty sand, fine sand  10-8-10-5  10-3-1 
The hydraulic conductivity of an aquifer (sand, gravel) may range over 

four decades. Therefore, strong lateral changes of hydraulic conductivity 
can be assumed for aquifers with lateral changes of its grain size distribu-
tion. So, an assessment of hydraulic conductivity based on geophysical da-
ta is a useful tool for hydrogeological modelling or for defining of well lo-
cations.

Aquifers are not only characterised by hydraulic conductivity, but also 
by transmissivity (product of hydraulic conductivity and aquifer thickness) 
and diffusivity (ratio of transmissivitiy and storage coefficient). The stor-
age coefficient is defined in Chap. 12 (Eqs. 12.3 – 12.4).  

15.2 Hydraulic conductivity related to other petrophysical 
parameter

There is no simple relation between hydraulic conductivity and other pet-
rophysical parameter. Beside porosity, the hydraulic conductivity is influ-
enced by effective porosity, grain size distribution, pore size distribution, 
shape of pore channels, tortuosity, constrictivity, and internal surface area. 
However, to make it more complicated, all these parameter are interrelated 
too.

With some generalisations, it is possible to relate hydraulic conductivity 
to one or two parameter of this list. "Classical" methods of hydraulic con-
ductivity estimation are based on grain size distribution as, e.g., Seelheim 
(1880, after Matthess and Ubell 2003) 

2
50d00357.0k (15.3)
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with d50 grain diameter (in cm) of the 50% fraction of the grain size distri-
bution.

Pekdeger and Schulz (1975) analysed samples from sand pits in Schles-
wig-Holstein and found most reliable results for hydraulic conductivity es-
timation using the method of Hazen (1895, after Matthess and Ubell 2003) 
in the modified version after Beyer (1964, after Hölting 1996):

2
10dCk (15.4)

while factor C depends on unconformity U (=d60/d10)
    U    C 
    1.0 -   1.9  110 * 10-4

    2.0 -   2.9  100 * 10-4

    3.0 -   4.9    90 * 10-4

    5.0 -   9.9    80 * 10-4

  10.0 - 19.9    70 * 10-4

  > 20     60 * 10-4                         (Hölting 1996). 
Grain size distribution 0 and porosity are combined in the formula-

tion of Terzaghi (1925) (in cm2):
23/12

100 ])1/()13.0[(dk

0  reflects the grain form: 0  = 800  rounded grains 
    0  = 460  angular grains. 

Grain size distribution and porosity are also combined in 
the formulation of Berg (1970, after Nelson 1994) (in mD): 

(15.5)

p385.121.5 ed8.80k (15.6)

with d = mean grain diameter [mm]  
p = degree of sorting = d90 - d10.

Fig. 15.2 shows the influence of porosity, mean grain diameter, and 
sorting on hydraulic conductivity from laboratory measurements. Poor sor-
ting and small grain diameter reduce hydraulic conductivity. 

Kozeny (1928) and Carman (1937) developed the following fundamen-
tal porosity- hydraulic conductivity relation 

Tf
r

k
2
hy

(15.7)

with:   =  porosity 
 T  =  tortuosity 
 rhy=  effective hydraulic radius, inverse of specific inner surface  
 f    =  form factor (dimensionless, 1.7   -   3.0). 
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Fig. 15.2. Hydraulic conductivity of sands in relation to porosity, grain size, and 
sorting (after Beard and Weyl 1973, with permission from AAPG) 

Based on the Kozeny-Carman relation, Georgi and Menger (1994) de-
veloped the formulation 

2

3

2

2
hy

)1(Tf
r

k
(15.8)

The Kozeny-Carman relation was further modified by Pape et al. (1998) 
to the following form: 

T8
rk

2
eff

(15.9)

reff = effective radius of pore channel. 
An outline of porosity– hydraulic conductivity relations based on fractal 

pore models for sandstone is given by Pape (2003). 
Marotz (1968) relates effective porosity (drainable pore space, see 

Chap. 12) to hydraulic conductivity and found the following relation at 
sandstone samples (Fig. 15.3): 

kln5.45.25eff (15.10)
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Fig. 15.3. Porosity and effective porosity of unconsolidated sediments (after Mat-
thess and Ubell 2003) and hydraulic conductivity related to effective porosity (af-
ter Marotz 1968) 

Porosity and effective porosity are linked by the content of undrainable 
pore water Swirr (irreversible water saturation, Swirr =  - eff). Timur (1968) 
found a relation between hydraulic conductivity, porosity and Swirr (in mD) 

1
K

5.3S 35.0

26.1

wirr
(15.11)

15.3 Geophysical assessment of hydraulic conductivity 

As shown before, hydraulic conductivity is not easily linked to porosity as 
geophysical parameters are. Therefore, no straight hydraulic conductivity -
resistivity or hydraulic conductivity - seismic velocity relations can be ex-
pected. However, an attempt to enable a geophysical way for interpolation 
of hydraulic conductivities valid at least for a limited project area should 
be made. 

15.3.1 Resistivity 

The relation between complex resistivity and hydraulic conductivity is dis-
cussed in details in Chap. 4. In the following, only the real part of resistiv-
ity which can be determined by electrical soundings is taken into account. 
The close relation of electrical formation factor F to porosity (Archies law) 
and tortuosity (see Eq. 1.8, Chap. 1) makes an attempt to find relations be-
tween hydraulic conductivity and resistivity or hydraulic conductivity and 
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formation factor reasonable. Field and laboratory results are reported by 
many authors with puzzling results. So, e.g., one group of authors like Ur-
ish (1981), Frohlich and Kelly (1985), Huntley (1986), and Leibundgut et 
al. (1992) found positive correlation between hydraulic conductivity and 
formation factor, while other authors like Worthington (1975), Heigold et 
al. (1979), and Biella et al. (1983) reported negative correlation (Fig. 15.4). 

Fig. 15.4. Negative and positive correlation between electrical formation factor 
and hydraulic conductivity after Biella et al. (1983) and Urish (1981)  

A compilation of resistivity – hydraulic conductivity relations is given 
by Mazác et al. (1985, 1990), Fig. 15.5. Within one sediment group (gra-
vel, coarse sand, etc) resistivity and hydraulic conductivity are inversely 
correlated. As porosity and resistivity (or formation factor) are inversely 
correlated too, a positive correlation exists between porosity and hydraulic 
conductivity, as it is indicated by, e.g., the Kozeny-Carman relation (Eq. 
15.6). However, if the sediment groups are compared, then positive corre-
lation between resistivity and hydraulic conductivity is observed leading to 
negative correlation between porosity and hydraulic conductivity. This is 
in accordance with Fig. 15.3 which shows that well sorted coarse sedi-
ments like gravel have smaller porosities than well sorted fine sediments, 
although effective porosity and hydraulic conductivity of coarser sedi-
ments is higher.

This is backed by laboratory experiments of Biella et al. (1983). They 
used artificial sediments of increasing uniform grain sizes from 0.2 to 8 
mm which were used to produce 2-component sediment mixtures, e.g., 
consisting of material with grainsize 1 mm and 8 mm. Different percentage 
of fine and coarser material lead to different porosities. For all mixtures of 
grain compositions electrical formation factor was linear related to poros-
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ity (Fig. 15.6). However, different correlations of hydraulic conductivity 
and porosity as well as of hydraulic conductivity and formation factor were 
obtained for the different mixtures (Fig. 15.7). Samples taken arbitrarily 
from the different mixtures would show no correlation. 

Fig. 15.5. Correlation of hydraulic conductivity and resistivity for sediment 
groups (after Mazác et al. 1985, 1990, with permission from SEG) 

Fig. 15.6. Correlation of porosity and formation factor for artificial sediment sam-
ples (after Biella et al. 1983), best fit of data was by 42.115.1F or 54.1F
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Fig. 15.7. Correlation of porosity and hydraulic conductivity (left) and formation 
factor and hydraulic conductivity (right), although no general correlation is obvi-
ous, clear correlation is obtained within the groups (after Biella et al. 1983) 

15.3.2 Seismic velocities 

Seismic velocities, as shown in chapter B1, are strongly related to porosity. 
After Gassmann (1950), porosity is linked to seismic velocities by the po-
rosity dependence of bulk modulus 

)KK(
K
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with Ksat = bulk modulus of saturated material 
 Kus = bulk modulus of unsaturated material 
 Km = bulk modulus of rock matrix 
 Kfl = bulk modulus of pore fluid 

(15.12)

Bulk modulus of saturated and unsaturated material can be obtained 
from p- and s-velocities and density  by 
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However, no significant influence of hydraulic conductivity on seismic 
velocities is reported, as shown, e.g., by the relation found at sandstone 
samples (Klimentos 1991): 

k001.0C54.24.527.5v p (15.14)

So, for a hydraulic conductivity assessment, the same problems with 
unknown porosity – hydraulic conductivity relations exist as shown above. 
As a consequence, like for resistivity, positive as well as negative hydrau-
lic conductivity – seismic velocity relations are found. Fechner (1998) ma-
de seismic tomography in a hydrogeological test fields with known hy-
draulic conductivity distributions and found both types of correlation (Fig. 
15.8). In the test field "Horkheimer Insel" (Baden-Württemberg) with flu-
viatile gravels and boulder of river Main hydraulic conductivity is nega-
tively correlated to velocity, this is comparable to the sediment groups in 
Fig. 15.5 (Mazác et al. 1985, 1990). In the testfield "Belauer See" 
(Schleswig-Holstein) a positive correlation was found. This field consists 
of sander sediments of Saale and Weichsel glaciation, this sediments are 
not as uniform as those of the test field "Horkheimer Insel". Here a regres-
sion as log k = 0.004332 vp – 12.825 was found. 

Fig. 15.8. Correlation of p-wave velocity and hydraulic conductivity; left: 
"Horkheimer Insel" (Baden-Württemberg), right: "Belauer See" (Schles-
wig-Holstein) (Fechner 1998) 

15.3.3 Nuclear resonance decay times  

Recently the well proven laboratory investigation technique for rock prop-
erties and in particular for porosities and hydraulic conductivities i.e. nu-
clear magnetic resonance (NMR) is available in field scale called as Sur-
face NMR or Magnetic Resonance Sounding (MRS) (Yaramanci et al. 
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1999, Legtchenko et al. 2002, Lubcynski and Roy 2005). It is possible to 
map the hydrogen proton relaxation behaviour of individual layers and ar-
eas where the initial amplitude of the relaxation is related to water content 
i.e. porosity in case of full saturation and the decay time is related to the 
hydraulic conductivity. Due to technical limitations the relaxation can not 
be recorded for very early times and in conclusion the determined water 
content relates to the mobile (extractable) part of the water and therefore, 
the determined porosity relates to effective porosity. 

In MRS (see Chap. 8) usually the free induction decay time T2
* is re-

corded. For frequencies used in MRS to match the Larmor frequency (in 
the range of 1 – 3 kHz worldwide depending on the strength of local Earth 
magnetic field) free induction decay time T2

* equals to the transversal de-
cay time T2. Occasionally it is possible to record the longitudinal relaxa-
tion decay time T1 using multiple NMR excitations which is more accurate 
but needs larger measurement time.  

Very early in MRS applications it was realized that the decay time T2
*

correlates well with the material grain size and thus with hydraulic conduc-
tivities. The correlation is based on a large number of field data with MRS 
and corresponding grain size analyses on relevant material (Schirov et al. 
1991) and is given as (decay time in ms): Sandy clays <30, clayey sands 
and very fine sands 30-60, fine sands 60-120, medium sands 120-180, 
coarse and gravelly sands 180-300, gravel deposits 300-600, surface water 
bodies 600-1500. 

The correlation indicates a simple relation of hydraulic conductivity and 
decay times (Yaramanci et al. 1999) based on the usual grain size vs. hy-
draulic conductivity relations in hydrogeology 

4Tk (15.15)

Here k is in m/s and T standing for free induction decay time T2
* is in s. 

This relation, though purely empirical, is well proven by many measure-
ments in particular in the usual porosity ranges encountered in different ty-
pes of aquifers. In fact it does not contain porosity explicitly as usual in re-
lationships otherwise for hydraulic conductivity. For that it is not valid for 
very low porosity material i.e. for small mobile water content. Decay times 
which can be detected by MRS are ranging approximately from 0.03 s to 1 
s correspond to hydraulic conductivities from 6 10-6 m/s to 1 m/s.  

In laboratory NMR as well as in borehole NMR very often the special 
experimental relation of permeability to decay times is found as (Kenyon 
1997):  

24 Tc (15.16)
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Here the permeability  is in mD and related to hydraulic conductivity 
kf  by: 1 m/s = 1.03 .105 D. The decay time T stands for both decay times 
of longitudinal relaxation, T1 , and transversal relaxation, T2 , and is in ms. 
The constant c depends on the surface relaxivity of the mineral grains for-
ming the matrix and therefore, strongly site specific. Usual values for c are 
4,5 m2/s2 for sandstones mainly quartzite in matrix and 0,1 m2/s2 in lime-
stones. T stands for both decay times of longitudinal relaxation T1 and 
transversal relaxation T2.

As it is clear from Eq. 15.16 the decay time T with power of 4 has more 
influence on hydraulic conductivity than porosity with power of 2. The 
reason is that the decay time is directly related to the pore size by 

hyr
1

V
S

T
1 (15.17)

with S the inner surface, V pore volume , rhy effective hydraulic radius and 
 surface relaxivity. Pore size mainly controls the hydraulic flow. 
There are some attempts to adapt Eq. 15.16 in a more generalized form 

for MRS as: 
ba Tc (15.18)

Hereby the porosity needs to refer to the NMR-porosity which is not the 
total porosity as usual in laboratory NMR, but the porosity corresponding 
to the mobile water content as found by MRS. In some applications of 
MRS like in sands, clayey sands, limestones a = 1 and b = 2 has been 
found very suitable. Thus there are not many systematic studies yet to es-
tablish a reliable relationship i.e. classifying structures and lithologies ac-
cording to their a and b which basically reflects the pore structure as well 
as c reflecting the mineral composition of the material. Although the use of 
Eq. 15.16 is well established in laboratory and borehole NMR it is difficult 
to adapt it directly for MRS measurements. 

Another way of estimating hydraulic conductivities from NMR proper-
ties is to use the mobile water content (= effective porosity) by using more 
general relationships relating hydraulic conductivity to porosity and other 
structure parameter like hydraulic radius or equivalently internal surface as 
given in Eqs. 15.5 – 15.10. The size of the needed structural parameters 
may be available from analyses on core material or even by well-logging 
at representative location at the site. 
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15.4 Case history: Hydraulic conductivity estimation from 
SIP data

Andreas Hördt 

Spectral induced polarisation is discussed in details in Chap. 4. Here the 
application of SIP measurements for the estimation of hydraulic conductiv-
ity shall be demonstrated. A SIP survey was carried out at the Krauthausen 
hydrogeological test site. The site is operated by the Forschungszentrum 
Jülich and the has been described by Vereecken et al. (2000). Fig. 15.9 
gives an overview of the average lithology. It is characterised by a 1m sur-
face soil layer, followed by an aquifer of about 10 m thickness. The aquifer 
is heterogeneous and consists of fluvial gravel and sands. A clay layer at 
11 m depth forms the base of the aquifer.  

Fig. 15.9. Average lithology at the Krauthausen test site (after Döring 1997) 

One particular profile will be discussed here that crosses a borehole lo-
cation where detailed grain size information is available. The data were re-
corded using the SIP 256C equipment (Radic 2004). Each electrode is 
connected to a remote unit which controls the current injection or voltage 
measurement, digitizes the data and transfers them to a PC through a fiber 
optics cable. We used 32 electrodes at 2 m spacing, switching them in a 
dipole-dipole configuration. For each transmitter-receiver pair, the data 
consist of apparent resistivity and phase vs. frequency. Fig. 15.10 shows an 
example data set.  
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Fig. 15.10. A complex apparent resistivity data set from the Krauthausen test site. 
The transmitter and receiver dipoles are 2m in length, the spacing is 24m. Left pa-
nel: Phase shift vs. frequency. Right panel: Magnitude vs. frequency (from Hördt 
et al., 2005)  

The apparent resistivity (left panel) decreases with frequency. This is 
the expected behaviour, because the pore space is assumed to be able to 
store electrical charges, similar to a capacitance in an electrical circuit.  

The effect is called membrane polarisation and is described by Börner 
(this volume, Chap. 4). The phase, given in milliradians, is negative, be-
cause the voltage lags behind the injected current. It is fairly constant over 
a wide frequency range at low frequencies. This behavior has been ob-
served in laboratory measurements and seems to be typical of many un-
consolidated sediments (Börner et al. 1996). The strong decrease at fre-
quencies above 10 Hz is due to electromagnetic effects, i.e. induction and 
capacitive coupling (Radic 2004). In general, it is assumed that frequencies 
are sufficiently low such that these effects can be ignored. In that case, any 
variation with frequency is only due to variation of the intrinsic subsurface 
conductivity. If the high frequencies need to be used, electromagnetic ef-
fects have to be corrected for. Here, because the phase is constant over a 
wide range, the result does not strongly depend on frequency and we pro-
ceed with single frequency data at 0.3125 Hz.

From the 2-D inversion of the data along the profile we obtain a model 
for the intrinsic magnitude and phase of the complex conductivity (Fig. 
15.11). The inversion algorithm is based on the code described by Kemna 
(2000) and Kemna et al. (2004) with an important modification. The 
smoothness constraint was replaced by a regularisation suggested by Port-
niaguine and Zhdanov (1999), combined with an idea presented by Yi et 
al. (2003). The regularisation allows sharp contrasts and supports images 
that display well separated zones or layers, with smooth parameter varia-
tions within the zones. The model in Fig. 15.10 looks reasonable. Layer 
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boundaries may clearly be identified and nicely correspond with the boun-
daries in the average lithology. Both conductivity and phase increase be-
low 11m, where clay and fine sand form the base of the aquifer. 

Fig. 15.11. 2-D inversion model (conductivity magnitude and phase at 0.3125 Hz) 
along profile b32. The upper grey shaded scale indicates conductivity magnitude 
in S/m, the lower scale is phase in mrad. The average lithology was inserted for 
comparison 

To estimate hydraulic conductivity, we used the approach suggested by 
Börner et al. (1996). It is based on empirical relationships derived from la-
boratory measurements on unconsolidated sediments. Formation factor F is 
calculated mainly from the real part and imaginary part of conductivity: 

l/)Im()Re(
F W (15.19)

where w is the pore fluid conductivity (0.1 S/m). The factor l is the ratio 
between imaginary and real part of the surface conductivity. It is used as 
an adjustable parameter to correct for the contribution of surface conduc-
tivity to the measured real conductivity. The second parameter is the spe-
cific inner surface area Spor given by: 

)Im(106.8S 4
por (15.20)

where  is in S/m and Spor in 1/µm.  
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The formation factor and specific inner surface area then enter into a 
Kozeny-Karman type of equation to calculate hydraulic conductivity: 

c
por

f SF
1k (15.21)

where kf is in m/s and Spor in 1/µm. Exponent c is an adjustable parameter 
found to be in the range between 2.8 <c < 4.6. 

The equations were applied to the 2-D inversion result to obtain an es-
timate of the hydraulic conductivities (Fig. 15.12). The average lithology is 
nicely reflected in the kf-section. The sharp decrease at 11 m corresponds 
with the known base of the aquifer. In the aquifer between 4 and 11 m, kf
varies between 10-4 and 5·10-3 m/s. This agrees roughly with the values de-
termined from tracer tests, where the average values of different layers 
vary between 7·10-4 m/s and 2·10-3 m/s (Vereecken et al., 2000). Above 4 
m, the kf values seem to increase significantly. However, the sediments in 
that depth range have a heterogeneous grain size distribution. The empiri-
cal equations were not derived for this type of lithology, and thus the re-
sults are likely to be invalid. Above 2 m, we have unsaturated conditions, 
and the equations do not apply either. 

Fig. 15.12. Hydraulic conductivity (kf) section calculated from the inversion result 
shown in Fig. 15.11 (after Hördt et al., 2005). The grey shaded bar indicates kf in 
m/s. Borehole b32 is at 76 m on the profile. The average lithology is inserted on 
the right 

In order to estimate the kf-values, the adjustable parameters in the em-
pirical equations had to be determined. We used the grain size data from 
borehole 32, which is at 76 m on the profile. The result is shown in Fig. 
15.13. There are several equations to calculate hydraulic conductivity from 
grain size data. From the uniformity of the grain size distribution we de-
cided to use the Seiler-10 equation (Seiler, 1973): 

2
1010f duCk (15.22)
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where C10 are tabulated coefficients depending on the uniformity, and d10
is 10th percentile of the cumulative grain size distribution. The values were 
averaged along depth to obtain data at the points where SIP results are a-
vailable. Parameters c and l were then calculated to minimize the differ-
ence between SIP-estimates and grain size results. Both curves show a 
similar behaviour with depth. There is a maximum in kf between 2 and 4 
m, a local minimum at 6 m, an increase towards 10 m, and a decrease to-
wards the base. The structure is more pronounced in the grain size results, 
but the overall agreement can be considered satisfactory. 

The case history shows that the method has some potential to provide 
useful information on hydraulic conductivity from spectral IP data on the 
field scale. The estimated kf-section corresponds with the overall lithology, 
and the values are in the expected range. The section is not dominated by 
either the amplitude or the phase data, which means that measurement of 
both parameters seems to be essential. Clearly, more case histories and ad-
ditional work will be necessary before a routine application may be con-
sidered. This includes the consideration of information from the full fre-
quency spectrum, a 3-D inversion, and further laboratory work to obtain a 
better understanding of the spectra under different conditions. 

Fig. 15.13. Hydraulic conductivities calculated from SIP data compared with tho-
se from grain size analyses in borehole 32 (after Hördt et al., 2005). B32: Grain si-
ze analysis results using a Seiler-d10 equation (Seiler 1979). B32a: B32 averaged 
over 1m, SIP: kf calculated from SIP results after Börner et al. (1996) using c=3.07 
and l=0.015. The wiggly line denotes the position of the water table, which usually 
varies between 1-2 m 
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16 Groundwater protection: vulnerability of 
aquifers

Reinhard Kirsch 

16.1 General 

The protection of groundwater reservoirs is given by the covering layers, 
also called protective layers. Surface water percolates through the protec-
tive layers leading to groundwater recharge. During this percolation proc-
ess contaminant degradation can occur by mechanical, physicochemical, 
and microbiological processes. An effective groundwater protection is 
given by protective layers with sufficient thickness and low hydraulic con-
ductivity leading to high residence time of percolating water (Fig. 16.1). In 
the following, protective layers are regarded as homogenous bodies which 
can be characterized by bulk properties like hydraulic conductivity. Inho-
mogeneities as sandy intrusions or fissures in clay which can lead to pre-
ferred pathways for percolation are not taken into account, although they 
are quite common (Douma et al. 1990).

16.2 Vulnerability maps 

Vulnerability of an aquifer is defined as the sensitivity of groundwater 
quality to an imposed contaminant load, which is determined by the intrin-
sic characteristics of the aquifer (Lobo-Ferreira 1999). This is different to 
the expression pollution risk which depends on vulnerability as well as on 
the existence of pollutants entering the subsurface. 

Groundwater protection requires information on groundwater vulner-
ability. Maps showing the lateral distribution of well protected and poorly 
protected aquifers are therefore essential for spatial development. These 
maps are called vulnerability maps.  
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Fig. 16.1. Groundwater protective layers, percolation time (2 – 30 years) depends 
on material and thickness of protective layers 

Vulnerability maps can display geological parameter. An early set of 
maps was produced for The Netherlands, showing on a 1:400000 scale the 
lateral distribution of depth to groundwater table, clay content, cation ex-
change capacity, and percolation time of surface water (RIVM 1987). Ca-
tion exchange capacity CEC is calculated from clay content C and content 
of organic substance OS by CEC [mMol/Ha] = 1.5 * OS + 0.6 * C.

The residence time T for percolating water was calculated for the un-
saturated vadose zone after T = D *  / I, and for the saturated zone down 
to the aquifer actually in use after T= (D2 * )/ (k * h) with: 
D  =  thickness of vadose or saturated zone 

  =  water content of vadose zone 
I    =  mean infiltration velocity, calculated after: 

yearly precipitation – 0.8 * yearly evaporation 
   =  porosity 

k   =  vertical hydraulic conductivity 
h =  pressure difference saturated/vadose zone.
Vulnerability maps had to be produced in the scope of the EC water 

framework directive for all European countries. In Schleswig-Holstein for 
example, the northernmost state of the Federal Republic of Germany, maps 
were produced on a 1:100000 scale showing the depth to groundwater ta-
ble and thickness of clayey layers (LANU 2003).

Another group of vulnerability maps are based on one single parameter 
to quantify vulnerability. Methods in use are, e.g., the DRASTIC method 
by the US Environmental Protection Agency, the AVI method by the Ca-
nadian Prairie Provinces Water Board, and the SGD method by the board 
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of directors of the German state geological surveys. These methods are 
characterized as follows in short form.

DRASTIC is based on a set of hydrogeologic factors related to con-
taminant spread as: Depth to water, net Recharge, Aquifer media, Soil me-
dia, Topography (hill slope), Impact of the vadose zone media, and hy-
draulic Conductivity of the aquifer (Osborn et al. 1998). A rating from 1 – 
10 based on the range of values is assigned to each of the hydrogeologic 
factors. To obtain the so called DRASTIC index for a given location, the 
ratings of the hydrogeologic factors are multiplied by a relative weight 
ranging from 1 – 5 according to the importance of the hydrogeologic fac-
tor. DRASTIC index is then given by  

C3I5TS2A3R4D5DINDEX (16.1)

DRASTIC indices are ranging from 23 to 230, a high index means high 
aquifer vulnerability. Vulnerability categories in terms of DRASTIC indi-
ces are (Wei 1998):  
< 100  low vulnerability 
100 – 180  moderate vulnerability 
> 180   high vulnerability.  
As the ratings of the hydrogeologic factors depend on the local or regional 
conditions, DRASTIC delivers only relative vulnerability. 

AVI Aquifer Vulnerability Index (Van Stempvoort et al. 1992): This 
method quantifies vulnerability by hydraulic resistance to vertical flow of 
water through the protective layers. Hydraulic resistance c is defined by: 

i
ii K/dc (16.2)

where di, Ki are thickness and hydraulic conductivity of each protective 
layer. 

Typical values for K, based on Freeze and Cherry (1979) as used by 
Van Stempvoort et al. (1992), are sand: 10 m/d, silt: 10-1m/d, and massive 
till (mixed sand-silt-clay): 10-5m/d. As the K-values for sand are several 
magnitudes higher than those for clayey layers, hydraulic resistance as de-
fined above is dominated by clayey layers.

As K has the unit length/time (e.g. m/d or m/s), the dimension of c is 
time. Following Van Stempvoort et al. (1992) this can be used as a rough 
estimate of vertical traveltime of water through the unsaturated layers, 
however, important parameter controlling the traveltime as hydraulic gra-
dient, diffusion, and sorption are not considered here.  

Expressing c in years, the log c can be used for a classification like: 
log c < 1 extremely high vulnerability 
log c = 1-2 high vulnerability 
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log c = 2-3 moderate vulnerability 
log c = 3-4 low vulnerability 
log c > 4 extremely low vulnerability.

SGD system:  The board of directors of the state geological surveys 
(SGD) of the Federal Republic of Germany launched a vulnerability quan-
tification system based on the cation exchange capacity CEC of the protec-
tive layers (Hölting et al. 1995). The cation exchange capacity is related to 
clay content and hydraulic conductivity. High cation exchange capacity re-
fers to high clay content and low hydraulic conductivity.

Vulnerability is quantified by a protection function SG (Schutzfunktion) 
calculated by:  

iL
i

iG GdS (16.3)

where di, GLi are thickness and cation exchange capacity code (Punktzahl) 
of each covering layer. This cation exchange capacity code is ranging from 
5 (coarse gravel) to 500 (fat clay). 

Vulnerability is quantified by the protection function: 
SG =   500 – 1000  poor aquifer protection, high vulnerability 
SG = 1000 – 2000  moderate aquifer protection, moderate vulnerability 
SG = 2000 – 4000  high aquifer protection, low vulnerability 
SG > 4000        extremely high aquifer protection, extremely low vul-

nerability.
Protection function is also related to percolation time: 

SG =   500 – 1000   percolation time several months – 3 years 
SG = 1000 – 2000 percolation time 3 – 10 years 
SG = 2000 – 4000  percolation time 10 – 25 years 
SG > 4000    percolation time > 25 years. 

Comparisons of different techniques for vulnerability assessment are 
presented by Gogu et al. (2003) for limestone aquifers with karst features 
and by Magiera (2002) for Quaternary aquifers. All vulnerability mapping 
systems have in common that they are based on 1D drilling results. GIS 
techniques can be applied to produce maps, but a sufficient density of drill-
ings is required. In the following, the use of geophysical techniques to en-
able a better interpolation between drillings is demonstrated. 
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16.3 Electrical conductivity related to hydraulic 
resistance, residence time, and vulnerability  

The key parameters hydraulic conductivity (for AVI-method) and cation 
exchange capacity (for SGD-method) are closely related and are linked by 
the clay content of the material. Clay minerals are characterized by high 
cation exchange capacity (an example for this relationship is shown in 
Chap. 1, Fig. 1.14). As clay grains are several magnitudes smaller than 
sand grains, in a clay sand mixture clay particles can block the narrow 
channels connecting pores spaces and so reduce the hydraulic conductivity 
effectively. An example for the correlation of clay content and hydraulic 
conductivities of soils is shown in Fig. 16.2. 

The dominating influence of clay content on electrical resistivity or 
conductivity was demonstrated in Chap. 1. Increasing clay content leads to 
decreasing electrical resistivity or to increasing electrical conductivity 
(Fig. 16.3). Although this can be seen as a general trend only (as other pa-
rameter like porosity, conductivity of pore water, and relation between ca-
tion exchange capacity and clay content can change vertically and horizon-
tally), electrical and hydraulic conductivity correlate inversely.  

Fig. 16.2. Hydraulic conductivity vs. clay content for soil samples of depth range 
0.8-1.2 m (after Scheffer and Schachtschabel 1984, permission from Elsevier 
GmbH, Spektrum Akademischer Verlag) 



464      Reinhard Kirsch 

16.3. Electrical conductivity in relation to clay content and cation exchange capac-
ity after Sen et al. (1988) and Günzel (1994), a porosity of 30% and an electrical 
conductivity of pore water of 100 mS/m were assumed 

Of special interest for vulnerability assessment are the groundwater 
covering layers above the water table, i.e. the unsaturated zone. An exam-
ple of the electrical conductivity of unsaturated soils is shown in Fig. 16.4. 
Sandy and clayey soil samples were saturated with water and dried while 
electrical conductivity was measured (Durlesser 1999). For clayey soils 
constant or even increasing electrical conductivities were observed for de-
creasing saturation degrees, until a saturation of about 70% was reached. 
The increase of conductivity with decreasing water content can be ex-
plained by the increasing ion concentration of the pore water while drying. 
Due to the high specific surface area of clayey soils, the water content of 
these layers in the unsaturated zone is high, at least under humid climatic 
conditions. So, for clayey layers, similar electrical conductivities can be 
assumed in the saturated and the unsaturated zone.
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Fig. 16.4. Electrical conductivity of clayey soil samples (clay content: 30%) and 
of a sandy soil sample (clay content: 14%) related to saturation degree (after Dur-
lesser 1999) 

AVI and SGD vulnerability assessments are based on residence time of 
percolating water. In their time-of-travel concept Kalinsky et al. (1993) re-
late percolation time through unsaturated protective layers to electrical re-
sistivity. Percolation time through a layer of thickness d is related to volu-
metric water content  and groundwater recharge rate q by: 

q
dt (16.4)

If the protecting layer consists of different layers with thicknesses di and 
water contents i, then the percolation time is given by: 

i
i

id
q
1t (16.5)

Water content , porosity , and electrical conductivity  are related by 
the formalism of Mualem and Friedman (1991) as shown in Chap. 1: 

SURFACE

5.2

WATER0
(16.6)



466      Reinhard Kirsch 

with SURFACE = 2.3 * C – 0.021 (in mS/cm) as obtained by Rhoades et al. 
(1990).

For a well field in Lincoln, Nebraska, water content of samples from 
protective layers were measured and compared with vertical electrical 
sounding VES results. Also from the water content data, time-of-travel 
was calculated for several locations of the well field and related to meas-
ured electrical conductance S= d/  (Dar Zarrouk parameter). Within the er-
ror range, a clear correlation was obtained (Fig. 16.5). Using S instead of 
resistivity  for the determination of percolation times has the advantage 
that Dar Zarrouk parameters can be determined from electrical sounding 
curves without equivalence problems (see Chap. 3).  

Fig. 16.5. Water content vs electrical resistivity (left) and time-of-travel vs electri-
cal conductance (right) as obtained from VES data (after Kalinski et al. 1993, 
permission from Elsevier)

16.4 Vulnerability maps based on electrical conductivity

The relation between soil parameters like clay content, cation exchange 
capacity, and hydraulic conductivity to electrical resistivity enables a vul-
nerability assessment based on geoelectrical or electromagnetic measure-
ments. Results of these measurements can be used as an estimate of clay 
content and hydraulic conductivity of the soil, or to interpolate vulnerabil-
ity quantified by rating systems like AVI between drillings. For this, elec-
trical or electromagnetic mapping systems are required to cover larger ar-
eas.
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Fig. 16.6. Vulnerability map based on apparent resistivity (Wenner array, a=30m) 
obtained by PACEP measurements. High resistivities (dark grey) are caused by 
sandy inclusions in the clayey protective layers (light grey) resulting in decreased 
vulnerability (Thorling and Sørensen 1995) 

An example for fast land based mapping systems is the Pulled Array 
Continuous Electrical Profiling (PACEP) which has been developed by the 
Hydrogeophysics Group, Aarhus University. An electrode array is towed 
across the field behind a small vehicle and measurements with three sets of 
electrodes with different separations are performed continuously and si-
multaneously while actively towing the electrode array. A system with 3 
electrode separations (10 m, 20 m, and 30 m Wenner) has been used exten-
sively since 1988 and has now measured more than 10000 km of profile. 
Measurements are typically made at 1m intervals along the survey lines, 
with the distance between lines being 50-300 m. With the PACEP method, 
two people can complete 10 to 15 km of profile in one day. At present, an 
electrode array with eight electrode spacing (PACES) has been developed, 
which enables continuous geoelectrical soundings in Wenner and dipole-
dipole configurations with electrode distances between 2 and 30 m.
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Fig. 16.7. Options of datum levels for vulnerability maps: a) constant depth below 
ground (as groundwater table roughly follows topographic relief); b) constant 
depth referring to mean sea level, e.g. main depth of groundwater table; c) top of 
groundwater table as indicated by electrical resistivity (60–200 m) 

The resistivity data are presented as contoured apparent resistivity maps, 
one for each electrode configuration. An early example is shown in Fig. 
16.6 for a Wenner electrode spacing of 30 m. High resistivities (dark grey) 
are caused by sandy material with increased vulnerabilities. These “win-
dows” for contaminants correlate with an increase nitrate content of shal-
low ground water (Auken et al. 1994, Thorling and Sørensen 1995).

Airborne systems are able to cover large areas. In the scope of a Danish-
German groundwater mapping project in the border area (Christensen et al. 
2002) an airborne EM survey was flown by the Bundesanstalt für Geowis-
senschaften und Rohstoffe. The main purpose of this survey was to map 
near surface geology and aquifers. Additionally, the data set was used for 
vulnerability assessment.  

The concept of vulnerability assessment used in this project is similar to 
concepts of AVI or SGD: as the electrical conductivity is related linear to 
the cation exchange capacity, the cation exchange capacity code GLi in Eq. 
16.3 is replaced by the electrical conductivity i to form an integrated elec-
trical conductivity IEC (Kirsch et al. 2003): 

i
i

i dIEC (16.7)

The same expression is used by Casas et al. (2005) to quantify vulner-
ability. Electrical conductivity  and thickness d of each layer are results 
of the inversion of airborne EM data. For the definition of IEC a datum 
level must be defined to which IEC is calculated. Options for this datum 
level are, e.g. (Fig. 16.7): 
a) constant depth below ground (as groundwater table roughly follows 

topographic relief) 
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b) constant depth referring to mean sea level, e.g. mean depth of ground-
water table 

c) top of groundwater table as detected by electrical resistivity (60–200 
m). 

As an example, a map showing IEC based on option a (30 m below 
ground) is shown in Fig. 16.8. Regions with high IEC (clay rich moraine 
material) referring to high groundwater protection are clearly divided from 
sandy regions with low IEC. 

Fig. 16.8. Vulnerability map based on integrated electrical conductivity for the 
Flensburg area (Danish-German border region) 

Vulnerability maps based on geoelectrical or electromagnetic measure-
ments can give an overview on the groundwater protection of the area. 
Small scale and more detailed measurements can be done on demand, e.g. 
within the surrounding of well fields. Geophysical results can also be used 
to interpolate AVI or SGD data, when VES or EM measurements are done 
at drilling locations where the drilling results were used for a SGD quanti-
fication. Integrated conductivity can be adjusted to the SGD scheme at 
those locations. VES, TEM, or PACEP in the area between drillings can 
then be used to interpolate protection functions. 
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17 Groundwater protection: mapping of 
contaminations

Reinhard Kirsch 

17.1 The brownfields problem  

Large areas of all countries that are covered with abandoned industrial si-
tes and waste dumps are a relict of earlier stages of industrialization and 
consumer society. In addition large areas are covered with military training 
areas, airfields, barracks, and depots which are a relict of the cold war. 
From the commercial point of view these areas are called brownfields, be-
cause their expansion, redevelopment, or use may be complicated through 
the presence or potential presence of a hazardous substance, pollutant, or 
other contaminants. From the viewpoint of groundwater protection these 
areas can be seen as potential sources of contamination which have to be 
mapped and classified. Often it is necessary to avoid drilling which could 
mobilize hazardous material, so geophysical mapping is the first choice for 
a reconnaissance of those areas. 

Typical underground structures found at brownfields are: 
industrial relicts such as building foundations, storage tanks, pipe-
lines, all more or less damaged 
industrial or municipal waste deposits (also called landfills) 
contaminated soil and groundwater. 

The use of geophysical techniques at these sites might be complicated 
due to: 

strong lateral and horizontal heterogeneities 
high electrical conductivities at waste deposits (depending on the 
type of waste) 
concentrated or randomly distributed metal parts 
partly sealed ground. 

The United States Environmental Protection Agency launched a refer-
ence guide on the use of geophysical techniques (EPA 1993). In Europe, 
several research projects on mapping or remediation of waste dumps and 
former industrial sites including geophysical methods were conducted, e.g. 

the waste dump research program of the German state of Baden-
Württemberg (LFU 1993, Vogelsang 1993, 1994) 
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the joint project to investigate underground conditions of waste 
dumps, organized by the Federal Institute for Geosciences and Na-
tural Resources (BGR) (Knödel et al. 1997) 
the EU project NORISC (Network Oriented Risk-assessment by 
In-situ Screening of Contaminated sites, 2001-2003) (e.g. Perk et 
al. 2004). 

Examples shall follow that explain and illustrate the application of geo-
physical techniques for 

the mapping of waste deposits 
the mapping of abandoned industrial sites 
the mapping of groundwater contamination. 

In most cases it is necessary to characterize the geological and hydro-
geological conditions of brownfield areas. Techniques shown in the chap-
ters on pore and fracture zone aquifers (Chaps. 12 and 13) can be applied.  

17.2 Mapping of waste deposits 

In recent years, waste of all kinds was deposited without treatment in hol-
lows like ponds or abandoned open pit mines. In many cases, no indica-
tions for these waste deposits were found on the surface. A localization of 
these waste deposits is necessary for an assessment of the contamination 
risk for soil and groundwater. 

A certain contrast of physical properties of waste and surrounding mate-
rial is necessary for the geophysical mapping of waste deposits. Sewage 
slurries and municipal waste of sufficient moisture content show high elec-
trical conductivities exceeding 100 mS/m, whereas building rubble has a 
high magnetization due to the incorporated metallic components. As a con-
sequence resistivity or magnetic methods are normally used to map waste 
deposits.

Simple examples for the use of electromagnetic measurements to local-
ize waste deposits are shown in Figs. 17.1 and 17.2. In the example of Fig. 
17.1, municipal waste was deposited in quaternary sands with a shallow 
covering layer and partly saturated with groundwater. An electromagnetic 
survey (Geonics EM 31) showed conductivities exceeding 120 mS/m indi-
cating the waste body. The electromagnetic cross section (Fig. 17.2) 
through a waste deposit (industrial slurries and municipal waste) in an a-
bandoned sandstone quarry was obtained by the inversion of three-
frequency EM results (Geonics EM 34). High electrical conductivities in-
dicate the waste body as well as a fracture zone filled with contaminated 
water.
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Fig. 17.1. EM 31 survey indicating a deposit of municipal waste in quaternary sur-
rounding ,conductivities in mS/m (Stoll 1994)  

Fig. 17.2. Cross section through a waste body (industrial slurries, municipial 
waste) embedded in sandstone after inversion of EM34 results, high conductivities 
at the left side indicate a fracture zone being a potential pathway for contaminated 
water (THOR 1988) 

Frequency domain EM measurements enable continuous measurements 
which allow the mapping of small scale underground heterogeneities like 
waste deposits. Instruments for continuous time domain electromagnetic 
(TEM) measurements are in the test phase (Hydrogeophysics Group, Aar-
hus University). Taking reduced lateral resolution into account, stationary 
TEM measurements can be applied for waste deposit mapping 
(Schaumann 2001). Fast mapping of waste deposits is also possible with 
modern radio magnetotelluric (RMT) techniques (Tezkan 1998). 
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Conventional VES measurements normally can not be applied to the 
waste deposit mapping due to the strong lateral discontinuities, the applica-
tion of VES is mainly restricted to the determination of the resistivity con-
ditions within the surrounding. However, 2-D geoelectrical measurements 
in Wenner or Dipole-Dipole configuration can enable a similar view 
through the waste deposit as multi-frequency EM measurements (e.g. 
Sweeney 1984). 

A high resolution reflection and refraction seismic survey of a waste de-
posit is reported by De Iaco et al (2003). Low seismic p-wave velocities 
(200-400 m/s) were found for the landfill material. 

17.3 Mapping of abandoned industrial sites 

Abandoned industrial sites are mainly characterized by remnants of pro-
duction facilities (pipelines, tanks, cable, building foundations) and con-
taminated soil. If geoelectrical or electromagnetic measurements are possi-
ble without perturbation by power lines or metallic objects, resistivity 
mapping can show an overview on the previous installations of that place. 
Fig. 17.3 shows, as an example, an apparent resistivity map of a former 
railway work, the remnants of buildings in the subsurface are indicated by 
high resistivities. 

Fig. 17.3. Resistivity survey (AB = 3m) of a former railway work (Roosen and 
Tezkan 1998), remnants of buildings in the underground are indicated by high re-
sistivities 
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Radar measurements enable a detailed view on the structure of shallow 
former underground installations. Fig. 17.4 shows GPR results of a former 
tannery, now covered with military barracks. Former pits for leather pro-
duction were located in the GPR sections by interruptions of the natural 
layering of the ground. These locations are of particular interest because 
anthrax bacillus from animal skins might be found there. This bacillus can 
survive several decades in the soil. A typical disturbance for the GPR 
measurements at sealed ground is also shown in Fig. 17.4, steel reinforce-
ments in concrete plates lead to a series of diffraction hyperbola in the ra-
dargram. 

Fig. 17.4. Results of GPR measurements on a former leather production site, now 
military barracks. a) underground pits for tannery purposes (80 MHz antenna), b) 
diffraction hyperbola by steel reinforcements of a concrete plate (THOR 1996) 
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The lateral extent of underground structures can be visualized by GPR 
amplitude maps or time slices. This technique requires densely spaced (e.g. 
0.5 m) GPR profiles. Amplitudes of the travel time range of relevant re-
flections are integrated, interpolated between the GPR profiles, and are 
displayed. The GPR amplitude map in Fig 17.5 shows, as an example, un-
derground relicts of a former military airfield. 

Fig. 17.5. GPR amplitude map (120 MHz antenna) of a fuel tank in a concrete 
shelter, not visible on the surface. For comparison: magnetic anomaly map of this 
site (Lorra et al. 1997) 
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Soil contamination, e.g. through mineral oil or slags, is common on pre-
vious industrial sites. Considered here are only the contaminations in the 
vadose zone above the groundwater table, whereas the groundwater con-
taminations will be treated in the next paragraph. Hydrocarbons such as 
diesel fuel normally have low conductivities. However, long term hydro-
carbon pollution in the vadose zone can undergo biodegradation processes 
under aerobic conditions resulting in high conductivities or low resistivi-
ties due to an increase of cation exchange capacity (Godio and Naldi 
2003).

Processes related to biodegradation are discussed by Sauck (2000). 
Main processes influencing resistivity are: 
 the production of organic and carbonic acids by aerobic and anaerobic 

bacteria
 the dissolution of salts from native soils due to reduction of pH 
 the LNAPL-water mixture in the pore space leading to water-filled cap-

illaries which provide conductive paths.  
These processes result in a reduction of resistivity instead of the expected 
increase.  

Laboratory experiments on the influence of hydrocarbon concentration 
in unsaturated sand on resistivity (Gajdoš and Krá  1995) show a resistivity 
decrease at low and an increase at higher hydrocarbon concentrations (Fig. 
17.6). An explanation would be that at low hydrocarbon concentrations 
pore water at the grain surface is replaced by hydrocarbons and concen-
trated in the center of the pore leading to an increase of free ion density 
and a decrease of resistivity. Electrical current pathways are interrupted at 
higher hydrocarbon concentration by the nearly isolating hydrocarbons 
leading to a resistivity increase. No effect on resistivity was observed with 
hydrocarbon concentrations of about 10%.  

This can explain the sometimes complicated pattern of resistivity 
anomalies connected to hydrocarbon pollutions. Grinat (2001), e.g., ob-
served very high resistivities in the vadose zone above an up to 0.85 m 
thick kerosene layer on the groundwater table (Fig. 17.7). 
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Fig. 17.6. Influence of hydrocarbon concentration in unsaturated sand on resis-
tivity (Gajdoš and Krá  1995), R(n) resistivity measured, R(0) resistivity at zero 
hydrocarbon concentration

Fig. 17.7. Resistivity cross section (Wenner configuration, inversion results) of a 
kerosene contaminated area on an airport, high resistivities in the vadose zone 
above a kerosene layer floating on the groundwater table (Grinat 2001) 

17.4 Mapping of groundwater contaminations 

Organic and anorganic contaminants can be the origin of groundwater pol-
lution within the surrounding area of waste deposits and abandoned indus-
trial sites. Geophysical mapping strategies of contaminant plumes depend 
on the contaminant-groundwater interaction: anorganic contaminants dis-
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solve, whereas organic contaminants are in general not dissolvable and so 
do not affect the physical properties of the groundwater. 

17.4.1 Anorganic contaminants 

Groundwater pollution through anorganic contaminants leads to an in-
crease in the electrical conductivities as can be observed in waste deposits. 
Fig 17.8 shows the vertical and horizontal distribution of conductivity 
measured by direct push techniques within the surrounding of a waste de-
posit (Bock 1997). The mapping of contaminant plumes in groundwater is 
therefore similar to the mapping of saltwater intrusions where electrical or 
electromagnetic techniques can be applied. Similar to the mapping of salt-
water intrusions, interpretation problems can occur due to clayey layers of 
high conductivity. Additional problems, as in general given in brownfields 
geophysics, are possible due to man made structures in the subsoil like 
metal parts or cables. 

In Fig. 17.8, an increase in aquifer conductivity with depth was ob-
served leading to the assumption that contaminated groundwater do not 
mix totally with uncontaminated groundwater. Due to the higher density 
contaminated groundwater can be concentrated in the lower parts of the 
aquifer. A consequence for the planning of monitoring wells is sketched in 
Fig. 17.9. A contaminant plume in the groundwater from a waste deposit 
sinks to the clayey bottom of the aquifer and flows around a buckle of the 
aquifer base. Therefore, a water sample from a monitoring well placed on 
this buckle contains clean groundwater. The structure of the aquifer base 
should be considered for the planning of observation well. The geophysical 
reconnaissance of the aquifer structure, depending on the geological condi-
tions, could be done by 2-D resistivity or shallow seismic reflection tech-
niques.
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Fig. 17.8. Results of direct push measurements within the surrounding of a 
waste dump in Schleswig-Holstein showing conductivity and friction ratio (for the 
discrimination of sand and till, see Chap. 11) of the material, the conductivity of 
aquifer is increasing with depth due to contaminated water (Bock 1997, permis-
sion from BGR)

Fig. 17.9. Due to the higher density, contaminated water from a waste dump sinks 
to the bottom of the aquifer, so that well contaminated water was found only in the 
left monitoring (Bock 1985)



17 Groundwater protection: mapping of contaminations      483 

17.4.2 Organic contaminants 

Organic contaminants in groundwater only dissolve to a minor (but for 
health reasons and potential pollution important) extent, so that no influ-
ence on the groundwater conductivity can be expected. Organic contami-
nants can be divided through their density into two categories: LNAPL 
(light nonaqueous phase liquid) and DNAPL (dense nonaqueous phase liq-
uid). The general spread of LNAPL and DNAPL is sketched in Fig. 17.10. 
LNAPLs are floating on the groundwater and moving with the groundwa-
ter flow, whereas DNAPLs sink to the bottom of the aquifer, their motion 
is mainly controlled by gravity. Typical examples for LNAPL and DNAPL 
are gasoline and PCB. 

Fig. 17.10. Pathways for LNAPL (left) and DNAPL (right) in the underground 

Since hydrocarbons have in general a lower electrical conductivity and a 
lower dielectric permittivity than water, a blanket of LNAPL with suffi-
cient thickness floating on the groundwater table should be detectable 
through resistivity and GPR methods. An example is shown by Benson et 
al. (1997), where a gasoline spill was mapped with 2-D resistivity as a re-
sistive zone on the groundwater table and in the vadose zone (Fig. 17.11). 
However, the moderate resistivity increase was only detectable in a low re-
sistivity environment. Reference profiles outside the contaminated area are 
essential for the interpretation of the measurements.  

The potential of SIP measurements for organic contaminant detection is 
discussed in details in Chap. 4. 

GPR measurements of controlled and real LNAPL spills show contra-
dictory results. Campell et al. (1996) observed, in a controlled experiment, 
a sharper GPR reflection of the water table in the contaminated area than 
outside and concluded, that the LNAPL plume on the watertable decreases 
the capillary fringe which normally affects the GPR reflection coefficient 
(Pipatpan and Blindow 2002). However, Sauck et al. (1998), observed a 
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diffuse shadow zone in GPR signals within the LNAPL spilled zone in real 
field measurements of a fuel spill on a former military air field (Fig. 
17.12).  

This zone was also associated with electrical resistivities of less than 
100 m being in contrast to the high resistivities of hydrocarbons. The au-
thors conclude that, as already mentioned in the paragraph on soil con-
tamination, biodegradation of the fuel leads to free ions and so to reduced 
resistivities. The shadow zone would be caused by the high absorption of 
the GPR signal in the low resistive area of the LNAPL plume.  

Biodegradation can change the sign of resistivity anomalies of a LNAPL 
spill from high resistivities of a fresh spill to low resistivities after biodeg-
radation (see above). The contamination history of the project area should 
be taken into consideration for the development of the geophysical map-
ping concept. 

Fig. 17.11. Resistivity profile covering a gasoline spill (top) and undisturbed ref-
erence profile (bottom), after Benson et al. (1997, permission from SEG) 
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The migration paths of DNAPL plumes in the groundwater are compli-
cated. They are influenced, as sketched in Fig. 17.10, by gravity and 
groundwater flow, but also by the permeability structure of the under-
ground material and by the interaction with clay and quartz minerals. En-
hanced DNAPL concentrations can be found in structural traps like paleo-
channels, fault zones or depressions of the aquifer bottom. These trap 
structures are the main target for geophysical mapping of DNAPL con-
taminated sites.  

Fig. 17.12. Shadow zone for GPR signals due to low resistivities of a LNAPL 
plume after biodegradation (Sauck et al. 1998, permission from EEGS) 
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radar tomography  251 
radar-equation  238 
radio echo sounding  227 
radioactive mineral  292 
Radon gas emanometry  293 
Rapid Optical Screening Tool  329, 337 
ray-tracing  53, 55, 75 
reciprocal travel time  39, 50, 52 
reduction density  305, 318 
reflection coefficient  64, 65, 66, 67, 68, 80, 186, 

233, 249, 483 
reflection factor  156, 157 
reflection seismic  64, 79, 227, 234, 235, 242, 243, 

246, 344, 351, 354, 356, 391, 392, 394, 398 
reflectivity  227, 233, 237, 248, 355, 419 
refraction seismic  3, 5, 8, 236, 344, 345, 351, 433, 

434, 436, 476 
regional field  282, 308, 310 
relaxation constant  258 
remanent magnetization  275, 278, 279, 280 
RES  227 
residual field  308, 309, 310, 359 
resistivity mapping  98, 99, 100, 103, 476 
RESOLVE  163 
reverse shot  35, 41, 44, 46, 50, 53 
Ricker wavelet  240 
RMT  174, 175, 176, 177, 229, 475 
roll-along  111 
ROST  329, 337, 340 

saline groundwater  370, 423, 425, 433, 434 
salt concentration  423, 425, 429, 434 
salt dome  76, 345, 350, 423, 425 
salt/freshwater interface  423, 424, 425, 429, 430, 

432 
saltwater  17, 166, 167, 347, 397, 423, 424, 425, 

426, 427, 428, 429, 431, 432, 438, 481 
sampling theorem  46, 55 
sandstone  3, 14, 19, 115, 124, 132, 137, 146, 247, 

248, 249, 346, 384, 387, 410, 418, 442, 447, 456, 
474, 475 

SAR  234 
saturated zone  330, 347, 425, 460 
saturation degree  4, 5, 13, 14, 17, 18, 19, 342, 464, 

465 
scatter cross section  238 
scattering  31, 91, 92, 178, 237, 238, 251 
Schelkunoff potential  183, 184, 185, 186 
Schlumberger  18, 22, 88, 89, 90, 91, 110, 113, 114, 

141, 146, 384, 404, 410, 486 
scintillation meter  293 
seawater intrusion  423 
secondary magnetic field  155, 156, 165, 189, 190, 

191, 196 
secondary porosity  101, 102, 341, 395, 404 
Seiler-10 equation  453 
seismic depth section  74, 352, 354, 356 
seismic impedance  63, 80 
seismic refraction tomography  33, 56 
seismic time-section  70 
seismogram  27, 34, 47, 51, 62, 68, 70, 73, 74, 75, 

397, 398 
self-potential  90, 104, 106, 108, 109, 116, 117, 

413, 420 
sensitivity function  172, 173, 193 
sensor altitude  157, 158, 159, 160, 161, 165, 166 
sheet conductor  406, 407, 408, 411 
signal stacking  90, 92 
signal stretching  74 
signal/noise ratio  110 
silt  124, 167, 261, 263, 342, 343, 353, 354, 356, 

362, 363, 429, 433, 461 
SIP  147, 151, 450, 454, 456, 483 
SIR  227 
Sissy  352 
skin-depth  172 
sleeve friction  322 
slingram  171, 406, 407, 409 
slug test  327, 328, 335, 337, 338, 340 
smooth-inversion technique  405 
SNMR  269, 270, 271, 272, 273, 419 
sounding curve  88, 90, 91, 92, 93, 94, 95, 96, 97, 

147, 180, 195, 196, 198, 205, 207, 216, 257, 259, 
260, 384, 385, 429, 434, 435, 466 

SP  21, 105, 106, 107, 108, 176, 337, 470 
spatial aliasing  45, 78, 244, 281 
specific heat  286, 288 
specific surface area  12, 149, 464 
spectral induced polarisation (SIP)  455 
spectroscopy tool  329 
split-spread  42, 71 
spontaneous potential  105 
square array  100, 101, 403, 404, 405 
square array configuration  100, 101, 404 
standard deviation  57, 212, 213, 219, 223 
starting model  55, 56, 58, 74, 92, 161, 162 
static shift  91, 190 
STD  213 
storage coefficient  342, 440 
streaming potential  105, 106, 116, 413 
surface conductivity  12, 13, 15, 452 
synthetic aperture radar (SAR)  234 



493 

TCE  140, 329 
TDS  329 
tectonic graben  98, 414 
tectonic stress direction  404 
telluric current  107 
TEM  177, 179, 180, 181, 182, 185, 186, 188, 189, 

190, 193, 196, 197, 198, 199, 200, 202, 203, 206, 
207, 208, 209, 210, 212, 214, 224, 271, 272, 341, 
346, 357, 358, 359, 360, 361, 362, 363, 364, 365, 
366, 367, 368, 369, 370, 371, 372, 374, 375, 377, 
378, 379, 391, 392, 469, 475 

temperature measurement  289, 290, 330, 417 
TEMPEST  210 
terrain reduction  303, 306, 307 
tesla  276 
thermal conductivity  287, 288, 290, 418 
Thermal Desorption Sampler  329 
thermal diffusivity  289, 292 
thermal water exploration  417 
tilt angle  174 
time average equation  2 
time domain  126, 152, 183, 211, 224, 227, 239, 

241, 475 
time zero  235, 245 
time-of-travel concept  465 
tip resistance  322 
tomographic methods  332 
tomography  29, 55, 58, 62, 87, 112, 148, 150, 153, 

244, 251, 260, 339, 340, 447 
topographic effect  90 
tortuosity  9, 145, 146, 440, 441, 443 
total intensity  276, 277, 280, 284, 285 
transmission  66, 67, 83, 239, 298, 361 
transmissivity  440, 455 
transverse resistance  94, 455 
travel time curve  35, 36, 37, 40, 41, 45, 46, 47, 49, 

50, 51, 54, 56, 66 
travel time equation  35, 40 
travel time-distance function  29, 32, 33, 35, 37 
two-way travel time (TWT)  63, 66, 68, 78, 81 

unconformity  441 
unpolarizable electrode  90, 106 
upward continuation  283, 309 

vadose zone  21, 33, 46, 60, 61, 62, 151, 246, 329, 
425, 460, 461, 479, 480, 483 

velocity – porosity relation  2, 5 
vertical electrical sounding (VES)  87, 88, 93, 95, 

97, 98, 384, 466 
vertical intensity  276 
VES  87, 89, 90, 91, 92, 93, 94, 95, 97, 148, 172, 

272, 341, 344, 346, 384, 386, 387, 410, 414, 429, 
431, 432, 433, 434, 466, 469, 476 

vibrator  391 
Vibroseis  28 
viscosity  106, 439 
VLF  92, 174, 175, 177, 406, 408, 410, 411, 485 
VLF-R  174, 175 
VMD  155 

VOC  329, 331 
volumetric water content  13, 465 
vP/vS ratio  48 
VRS  166, 169 
VSP  351, 352, 354, 355, 356, 362, 470 
vulnerability map  459, 460, 462, 468, 471 

WARR  243 
waste deposit  98, 177, 281, 423, 473, 474, 475, 

476, 480, 481 
water framework directive  460 
water saturation degree  4 
wave field continuation  52, 53 
wave-front method  51, 53, 54 
wavelength filtering  283, 308, 320 
weathering  30, 32, 46, 87, 341, 403 
Wenner  88, 89, 90, 91, 98, 103, 110, 111, 113, 

266, 404, 467, 468, 476, 480 

x-ray fluorescence technology (XRF)  330 

Young´s modulus  1, 342 

zero length spring  297 
zero-offset  51, 63, 65, 66, 67, 68, 70, 72, 73, 74, 

75, 76, 77, 79, 80, 81, 82, 246 
zero-offset section  68, 70, 246 
zeta potential  106 
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