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Foreword

Radiation chemistry, which probes the changes induced in a medium
upon absorption of energy, is a mature discipline. Its origins lie in the
discovery of ionizing radiations from naturally occurring isotopes in
the late 19th Century. It was thrust to importance following the
unleashing of atomic energy within the Manhattan Project; the labo-
ratory where I write was founded by Milton Burton at that time.
Subsequent advances in instrumentation and techniques for both
excitation and detection have provided insight into the detailed
nature of the interactions of the deposited radiation within the
medium and allowed quantification of the ensuing physical and chem-
ical transformations.

In Recent Trends in Radiation Chemistry, Wishart and Rao have
assembled contributions from a number of well-known investigators
in the field documenting its growth, highlighting its present-day sig-
nificance, and offering potential opportunities for its future course.

A historical perspective on these developments is given in the first
chapter by Jonah. Janata offers a detailed account of the key tech-
nique of electron pulse radiolysis, then firmly placed on the modern
stage of ultrafast techniques in the chapter by Belloni et al. By far the
most common detection scheme is that of transient optical absorp-
tion, however chapters by Warman and de Haas (on microwave
conductivity) and Le Caër et al. (on infrared spectroscopy) illustrate
alternative approaches. Others, not explicitly addressed, but key to
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the identification of transients, include time-resolved resonance
Raman and electron paramagnetic resonance spectroscopies to which
Tripathi, Schuler and Fessenden from this laboratory, have made sig-
nal contributions.

Simply because it is so easily detected, the solvated electron has
played and continues to play a central role in the development of the
field. Mostafavi and Lampre provide a fascinating overview of some of
the extensive experimental work on this species covering both forma-
tion (localization and solvation) and decay (reactivity). Recent
theoretical attempts to address its structure and dynamics are
reviewed by Shkrob, who leaves the reader with a list of significant
challenges which must be overcome before a satisfactory understand-
ing of this species can be achieved. We note that even in the most
ubiquitous medium, i.e., water, the hydrated electron has not yet, to
the best of my knowledge, been accorded a registry number by the
Chemical Abstract Service of the American Chemical Society. While
the reductive arm of radiolytic decomposition has been extensively
investigated and the evolution of the electron spectrum well charac-
terized from early times, much less is known about the initial
fundamental processes in the complementary oxidative channels
which must also be present.

The radiation chemical yields induced by energetic “heavy ions”,
protons, alpha particles and more massive accelerated charged nuclei
are significantly different from those due to fast electrons and high-
energy photons. Much of the early theoretical work seeking an
explanation of these differences is collected in the book of Mozumder
on Fundamentals of Radiation Chemistry. Key features of the
observed track structure of these particles have led to their increasing
deployment in radiation therapies. Recent developments and exciting
new directions in heavy-ion radiolysis, particularly the introduction of
short-time pulse methods, are discussed by Baldacchino and
Katsumura.

It might be expected that after years of study, the radiation chem-
istry of liquid water and dilute aqueous solutions would have been
thoroughly documented. However, many modern day applications
take place under conditions far from ambient. In particular, in nuclear
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reactors, temperatures and pressures are such that criticality is
approached. Indeed future coolants have been proposed in the super-
critical regime. Lin et al. describe the challenges in obtaining reliable
quantification of the processes occurring in sub- and super-critical
water and document some of the unusual temperature and pressure
dependencies observed in the reaction rates of even fundamental
radical species. Other industrial applications in chemical synthesis,
extraction, separation processes, and surface cleaning also use super-
critical fluids. Holroyd reports results from fundamental studies on
electron and ion processes in supercritical rare gases in Chapter 10
with an aim to improving the utility of such media.

In real-world applications, the importance of interfaces is hard to
overestimate and three chapters are devoted to the effects of radiation
at aqueous–solid boundaries. Jonsson focuses on applications within
the nuclear industry where basic studies on radiation effects at
water–metal interfaces have enabled a proposal for safe storage of
spent nuclear fuel. Also with implications for the nuclear industry,
Musat et al. document alterations in the radiation chemistry of liquid
water confined on the nanoscale. Such nanoconfined solutions are
prevalent in the media proposed and indeed in use for waste storage.
In another application, radiation chemistry has successfully been used
to produce nanoscale objects such as metallic clusters and nanoparti-
cles, an area summarized by Remita and Remita.

Fundamental studies on the radiolytic oxidation of aromatics
(Rao) and radiolytic redox reactions as seen in electron transfers
(Brede and Naumov) are reviewed in Chapters 14 and 15.

The last five chapters illustrate the importance of radiation chem-
ical techniques in building an understanding of biochemical and
biological response to the impact of ionizing radiation. Bobrowski
thoroughly reviews the many aspects of the one-electron oxidation of
sulfur-containing species in biosystems. Cabelli describes the interac-
tion of radiolytically-generated radicals with amino acids and proteins,
while Priyadarsini summarizes many of the cellular repair processes
involving antioxidants which exist to mitigate such damage to key
biomolecules. Radiation damage to that most-important molecular
constituent of the cell, DNA, is described in two chapters. Becker et al.
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discuss direct effects where the consequences of ionization of DNA
itself are considered. The interaction of radicals generated by radioly-
sis of the surrounding medium, such as the electron and hydroxyl,
with DNA and its components is the topic of von Sonntag.

Recent Trends presents a picture of radiation chemistry as a
vibrant field of international venue, still addressing fundamental chal-
lenges as it continues to grow into its second century. This image is
reinforced, and both broadened and deepened, by a number of edited
volumes: Radiation Chemistry: Present Status and Future Trends —
Jonah and Rao (2001); Charged Particle and Photon Interactions with
Matter — Mozumder and Hatano (2004); Radiation Chemistry:
From Basics to Applications in Material and Life Sciences — Belloni et
al. (2008); which have appeared within the last few years. A clear
articulation of prospects for future development was also presented at
the recent visionary meeting “Radiation Chemistry in the 21st
Century” held at Notre Dame in July, 2009.

Ian Carmichael
Notre Dame Radiation Laboratory
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Preface

Radiation chemistry has witnessed an entire gamut of exciting events
since its discovery more than a century ago, contributing not only to
chemistry but to other branches of science encompassing simple to
complex molecules. Today, ionising radiation and its effects are
playing a crucial role in a number of technologies such as power gen-
eration, advanced materials, the nuclear fuel cycle, radiation therapy,
sterilization, and pollution prevention and remediation. The free rad-
ical mechanisms of biomolecules relevant to health and medicine,
including DNA, are crucial for understanding the origins and treat-
ment of many diseases. Heavy ion radiolysis remains a vital interest of
radiation chemists, for example in the areas of fundamental radiolytic
processes, nanosynthesis using track structure, highly site-specific
radiation therapy, and the effects of heavy ion radiation on astronauts
and materials during prolonged space flight.

In this book, we have made an effort to provide an overall view of
the emerging trends in radiation chemistry authored by experts in
the field. The introductory chapter covers the history of radiation
chemistry, underlining its achievements and issues that need to be
addressed in future research. By renewing its research directions and
capabilities in recent years, radiation chemistry research is poised to
thrive because of its critical importance to today’s upcoming tech-
nologies. Detailed accounts of fast and ultrafast pulse radiolysis
instrumentation development and recent advances on ultrafast

xiii

        



dynamics of solvated electrons enabled by the latter form the basis of
the chapters immediately following.

In the next two chapters, the coupling of time-resolved
microwave conductivity and infrared spectroscopy techniques to pulse
radiolysis is discussed. The following review highlights the progress
made on water radiolysis with heavy ion beams. The subsequent
chapters on the radiolysis of supercritical water, radiation-induced
processes at solid–liquid interfaces and radiolysis of water-confined
nanoporous materials discuss the essential features that are relevant in
the development of new generations of nuclear reactors and waste
management. The article on supercritical xenon and krypton fluids
focuses on the properties and reactions of charged species, electrons
and ions, providing useful information for their utilization in particle
detector and industrial applications.

Nanoparticles are rapidly gaining popularity in biomedical, opti-
cal and electronic areas. Zapping tumors with multi-walled carbon
nanotubes, solar cells to light-attenuators and chip-to-chip optical
interconnects in futuristic circuitry are some of the potential applica-
tions. Thus finding novel ways for the synthesis of these new age
materials is of paramount interest where radiation chemistry is
modestly playing a role and the chapter on metal clusters and nano-
materials deals with these aspects.

The fundamental aspects of structure–reactivity relationships in
radiation-induced oxidation of substituted benzenes, bimolecular free
electron transfer on the femtosecond time scale, the chemistry of
sulfur-centered radicals and the radiolysis of metalloproteins are
discussed in succeeding chapters. The effects of the direct and indi-
rect mechanisms of radiation-induced DNA damage are discussed
individually in two complementary chapters. The last chapter high-
lights the application of radiation chemical techniques to antioxidant
research.

The purpose of the book is to expose graduate students and
young scientists working in the field to recent developments in radia-
tion chemistry research and to demonstrate to scientists, engineers
and other technologists the utility of radiation chemical techniques in
advancing their scientific pursuits. The fact that radiation chemistry is
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a vital part of molecular science is more than evident from the diverse
topics found within these covers.

The road to completion of this book was long, and we sincerely
appreciate the cooperation and understanding of all the individual
authors and thank them for their tremendous efforts to painstakingly
prepare their chapters to meet the education and outreach goals
described above. We enjoyed the job of editing and many people have
helped us in this task. We would particularly like to thank Ms. Sook
Cheng Lim and Ms. Ling Xiao at World Scientific Publishing who
helped us in the planning and execution of the project. Our special
thanks go to Ms. Parimal Gaikwad at the University of Pune for doing
an excellent job of preparing the near camera-ready copies of the entire
book. BSMR thanks the DAE-BRNS for the award of the Raja Ramanna
Fellowship enabling the completion of the project. JFW thanks the U.S.
DOE for support under contract DE-AC02-98CH10886. Lastly, we
would like to thank our wives for their patience and understanding
which made our task easier.

James F. Wishart and B. S. M. Rao
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Chapter 1

An Incomplete History of Radiation
Chemistry

Charles D. Jonah*

1. Introduction

Radiation chemistry, like all fields of science, has been strongly
influenced by the techniques that were available to make measurements.
As more and more sophisticated techniques become available, more and
more sophisticated questions were posed and answered. In this short
review of the history of radiation chemistry, I will select the various
eras of radiation chemistry, as defined by the techniques available, and
discuss the concepts and conclusions of the time. At the end, I will
summarize where radiation chemistry is and what are the unanswered
questions and new techniques that are needed to answer these questions.
Much more on such topics will be found in the rest of the volume.

Radiation chemistry has developed very similarly to photo-
chemistry. Max Matheson, one of the pioneers of radiation
chemistry, said, “Radiation chemistry always trails photochemistry
in time response.” That trend continues today.

1

* Chemical Sciences and Engineering Division, Argonne National Laboratory,
Argonne, IL 60439, USA. E-mail: CDJonah@anl.gov

        



The eras of radiation chemistry can be quickly summarized as:

• Experiments done with naturally occurring isotope sources,
• Experiments using high-power X-ray machines,
• Experiments using artificially produced isotope sources,
• Pulse radiolysis experiments,
• Sub-nanosecond pulse radiolysis experiments,
• Picosecond and femtosecond laser experiments,
• Future — true picosecond radiolysis experiments.

This outline, while useful, does not include two important subjects
in the evolution of radiation chemistry: the role of theory and the
role of modern heavy-ion-radiolysis experiments. One can describe
different types of radiation by the rate at which they deposit energy
going through a sample. The conventional term is linear energy
transfer, abbreviated LET. High-LET radiation deposited
energy densely along the path of the ionizing particle while low LET
radiation deposited energy discretely along the path of the ionizing
particle. Examples of low-LET particles are high-energy X-rays/gamma
and electrons. High-LET particles include heavy ions, alpha particles
and neutrons.

It is well to remember that much of the early progress was
inhibited by the lack of the internet to facilitate transfer of early
experimental knowledge. Of course, those experiments were also
assisted because there was no internet to act as a massive time sink.

Please also excuse errors in summarizing the earlier experi-
ments. Information about these was obtained by reading the
literature and by reading review articles by the relevant authors, as
I was not in the field yet. In particular, I will be making use of the
information in Early Developments in Radiation Chemistry edited
by Jerzy Kroh,1 a book that collected the personal accounts of
many of the most prominent radiation chemists of the middle of
the 20th century, and The Chemical Effects of Alpha Particles
and Electrons by Samuel C. Lind,2 which discussed much of the
radiation chemistry up to 1928.

2 C. D. Jonah

        



2. The Period of Natural Isotopic Sources

The discussion in this section is primarily based on Lind’s book.2

Much of the early work in radiation chemistry was done either with
radium sources and/or radon sources. These sources produced
primarily alpha rays and weak beta rays. The lack of penetrating power
of these particles made early experiments very difficult.

Many of the early experiments measured the effect of radiation on
solids, such as the darkening of glass, the change in form of certain
minerals, etc. These experiments required a considerable time (often
weeks or months) and inherently were very difficult to quantify. No
well-established techniques existed for measuring the amount of dose
that was deposited in a liquid or solid target, so results varied from
laboratory to laboratory.

While there was considerable confusion in the earliest experi-
ments, it appears that most researchers had realized that radiation
chemistry depended on the deposition of the energy in the solvent or
dominant species and then a redistribution of the energy from the
solvent. The exact nature of the early events where energy was
deposited in the solvent (or dominant material) and then transferred
to the compounds of interest was not known, but the similar products
that one would get with different ratios of gases were strong indicators
of the role of energy deposition in the solvent.

Early liquid phase experiments determined the formation
of hydrogen and oxygen from the radiolysis of water along with the
production of H2O2. The yield of hydrogen to oxygen was not two
to one, so it was recognized that the third primary product was
hydrogen peroxide. Yields were not well established, because one
could not easily establish the dose that was deposited in the material.

Quantification of results first came in the radiolysis of gases.
Conductivity-type experiments determined the number of ions that
would be formed in a particular gas. The yield of products could then
be compared with the amount of ionization. This ratio was referred
to as M/N, where M was the yield of products and N was the
number of ions that were formed by the radiation. It was believed that

An Incomplete History of Radiation Chemistry 3

        



when the ratio of products formed to the number of ions formed was
much larger than one, that this was a measure of the size of clusters
around the ions in the gas phase.

Early experiments in liquids were quite variable for many reasons.
The conductivity technique, which was used in the gas phase to
measure dose, was not applicable to the liquid phase. Reactions were
measured using dissolved radium salts or radon gas as the ionization
source. Some thought the chemistry was due to the reactions with
radium; however, it was soon recognized that it was the emitted rays
that caused the decomposition. Both radium and radon could cause
radiation damage. Because the radon would be partitioned between
the gas and liquid phase, the amount of energy that was deposited
in the liquid depended critically on the experimental conditions such
as the pressure and amount of headspace above the liquid. In addition,
because the sources were weak, long irradiation times were necessary
and products, such as hydrogen peroxide, could decompose.

In summary, in this first era of radiation chemistry it was dis-
covered that the medium absorbs the energy and the result of this
energy absorption leads to the initiation of the chemical reactions.
The role of radium in these systems was not as a reactant or as a
catalyst, but instead as a source of radiation. Most quantitative work
was done with gases. It was learned that there was a close correspon-
dence between the amount of ionization measured in a gas and the
yield of chemical products. Solid and liquid-phase radiolysis studies
were primarily qualitative.

3. X-Ray Generator in Radiation Chemistry

In the late twenties, research started using powerful X-ray generators.
With X-rays, it was then possible to use photons that would penetrate
vessels and evenly irradiate a reasonable physical volume. With
this capability and the development of small ionization chambers to
measure X-ray dose, it now became possible to carry out quantitative
radiolysis experiments in liquids.

Fricke demonstrated that the yield of Fe3+ in the radiolysis of
ferrous sulfate was independent of the concentration of the ferrous

4 C. D. Jonah

        



salt over a wide range.3 This showed that the energy deposition was
to the solvent, and was subsequently passed on to the ferrous ions. He
determined the yields in air- and oxygen-saturated systems. This
became the Fricke dosimeter, probably the most used dosimeter for
the measurement of the amount of radiation. With this advancement,
it then became possible to accurately and easily measure the total
amount of radiation striking a system and thus to make meaningful
quantitative measurements.

At the time, it was known that water could be decomposed by
heat or by UV irradiation. However, irradiation by X-rays seemed to
show no decomposition of very pure water. This led Hugo Fricke to
conclude that radiation created two forms of excited water, which
could react with additives in the system or decay back to normal
water. Today we certainly know that radiation does decompose water.

It had been hypothesized that the biological effects would arise
from the hydrogen peroxide formed in solution. Experimental meas-
urements showed that this was not the case; the results of the ionizing
radiation, and in Fricke’s picture, the activated water molecules were
the important species.

4. Steady-State Radiolysis, the War Years and After

During World War II, the atomic-bomb-development effort in the
United States required a sudden increase in the knowledge of radia-
tion chemistry. Water was going to be part of the reactors that were
to produce plutonium to make bombs. Materials, including vacuum
pumps, hoses, connectors and oils were to be exposed to very high
levels of neutron and gamma radiation. Previous work was totally
insufficient to understand the effects on these materials.

In the United States, a group under Milton Burton was formed
to make these studies4 while other research occurred in Canada and
elsewhere. These research efforts made use of all radiation sources
that were available. It was quickly realized that the experiments had
to both be able to predict the effects of radiation on materials, and
obtain a basic understanding of the chemistry and physics involved so
that intelligent predictions could be made on new systems.

An Incomplete History of Radiation Chemistry 5

        



The first efforts were focused on pure water on the assumption
that water was an important ingredient in most systems and would be
the simplest to understand. Tremendous variability was found in the
experimental results and pure water studies were curtailed and efforts
were focused on systems closer to those of practical importance, water
with ionic solutes. These results were significant in many ways.
The experimental results were satisfying both practically and experi-
mentally. The systems were reproducible and of significance to the
development of the war effort.5

All of these efforts attempted to understand what role radiation
played in the generation of the chemistry. In the usual confluence
that often occurs in science, the role of radicals, and in particular the
H and OH radicals was recognized in many places more or less
simultaneously.5,6 The first published description of the role of
radicals was by Weiss in 19436 as the groups working on bomb
production were not allowed to publish their work. These ideas
were refined over time.

Allen first described the role of back reactions in the radiation
chemistry of water.5 This mechanism made clear the reason for the
apparent lack of water decomposition in pure water that had been
observed by Fricke and which led Fricke to suggest the dominant role
of excited water in the radiation chemistry of water. Later on, this
understanding of back reactions would be critical in allaying the fears
of the “hydrogen bubble” that was suggested that could have
occurred in the Three-Mile-Island reactor incident.7 Early reports
that suggested that there could be a serious consequence from the
hydrogen formed by the radiation in the reactor incident were quickly
corrected with the known understanding of the importance of back
reactions.

Experiments during the war years showed the importance of
the different types of radiation, alpha particles, neutrons, and beta
particles and gamma rays. These studies also were part of the under-
standing of the role of back reactions in radiation chemistry.

The rise of reactors after the war led to one of the most important
advances in radiation-chemical techniques, the Cobalt-60 and
Strontium-90 sources. With a reactor, it is possible to create an
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intense radiation source that made possible many of the advances
that occurred over the next several decades. One interesting story
is that told by Professor Kroh, who took a radiation source back to
Poland in a lead pig. He stored it under his bed on the boat
back from Canada.8 The cobalt-60 source made relatively inexpensive,
relatively simple source that could be used in many university envi-
ronments. The source put out an energetic gamma ray that could
easily and uniformly irradiate a liquid target. In the early days of
radiation chemistry, the gamma-emitters were too weak to carry
out sufficient chemistry for easy study. The alpha- and soft beta-
emitters could not be conveniently used with liquids because the
range was too short and it was thus difficult to measure radiation
doses. The cobalt (and cesium) source solved these problems as
Allen has discussed when he enumerated the advantages of isotope
sources.9

The development of the sources led to studies in polymers, solids,
organic systems, which were too numerous to mention. One only
needs to look at the chapters by Dole, Willard and others in the
book on the history of radiation chemistry to find the wide range of
chemical systems that could be studied.1

Low temperatures that allowed one to trap long-lived species
and electrons in glasses could be studied using spin resonance
techniques.10

In the radiation chemistry of water, many steps of the process
were clarified. The radical mechanism for the radiation chemistry of
water was confirmed and the existence of multiple additional species
other than H, OH and H2O2, such as HO2, O and other similar
radicals were deduced. One additional complication became clear;
there appeared to be two types of H atoms, with different reactivities.
Dainton writes of having suggested that one of them might be an
electron in solution; however, he was assured by James Franck that
that species could not live for chemically significant times.11 After
several years, Dainton shook off this pronouncement and both he12

and Czapski and Schwarz13 measured the ionic-strength dependence
of the reaction of the “H-atom” and showed that it had a negative
charge.
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5. A Slight Detour in Our “Tour Through
Radiation-Chemistry Techniques”

At this point, I would like to discuss two techniques that do not
conveniently fit the technique ordering/timeline for the advances in
radiation chemistry. Use of high-LET radiation has been common
since the beginning of radiation chemistry. As was mentioned earlier,
high-LET radiation studies were common in early experiments
because sufficient energy could be deposited to make it possible to
observe reaction products. If low-LET sources were used, so little
energy was deposited that the yield of products was too low to
measure.2

Early on, the differences in the products from radiolysis of water
were noticed. It was found, as mentioned above, that the radiolysis
of pure water seemed to lead to almost no damage. If there were
impurities in the water, radiation damage would occur. However, irra-
diation by high LET radiation would clearly lead to the formation of
hydrogen. Further experiments showed that if one irradiated a sealed
sample with high-LET radiation, and then the sample was irradiated
with a low-LET source, the gas formed by the radiation would then
disappear and it would appear as if there were no long-term decom-
position. These data were part of the reason that A. O. Allen
proposed the theory of radiation chemistry where back reactions
occurred.9

The rise of heavy particle accelerators made it possible to study
the radiation chemistry as a function of particle LET with machines
such as the Lawrence Berkeley Bevatron and others that allowed the
expansion of radiolysis to very heavy ions and very high LET.

The explanation for the differences of LET radiations arose out of
the theoretical development in radiation chemistry. The basic theory
is relatively simple; an ionizing particle goes through the solution,
creating ions and excited states. These regions of excitation and
ionization will be much closer together in high LET particles.
In essence, in a simplified framework, high-LET particles make a
cylindrical track of ionization, which can be approximated as two-
dimensional diffusion. The low-LET particles create ionization regions
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that are disjoint and can be approximated by spherical regions.
There is a fundamental difference in the solution of these two
problems; in cylindrical geometry, eventually everything will
recombine, while in spherical geometry, there is a non-zero escape
probability. In practice, we know that the escape yield is only a few
percent for hydrocarbons, while for water at room temperature, the
escape probability is 70%.

The simple description of the probability of energy deposition by
high-energy particles is, unfortunately, not sufficient to describe the
ultimate chemistry. One must also consider the energy loss from the
secondary electrons created by the ionizing radiation, the distance
that low energy electrons will travel and what species will be formed.
These are not easily simulated using the simple physical principles that
describe energy loss from high-energy electrons.

There were two thoughts on the ultimate fate of the electron.
Samuels and Magee suggested that the electron would recombine
very quickly with the positive ion, potentially leading to the formation
of excited states.14 Platzman suggested the electron would be ther-
malized and would associate with the water molecules in the solution
to form a hydrated electron.15 He even suggested where the electron
would absorb. We know the resolution of this question — a hydrated
electron was formed, presumably leading to different distance distri-
butions for the electron. However, Platzman was not omniscient —
he had suggested that the electron would have a lifetime of a few
nanoseconds or so in water and as we know, with sufficient care, life-
times into the millisecond range can be obtained.

The diffusion theory of radiation chemistry was developed by
many authors in many places. A listing of many of these works is given
in the review article by Kuppermann.16 In the cited articles, the
general basis of modern models of radiation chemistry was developed,
except that the reactive species were the H atom and the OH radical.
Distributions were estimated for the radical species, and even the role
of scavengers was considered. With the advent of digital computers,
these models could now be calculated in the complexity that might
begin to reproduce the actual system. Flanders and Fricke started with
integrating the equations (yes the same Fricke of biophysical radiation
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chemistry fame).17 Kuppermann and his collaborators did a large
series of calculations, testing the importance of different parameters.18

The possible parameters became more constrained with the identifi-
cation of the hydrated electron (experimental work is discussed in the
next section). The test for these calculations was to determine the
yields of various products in the presence of variable concentrations of
scavengers. Probably the seminal paper for this approach was by
Schwarz in 1969, who calculated yields for various chemical systems
using a form of modified prescribed diffusion.19 Because of the speed
of the calculations, the use of a prescribed diffusion model made it
possible to survey a much larger range of parameters.

Models continued to develop including stochastic models and
simplifications of the stochastic model, which provided insight into
the fact that the systems are not continuous.

This excellent agreement with experimental data only lasted until
sub-nanosecond pulse radiolysis experiments became common. We
will return to this in Sec. 7.

6. The Development of Pulse Radiolysis

In science, one builds models based on experimental data and one
then attempts to verify these models. Experiments using isotope
sources provided data that were explained with microscopic models.
However, these models could only be indirectly tested because
entities that took part in these reactions were too short-lived to be
directly observed. Photochemistry had the same problems and to
solve it, the techniques of sector photolysis and flash photolysis were
developed. The attempts to create sector radiolysis were only mar-
ginally successful. The analog of flash photolysis, pulse radiolysis, was
developed in three laboratories almost simultaneously and the first
publications appeared within a month of each other.20–22

The early studies measured the radicals that occurred in various
inorganic and organic systems, including the benzyl radical in cyclo-
hexane, and I−

2 in water using spectrographic techniques. Soon,
spectrophotometric techniques made the measurement of kinetics
possible and techniques were expanded to include spin resonance
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techniques, conductivity, resonance Raman and fluorescent techniques,
to list just a few.

The observation and identification of the red spectrum of the
hydrated electron was a major advance that occurred using pulse
radiolysis. Keene may have first observed this absorption, and Matheson
suggested that this observation might be the hydrated electron.23 This
observation was only an aside and, while written before the paper of
Hart and Boag, was not published until after their paper. While
chemical evidence had strongly suggested that the hydrated electron
existed,12,13 the publication of Hart and Boag24 was the final confirming
experiment that appeared to completely convince the community.
The similarity to the electron spectrum in alkali metals, the chemical
reactivity and the observation that its reactions were consistent with a
negatively charged species certainly confirmed the identification.

The measurement and identification of the hydrated-electron
spectrum led to a major increase in activity. It was now possible to
directly measure the rate of hydrated-electron reactions with a large
variety of inorganic and organic species. With these data, it was
then possible to classify reactions in ways that had not been possible
previously. It was possible to show that some reactions were diffusion
controlled and to suggest that there were some reactions that were
even faster than diffusion controlled (at least if one assumed normal
reaction radii).25 Conductivity measurements could directly measure
the mobility of ions and could provide information that was unavail-
able in other ways.26

Spectra and kinetics were also determined for many other species.
The solvated electron was observed and its spectrum was determined
in a wide variety of solvents, from ethers and alcohols to hydrocarbons
and even supercritical fluids. Other radicals, including the benzyl
radical, the first species studied in pulse radiolysis, were observed.
Excited states, both singlet and triplet, anions and cations, were deter-
mined for aromatic species. The number and variety of species is large.
The importance of these studies was that it was now possible to
observe the intermediate states in the radiation-chemical reactions
and thus confirm or refute reaction mechanisms that had been
proposed based on product yield data.
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Radiation chemistry also made it possible to prepare radicals and
ions of interest and study their properties. With the advent of pulse
radiolysis, it was possible to directly explore the reactivity of such
intermediates. In fact, many reactions that were suggested to be of
importance in solar energy conversion could be more cleanly studied
using radiation chemistry. Similarly, questions about the mobility of
actinide species in the biosphere often depended on the reactivity of
different oxidation states of materials such as plutonium. Thus, it was
possible to show that plutonium oxides were unlikely to move quickly
through water in the earth, because the soluble oxides were very reac-
tive and the equilibrium values were far to the side of the insoluble
compounds.

One particular example of the use of pulse radiolysis to general
chemistry was the work of Miller and co-workers on the rates of
electron-transfer reactions. These studies, which were begun using
reactants captured in glasses, were able to show the distance dependence
of the reaction of the electron with electron acceptors.27 Further
work, where molecular frameworks were able to fix the distance
between electron donors and acceptors, showed the dependence of
electron-transfer rate on the energetics of the reaction.28 These studies
were the first experimental confirmation of the electron transfer theory
of Marcus.

One of the first experiments on the radiation chemistry of water
was the work of the biophysicist, Hugo Fricke. With this background,
it is not surprising that the new pulse radiolysis techniques were
applied to biological molecules and biological chemistry. The reactions
of the hydrated electron with amino acids, proteins, nucleic acids and
DNA were studied in great detail. The spectra of the intermediates
were also determined. The unfortunate situation is that most
biological damage arises out of the reaction of OH radicals rather
than the hydrated electron, so while the data on electron reactions
are interesting, they are often not of great consequence in under-
standing biological damage. Rates for hydroxyl radical reactions can
be determined by observing the formation of products, or by
competition, where one observes the spectrum of the competing
product. The direct measurement of the OH kinetics is difficult
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because the OH radical is weak and absorbs in the ultraviolet in a
region where most species absorb.

Above we talked about the diffusion models that were used to
explain the chemical products that occur after irradiation with low-
LET radiation. It was pointed out that models, in addition to making
specific predictions about the yield of products, also made predictions
about the time dependence of products. For low-LET radiation, these
models suggested that the primary non-homogeneous reactions
would occur in the 30–300-ps-time scale and that there would be
continuing decays at longer times. Experimental data, for example by
Buxton29 and Thomas30 suggested that the data were not inconsistent
with these suggestions.

7. Sub-nanosecond Pulse Radiolysis

To address the questions of non-homogeneous/spur kinetics, John
Hunt and his group at Toronto developed a sub-nanosecond pulse-
radiolysis system.31 In their stroboscopic pulse radiolysis system, they
could observe from about 30 to 350 ps after the pulse with a time
resolution of about 10 ps. Their results showed no significant decay
of the electron between 30 and 350 ps, which was not consistent with
the diffusion-kinetic models of spur decay in radiation chemistry.

The foray into sub-nanosecond pulse radiolysis was continued by
Matheson and Jonah at Argonne,32 Tabata and co-workers in
Tokyo,33 and Katayama and co-workers in Hokkaido.34 The experi-
ments at Argonne measured the decay of the hydrated electron both
from about 100 ps to 4 ns and from 1 ns to 40 ns.35 These results
clearly showed that the decay measured was approximately a factor of
10 slower than that predicted by theory. The decay profiles are very
similar to those determined using a linac-laser combination about
15 years later.36 The decay of the OH radical was also considerably
slower than what theory predicted,37 which is, of course, no surprise
that the two should decay at similar rates.

Hamill had suggested that there was a precursor of the hydrated
electron that could be scavenged and called this species the dry elec-
tron.38 Work by the Hunt group with his stroboscopic pulse radiolysis
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system determined a large number of such apparent reactions and
found a good correlation between the rate of precursor scavenging
and the rate of the reaction of the hydrated electron.39 The only
example that they found that did not correlate was the proton — the
reaction of the electron with the proton was very fast; however there
was no apparent reaction of the electron precursor. The Argonne
group, guided by the studies of Miller in “tunneling” reactions,
attempted to find species that the rate of the dry electron and the
hydrated electron did not correlate. Probably the clearest example was
the selenate anion.40

Czapski and Peled41 pointed out that many of these apparent
cases of precursor reactions could be equally well explained by the
radiation-chemical analog of photochemical “static scavenging”,
which in the photochemical case was when an excited state is formed
within the reaction radius of a quencher. Such a process would be
expected to depend exponentially on concentration, which is indeed
what is observed. Most systems in water could be explained that way;
however, selenate and electrons in alcohols would not be consistent
with such an explanation.

The sub-nanosecond pulse radiolysis techniques have made it
possible to study the initial yields of singlets and triplets in the radiolysis
of aromatic systems, the decay of electrons in non-polar media, fast
electron transfer reactions and solvation experiments.

Other techniques have been used for getting sub-nanosecond
time resolution. These include the fast conductivity experiments of
the electron in non-polar media.42 Streak camera detection has been
used for the measurement of fluorescence from scintillators in hydro-
carbon solutions. These experiments probe the role of the transfer of
energy from solvent excited states to scintillators in comparison with
the role of ion-recombination to form the scintillator excited states.43

Recently, laser-driven photocathode accelerators and lasers
coupled with compressed pulses have been able to produce electron
pulses in the vicinity of 5–10 ps.44–46 This has enabled one to improve
on the time resolution available from the original Hunt experiments
but without the limitations of the multiple pulses. These short times
have been used for measuring electron transfer reactions, electrons in
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rare gas and supercritical fluids and transport and lifetimes of triplet
states. Work at ELYSE has included the measurement of solvation of
the electron polyols.

8. Laser-Simulated Radiation Chemistry

Pulse radiolysis was modeled after flash photolysis. The time reso-
lution of laser flash photolysis has always been better than for pulse
radiolysis. There are multiple reasons for this effect. (1) Flash pho-
tolysis equipment is cheaper than electron accelerators so there have
been many more practitioners of the art. (2) Photons do not repel
each other so it is possible to focus a larger number of them in a small
volume over a short time period than it is possible to do for electrons.
(3) The velocity of relativistic electrons in a dense material is much
higher than photons in the same material so sample thicknesses must
be much thinner for pulse radiolytic experiments than for flash
photolytic experiments, thus meaning that signals would be smaller.

Experimenters began applying high-power lasers to creating
electrons, the prototypical radiolytically produced species, and
studying their structure chemistry, excited states and photochemistry.
First, the absorption of the hydrated electron was measured; these
results could be interpreted to give an idea of the separation of the
electron from its geminate positive ion.47–49 These distances appeared
to depend on the energy of the photons used to create the electron.50

Much more effort was spent studying the properties of the hydrated
electron. Barbara and his co-workers, in particular, studied the role of
excited states and structure in the hydrated electron.

Much of the work has been focused on “what is the hydrated elec-
tron” and what gives rise to the spectrum. These experiments have
suggested that the spectrum of the hydrated electron cannot be
clearly shown to be inhomogeneous, i.e. made up of multiple com-
ponents that do not interconnect on the experimental lifetime.
Theoretical studies had suggested that the ground-state spectrum
would be made up of three s–p transitions of different energies that
would interconvert on the experimental time scale; however, this was
not clearly shown by the experimental work.51
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There is clear evidence that the spectrum of the hydrated electron
is best described as a charged particle in a cavity in solution, the
simplest anion.52–54 The spectrum and the reactivity are very con-
sistent with such an interpretation. However, there is also clear
evidence that this is not the best description of the electron. There is
no obvious way to reconcile the reaction

e−
aq + e−

aq → H2 + 2OH−

with a cavity model for the electron. Several authors, primarily Tuttle
and co-workers55 and Robinson and co-workers56 have suggested that
the electron as a molecular anion is a better or at least a viable alter-
native. These problems have led to considerable effort to create a
model that consistently explains the spectral data and the reaction
data; however, in general their solutions have failed to explain the
spectra of the electron.

I think it is fair to say that these techniques have given tremendous
information about the structure of the species, in particular the
hydrated electron, that is generated by ionizing radiation, but little
new information on the chemistry that evolves.

9. The Future

Recently, new techniques such as laser-driven photocathode accel-
erators44–46 have increased the time resolution available for
radiation-chemical studies. They have been of great use in studying
fast electron-transfer processes, but are not the one-to-two orders of
magnitude improvement that would be needed to explore some of
the fundamental questions of electron-precursor reactions and initial
distribution of radiolytically produced species. Newer techniques,
such as the laser-wakefield accelerator, have the potential to answer
these sorts of questions; however, they have not reached their
maximum potential.57,58

Radiation chemistry has become a mature field of study. Much of
the work today makes use of these techniques to study chemical,
physical and biological problems rather than studying the fundamental
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processes of radiation chemistry. There are still questions that need to
be answered such as the identity of electron precursors, the role of
spatial distributions, particularly at elevated temperatures. However,
much more important are questions of how reactions occur and what
the role of temperature and media are on the reactions; questions that
are not exclusively, or possibly even primarily radiation chemical but
are really more chemical and physical.
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Chapter 2

An Overview of Solvated Electrons:
Recent Advances

Mehran Mostafavi*,† and Isabelle Lampre*

1. Introduction

Since 1962, when it was first characterized by pulse radiolysis
transient absorption measurements in water, the solvated electron has
been widely studied in numerous solvents. The solvated electron,
denoted by e−

s, is a thermodynamically stable radical, but like most
free radicals, it has a short lifetime due to its high chemical reactivity.
The solvated electron is a unique chemical moiety whose properties
may be compared in many solvents and are not dependent on the
method creating the solvated electron. The solvated electron is
an important reactive species: as it is the simplest electron donor, its
reactions correspond to electron transfer reactions and its reactivity
may be used to probe electron transfer properties of acceptors.
During the last 40 years, due to its optical absorption properties, the
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reactivity of the solvated electron has been widely investigated, mainly
by transient absorption measurements using pulse techniques.

EJ Hart and M Anbar have detailed1 the characteristics and the
chemistry of the solvated electron in water, otherwise known as the
hydrated electron and denoted by e−

hyd or e−
aq. A number of reviews

on the solvated electron are also available.2–7 In this article, we
will recall briefly the main steps of the discovery and the principal
properties of the solvated electron. We will then depict its reactivity
and focus on recent results concerning the effect of metal cations
pairing with the solvated electron. At last, we will present results
on the solvation dynamics of electron. Due to the development of
ultrashort laser pulses, great strides have been made towards the under-
standing of the solvation and short-time reactivity of the electron,
mainly in water but also in polar solvents. However, due to the vast
and still increasing literature on the solvated electron, we do not pre-
tend for this review to be exhaustive.

2. Discovery and Formation of the Solvated Electron

2.1. Story of the solvated electron

As early as the nineteenth century, the solvated electron was observed
but not identified. In 1808, Sir Humphry Davy8 reported for the first
time the intense blue coloring obtained by dissolving alkali metals in
ammonia (Fig. 1).9

In 1864, W Weyl also observed the blue color of alkali metals
solutions in ammonia, methylamine and ethyl amine and found that
the resulting solutions had reducing properties, when used in chain
synthesis.10 However, W Weyl did not discover the nature of these
blue solutions. Nowadays, it is known that the blue color is due to the
solvated electron, as alkali metals dissolved in amine solvents give the
metal cation and a solvated electron as in the case of sodium:

Na (metal) → Na+ (solvated) + e− (solvated).

In 1908, one century after Davy’s discovery, C Kraus showed, by
conductivity measurements in liquid ammonia solutions containing
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dissolved alkali metals, that the solutions exhibited metallic conduc-
tivity and that there was a negatively charged species with a
conductivity larger than that of anions, but independent of
the counter-ion (Li+, Na+, K+). He suggested that this species was
an electron surrounded by ammonia molecules behaving like an
anion.11,12
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Fig. 1. Manuscripts of Sir Humphry Davy [Royal Institution, London] describing
the blue coloring of potassium in contact with ammonia.

        



With the discovery of radioactivity, radiation chemistry
appeared as a new domain in science dealing with changes in matter
induced by ionizing radiation. In 1952, to explain the bleaching of
aqueous solutions containing methyl blue upon irradiation in the
presence of carbon dioxide (CO2), G Stein proposed the transient
formation of a hydrated electron, similar to the solvated electron in
ammonia.13 From the conductivity measurements performed by
R Roberts and AO Allen in 1953, no evidence was obtained for the
formation of stabilized electrons during the irradiation of liquid
ammonia under those experimental conditions.14 It was not until
1962 that the existence of the hydrated electron was optically
characterized by EJ Hart and JW Boag with pulse radiolysis
measurements of aqueous solutions and direct spectroscopic obser-
vations of the transient absorption spectrum of the hydrated
electron.15 After these first observations, the solvated electron was
soon detected in various solvents through its intense optical
absorption band in the visible or near infrared (IR) domain.16 The
solvated electron being an important intermediate in radiation
chemistry, its formation and the time required for its solvation were
also of some interest as they could have chemical consequences in
the effects of ionizing radiation on liquids. The first study of
solvation of the electron was done in 1971 by JH Baxendale
and P Wardman in liquid alcohols at low temperatures using pulse
radiolysis techniques.17 At low temperature, molecular movements
are greatly slowed down and the solvation dynamics of the electron
produced by an electron pulsed accelerator may last several
nanoseconds. With the development of ultrashort laser pulses in
the eighties, studies on the formation and the short-time reactivity
of the solvated electron at room temperature started in water.18,19

Pump-probe laser experiments performed by A Migus et al. showed
for the first time that precursors of the hydrated electron exist and
absorb in the infra-red spectral domain and that the hydration
process is complete within a few hundreds of femto-seconds.19

Since then, much work has been devoted to the localization and
solvation of the electron in liquids.
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2.2. Production of the solvated electron

Several methods, more or less appropriate according to the medium
and the detection systems, may produce solvated electrons and allow
their study in different environments.

Historically, the first method was the dissolution of alkali metals
in amine solvents; nevertheless, this is useful only in media in which
the lifetime of the solvated electron is long enough (at least a few
hours in the pure solvent). For example, in liquid ammonia, the
solvated electron may be formed from sodium metal:

Nametal + NH3liq → Na+
NH3

+ e−
NH3

.

For solvents in which the lifetime of the solvated electron is short,
it cannot be observed in this way. For instance in water, the hydrated
electron may be formed by dissolving alkali metals. But the metal
dissolution timescale is much longer (a hundred of milliseconds) than
the lifetime of the electron (a few microseconds) and, as soon as
solvated electrons are produced, a very fast reaction occurs between
two solvated electrons producing molecular hydrogen, leading to the
explosive combustion in air that accounts for the hazardous contact
of alkali metal and water.

Nametal + H2Oliq → Na+
H2O + e−

aq ,

e−
aq + e−

aq → H2 + 2OH− .

Electrolysis reactions may also be used to produce the solvated
electron in similar media; for instance, in liquid ammonia the
reactions are:

(1) At the anode:

4NH3 − 2e− → 2NH2
• + 2NH4

+ → N2H4 + 2NH4
+ .

(2) At the cathode:
NH3 + e− → e−

NH3
.
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Nevertheless, the main method to generate solvated electrons
is radiolysis. Under high-energy radiation (g or X-rays, beams of
accelerated electrons or positive ions), electrons may be ejected
from the most abundant (solvent) molecules in the medium. These
electrons have excess kinetic energy that is lost in collisions with
solvent molecules, which may be electronically excited or ionized to
produce more electrons in a cascade scheme. When their kinetic
energy falls below the ionization/excitation threshold, the electrons
are “thermalized” and become “solvated” as solvent molecules get
reorganized around them.

Absorption of UV or visible light from a flash lamp or a laser is
used to produce the solvated electron, too. Two photolytic processes
may occur: (1) the photon energy is sufficient to ionize a solute and
produce the electron, for instance, photo-detachment from an anion
(Cl−, Fe(CN)6

4−, Na−…); (2) the laser intensity is high enough
to induce ionization of the solvent via multiphoton absorption
(e.g. H2O + nhν → H2O

+ + e−). For water, at least 8 eV is needed to
ionize the solvent.

3. Some Physical Properties of the Solvated Electron

The identification and the understanding of the chemical properties
of the solvated electron can be made through the knowledge of its
physical properties. The properties of the solvated electron depend
on several factors such as solvent, temperature and pressure.
Compilations of physicochemical properties of solvated electrons in
many solvents have already been published.20,21

3.1. Volume

In 1921, by dissolving an alkali metal in liquid ammonia, C Kraus
and W Lucasse observed a volume expansion of the solution greater
than that obtained for the dissolution of ordinary salts.12 They attrib-
uted this volume expansion to the formation of the solvated electron,
which is regarded as a particle, since the electron itself has a negligible
volume. For example, the dissolution of three moles of sodium in
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one liter of liquid ammonia induces an increase in volume of 43 cm3

of the solution compared to the pure liquid. Assuming that all the
metal is dissociated, it may be deduced that in ammonia the electron
occupies a spherical volume with a radius of 0.18 nm. In fact, the cav-
ity radius of the solvated electron in ammonia is greater than that
value and is about 0.3 nm.

That observed volume expansion accounts for the cavity models
developed by theoreticians to describe the solvated electron; that is,
the electron occupies a cavity or void in the solvent and is surrounded
and solvated by the solvent molecules.

3.2. Charge

Conductivity measurements performed by C Kraus in ammonia
solutions of alkali metals gave evidence of a negatively charged species
independent of the cation, the solvated electron.11 However, it was to
be wondered whether the same species was formed in radiolysis of
liquids. In 1962, just before the discovery of the absorption spectrum
of the hydrated electron, by studying the rates of reactions of the
reducing species produced by g radiolysis in aqueous solutions
containing various solutes, G Czapski and HA Schwarz found that
the reaction rate constant of the reducing species is independent of
the ionic strength of the solution in the case of neutral solutes, but
depends on the ionic strength for ionic solutes. They deduced that
the formed reducing species has a unit negative charge and is a
hydrated electron.22

3.3. Mobility

Most methods for determining the electron mobility use pulse radi-
olysis techniques in which the concentration of electrons is followed
during or after the ionizing pulse, either by the time-of-flight method
or by measurement of the change in conductivity. However, due to
the inherent conductance of polar liquids, direct conductivity meas-
urements of solvated electrons are generally difficult in these media.
Therefore, the diffusion coefficient and the mobility of the solvated
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electron in various solvents have been indirectly derived through the
Smoluchowski and the Nernst–Einstein equations, from the value
of the rate constant of a fast reaction thought to be diffusion
controlled.23 In 1969, it was discovered that excess electrons in
non-polar solvents are from 100 to 100,000 times more mobile than
ions in the same liquids. The electron mobility depends on the solvent
and on the structure of the molecules. For example, the mobility in
n-alkanes decreases with increasing chain length, but it increases with
branching; at room temperature, the value is 28.0, 0.15 and 70 cm2

V−1 s−1 in ethane, n-pentane and 2,2-dimethylpropane, respectively.3

In polar solvents, the electron mobility is generally slightly greater
than ionic mobilities, which are about 7 × 10−4 cm2 V−1 s−1. In water,
the measured mobility of the hydrated electron is 1.9 × 10−3 cm2 V−1 s−1.
In a viscous solvent as ethane-1,2-diol, the value falls down to 2.8 ×
10−4 cm2 V−1 s−1. The mobility increases with temperature as the
viscosity decreases. The viscosity effect shows that the transport of the
solvated electron is mainly due to diffusion and that transport via
hopping or tunneling effects is not predominant for that species.

3.4. Optical absorption

From the first observations of the blue color of alkali metal solutions
in ammonia, the major characteristic of the solvated electron is its
optical properties.

The optical absorption spectrum of the solvated electron
presents a broad, featureless, but very intense band with a
maximum ranging from the visible (500–700 nm for alcohols and
aqueous solutions) to the infrared (above 2000 nm for tetrahydro-
furan or diethylether, for instance) depending on the medium
(Fig. 2).16 On the whole, the maximum of the absorption band of
the solvated electron shifts to higher wavelengths as the dielectric
constant of the solvent diminishes. However, the absence of a simple
correlation between the maximum and the dielectric constant or
the dipolar moment of the solvent suggests that the position of the
absorption spectrum is mostly governed by the molecular structure
of the liquids.
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The absorption spectrum of the solvated electron depends not
only on the nature of the solvent but also on parameters that modify
the structure and properties of the solvent, such as pressure and tem-
perature. The optical absorption band shifts to higher energies
(shorter wavelengths) with increasing pressure up to 2000 bar; the
shift is larger in primary alcohols than in water and it correlates with
the increase in liquid density rather than with the rise in dielectric
constant.24 A rise in the temperature induces a red shift of the solvated
electron absorption spectrum. Thus, the absorption maximum
in water is located around 692 nm at 274 K and 810 nm at 380 K.25
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The asymmetric shape of the absorption band of the hydrated
electron at temperatures below the critical region is well fitted
by Gaussian and Lorentzian functions on the low- and high-energy
sides, respectively.25

Lately, quantum-classical molecular-dynamics simulations of an
excess electron in water performed for wide ranges of temperature
and pressure suggest that the observed red shift of the optical
absorption spectrum is a density effect rather than a temperature
effect.26 Indeed, by increasing the temperature, the mean volume
of the cavity occupied by the solvated electron increases due to weak-
ening of bonds between solvent molecules; the electron is less
confined in the cavity, and the potential well becomes less deep.

The temperature dependence of the absorption spectrum of the
solvated electron has been recorded not only in water but also in
alcohols (Fig. 3).27–30 Measurements are performed using nanosec-
ond pulse radiolysis with a specific cell for high temperature and high
pressure in a temperature range up to around 600 K depending on
the solvent. Indeed, by increasing the temperature, the decay of
solvated electrons becomes faster; for example, this decay is much
faster in alcohols than in water, so, the data obtained with nanosec-
ond set-up are limited at lower temperatures for alcohols compared
with water.

The studies in ethane-1,2-diol (12ED), propane-1,2-diol (12PD)
and propane-1,3-diol (13PD) emphasize the influence of the length
of the aliphatic chain, and the effect of the distance between the two
OH groups on the behavior of the solvated electron.27,29,30 At room
temperature, the wavelength of the absorption maximum is shorter in
12PD (565 nm) than in 13PD (575 nm), indicating that the two
neighboring OH groups in 12PD create deeper electron traps com-
pared to 13PD. However, the traps in 12PD appear less deep than in
12ED since the energy of the absorption maximum of the solvated
electron measured at a given temperature is lower in 12PD than in
12ED. That shows an influence of the additional methyl group on the
solvent structure, in particular on the created three-dimensional
networks of hydrogen-bonded molecules. Moreover, an increase in
temperature more greatly affects the electron in 12PD and in 13PD
than in 12ED since the temperature coefficient is more negative,
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i.e. −2.9 × 10−3, −2.8 × 10−3 and −2.5 × 10−3 eV K−1 for 12PD, 13PD
and 12ED, respectively [Fig. 3(b)]. This may be correlated to the
decrease in viscosity versus temperature that is larger for 12PD
compared to 13PD and 12ED, indicating larger modifications of the
solvent structure and molecular interactions. So, the solvated electron
may be used as a probe to get information on solvent molecular
structure.

Various theoretical and numerical approaches have been dedicated
to the study of the solvated electron and its absorption spectrum. The
absorption spectrum, i.e. the electronic transition(s), corresponds to
the promotion of the solvated electron from its ground state to one
or more excited states. Although continuum and semi-continuum
models can explain the optical absorption maximum position as
a function of temperature or pressure, they cannot account for the
optical absorption band shape and width.31 Quantum simulations
have indicated that, in its ground state, the solvated electron resides
in an s-like localized state, and that its excited states are three non-
degenerate p-like states, also bound and localized, followed by a band
of delocalized states. Hence, the broad absorption band of the
electron corresponds mostly to an s → p transition with a contri-
bution of the transition from the bound state to the continuum at
high energies.26,32 The latter contribution accounts for the asymmetry
of the spectrum. As the energy levels of the excited states are gen-
erally close to the conduction band of the solvent, the position of
the absorption maximum gives information on the depth of the
potential energy well in which the solvated electron is localized. So,
the shorter the wavelength of the absorption maximum is (the higher
the transition energy is), the deeper is the well.

3.5. Structure

Direct information about the local solvation structure for the solvated
electron in condensed media is scarce, although having an accurate pic-
ture of, at least, the ground state of the solvated electron, is important
to interpret its properties. Steady-state electron paramagnetic resonance
(EPR) and electron spin-echo modulation (ESEM) experiments as well
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as Resonance Raman (RR) spectra have confirmed the existence of
solvated electrons and provided some insight into its structure.

The Electron Spin Resonance (ESR) line for the solvated electron
consists of a single, inhomogeneously broadened line at a g value that
is very close to that for the free electron. That suggests that the
electron is trapped in a potential well surrounded by a number of
symmetrically oriented solvent molecules. Geometrical structures of
solvated electrons in glassy matrices have been determined from
ESEM experiments performed by Kevan’s group.33 From three-pulse
electron spin echo experiments in deuterated aqueous matrices34 and
ESR line shape analysis on trapped electrons in 17O enriched 10 M
NaOH alkaline ice glass,35 L Kevan and co-workers deduced that the
electrons are solvated by six water molecules, approximately arranged
octahedrally, each with one of its OH bonds oriented towards the
electron. From 70 GHz ESR spectra of solvated electrons in
methanol glass, a geometrical model was proposed based on a sol-
vated electron to OH proton distance determined to be 0.230 ±
0.015 nm and a first solvation shell composed of 4 ± 2 equivalent
methanol molecules.36 For ethanol, it was determined that four first-
solvation shell molecules were arranged tetrahedrally around the
electron with a molecular dipole orientation i.e. with the bisector
of the COH bond angle approximately oriented towards the
electron.37,38 For the solvated electron in ethylene glycol (12ED),
L. Kevan and co-workers also suggested a total of four first solvation
shell molecules but with only two of these having their OH groups
oriented toward the electron.39

Resonance Raman (RR) experiments have also provided valuable
data on the structure of the electron. RR spectra of aqueous solvated
electrons revealed enhancements of the water inter- and intra-molecular
vibrations demonstrating that electronic excitation was significantly
coupled to these modes. Frequency downshifts of the resonantly
enhanced H2O bend and stretch were explained by charge donation
into solvent frontier orbitals.40–42 RR spectra in primary alcohols
(methanol, ethanol, propan-1-ol) revealed strong vibronic coupling
of the solvated electron to at least five normal modes of the solvent.43

The spectra showed enhancements of the downshifted OH stretch,
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the OH in-plane bend and the OH out-of-plane bend (torsion),
which were analogous to the enhanced modes of the aqueous solvated
electron. In addition, Franck–Condon coupling of the electronic
excitation to methyl/methylene deformations demonstrated that the
electronic wave function of the solvated electron extended signifi-
cantly into the alkyl group of the alcohols.43 Those results corroborate
the theory of the absorption spectra of the solvated electron devel-
oped by H. Abramczyk and co-workers,44–46 in which the coupling
between the excess electron and the intramolecular modes of the sol-
vent plays the dominant role and in which the vibrational properties
of the electron trap govern the electron dynamics. Those findings
indicate that the solvated electron should be regarded as a “quasi-
molecule” or a “solvent multimer anion” that consists of both
electron and solvating molecules.

To consider the solvated electron as a captured electron in a
cavity, as “a particle in a box” may appear too simple. A detailed
review about the structure of the solvated electron based on recent
experimental and theoretical data is given in the next chapter.

4. Chemical Reactivity of the Solvated Electron

4.1. Geminate recombinations and spur reactions

In radiolysis, one of the most important reactions of solvated
electrons is recombination with positive ions and radicals that are
simultaneously produced in close proximity inside small volumes
called spurs. These spurs are formed through further ionization
and excitation of the solvent molecules. Thus, in competition with
diffusion into the bulk, leading to a homogeneous solution, the sol-
vated electron may react within the spurs. Geminate recombinations
and spur reactions have been widely studied in water, both experi-
mentally and theoretically,47–50 and also in a few other solvents.51–53

Typically, recombinations occur on a timescale of tens to
hundreds of picoseconds. In general, the primary cation undergoes a
fast proton transfer reaction with a solvent molecule to produce
the stable solvated proton and the free radical. Consequently, the
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recombination processes are complex and depend on the solvent
(Fig. 4). The central problem in the theory of geminate ion recombi-
nation is to describe the relative motion and reaction between the two
particles with opposite charges initially separated by a distance r0. In
water, among the primary products of solvent radiolysis, the main
species are the hydrated electron e−

aq, the hydroxyl radical •OH and the
hydronium cation H3O

+:

H2O g,e−,nhv H2O
+ + e− e−

aq + •OH + H3O
+.

Interestingly, it has been shown that in water the recombination
of the solvated electron is greatly dominated by reaction with •OH
radical, because the reaction with H3O

+ is not diffusion limited
despite the Coulombic attraction.48 Moreover, the geminate recom-
bination kinetics of the hydrated electron following water
multiphoton ionization were measured for photon energies in the
range 3.0−5.0 eV; the changes in the kinetics indicate that the
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hydrated electron is produced by different mechanisms and that the
escape probability and ejection distance depend on the excess energy
(Fig. 5).49

It is to be noted that, after geminate recombination, when diffusion
takes place on the nanosecond and longer time scale, reactions
between the radiolytic species still occur and, in the absence of any
other solutes, those reactions are responsible of the disappearance of
the solvated electron.

4.2. Reaction with a solute

Soon after the discovery of the solvated electron by its absorption
spectrum in pulse radiolysis experiments, its reactivity was studied
with a wide variety of solutes. Most of the rate constants of reactions
between the solvated electron and a solute were measured by decay
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Fig. 5. Fitted electron escape probability and s (width of the Gaussian distance
probability distribution for e−

aq) plotted as a function of the photon energies used to
ionize water. The upper x-axis indicates the total excitation energy. Arrows indicate
minimum possible values of escape probability or s. [Reprinted from Ref. 49,
Copyright 1996, with permission from American Chemical Society.]

        



kinetics method.54,55 Although it is a transient species, the solvated elec-
tron is a very strong reducing agent. Indeed, its reduction potential is
very low; for the solvated electron in water, the value of E° (H2O/e−

aq)
is equal to −2.87 V with respect to the standard hydrogen electrode.56,57

Many reactions of the solvated electron with different solutes,
such as aliphatic, aromatic or heterocyclic compounds, and also
anions and cations, have been studied. The solvated electron has been
found to be useful in organic and inorganic chemistry as it may be
used to create other reducing agents that are themselves less reactive
and thus more selective, such as Zn+, Cd+, Co+, to reduce nitroben-
zene, to oxidize organic compounds in the presence of dioxygen….
A wealth of information on the reactions of hydrated electrons has
been obtained and a compilation was published in 1988.58 The reduc-
tion of halogenated hydrocarbons is often used in radiation chemistry
to produce well-defined radicals because of the selective cleavage of
the carbon–halogen bond by the attack of the solvated electron. This
reaction produces the halide ion and a carbon-centered radical, and is
of great interest for environmental problems related to the destruction
of halogenated organic contaminants in water and soil.59,60 Biological
systems are also affected by the presence of hydrated electrons, and
there is evidence that the hydrated electron plays a role in radiation-
induced damage of enzymes and DNA.61

4.3. Formation of ion pairs

Pulse radiolysis studies of solutions containing alkali or alkaline earth
salts have shown that the solvated electron does not reduce these
metal ions. The main effect of salts is to produce a blue shift of the
solvated electron spectrum.

The first publication on the effect of non-reactive metal cations
on the absorption spectrum of the hydrated electron was published in
1965.62 A systematic study of the salt concentration effect on the
hydrated electron absorption spectrum in very concentrated (up to
15 M) aqueous solutions of LiCl was done by IV Kreitus in 1985,63

then, resumed by P Krebs and co-workers in 1999.64 With the devel-
opment of ultrafast laser pump-probe setup, a few publications noted
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a blue shift of the absorption band of the hydrated electron in the
presence of high concentration of NaCl and attributed it to a change
in the hydration energy of the electron.65,66 Recently, molecular
dynamics simulations depicted, in the case of sodium cation, the pos-
sible formation of a cation–electron pair. The simulated absorption
spectrum of the pair showed a blue shift of about 0.3 eV compared to
that of the hydrated electron, which is attributed to a destabilization
of the p-like state in the close vicinity of the cation.67 A general study
on the influence of monovalent, divalent and even trivalent non-
reactive metal cations on the absorption spectrum of the hydrated
electron was recently performed by J Bonin et al.68,69

Alkali metal cations and alkaline earth metal cations are not
reduced by the hydrated electron as the redox potential of the M+/M0

or M2+/M+ couple is lower than the redox potential of the hydrated
electron. Regarding trivalent metal cations, only the lanthanide series
presents stable free ions in aqueous solutions. These ions are reduced
very slowly by the hydrated electron. Tb3+ presents a reaction rate con-
stant with the hydrated electron lower than 106 mol−1 L s−1. Therefore,
it is possible to observe the pair formation between Tb3+ and hydrated
electrons. It was shown that, for the same concentration of metal
cation, the shift of the electron absorption spectrum increases with the
charge of the metal cation, indicating an electrostatic effect on the
energy levels of the solvated electron [Fig. 6(a)]. Moreover, as the salt
concentration increases, the spectrum shifts to shorter wavelengths
[Fig. 6(b)]. It is also worth noticing that the counter-ion plays a role
on the spectral shift of the solvated electron spectrum, since for the
same salt concentration (2 mol kg−1), the absorption band maximum
is situated at 650 nm for Mg(ClO4)2 and 685 nm for MgCl2. The blue
shift is higher in the case of perchlorate than chloride. As the per-
chlorate salt is more dissociated in water than the chloride one, the
counter-ion effect may be related to the dissociation efficiency of the
salts in water. Indeed, if the salt is not fully dissociated, the counter-ion
in the proximity of the metal screens the cation charge and diminishes
the interaction with the solvated electron.

Several publications have also dealt with the changes that occur in
the optical absorption spectra of solvated electrons in liquid amines,
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Fig. 6. Optical absorption spectra of solvated electrons at 10°C in pure water and
in aqueous solutions containing (a) 2 mol kg−1 of monovalent (Na+), divalent (Mg2+)
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ammonia and ethers when alkali metal salts are added.70–75 Pulse
radiolysis studies on solutions of alkali metal salts have established the
formation of transient optical bands resulting from the reaction of the
cation M+ with the solvated electron. Such bands exhibit a distinct
blue-shift from that of the solvated electron in the same solvent and
are attributed to the formation of an alkali cation–electron ion pair.
The formation of ion pairs between solvated electrons and inert
divalent cations was also evoked to explain the decrease in the rate of
reduction of Zn2+ in ethanol solution in the presence of salts,
Mg(ClO4)2 or Ca(ClO4)2. Recently, pulse radiolysis experiments done
in THF, a low polarity solvent, have demonstrated that the solvated
electron reacts with the non-dissociated alkaline earth perchlorate
M(ClO4)2 with M = Mg2+, Ca2+ or Sr2+ and forms a pair (MII, es

−).76,77

The structures of the pairs have been determined by ab initio calcu-
lations.76 Surprisingly, while the absorption spectrum of the solvated
electron presents a single band located around 2250 nm, the
absorption spectra of the pairs are blue-shifted and composed of two
bands (Fig. 7).77 Those spectra were interpreted as a perturbation of
the solvated electron spectrum with the use of an asymptotic model.
This model describes the solvated electron as a single electron trapped
in a THF solvent cavity and takes into account the effects of electro-
static interaction and polarization due to the solutes that are modeled
by their charge distribution. It was shown that the p-like excited states
of the solvated electron can be split in the presence of molecules
presenting a dipole. So, the model accounts for the results obtained
with dissociated alkali and non-dissociated alkaline earth salts in THF
since ionic solutes yield absorption spectra with only one absorption
band, and dipolar neutral solutes yield absorption spectra with two
bands (Fig. 8).77

5. Solvation Dynamics of the Electron

Since its spectroscopic discovery, a large number of time-resolved
experiments were carried out to clarify the relaxation dynamics of the
solvated electron. The first experimental studies of the formation
dynamics of electrons in liquids started with electron pulse radiolysis
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experiments in alcohols, first in the nanosecond time range at low
temperature,17 then in the picosecond time range.78–80 Picosecond
laser studies of electron solvation in alcohols were also done,81–83 and
with the developments of laser techniques with a better time re-
solution, the ultrafast dynamics of the solvated electron was studied
by femtosecond time-resolved absorption spectroscopy with use of
two-19,49,51,84–96 or three-pulse sequences.66,97–103

A simplified view of the early processes in electron solvation is
given in Fig. 9: (i) the electron is ejected from a molecule upon ion-
ization by radiolysis or photolysis; (ii) in the thermalization step, the
ejected electron progressively loses its excess kinetic energy in colli-
sions with solvent molecules; (iii) then, the electron is localized,
trapped in a solvent site or cavity and (iv) becomes solvated when the
solvent molecules have obtained their equilibrium configuration after
relaxation.
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Fig. 8. Potential energy curves of a solvated electron in interaction with (top) an
alkali cation, (bottom) an alkaline earth perchlorate in THF. G stands for the center
of the Gaussian orbitals of the electron. The values of the two transitions indicated
by the arrows at the same distance are given on the figure. [Reprinted from Ref. 77,
Copyright 2004, with permission from American Chemical Society.]

        



The pioneering work of A. Migus et al.19 in water showed that the
solvation process is complete in a few hundreds of femtoseconds and
hinted at the existence of short-lived precursors of the solvated elec-
tron, absorbing in the infrared spectral domain (Fig. 10). Such
precursors had already been suggested from picosecond experiments

An Overview of Solvated Electrons 43

Fig. 9. Cartoon showing the formation of the solvated electron upon solvent
ionization.

Fig. 10. Absorption spectra of the electron at different delays after photo-ionization
of liquid water at 21°C by two photon excitation with pulses of 100 fs duration at
310 nm. [Reprinted from Ref. 19, Copyright 1987, with permission from The
American Physical Society.]

        



in alcohols.78 So, subsequent studies often depicted the electron
solvation process by stepwise mechanisms with several electron
precursors (Fig. 11), each precursor having a fixed, individual spec-
trum (Fig. 12).83–85,87,88,94,101–104 The assignments of those precursors
were various: excited p state, “hot” ground state, partially solvated
electron.…

However, other works on electron solvation after photoionization
of water favored the so-called “continuous shift” model in which the
existence of these IR-absorbing species is not strictly required.51,92,93

In the latter model, only one localized electron is considered but its
spectrum, as a whole, undergoes a continuous evolution shifting to
the blue (short wavelengths) during the solvation, without changing
its shape. This continuous shift of the absorption spectrum of the
solvated electron has been interpreted by two ways. First, this
shift would be governed by solvent molecular reorientation around
the electron (solvation), which has been suggested by a correlation
between the formation time of the solvated electron and the dielec-
tric relaxation time of the solvent.78,83 Second, as proposed by
D Madsen et al.93 the shift could be due to a “cooling” of the solvated
electron i.e. a “cooling” of water around the solvation cavity since
the spectrum of the solvated electron is known to shift to higher
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Fig. 11. Time-resolved absorption spectra in neat methanol after two-photon
absorption at 273 nm and energy level scheme used to account for the measured
dynamics during the generation of solvated electrons. [Reprinted from Ref. 94,
Copyright 2003, with permission from Elsevier.]

        



wavelengths at higher temperatures. That means that the absorption
spectrum of the electron at any time during that thermal process is
identical to the spectrum of the solvated electron in the state of equi-
librium with the solvent at some higher temperature. In this
approach, the electron solvation is viewed as a succession of quasi-
equilibrium states that are fully characterized by the time evolution of
the local temperature. The necessity to include both the stepwise
mechanism and continuous relaxation to successfully interpret
experiments has also been suggested.86,89–91

In alcohols, the formation of the solvated electron is slower
than in water; the duration increases with the size of the n-alcohol
molecule78,80,87,91 but also depends on the number of OH groups.78

Lately, the formation of the solvated electron in ethane-1,2-diol,96

propanediols105 and propane-1,2,3-triol106 was studied by photoion-
ization of the solvent at 263 nm with 200 fs pulses. The results
showed that, in the three diol solvents, the excess electron presents a
wide absorption band in the visible and near-IR domains at short
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Fig. 12. Temporal evolution of the relative concentrations and spectra of the five
electronic species including in the given mechanism for electron solvation in neat
methanol at room temperature; the spectrum labeled e−

hot is an average assigned to all
thermalizing species form e−

1 to e−
n−1. [Reprinted from Ref. 104, Copyright 1999, with

permission from Elsevier.]

        



delay times after the pump pulse, and that the red part of the absorp-
tion band drops in the first few picoseconds while the blue part
increases slightly (Fig. 13). In contrast to diols, in the case of propane-
triol, even at very short time after the pump pulse, no significant
absorption was observed in the near-IR domain and in the first tens of
picoseconds, only the red part of the spectrum decreases without
change in the blue side. The time evolution of the peak position of the
electron absorption band in the four polyols revealed that the solvation
dynamics is faster in propanetriol compared to the diols, despite the
higher viscosity of propanetriol (Fig. 14). These results indicate that the
solvation dynamics depends on the molecular structure of the solvent,
in particular on the OH groups. The time resolved spectra were also
fitted using different solvation models and at least, two models are able
to reproduce correctly the data: a two-step mechanism (Fig. 15) and a
continuous relaxation model including a change in the shape of the
electron spectrum during the solvation. However, the fact that the
time-evolution of the absorption spectrum of the solvated electron
can be accurately described by the temperature-dependent absorption
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spectrum of the ground state solvated electron (Fig. 16) suggests that
the spectral blue shift would be mostly caused by a continuous relax-
ation or “cooling” of the electron trapped in a solvent cavity. The
constancy of the spectral profile used in the initial “continuous shift”
model was rather postulated than observed and is contradicted by the
time-evolution of the spectral shape monitored for the electron pro-
duced in D2O by multiphoton ionization,90 and lately, for the electron
generated by two-photon ionization of liquid H2O and D2O.95 In both
studies, a Gaussian–Lorentzian analysis of the transient spectra was per-
formed and gave evidence for a decrease in the Gaussian width with
time. In the work of Lian et al.,95 two distinct regimes of the spectral
evolution of the electron were observed. In the first picosecond after
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Fig. 14. Time evolution of the peak position Emax of the absorption band of the
electron photogenerated in four polyols: � propane-1,2,3-triol, � ethane-1,2-diol,
� propane-1,3-diol and ∆ propane-1,2-diol [Reprinted from Ref. 106, Copyright
2008, with permission from American Chemical Society].

        



photoionization, while the main absorption band of the electron pro-
gressively shifts to the blue (from 820 to 720 nm), a new peak at
1.15 µm and a shoulder at 1.4 µm are observed, which fully decayed in
one picosecond.

Lately, time-resolved Resonance Raman with 250 fs time resolu-
tion carried out in water showed that the rise time of Raman bands
was faster than the appearance of the equilibrated hydrated electron,
indicating that the electron precursor also gives enhanced Raman
signals.107 Since the intensity enhancement arises from the resonance
with the s → p transition, it was concluded that the precursor is a non-
equilibrium s-state electron and that the femtosecond relaxation
process of the hydrated electron is the conformational change of the
solvation structure around the ground s-state electron. Moreover,
using Auger electron decay spectra, D. Nordlund et al. recently
probed the electron delocalization in liquid water and ice at
attosecond time scales.108 They reported that the hydrogen-bonded
network delocalizes the electron in less than 500 as, but that broken
or weak hydrogen bonds provide traps where the electron remains
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Fig. 15. Time evolution of the concentrations and absorption spectra of the three elec-
tron species involved in the two-stepwise mechanism e−

wb → e−
b → e−

s used to fit
the experimental data (Fig. 13) obtained in ethane-1,2-diol: (. . .) e−

wb, (- - -) e
−
b, () 

e−
s [Reprinted from Ref. 96, Copyright 2006, with permission from American Chemical

Society].

        



localized longer than 20 fs, time scale long enough for libration
response of the water molecules and then solvation dynamics to occur
leading to the hydrated electron.108

In the last couple of years, ionic liquids have attracted much interest
in their potential applications as solvents for chemical reactions, in
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particular within the nuclear fuel cycle.109 Consequently, pulse radiolysis
studies have explored fast reactions occurring in these media.110,111

Pulse radiolysis transient absorption spectra on nanosecond timescales
revealed that solvation of the excess electron is particularly slow in the
case of alcohol-functionalized ionic liquids, the blue shift of the
electron spectrum to the customary 650 nm peak lasting 25–40 ns at
21°C (Fig. 17).112 By comparison with the relaxation dynamics
observed in viscous 1,2,6-trihydroxyhexane, this slow relaxation
process was not correlated with bulk viscosity but was attributed to
the hindering effect on the ionic liquid lattice on the hydroxypropyl
side chain reorientation. The existence of a slow solvation step in the
ionic liquid alcohols presents an opportunity to probe this process
with more detail and to get a better insight on the intermediate
solvation states of the electron.
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Fig. 17. Pulse radiolysis transient absorption spectra of excess electrons in the
alcohol-functionalized ionic liquid (CH3)2(CH2)3OH)N+(CH2)8N

+((CH2)3OH)−
(CH3)2(NTf2

−)2; NTf2
− stands for bis(trifluoromethylsulfonylimide); dose: 23 Gy

[Reprinted from Ref. 112, Copyright 2005, with permission from Elsevier].

        



6. Conclusion

The solvated electron is a transient chemical species which exists in
many solvents. The domain of existence of the solvated electron starts
with the solvation time of the precursor and ends with the time
required to complete reactions with other molecules or ions present
in the medium. Due to the importance of water in physics, chemistry
and biochemistry, the solvated electron in water has attracted much
interest in order to determine its structure and excited states. The
solvated electrons in other solvents are less quantitatively known, and
much remains to be done, particularly with the theory. Likewise,
although ultrafast dynamics of the excess electron in liquid water and
in a few alcohols have been extensively studied over the past two
decades, many questions concerning the mechanisms of localization,
thermalization, and solvation of the electron still remain. Indeed,
most interpretations of those dynamics correspond to phenomeno-
logical and macroscopic approaches leading to many kinetic schemes
but providing little insight into microscopic and structural aspects of
the electron dynamics. Such information can only be obtained by
comparisons between experiments and theoretical models. For that,
developments of quantum and molecular dynamics simulations are
necessary to get a more detailed picture of the electron solvation
process and to unravel the structure of the solvated electron in many
solvents.
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Chapter 3

The Structure and Dynamics
of Solvated Electrons

Ilya A. Shkrob*

1. Introduction

In this chapter, the recent progress in the understanding of the nature
and dynamics of excess (solvated) electrons in molecular fluids com-
posed of polar molecules with no electron affinity (EA), such as liquid
water (hydrated electron, e–

hyd) and aliphatic alcohols, is examined. Our
group has recently reviewed the literature on solvated electron in liq-
uefied ammonia1 and saturated hydrocarbons2 and we refer the reader to
these publications for an introduction to the excess electron states in
such liquids. We narrowed this review to bulk neat liquids and (to a
much lesser degree) large water anion clusters in the gas phase that serve
as useful reference systems for solvated electrons in the bulk. The excess
electrons trapped by supramolecular structures (including single macro-
cycle molecules3,4), such as clusters of polar molecules5,6 and water pools
of reverse micelles7,8 in nonpolar liquids and complexes of the electrons
with cations9 in concentrated salt solutions, are examined elsewhere.
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This narrative echoes the themes addressed in our recent review on
the properties of uncommon solvent anions.10 We do not pretend to be
comprehensive or inclusive, as the literature on electron solvation is vast
and rapidly expanding. This increase is currently driven by ultrafast laser
spectroscopy studies of electron injection and relaxation dynamics (see
Chap. 2), and by gas phase studies of anion clusters by photoelectron
and IR spectroscopy. Despite the great importance of the solvated/
hydrated electron for radiation chemistry (as this species is a common
reducing agent in radiolysis of liquids and solids), pulse radiolysis stud-
ies of solvated electrons are becoming less frequent perhaps due to the
insufficient time resolution of the method (picoseconds) as compared
to state-of-the-art laser studies (time resolution to 5 fs11). The welcome
exceptions are the recent spectroscopic and kinetic studies of hydrated
electrons in supercritical12,13 and supercooled water.14 As the theoretical
models12 for high-temperature hydrated electrons and the reaction
mechanisms for these species are still under debate, we will exclude such
extreme conditions from this review.

Over the last 15 years, there was rapid progress in understanding
the properties of solvated/hydrated electron. The advances were
made simultaneously in many areas. First, it became possible to study
the energetics and IR spectra of relatively large ammonia and water
(and now methanol15) anion clusters in the gas phase. Very recently,
pump-probe studies of such clusters have begun.16,17 Second, reso-
nance Raman spectra of solvated electrons in water and alcohols were
obtained; these spectra provide direct insight into their structure.18–22

Only magnetic resonance [electron paramagnetic resonance (EPR)
and electron spin echo envelope modulation (ESEEM)] studies car-
ried out in the 1970s and the 1980s have provided comparably
detailed structural insight into electron localization.23 Third, there
were multiple studies of ultrafast electron localization in water, alco-
hols, ethers, and ionic liquids following either photo-24–28 or
radio-lytic29 ionization of the solvent or electron detachment from a
solvated anion (e.g. Ref. 30). Numerous pump-probe studies of
e–

hyd
11,31–35 and solvated electron in alcohols36 and ethers, such as

tetrahydrofuran (THF),37 have been carried out. These studies
addressed the initial stages of electron localization that are still not
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fully understood. Fourth, theoretical (dynamic) models of electron
solvation rapidly grew in sophistication and realism. In addition to
one-electron models, both adiabatic and nonadiabatic approaches,
such as path integral,38–40 mixed quantum-classical (MQC) molecular
dynamics (MD),41–43 mobile basis sets,44–46 ab initio and density func-
tional (DFT) approaches have been developed, chiefly for small- and
medium-size water anion clusters.47–49 Recently, these many-electron
approaches began to be applied to solvated electrons in bulk liquids,
using Car–Parrinello (CP)50 or Born–Oppenheimer MD and hybrid
MQC/MD:DFT calculations.51 Meanwhile, the one-electron MQC
MD methods are advancing towards more accurate representation of
nonadiabatic transitions, decoherence effects52 and quantum effects
involving solvent degrees of freedom.53 Fifth, these methods are
presently applied to solvents of medium and low polarity, such as
THF54 and the alkanes,2,4 where the electron dynamics and energetics
are qualitatively different from those in water, and to dielectrons in
water.55

While the dynamics studies of electron solvation are very impor-
tant for understanding its chemistry, interpreting these dynamics is
conditional on having the accurate picture of the ground state of the
solvated electron. The point that is made in this review is that the cur-
rent paradigm of the solvated electron as “a particle in a box” that
informed the studies of the solvated electron for over 60 years56–60

needs to be reassessed, despite its many successes. In place of this par-
adigm we suggest another conceptual picture, which is nearly as old
as the “particle in a box” view of the electron (see Ref. 1), suggesting
that the solvated electron is a solvent-stabilized multimer anion in
which the excess electron density occupies voids and cavities between
the molecules in addition to frontier (antibonding) p-orbitals in the
heteroatoms in the solvating groups. We argue that such a view does
not contradict the experimental observations for the ground state
electron and, in fact, accounts for several observations that have not
been rationalized yet using one-electron models, including the
dynamic behavior of the excess electron. The emerging picture of the
solvated electron as such an anion is complementary to the familiar
one-electron models, retaining and rationalizing the desirable features
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of the “particle in a box” paradigm and adding new features that are
lacking in the one-electron models. In this respect, the multimer
anion picture is minimalist and conservative: it is quite different from
more radical suggestions61 that postulate a different atomic structure
for the “solvated electron.”

2. The Cavity Electron

In the standard picture of electron solvation in polar liquids, the s-like
excess electron occupies a (on average, nearly isotropic) solvent cavity
that is stabilized through (i) Pauli exclusion of the solvent molecules
(repulsive interaction) by the electron filling the cavity and (ii) point-
dipole attractive interactions with the polar groups (such as HO
groups in water) of 4–8 solvent molecules that collectively localize
and trap the electron inside the cavity. Only the species in which some
electron density is located inside this cavity (or the interstitial voids
between the solvent molecules) can be rightfully called the “solvated
electron.” All such species exhibit a characteristic broad, asymmetric
absorption band in the VIS (visible) or NIR (near infrared) region,
most of which is from s → p excitation of the s-like ground state elec-
tron to three nodal p-like (bound) excited states (for electrons in deep
traps in polar solvents) or free p-waves in the conduction band (CB),
in less polar and nonpolar solvents. Since the cavity is slightly
anisotropic, these p-like states are nondegenerate, and the VIS-NIR
band is a superposition of three homogeneously broadened p-subbands.
The more anisotropic the cavity is, the greater is the energy splitting
between the centroids of these three subbands. To the blue of this
composite s–p band, there is usually a Lorentzian “tail” extending
towards the UV, due to the transitions from the ground state directly
into the CB of the liquid. Some other excitations (s–d) might also
contribute to this “tail” absorbance.44–46,62 So characteristic is this
“a bell and a tail” spectrum that most of the “solvated electrons” in
liquids have been identified by this feature alone. Another distin-
guishing property of the solvated electron is the pronounced
temperature dependence of this spectrum,13,14 with systematic red shift
of the absorption peak and broadening of the absorption line with the
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increasing temperature (see Chap. 2). Solvated electron is, in fact, one
of the best molecular “thermometers” in chemistry. These trends are
commonly rationalized as an increase in the volume occupied by
the electron as the cavity expands due to weakening of bonds between
the solvent molecules, although there are experimental observations
(such as the lack of spectral shift for e–

hyd in supercritical water as the
density changes from 0.1 to 0.6 g/cm3,13 and much greater sensitiv-
ity of the absorption maximum to the changes of density that are
induced by pressure rather than temperature decrease) that hint at
the complex nature of the change observed that is not captured by
the existing models. In particular, the recent suggestion that the ener-
getics of solvation is solely a function of water density12 does not
appear to be supported experimentally.13,14

Negative EA is not a sufficient condition for the formation of the
cavity electron10: the dimers and multimers of the solvent molecules
should also have negative EA, lacking a way of accommodating the
electron through the formation of bonded or stacked multimer
anions. The depth of the potential well in which the electron resides
broadly correlates with the solvent polarity. For such solvents as liq-
uid, water and ammonia, the trap is more than 1 eV below the CB of
the liquid, and thermal excitation of the electron into the CB is impos-
sible. Solvated electrons in such liquids move adiabatically, following
fast molecular motions in the liquid. In low-temperature solids, such
electrons undergo trap-to-trap tunneling in competition with deep-
ening of the traps due to the relaxation of the cavity, which may take
as long as micro- and milli-seconds at 20–100 K. In nonpolar liquids,
some of which (e.g. alkanes) also yield solvated electrons; the traps are
just 0.1–0.2 eV below the CB, and thermal excitation of the electrons
localized in such traps is sufficient to promote the electron into the
CB. Such electrons perpetually oscillate between the bottom of the
CB and the solvent traps. Only recently has it been shown how fast
these electron equilibria are in the alkanes2: the typical residence time
of the electron in a trapped state is under 10 ps (at 300 K) and the
typical trapping time of the quasifree CB electron is just 15–30 fs,
which is shorter than the relaxation of its momentum. Note that the
p-like electrons in polar solvents are also very close to the mobility
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edge of the liquid41–43 and might be spontaneously emitted into the
CB as a result of solvent fluctuations.63 There is also a class of solvated/
trapped electrons that coexist either in two distinct forms (such as
electrons in low-temperature hexagonal ice64,65 and cation-bound
electrons in concentrated ionic solutions and glasses)9,64,65 or in a
dynamic equilibrium with a molecular anion (a monomer or a bound
multimer), which occurs in some liquids (benzene,66 acetonitrile67) or
in dilute solutions of polar molecules in nonpolar liquids (e.g. for
clustered hydroxylic molecules in dilute alkane solutions5). Many
modes of electron localization are known and perhaps even more are
still unknown.

For molecules lacking permanent polar groups (e.g. alkanes) or
having the dipole oriented in such a way that the positively charged
end of the dipole is looking outwards (e.g. ethers, amides, esters, and
nitriles), the electron is solvated by the alkyl groups, and the trapping
potential originates chiefly through the polarization of C–C and C–H
bonds.2 The exact origin of this potential is poorly understood; it
appears that polarizability of these bonds, in the absence of percola-
tion of the electron density onto the aliphatic chains, is insufficient
to account for the energetics observed. The likely mechanism for
electron trapping in such liquids, in the framework of multi-electron
approach, is examined in Refs. 2 and 4.

3. Excited States, Precursors, and Dynamics 

3.1. “Hot” s- and p-like states

For polar molecules with X–H groups (X=N, O), the origin of the
trapping potential is well understood: it is electrostatic interaction of
the s-like electron residing inside the cavity and dangling (or “non-
hydrogen-bonding”) X–H groups at the wall of the cavity; the
wavefunction of the electron “washes” the protons in such groups
and instantly responds to their rapid motion. The migration of the
electron occurs either as the result of such molecular motions (in
liquids),68 tunneling to neighboring voids appearing as the result
of solvent fluctuations, or repeated thermal emission to CB and
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relocalization. This relocalization can be induced directly by 1-63 or
2-photon31,32 excitation of the electron into the CB, or even by photo
excitation of the s-like electron into the p-like excited state, as the
manifold of these p-states is close to the CB.63 As for the existence of
other than (1)s- and (1)p-like cavity states (such as 2s- and d-states),
while these states are periodically invoked in the literature (e.g. for vit-
reous ethers), there seem to be no recent corroborations of their
existence, except for the electron bubbles in liquid 4He. Importantly,
these are all virtual states: once the electron is excited into one of
these states, many new states appear as the solvent accommodates to
the excitation. These occupied states are classed into p- and s-state
manifolds, although such a classification is somewhat misleading, as
the wavefunction of the lowest (“s-like”) state in an anisotropic, fluc-
tuating cavity has substantial p- and d-characters.44–46 The best
understood of these excited states of the cavity electron are the so-
called “hot” s-like states that relax adiabatically to the fully
thermalized, fully solvated s-like state by damping their excess energy
into the solvent. These are, basically, s-like states that are structurally
and electronically very similar to the ground state of the electron but
reside in a slightly modified cavity. Such states are produced in all sit-
uations when the electron is excited or ejected into the liquid
preceding the formation of a fully thermalized s-like electron on the
picosecond time scale. The spectral manifestation of the relaxation for
these “hot” states is the so-called “continuous blue shift” of the s–p
band that occurs on the time scale of 300–1000 fs in water24–29,69,70

and even slower in alcohols and diols (a few picoseconds25,71,72 or even
a few tens of picoseconds,29 in cold liquids). Only this type of dynam-
ics was observed in photoionization of liquid water and electron
photodetachment in the course of charge transfer to solvent
(CTTS).30 We have recently shown28 (Fig. 1) that this process is
bimodal: there is a rapid blue shift of the entire spectrum on the sub-
picosecond time scale [that is not conserving the shape of the
spectrum, contrary to the frequently made assumption24–27,69–72;
Fig. 1(a)] and a slower narrowing of the spectral envelope to the red
of the maximum that looks similar to vibrational relaxation in pho-
toexcited molecules. During this delayed narrowing, the position of
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Fig. 1. Spectral evolution of the “hot” s-like state of hydrated electron generated
in two 6.2 eV photon ionization of light water. The arrows indicate the trends
observed in the direction of longer delay times of the probe pulses. Panel (a) demon-
strates the evolution between 500 fs and 1.2 ps, showing considerable blue shift and
fast decay of the IR features. Panel (b) shows the slow relaxation regime that is
observed after 1.2 ps (note the logarithmic scale). In this regime, the band maximum
is “locked” within 20 meV and the spectral evolution is due to relatively slow, isotope
sensitive narrowing of the spectral envelope on the red side of the spectrum. This
narrowing is likely to be caused by vibrational relaxation of the “hot” s-like state.
See Ref. 28 for more detail.

        



the absorption maximum is “locked” within 20 meV from the equi-
librium position [Fig. 1(b)]. The time constants for this narrowing
are 560 fs for H2O and 640 fs for D2O, whereas the time constant for
the initial blue shift is < 300 fs. Inability to distinguish between these
two regimes, due to sparse spectral sampling and reliance on pre-
scribed spectral evolution, might explain considerable scatter of time
constants for “continuous blue shift” in the literature. Typically, such
a shift (with the conserved envelope of the spectrum plotted as a func-
tion of excitation energy) is postulated rather than observed directly,
as there are interfering absorbances and side processes occurring on
the same time scale. Interestingly, the “hot” s-like electrons generated
by 2 × 6.2 eV photoionization exhibit a short lived (< 100 fs)
absorbance in the region where H2O has the third overtone of the
O–H stretch mode [the 1.2 µm band in Fig. 1(a) that is not seen
for heavy water] indicative of a strong vibronic coupling between
the short-lived, energetic “hot” s-like state and the solvent.28

Apart from these “hot” s-like states, other light-absorbing states
were identified using decomposition analysis of transient absorption
spectra. There are as many such analyses as there are authors, and rel-
atively few common, agreed upon features have emerged from such
analyses. The most likely culprit is the core assumption that a small
number of states with well-defined, time independent spectra (or a
species with prescribed “continuous blue shift” spectral evolution)
suffices to account for the observed dynamics. The validity of such an
assumption is unobvious for a species like solvated electron that is a
statistical average over many solvent configurations. Only few general
remarks are thus possible. There appears to be no evidence that p-like
states are generated as detectable intermediates in the course of ion-
ization or electron photodetachment, though such states may be
generated by s–p and s–CB excitation of solvated electrons and large
water anion clusters. The most likely reason for that is the extremely
short lifetime of these p-like states (see below). In bulk liquids, these
p-like states are predicted to exhibit diffuse p–CB absorption bands
centered at < 1 eV.73 The initial relaxation of these p-like states in bulk
water is expected to occur very rapidly (10–30 fs); the inertial com-
ponent of this relaxation is very pronounced and it is expected to
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exhibit a large isotope effect. For medium size water anion clusters in the
gas phase, such p-like states are readily identified using angle-resolved
photoelectron spectroscopy, as the photoelectrons generated from these
states carry orbital momentum.16,17

Two general schemes were put forward for the subsequent
dynamics of the “relaxed” p-like states: (i) relatively slow adiabatic
internal conversion (IC) and (ii) very fast nonadiabatic IC. In both
of these scenarios the p-like states convert to a “hot” s-like state that
subsequently undergoes adiabatic relaxation. In the adiabatic IC sce-
nario, the lifetime of the relaxed p-like states is 100–300 fs31–34; this
time increases to ca. 2 ps for methanol.36 In the rapid, nonadiabatic
IC scenario, this lifetime is on the order of 50 fs, and the 300–400 fs
component is interpreted as the initial stage in the thermalization of
the “hot” s-like state.11 For n = 25–50 water anion clusters, (H2O)–

n,
the time constant for IC scales as n−1 decreasing with the increased
cluster size n from 180 to 130 fs for H2O and 400 to 225 fs for
D2O.16 Extrapolating these estimates to water bulk (n → ∞) suggests
that the time constant for IC is < 50 fs. While the validity of such
extrapolation may be questioned,16,17,74 as it has not been firmly
established that such clusters trap the electrons internally, the recent
measurements of emission lifetime of the p-like states in liquid water
give an estimate of 30 fs.18 Photon echo and transient grating meas-
urements11 using 5 fs pulses suggested 50–70 fs time scale for the IC.
These ultrafast measurements indicate the involvement of 850 cm−1

libration mode in the solvent dynamics of photogenerated p-like
states; the same modes show the largest resonance Raman enhance-
ments. A large isotope effect of 1.4 on the lifetime of the fast (35 fs)
component in the kinetics observed after s–p excitation31,32 also
implicates the involvement of these libration modes in the relaxation
or IC of the p-like electron. The short lifetime of these p-like states
readily accounts for the absence of the expected p–CB absorbances
in various photoionization and photodetachment experiments and
the fact hat the same photoinduced absorbances are generated in the
s–p and the s–CB photoexcitations: regardless of the excitation
energy, transient absorption spectra are always dominated by the
“hot” s-like states.34
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Nonadiabatic MQC MD calculations of Schwartz and Rossky73

for the e –
hyd are consistent only with the slow adiabatic IC scenario,

and only approximately, predicting much longer adiabatic relaxation
of the p-like states (300 fs) and IC of relaxed p-like states (1 ps)
and yielding unrealistically rapid relaxation of the “hot” s-states
(< 100 fs). There is still no satisfactory formulation of a dynamic
MQC theory rationalizing rapid, nonadiabatic IC suggested by the
experimental observations. There is much current activity in develop-
ing the next generation of MQC MD models (e.g. Ref. 52) that
might be capable of addressing this issue. Very recently, Borgis,
Rossky, and Turi,53 re-estimated nonadiabatic IC rates using a kinetic
model based on modified Fermi golden rule with either classical or
standard quantized version of the correlation functions and obtained
IC lifetimes of 30–60 fs for water and 80–160 fs for methanol. For
harmonic quantization, even shorter p-like state lifetimes (a few fs)
were computed. The authors caution, though, that their results are
very sensitive to the choice of model potentials; nevertheless, it
appears that the time constant for IC would be short in these models
with more realistic treatment of electron-solvent interaction and
quantized vibrations. The semicontinuum solvation model of Fischer
and Zharikov75 also favors short IC times (ca. 130 fs for water). For
internally trapping “octahedral” S6 (n = 6) water anion cluster,
Scherer et al.62 estimated an IC time of ca. 100 fs. It seems that the
case for rapid, nonadiabatic IC for e–

hyd is growing stronger, whereas
no new models or credible experiments favoring the slow, adiabatic
IC scenario are appearing. If the former scenario is correct, transient
absorbances attributed to p–CB bands (with the life times of a few
100s of ps) in Refs. 31–34 should be reinterpreted as those originat-
ing from the s–p bands of “hot” s-like states undergoing the first stage
of their bimodal relaxation dynamics.

3.2. “Weakly bound” and “dry” electrons, relocalization,
and attachment

Apart from these s- and p-like states, other short-lived, excited states
were postulated by various authors. Such states go under the vague
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name of “weakly bound” (wb) electrons, meaning a state that is local-
ized yet not completely solvated.24,25,72 It is assumed that such wb
electrons in some (vague) way are structurally different from the
strongly bound (sb) electrons observed at a later stage of the solva-
tion process (the “hot” and the relaxed s-like states). In laser
photoionization of water, some of these intermediate wb states (with
lifetime of ca. 110 fs) were claimed to be the electrons coupled to the
OH radical (yielding large transient absorbances near the O–H
stretch of the water),27 though no such states have been observed in
electron photodetachment from hydroxide anion.76 For water, there
is no evidence that these wb electrons are more than artifacts of mul-
tiexponential kinetic analyses.28,a What is certain, however, is that the
localization of the electron is preceded by the formation of short-lived
delocalized states capable of extremely fast scavenging reactions with
certain solutes (such as Cd2+ and selenate and nitrate anions)79–81 that
are also known as scavengers of “dry” electrons generated in radioly-
sis of water. The evidence for such states is indirect (as there is no
spectroscopic signature); nevertheless, the existence of these states
can be deduced from the occurrence of long-range scavenging (elec-
tron attachment) that occurs on the time scale < 50 fs. The typical
static scavenging radii for s-like and p-like electrons by such solutes
are 0.5 and 0.8–1 nm, respectively; whereas the CB electrons gener-
ated via s–CB excitation have radii of 3–5 nm.63,79–81 Beyond these
estimates, little is known about the nature of “dry” or CB electrons
in polar liquids. The recent ultrafast photoemission studies of amor-
phous ice on metals suggest extremely short lifetime (< 20–50 fs) and
rapid scattering for these CB states.82,83 By contrast, CB electrons
in low temperature ice-Ih are readily observed using dc and GHz
conductivity, over many nanoseconds.84
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In liquid ethers, such as THF, Schwartz and co-workers37,54,85

observed theoretically, using nonadiabatic MQC MD model, a relo-
calization of photoexcited s-like electrons that proceeds via the
formation of disjoint and multicavity states. Relatively large cavities
occur naturally in these poorly packed liquids as the result of solvent
fluctuations. The interaction of the solvent molecules with the elec-
tron is so weak that these nascent cavities have comparable binding
energies to the relaxed cavities that are already occupied by the excess
electron.54 The “tail” in the absorption spectrum originates from
weak transitions from the ground state to such disjoint and multicav-
ity states rather than s–CB transitions. The classification of such states
into s- and p- is not particularly useful due to the great anisotropy of
the solvation cavity and numerous crossings between the excited
states. Even the excited states that remain localized in their parent
cavity after their relaxation may fleetingly occupy the neighboring
cavities. Experiments on relocalization of solvated electrons in THF37

are consistent with the picture of population transfer into these dis-
joint cavities that occurs bypassing the CB of the liquid; both the
experiment and the theory indicate that ≈ 30% of photoexcited s-like
electrons relocalize into such states (in the experiment, this process
competes with geminate recombination).37,85 It is not known whether
such a mechanism can operate in H-bonded, well-packed solvents
such as liquid water and alcohols, but one cannot entirely exclude
such a possibility, especially at high temperature.

Packing of the solvent molecules in an organic liquid has another
important effect on the dynamics of electron localization: there could
be more than one type of electron-trapping cavity and the intercon-
version between such cavities could be relatively slow, especially in
viscous liquids. In aliphatic alcohols, the relaxation of “hot” s-like
states is much slower than in water (e.g. 12 ps for methanol24,25), and
the wb electrons can be observed directly on the sub-ps time scale
(recombining or converting to a “hot” s-like state on the picosecond
time scale). Spectrally distinguishable IR-absorbing wb state is
observed most clearly in ethylene glycol at 300 K; the spectral evolu-
tion is consistent with 2.5 ps decay of this wb state without relaxation
to a “hot” s-like state.72 Mostafavi and co-workers72 suggested that
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wb electrons in the diols are trapped electron species that are partially
solvated by methylene groups; the wb electrons are observed before
the conformational dynamics allow the OH groups to arrange prop-
erly around the solvation cavity (see Chap. 2). Such a picture is also
suggested by ab initio calculations for methanol clusters86 indicating
possible participation of methyl groups. This rationale implies that
there should be no “wb electrons” in liquid water (indeed, no such
species in liquid water is suggested by the existing theoretical models
or reliably observed experimentally). The situation is different in low-
temperature hexagonal ice where rotations of water molecules are
hindered; the wb electrons with lifetime of several milliseconds are
readily observed in the D2O ice below 20 K.64,65 The most likely trap-
ping site for these wb electrons is a water vacancy at the wall of an ice
cage (with two dangling OH groups interacting with the electron), as
argued in Ref. 23.

In polar solids, the existence of wb electrons is beyond doubt,
being richly documented in pulse radiolysis studies of vitreous alco-
hols, water–alcohol glasses, and salt glasses at low temperature.64,65

Arrested molecular motions in such solids, long-range tunneling, and
trap-to-trap downhill hopping of the electron readily explain the
dynamics of wb electrons observed in these low-temperature glasses.65

That the IR-absorbing wb electrons are partially or entirely trapped
by the alkyl groups have been suggested by Shida et al. 35 years ago,87

and this hypothesis is supported by the observed correlation of the
position of the IR absorption peak with the length of the aliphatic
chains and the similarity of this band to the absorption band of
trapped electrons in vitreous alkanes65,66 and small clusters of alcohol
molecules in alkane liquids.5,6 Ultrafast laser studies of liquid alcohols
and diols thus recreate the familiar features of electron dynamics in
low-temperature glasses, albeit on a much shorter time scale. It seems,
therefore, that obtaining detailed structural data on these long-lived
(> 1 ms in n-propanol at 77 K65) wb states in such solids would be
preferable to the more involved studies of essentially the same wb
states on the picosecond time scale, in room temperature liquids.

The relatively unaddressed issue is the dissociative electron attach-
ment (DEA) involving photoexcited solvated electrons. DEA
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(presumably, involving protonated phosphate groups in the sugars)
involving low-energy electrons (a few eV) has been implemented in
inducing irreversible DNA damage88; DEA in water (involving a
short-lived electron precursor, such as subexcitation electron) has
been suggested as the main source of prompt H2 in radiolysis of
aqueous solutions.89 DEA involving photoexcited solvated electron
was observed in solid and liquid alcohols36 and reverse micelles87 but
not in neat water, where the H– + HO• resonances are relatively high
in energy. Given that DEA involving “precursor” states has been pos-
tulated for many radiolytic systems in order to account for the prompt
bond breaking observed in such systems, more studies of the DEA
involving energetic electron states are merited, as presently there is no
other way of accessing such states in bulk solvents.

Concluding this section, we note that though the main interme-
diates of electron solvation have been identified, many controversies
remain. Phenomenological approaches in interpreting these dynamics
resulted in proliferation of mutually exclusive kinetic schemes provid-
ing limited or no insight into the physics and structural aspects of the
electron dynamics. In our opinion, subsequent advance in under-
standing these dynamics can only be made by direct comparison of
the experimental dynamics with theoretical models. Unfortunately,
the current state of these models does not allow such a comparison.
In the following, we will focus on the ground state of the solvated
electron, as better understanding of this ground state is the likely
key to developing theoretical models that can make this direct
comparison possible.

4. The Cavity Electron Revisited

Studies of electron solvation are popular with chemical physicists
largely due to the perceived simplicity of the problem. The latter
notion rests upon the mental picture of the solvated electron as a
single quantum mechanical particle confined in a classical potential
well: a particle in a box. This picture was first suggested by Ogg in
1946 and subsequently elaborated by Cohen, Rice, Platzmann,
Jortner, Castner, and many others. First such models were static, but
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in the mid-1980s it became possible to treat the (classical) dynamics
of the solvent molecules explicitly using computer models and
MQC MD and path integral approaches flourished. The current state-
of-the-art dynamic models are the direct descendants of these
one-electron models. Despite their great sophistication, such models
still rest on the initial ad hoc assumption that the cavity electron and
the valence electrons in the solvent molecules may be treated wholly
separate. Yet this basic assumption is unobvious, and as such, it has
been the subject of much debate in the late 1960s and the early 1970s
(that was eventually resolved in favor of the one-electron approxima-
tion). Indeed, there are multiple experimental observations that are
not accounted for by these one-electron models and, which is more
troubling, obviously contradict these models.

For example, the one-electron models incorrectly predict (even at
a qualitative level) the Knight shifts in 1H and 14N NMR spectra of
ammoniated electron, e–

am,1 and solvated electrons in amines (Sec. 4.1).
The same problem arises in the explanation of magnetic (hyperfine)
parameters obtained from 2H ESEEM spectra of trapped (hydrated)
electrons in low-temperature alkaline ices.23 The recent resonance
Raman spectra of e–

hyd
18–20 also appear to be incompatible with the one-

electron models, as all vibrational bands (including the HOH bend)
undergo substantial downshift that indicates weakening of the bonds
(Sec. 4.2). Surprisingly, the experimental methods that provide the most
direct insight in the structure of the solvation cavity appear to be the least
compatible with the one-electron models. The latter models, however,
do capture the essential physics of electron solvation, given their his-
torical success in explaining the absorption properties, the energetics,
the dynamics, and the spectral evolution of the electrons. These two
lines of reasoning suggest that the one-electron models adequately
describe the electron wavefunction inside the cavity (“the particle”)
but err in their description of the electron wavefunction extending
beyond the cavity (“the box”). Both the hyperfine constants (that is,
the spin density in the solvent molecules) and the vibrational
frequencies of the solvent molecules are the properties of “the box.”
The “dissenting” experimental results, therefore, indicate that elec-
tron solvation significantly modifies the properties of these solvent
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molecules, and this salient feature is not included in the current MQC
models.

4.1. Magnetic resonance

The way in which this solvent modification occurs is suggested by the
pattern of hyperfine constants for e–

am (which is one of the few solvated
electron species sufficiently stable to obtain its NMR spectrum). The
Knight shift KX of NMR lines is due to the contact Fermi (isotropic)
hyperfine interaction of the excess electron with the magnetic nuclei
(X) in the solvent molecules; it is the measure of spin density |φs(0)|2X
in the s-type atomic orbitals centered on a given nucleus X: KX ∝
∑X |φs(0)|2X. This shift can be converted into the sum ∑Xa of isotropic
hyperfine coupling constants (hfcc’s) for all nuclei of type X. In
ammonia, this calculation gives +110 G for 14N nuclei and −5.7 G for
1H nuclei. Given that the atomic hfcc for the electron in the N 2s
orbital is +550 G, ca. 20% of the total spin density of the excess elec-
tron is transferred into these N 2s orbitals.1 Even more is expected to
be transferred to N 2p orbitals, and this accounts for the negative sign
of proton coupling constants: the spin density in the hybridized H 1s
orbital is negative due to the spin bond polarization involving the
filled N 2p orbital; this inversion is typical of p-radicals. The negative
sign of the isotropic hfcc for protons was demonstrated by dynamic
nuclear polarization experiments and then confirmed by direct NMR
measurements. Note that only positively valued constants are
obtained in the one-electron models for the s-like state, as such mod-
els do not include spin bond polarization effects.

A similar situation exists for the electron trapped in low tempera-
ture alkaline ice. It was 2H ESEEM studies of this species that
prompted Kevan90 to suggest the textbook octahedral model of
hydrated electron (the so-called “Kevan’s model”) in which the elec-
tron is stabilized through dipolar interactions with six O–H groups
pointing to a common center. Following the original interpretation of
these ESEEM spectra by Kevan et al.90 (which gave positively valued
isotropic hfcc’s for the protons), it was subsequently demonstrated
that isotropic hfcc’s of the protons at the cavity wall (roughly 0.2 nm
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from the center) are, in fact, negative: a ≈ −0.92 G.91 These negative
hfcc’s hint at nonzero spin density in the O 2p orbitals of water mol-
ecules. Tight-binding ab initio models of small anion water and
ammonia clusters suggested the same.92 However, given the many
approximations made in these models, these dissenting results were
not given due consideration at a time when the conceptual picture of
the solvated electron was still evolving. The consensual picture that
emerged in the mid-1970s was that the solvated electron is indeed a
“particle in a box,” to a very good approximation. The competing
view that the solvated electron is a multimer anion was suggested for
e–

am by Symons,93 who estimated that the spin density is divided
between six ammonia molecules in the first solvation shell (with hfcc
of 12 G) and 12 molecules in the second solvation shell (ca. 3 G). A
more detailed account of magnetic resonance studies of ammoniated
and hydrated electron given in Refs. 1 and 23, respectively. In retro-
spect, the main reason for rejection of the multimer anion picture of
electron solvation (that has been around since 1953)94 was the res-
olute and erroneous insistence of the proponents of this picture that
all of the excess electron density resides on the solvent molecules,
their inability to explain the observed energetics and absorption prop-
erties of the solvated electron, and their denial of cavity formation.

The latter was especially damaging for the multielectron view, as
there is abundant evidence that such cavity electrons do exist in
molecular fluids.95 Furthermore, the existence of the cavity logically
follows from the occurrence of charge sharing between several solvent
molecules: although only a small fraction of the negative charge
resides on each solvent molecule forming the cavity, Coulomb repul-
sion between these partially charged molecules assists in opening of
the cavity. The latter can be formed through this mechanism even
when the occupancy of the cavity is relatively small (as may be the case
for the alkanes4). The conflict with these incontrovertible experimen-
tal observations is resolved by making the assumption that only a
fraction of the total negative charge is localized on the solvent mole-
cules; the rest is localized inside the solvation cavity. This view, first
suggested by Symons93 and Kevan,96 partakes of the best features of
the cavity and the multimer anion models.
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4.2. Vibrational spectroscopy

Magnetic resonance is not the only piece of evidence indicative of the
excess electron density in the antibonding orbitals of the solvent mol-
ecules. The hydrated electron exhibits a second absorption band at
190 nm97 that originates through the perturbation of O 2p orbitals in
the solvating water molecules; obviously, such a feature cannot be
treated using the standard one-electron models.

Further evidence is suggested by the recent resonance Raman
(RR) observations.18–22 The vibrational peaks of e–

hyd (which demon-
strate resonant enhancements over 105) all exhibit significant
downshifts relative to these Raman peaks in neat water. In RR spec-
troscopy, only those vibrational modes that are significantly displaced
upon electronic excitation show resonance enhancement; thus, this
spectroscopy provides a probe of the water molecules in the immedi-
ate vicinity of e–

hyd. The RR peak position for the e–
hyd in H2O (vs. those

for bulk water), in cm−1, are: librations at 410 (vs. 425–450), 530 (vs.
530–590), 698 (vs. 715–766); the H–O–H bend at 1610 (vs. 1640);
and the H–O stretches at 3100 (vs. 3420).18,19 Thus, the downshift of
the bend mode, which exhibits a narrow, symmetric line, is ca. 30 cm−1,
and the downshift of the stretch mode is 200–300 cm−1. Similar RR
downshifts were observed for solvated electrons in alcohols, with the
downshift of the O–H stretching mode increasing with the solvent
polarity.21 For methanol, the O–H torsion peak is downshifted by
180 cm−1 and the O–H stretch is downshifted by 340 cm−1, which is
greater than the downshift of the O–H stretch in liquid water. This
large downshift is readily explained by the reduction in the number of
solvation O–H groups (from 4 to 6) in methanol, as suggested by
ESEEM spectroscopy23 which results in greater penetration of the
electron density into the O 2p orbitals (see below). Normal mode
analysis of enhancement factors for RR peaks indicates that all
enhanced modes are predominantly O–H in character; the C–H
stretching bands that have no O–H character are not observed and
the largest enhancements are for libration modes. So far, all RR
observations are consistent with the notion that the electron in
water and alcohols is solvated by dangling O–H groups, and the
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electron–solvent coupling is mediated primarily by these O–H groups;
there is no evidence that sb electrons are solvated by C–H groups of
the alcohols. A more speculative idea suggested by Stuart et al. is that
the alignment of these O–H groups changes from pointing straight
towards the center of mass (X) of the electron to dipole coupling to
the alcohol molecule, as the carbon number increases from 1 to 4
(with the X–O–H angle increasing by 30°, respectively).21

These downshifts are such a general feature of the RR spectra that
there must be a common mechanism for these downshifts in all sol-
vents. Observe that the disruption of the H-bond structure cannot
account for these RR results: weakening of the H-bonds results in
O–H band upshifts, and the H–O–H bending mode in water does
not change even when this liquid is heated to 600 K or saturated with
salts (in fact, halide anion solvation in alcohols upshifts the O–H
stretch by 50 cm−1).21 It has been concluded18,19 that the only way of
explaining these substantial downshifts is by assuming partial occu-
pancy of solvent antibonding orbitals.

Most recently, Mizuno et al. presented a femtosecond version
(250 fs time resolution, 160 cm−1 spectral resolution) of the RR exper-
iment to probe the O–H band of the electron as it hydrates following
2 × 4.66 eV photon excitation. Mizuno et al.22 conclude that the pre-
cursor of the hydrated electron that undergoes “continuous blue shift”
on the time scale of 1–2 ps also yields a downshifted O–H stretch
signal whose resonance enhancement follows the efficiency of Raman
excitation as the absorption spectrum of the s-like state shifts to the
blue (thus indirectly confirming its identity as a “hot” s-like state). The
comparison of anti-Stokes and Stokes Raman intensities indicates that
the local temperature rise is < 100 K at 250 fs. This estimate agrees
with the estimates based on the evolution of the spectral envelope
during the thermalization, using the dependence of the absorption
maximum of thermalized electron on the bath temperature.26,69

4.3. Substructure of the s–p absorption band

The s–p absorption band of the solvated electron can be thought of
as three overlapping, homogeneously broadened s–p transitions.

78 I. A. Shkrob

        



Variation of the Raman depolarization ratio across the O–H stretch
band and significant deviation of this ratio from 1–3 for the O–H stretch
and libration bands indicate that the p-like states are nondegener-
ate (which does not exclude considerable homogeneous broadening
of the lines).18 The analyses of the spectral envelopes using RR data
also suggest that inhomogeneous broadening is much stronger than
homogeneous broadening, both for the water and the alcohols.18,21

These observations are inconsistent with the recent suggestions11

that the electron spectrum is a single inhomogeneously broadened
line (which is also in striking disagreement with all existing
dynamic models of electron solvation). Still, at the present there is no
further experimental evidence other than the RR results that distinct
p-subbands do exist.

Ultrafast laser experiments34,35,98 that were specifically designed to
demonstrate this subband structure using polarized transient hole
burning (PTHB) yielded no conclusive evidence for this structure.
PTHB spectroscopy is a form of pump-probe spectroscopy that exam-
ines the ground-state dynamics of a system by first exciting a subset
of members of an ensemble with polarized light and then probing at
a later time the dynamics of the remaining, unexcited members with
light polarized parallel or perpendicular to the original excitation
polarization.35,99 If the three p-like states interchange roles slowly (as
the solvation cavity deforms in response to solvent motion), then
PTHB should show different dynamics for these two probe polariza-
tions. When the lowest-energy transition along the long axis of the
cavity is excited with polarized light, until the cavity reorients, there
would be less absorption by the remaining electrons when probing
with light of the same polarization at the excitation energy, but the
remaining electrons would continue to absorb at higher energies. The
parallelly and perpendicularly-polarized THB signals should become
identical once solvent motions have scrambled the three p-like states
and memory of which transition dipole moment pointed which direc-
tion in space is lost. MQC MD simulations of Schwartz and Rossky99

predicted that pumping the lowest-lying transition and probing either
the same or the higher-lying transitions should give an anisotropy that
persists for 1 ps, as it takes this long for the water molecules to
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rearrange enough so that the cavity changes shape and thus scrambles
memory of the transition dipole directions. Reid et al.98 reported this
persistent anisotropy, but subsequent studies34,35 did not confirm the
presence of a long-lived anisotropy. Explaining this striking inability
of the PTHB experiment to demonstrate the predicted effect remains
an open problem, and solving this problem requires reexamination
of the origin of the absorption spectrum and the dynamics of the e–

hyd.
The discrepancy may be due to strong homogeneous broadening of
the absorption spectrum of the e–

hyd or extremely fast interchange
of the p-like orbitals.35 We suggest, however, that the failure might
be, in part, with the very concept of the excess electron as “a particle
in a box.”100

5. The Heterodoxy: Solvent Stabilized Multimer
Radical Anion

In a series of recent publications on the excess electrons in ammonia1

and water,23,51,100 we addressed these issues by developing multi-
electron models of electron solvation and demonstrating how such
models account for the known properties of the solvated electrons.
Our models are inspired by ab initio and DFT studies of large, inter-
nally trapping water anion clusters.47–49 What follows from these latter
studies is that the electron is localized by several dangling O–H groups;
in the medium size water clusters (n = 17–24), the cavity is typically
tetrahedral. Examination of the highest occupied molecular orbitals
(HOMOs) of these clusters suggests that part of the electron density
is contained in the frontal orbitals of the dangling O–H groups.
Computations of Kim et al.47 and Domcke et al.61 and the others
suggest that small internally trapping clusters (n < 10) have some of
their vibrational bands downshifted with respect to neutral water
clusters. Recent calculations of vibrational properties of water anion
clusters that trap the electron externally, by dipole binding to the
so-called AA (double acceptor) water molecule at the surface of
the cluster,101,102 suggest that the main cause for these red shifts is
donor-acceptor stabilization between the unpaired electron and
O–H σ* orbitals.101 This is, basically, another way to describe the
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mechanism suggested by Tauber and Mathies for e–
hyd

18 and Symons
for e–

am.93 It thus appears that most of the physics that is necessary to
address the problems discussed in Sec. 4 is already contained in such
ab initio and DFT models. The problem with this inference is that
the small and the medium size water anion clusters in the gas-phase
have quite different structure from the e–

hyd in the bulk water, and this
makes direct comparison impossible. Furthermore, it is well under-
stood that e–

hyd is a dynamic entity, a statistical average over many
solvent configurations that cannot be adequately represented by
any given structure; a quantitative description of the e–

hyd within the
multielectron approach has to address this inherent variability.

One path to this goal is by using Car–Parrinello molecular
dynamics (CPMD), and such a calculation for the e–

hyd in the room
temperature and supercritical water has been implemented by Boero
et al.50 Unfortunately, CPMD is a computationally demanding
approach, and this requires the use of small solvent cells of a few tens
of water molecules; the solvated electron fills the substantial part of
these cells. Since the solvent cell also has net negative charge, diffuse
positive charge has to be spread on the neighboring cells, further
reducing the fidelity of the model. To speed up the computation,
CPMD calculations involve pseudopotentials; the use of such
pseudopotentials has to be justified. For these and other reasons, the
results of the CPMD calculation50 look quite different from both
MQC MD calculations for electron in liquid water and ab initio and
DFT calculations for gas-phase water anion clusters. To further com-
plicate the assessment of these CPMD results, the computation of
magnetic resonance parameters, distribution of charge, absorption
spectra, and PTHB dynamics requires high-quality local expansion of
the wavefunction which is difficult to achieve using plane wave basis
that is used for the CPMD calculations.

Hence we suggested a different approach that is less computa-
tionally demanding but appears to successfully capture the essential
physics of the problem.51 Our approach capitalizes on the remarkable
success of MQC models to account for the solvated electron proper-
ties.38–46 MQC MD was used to generate a dynamical trajectory of the
s-like e–

hyd, and then temporally well-separated snapshots from this
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trajectory (100 fs per frame) were extracted and became the input for
DFT and single-excitation configuration interaction (CIS) calcula-
tions. In these calculations, only one or two complete solvation shells
for the excess electron were considered explicitly; the remaining
atoms in the simulated solvent were replaced by point charges, a pro-
cedure that is referred to as matrix embedding (this approach has
been used to study neutral water103 and hydrated radicals104).
Significant sharing of spin and charge of the excess electron by O 2p
orbitals in the first-shell water molecules was observed (ca. 20%). This
hybrid MQC MD:DFT(CIS) approach can account for (i) the ener-
getics and the equilibrium optical spectrum of the e–

hyd in the visible
and the UV; (ii) the EPR and ESEEM spectra, (iii) the vibrational
(resonance Raman) spectrum of the e–

hyd,
23,51 and (iv) rapid PTHB

dynamics.100 Although the multielectron picture of the e–
hyd is complex,

on average, the radial density of the HOMO and the three lowest
unoccupied molecular orbitals (LUMO) resemble the s-like and
p-like orbitals predicted by the one-electron models. For some
observables (e.g. the optical spectrum), the fine details of this orbital
structure do not matter. For other observables (e.g. the spin density
maps provided by EPR and ESEEM spectroscopies and the resonance
Raman spectrum), this level of approximation is inadequate.

The typical HOMO of the hydrated electron is shown in Fig. 2
(to the left) next to the average radial wavefunction (to the right).
While there is considerable density in the O 2p orbitals (with the neg-
ative frontal lobes accounting for 12% of the total density), the
ensemble average wavefunction is hydrogenic. The most probable
position of the electron is at 0.175 nm, which is within the cavity
radius of ca. 0.226 nm (the mean distance between the center of mass
X of the electron and the nearest protons in dangling O–H groups).
The mean X–O–H angle is close to 16%, so the O–H groups are ori-
ented towards the cavity center. Ca. 50–60% of the density is
contained within the cavity, with only 5% contained beyond the first
solvation shell. Mulliken population analysis indicates that the excess
charge and spin densities are localized mainly on the H and O atoms
in the dangling O–H groups. The radius of gyration of the electron is
estimated as 0.275 nm (vs. 0.204 nm in the MQC MD model and
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experimental estimate of 0.25–0.26 nm) and the semiaxes of the
gyration ellipsoid (the measure of cavity anisotropy) are 0.15 nm ×
0.16 nm × 0.17 nm. This anisotropy splits the energies of the lowest
unoccupied orbitals.

The computed DOS function [Fig. 3(a)] exhibits two features
near the bottom of the CB. Feature (i) results from the HOMO (the
s-like orbital) that is located ca. −1.69 eV below the vacuum energy
(the DOS maximum is at −1.8 eV vs. −1.75 eV given by the CPMD
calculation).50 Feature (ii) derives from the three lowest unoccupied
molecular orbitals, which have centroids at 0.42, 0.65, and 0.86 eV,
respectively, that correspond to the three nondegenerate p-like states
observed in one-electron models. The histograms of the correspon-
ding transition energies show three distinctive p-subbands with
centroids at 2.11, 2.34, and 2.55 eV [Fig. 3(b)]. For comparison,
path integral calculations38–40 using the same pseudopotential as for
our MQC MD calculations gave peak positions at 2.1, 2.5, and
2.9 eV. The absorption spectra calculated using the CIS method
are very similar to those calculated using the MQC MD method.
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Fig. 2. (On the left) Isodensity map for s-like HOMO of hydrated electron given
by MQC MD–DFT calculation; a single snapshot is shown (only two solvation shells
are shown, the embedding matrix of water molecules is removed for clarity). The cen-
tral s-like orbital (grey) has the opposite sign to frontier O 2p orbitals in water
molecules “solvating” the electron. Ca. 20% of the electron density is in these O 2p
orbitals. Despite that, the ensemble average radial component of the HOMO (on the
right, solid line) closely resembles hydrogenic wavefunction (broken line). On aver-
age, ca. 60% of the electron density is contained inside the cavity and 90–95% within
the first solvation shell. See Ref. 51 for more detail.

        



The three p-subbands correspond to the three lowest excited states
that have nearly orthogonal transition dipole moments. Each one of
these subbands carries an integral oscillator strength of ca. 0.3.

In Fig. 4, isodensity contour plots of the Kohn–Sham LUMO are
shown. The familiar dumbbell shape of the “p-like orbital” is not
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Fig. 3. (a) Kohn–Sham density of states (DOS) function for “hydrated electron”
(embedded water anion clusters). The three core orbitals of water are shifted by 1 eV
towards the midgap as a result of Stark shift. Features (i) and (ii) originate from s-like
HOMO and p-like LUMO(0, +1, +2) orbitals. (b) The histogram of energy gaps
between the s- and p-like states.

(a)

(b)

        



readily recognizable, although the three lower unoccupied states do
exhibit p-like polarization, each orthogonal to the others. Only a frac-
tion of the total “p-like state” density (ca. 20%) is contained inside the
cavity and the p-character of these electronic states is achieved
through the polarization of the frontal O 2p orbitals in the O–H
groups forming the cavity: the phase of the electron in these orbitals
on one side of the cavity assumes a positive sign, while the phase of
the electron in the O 2p orbitals straight across the cavity in the direc-
tion of the transition dipole moment assumes a negative sign (Fig. 4).
There is also both positive and negative excess electron density in the
interstitial cavities between the water molecules of the first and the
second solvation shells. The gyration ellipsoid for these p-like orbitals
is 0.18 nm × 0.22 nm × 0.33 nm, making them nearly twice the size
of the gyration ellipsoid for the HOMO, so the “p-like” states extend
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Fig. 4. The anatomy of a “p-like state”. Two isodensity contour maps (± 0.01 and
± 0.03 a.u.−3) of the same LUMO orbital are shown side by side. Unlike the p-like
orbitals in one-electron models, LUMO states in MQC MD–DFT and CIS models
have the lobes pushed outwards between the first and the second solvation shells,
with < 20% of the spin density residing inside the cavity. This results in considerable
fragmentation of the diffuse part of the wavefunction. The O 2p orbitals are strongly
polarized, with opposite signs of the orbitals attained by water molecules on the
opposite sides of the cavity in the direction of transition dipole moment.

        



further out of the cavity than the “s-like” ground state. This readily
accounts for the experimental observation that s–p excitation of the
electron causes relocalization, albeit with a low probability.63 The
complex orbital structure of the p-like orbitals may also be important
for understanding the mechanism for rapid, nonadiabatic IC involv-
ing these orbitals (Sec. 3.1). Indeed, the orbital momentum carried
by the polarized cavity should be rapidly lost via small-amplitude
motions of the water molecules.

A novel feature that is not captured by one-electron models is a
band of HOMO-1 orbitals that are composed of 1b1 orbitals (O 2np
orbitals) of the water molecules in the first solvation shell [Fig. 3(a)].
Our calculations suggest that the onset of this band starts 5.75 eV
below the vacuum level. The presence of this peak suggests that there
should be an electronic transition from the occupied O 2p orbitals
into the HOMO at ca. 210 nm. The experimentally observed UV
band of the e–

hyd peaks at 190 nm with an onset around 220 nm. By
placing the unit negative charge at the center of the cavity, one can
demonstrate that this feature originates through a Stark shift of the
eigenvalues towards the midgap, by ca. 1.1 eV.

Using DFT calculations, it is possible to calculate hyperfine con-
stants and then simulate 1H EPR and 2H ESEEM spectra of the e–

hyd.
The correspondence between such simulated and experimental91

spectra is very good, with all of the salient features discussed above
reproduced. The residual discrepancy is for 17O nuclei: the calculated
second moment (M2) of the EPR for the 37% oxygen-17 enriched
sample studied by Schlick et al.105 is 2250 G2 vs. the reported experi-
mental estimate of 134 G2. This is not a failure of the particular DFT
model: all ab initio and DFT models of the e–

hyd give large estimates for
isotropic hfcc’s on oxygen atoms. The estimate of Schlick et al.105 is
compromised by their subsequent observation106 of a strong spectral
overlap between one of the resonance lines of the 17O− radical and the
narrow EPR signal from the “electron,” which had a peak-to-peak
width (∆Bpp) of 18 ± 1 G. In 16O glasses, the two narrow EPR signals
from e–

hyd and 16O- are spectrally well separated, but because the signals
overlap in 17O enriched samples, the EPR spectrum in such 17O
enriched samples is very complex. We used our calculated hfc tensors
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to simulate the EPR spectrum of an oxygen-17 enriched sample. The
EPR line decomposed into two distinct spectral contributions, a nar-
row one with ∆Bpp ≈ 23 G and M2 ≈ 135 G2 (in good agreement with
the estimates of Schlick et al. 105) and a very broad line with ∆Bpp ≈ 89 G
and M2 ≈ 1980 G2. For a sample with 37% 17O enrichment, there is
a ca. 10% probability that the first solvation shell would have no 17O
nuclei. The narrow line arises from such isotopic configurations, so
that the electron is only weakly coupled to the 17O nuclei in the sec-
ond solvation shell. The isotope configurations that include at least
one 17O nucleus in the first solvation shell, on the other hand, are
responsible for the broad line. Small-amplitude movements of water
molecules in the frozen samples would cause efficient spin relaxation
for this line. The narrow EPR line was recognized as a signal origi-
nating from e–

hyd from its long relaxation time, using microwave
saturation of the resonance signals. Broad resonance lines were attrib-
uted to the 17O− radical; this criterion eliminates strongly coupled
water anion configurations. Thus, the EPR results for oxygen-17
enriched samples do not contradict the MQC MD–DFT model.

To examine the vibrational spectra of the e–
hyd, IR and Raman spec-

tra of the embedded clusters were calculated 51 retaining only the first
solvation shell, as such calculations do not include resonant enhance-
ment. Although the absolute positions of the vibrational features
calculated using the embedded neutral water and water anion clusters
do not match experiment, the downshifts of these bands in the pres-
ence of the excess electron are well described by the hybrid
calculation: there are downshifts of the librational, the H–O–H bend-
ing and the O–H stretch modes. The calculated downshift for the
H–O–H bending mode is ca. 50–60 cm−1 (as compared to the exper-
imental estimate of 30 cm−1 18) and the calculated downshift for the
O–H stretching modes is 80–180 cm−1 (vs. 200–300 cm−1 for the
band center).18 Electrostatic interactions alone cannot account for
these downshifts, as placing the unit negative charge at the center of
the cavity does not cause such large shifts.

Interestingly, the multielectron model also accounts for the
“failure” of the PTHB experiment: since part of the transition dipole
moment is carried out by O 2p orbitals in water molecules, their rapid
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reorientation quickly destroys the correlation. The slow reorientation
of the cavity is still observed, but it is predicted to have little weight
in the corresponding correlation functions. Direct calculation of
PTHB dynamics using the method used by Schwartz and Rossky99

and the transition dipole moments calculated using the CIS model
indicates that (i) the anisotropic PTHB signal is very small (less than
2–5% of the isotropic contribution) and (ii) this signal fully decays in
250 fs. As the earliest delay time at which the PTHB signal is
observed is ca. 200 fs,35 the lack of the signal is readily rationalized.

For ammonia,1 the DFT calculations suggest that small clusters
that exhibit internal trapping of the electron automatically yield large
positive Knight shifts on 14N nuclei and small negative Knight shifts
on 1H nuclei. In a typical n = 18 cluster, the spin density was mainly
contained between three dangling NH bonds, but the diffuse s-like
orbital enveloped the entire cluster, with 50% of the density contained
within the radius of gyration (0.4 nm). The isotropic hfcc’s for 14N
nuclei of the three nearest molecules are 16–20 G. The “second sol-
vation shell” molecules have hfcc’s ranging from +1.9 to +6.6 G,
depending on the proximity to the central cavity. The sum totals of
isotropic hfcc’s for 14N and 1H nuclei are ∑Na ≈ +117 G and ∑Ha ≈
−4.1 G, respectively, in good agreement with the experiment. These
calculations strengthen the case for extensive sharing of spin density
by N 2p orbitals by ammonia molecules in the first and the second
solvation shells. Just the negative lobes of N 2p functions of the
HOMO account for 7% of the total spin density.

Even more extensive delocalization onto the solvent might occur
for solvated electrons in alkane liquids. In one-electron models, the
degree of the delocalization is determined by the binding energy of
the electron. In alkanes, where the binding energy is 50–200 meV,
the s-like electron (even in the one-electron models) spreads well
beyond the hard core radius of the cavity.2,4 This is in contrast to the
electron in water that is still largely confined inside the solvation cav-
ity. Thus, the problem of adequate description of the interaction of
the electron and the solvent molecules is even more important for the
alkanes. In our recent study, we demonstrated that the most likely way
in which the nitriles and the alkanes “solvate” the electron is through
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the formation of a cavity in which the electron is mainly contained in
the C 2p orbitals of the methyl (methylene) groups forming the sol-
vation cavity.4 For alkanes, the spin density spreads along the aliphatic
chain, with alternating occupancy of C 2p orbitals receding towards
the ends of the chains removed from the cavity. Such a structure for
the excess electron in the alkanes further erases the distinction
between the solvent stabilized multimer radical anion and the cavity
electron.

One can ask a question: does such a distinction exist at all in the
solvents of low polarity? The same question can be brought to a focus
by the following thought experiment (“electron encapsulation”).3,4

Suppose that the entire first solvation shell of the solvated electron is
replaced by a single supramolecular structure (the “cage”) that has
the internal cavity lined by polar groups. The cage is suspended in a
liquid with low binding energy for the excess electron. Assuming that
the cage traps the excess electron, what is the result of this capture?
Should one regard the resulting species as a “solvated electron” or as
a molecular anion? We have recently addressed this problem experi-
mentally4 and theoretically,3,4 for hydrogenated calixarene and
polynitrile rings, and the answer appears to be that no firm criteria exist
for classification of such borderline species. Multimer solvent anions
(electron residing on the molecules) and cavity electrons (electrons
residing in the voids between the molecules) are two realizations of
the same structural motif; the real “solvated/encapsulated” electron is
always in between these two extreme cases.

6. Concluding Remarks

To conclude this review, despite rapid progress, many outstanding
questions about the solvated electron remain unanswered. The struc-
ture and the behavior of these unusual species turned out to be much
more complex than originally believed. Further advances will require
greater focus on the quantum-chemical character of the “solvated elec-
tron” explicitly treating the valence electrons in the solvent, and more
realistic dynamic models of the solvent degrees of freedom and
electron–solvent interactions. Developing a many-electron, dynamic
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picture of the “solvated electron” presents formidable difficulty, yet
this is a task that can no longer be avoided, as the potential of one-
electron models to address the unsolved problems is inherently
limited. The simplicity of the solvated electron (that is its major attrac-
tion to chemical physicists) is imaginary; the solvated electron is a
complex, nanoscale multimer anion. The ideal object imagined by Ogg
nearly 60 years ago, a chemical implementation of “the particle in a
box,” has distant relation to the species that is observed experimentally.

Below I provide a short list of the important problems con-
cering the solvated electron in polar media (author’s choice, no
particular order):

• Why is the lifetime of p-like states of hydrated electrons so short?
What is the structure of these p-like states? Are there other cavity
states in water? Disjoint states? Multicavity states? How to prove
their (non)existence experimentally?

• Can the electron be “simplified” by restriction/removal of the
solvent degrees of freedom? Can it be encapsulated?

• How does the nature of the solvated electron change from one
liquid to another? Does it become more of a multimer anion as
the polarity decreases? How does one describe the dynamic
behavior of such a multimer anion species?

• What is the nature of wb (“weakly bound”) electrons observed on
the short time scale and in solids? Does such a species exist in liq-
uid water? Are the wb electrons in alcohols partially solvated by
their alkyl groups? Are these solvent vacancy trapped electrons, as
suggested for ice-Ih? Are these the same species that are observed
in low-temperature solids?

• How do photoinduced relocalization and photoejection of the
electron occur? Is there indeed a “conduction band” in polar
liquids? Does the light-induced relocalization of the electron
involve this “conduction band?” What kind of species is the “dry”
electron? Is there actually such a species? Can it be an excitonic
state of the solvent?

• How does water vibrate around the hydrated electron? What is
the effect of these vibrations on the absorption, electronic, and
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dynamic properties of the solvated electron? What is the mecha-
nism for relaxation of “hot” s-like electron on the sub-picosecond
and picosecond time scales?

• How do water anion clusters in the gas phase relate to the sol-
vated electrons observed in the bulk? How does 2D electron
localization in layers of polar molecules on metal and metal oxide
surfaces83 relate to 3D localization in the bulk?

• What is the structure and the dynamics of hydrated/solvated elec-
tron in hot/supercritical water? In dispersed clusters of polar
liquids in nonpolar liquids? In microheterogeneous media (e.g.
water clusters in zeolite cavities)? In mixed and complex solvents
of practical importance (e.g. Ref. 107)? on surfaces?

• Can the solvated/trapped/encapsulated electron3 be used for
molecular electronics and quantum computing? It is the tiniest
capacitor known in chemistry and the electron degrees of freedom
are largely decoupled from the nuclear ones. Can the solvated
electron be the organic chemistry substitute for quantum dots?

I hope that this review will foster interest in these problems. This
work was performed under the auspices of the Office of Basic Energy
Sciences, Division of Chemical Science, US-DOE under contract
number DE-AC-02–06CH11357. I would like to thank M. C. Sauer,
Jr. for technical assistance and B. J. Schwartz, R. Mathies and D. M.
Bartels for useful discussions and for communicating prepublication
versions of their recent papers.

References
1. Shkrob IA. (2006) J Phys Chem A 110: 3967.
2. Shkrob IA, Sauer Jr MC. (2005) J Chem Phys 122: 134503.
3. Shkrob IA, Schlueter JA (2006) Chem Phys Lett 431: 364.
4. Shkrob IA, Sauer Jr MC. (2006) J Phys Chem A 110: 8126.
5. Shkrob IA, Sauer Jr MC. (2005) J Phys Chem A 109: 5754.
6. Kenney-Wallace GA, Jonah CD. (1982) J Phys Chem 86: 2572.
7. Bernas A et al. (1990) In Excess Electrons in Dielectric Media, (eds.) Ferradini C,

Jay-Gerin J-P. CRC Press, Boca Raton, p. 368; Bernas A et al. (1996) Can J
Chem 74: 1 and references therein.

The Structure and Dynamics of Solvated Electrons 91

        



8. Lee YJ et al. (2004) J Phys Chem B 108: 3474; Laria D, Kapral R. (2002)
J Chem Phys 117: 7712.

9. Spezia R et al. (2003) Phys Rev Lett 91: 208304; J Chem Phys 120: 5261 and
references therein.

10. Shkrob IA, Sauer Jr MC. (2004) In Charged Particle and Photon Interactions
with Matter, (eds.) Hatano Y, Mozumder A. Marcel Dekker, New York, p. 301.

11. Pshenichnikov MS et al. (2004) Chem Phys Lett 389: 171; Kummrow A et al.
(1999) Z. Phys. Chem. 212: 153; (1998) J Phys Chem A 102: 4172; Emde MF
et al. (1998) Phys Rev Lett 80: 4645.

12. Nicolas C et al. (2003) J Chem Phys 118: 9698; Boutin A et al. (2005) Chem
Phys Lett 409: 219.

13. Bartels DM et al. (2005) J Phys Chem A 109: 1299 and references therein.
14. Du Y et al. (2007) Chem Phys Lett 438: 234.
15. Kammrath A et al. (2006) J Chem Phys 125: 171102.
16. Verlet RJR et al. (2005) Science 307: 93; Kammrath A. (2006) J Chem Phys

125: 076101.
17. Bragg AE et al. (2004) Science 306: 669; (2005) J Am Chem Soc 127: 15283.
18. Tauber MJ, Mathies RA. (2003) J Am Chem Soc 125: 1394; (2002) Chem Phys

Lett 354: 518; (2001) J Phys Chem A 105: 10952.
19. Mizuno M, Tahara T. (2003) J Phys Chem A 107: 2411.
20. Tauber MJ, Mathies RA. (2002) Chem Phys Lett 354: 518.
21. Stuart CM et al. (2007) J Phys Chem A 111: 8390; (2004) J Am Chem Soc

124: 3414.
22. Mizuno M et al. (2005) J Phys Chem A 109: 5257.
23. Shkrob IA. (2006) J Phys Chem A 111: 5223; (2007) Chem Phys Lett 443: 289.
24. Pepin C et al. (1997) J Phys Chem A 101: 4351.
25. Jay-Gerin J-P. (1997) Can J Chem 75: 1310.
26. Hertwig A et al. (2000) J Phys: Cond Mat 12: A165; (1999) Phys Chem Chem

Phys 1: 5663; (2002) Phys Chem Chem Phys 4: 4412.
27. Laenen R et al. (2000) Phys Rev Lett 85: 50; (2001) J Mol Str 598: 37; Thaller

A et al. (2004) Chem Phys Lett 398: 459.
28. Lian R et al. (2005) J Phys Chem A. 109: 1510.
29. Lewis MA, Jonah CD. (1986) J Chem Phys 90: 5367.
30. Lenchenkov V et al. (2001) J Phys Chem A 105: 1711.
31. Silva C. (1998) Phys Rev Lett 80: 1086.
32. Yokoyama K. (1998) J Phys Chem A 102: 6957.
33. Kimura Y et al. (1994) J Phys Chem 98: 3450; Alfano JC. (1993) J Chem Phys

98: 5996.
34. Assel M et al. (1999) J Chem Phys 111: 6869; (1998) J Phys Chem A 102:

2256.
35. Cavanagh MC et al. (2004) Chem Phys Lett 396: 359.

92 I. A. Shkrob

        



36. Silva C et al. (1998) J Phys Chem A 102: 5701; Walhout PK. (1995) Chem Phys
Lett 232: 135.

37. Martini IB et al. (2002) Chem Phys Lett 360: 22, J Am Chem Soc 124: 7622;
(2001) J Phys Chem B 105: 12230.

38. Schnitker J, Rossky PJ. (1986) J Chem Phys 86: 3471; (1988) Phys Rev Lett 60:
456.

39. Wallqvist A et al. (1986) J Chem Phys 86: 6404.
40. Martyna G, Berne BJ. (1988) J Phys Chem 92: 1721.
41. Rossky PJ, Schnitker J. (1988) J Phys Chem 92: 4277.
42. Webster F et al. (1991) Comp Phys Comm 63: 494; (1991) Phys Rev Lett 66:

3172.
43. Schwartz BJ, Rossky PJ. (1995) J Mol Liq 65/66: 23; Murphrey TH, 

Rossky PJ. (1993) J Chem Phys 99: 515; Neri E et al. (1991) Phys Rev Lett 67:
1011.

44. Borgis D, Staib A. (1994) Chem Phys Lett 230: 405; (1996) J Chim Phys 93:
1628.

45. Staib A, Borgis D. (1995) J Chem Phys 103: 2642; (1996) J Chem Phys 104:
9027; (1996) J Phys: Cond Mat 8: 9389.

46. Borgis D, Staib A. (1996) J Chem Phys 104: 4776.
47. Kim KS et al. (1996) Phys Rev Lett 76: 956; (1997) J Am Chem Soc 119:

9329; Lee HM, Kim KS. (2002) J Chem Phys 117: 706; Lee HM et al. (2003)
J Chem Phys 118: 9981; (2003) J Chem Phys 119: 187.

48. Khan A. (2006) J Chem Phys 125: 024307; (2005) Chem Phys Lett 401: 85;
(2003) J Chem Phys 118: 1684; (2003) J Chem Phys 121: 280.

49. Herbert JM, Head-Gordon M. (2006) J Am Chem Soc 128: 13293; (2005)
J Phys Chem A 109: 5217; (2006) Phys Chem Chem Phys 8: 68.

50. Boero M et al. (2003) Phys Rev Lett 90: 226403.
51. Shkrob IA et al. (2006) J Phys Chem A 111: 5232.
52. Larsen RE et al. (2006) J Phys Chem B 110: 20055 and (2005) J Chem 

Phys 123: 234106; Prezhdo OV, Rossky PJ. (1996) J Phys Chem 100: 
17094.

53. Borgis D et al. (2006) J Chem Phys 125: 064501.
54. Bedard-Hearn MJ et al. (2006) J Chem Phys 125: 194509; (2005) J Chem Phys

122: 134506; (2004) J Chem Phys 121: 374.
55. Larsen RE, Schwartz BJ. (2003) J Chem Phys 119: 7672; (2004) J Phys Chem

B 108: 11760; (2005) J Phys Chem B 110: 1006 and 9692.
56. Helbert J et al. (1972) J Chem Phys 57: 723; Yoshida H et al. (1973) J Chem

Phys 58: 3411; Bales BL et al. (1974) J Phys Chem 78: 221; (1975) J Chem Phys
63: 3008.

57. Jortner, J. (1959) J Chem Phys 30: 839; Kestner NR. (1973) In Electrons in
Fluids, (eds.) Jortner J, Kestner NR. Springer-Verlag, New York.

The Structure and Dynamics of Solvated Electrons 93

        



58. Sprik M et al. (1985) J Chem Phys 83: 5802; (1986) Phys Rev Lett 56: 2326;
(1989) J Chem Phys 91: 5665; (1988) J Chem Phys 89: 1592; Marchi M et al.
(1990) J Phys Chem 94: 431.

59. Romero C, Jonah CD. (1988) J Chem Phys 90: 1877; Miura S, Hirata F.
(1994) J Phys Chem 98: 9649.

60. Ogg RA. (1946) J Chem Phys 14: 114 and 295; (1946) Phys Rev 69: 243 and
668.

61. Ermoshin VA et al. (2002) Chem Phys Lett 356: 556; Sobolewski AL, Domcke W.
(2002) J Phys Chem A 106: 4158; (2003) Phys Chem Chem Phys 5: 1130;
Neumann S et al. (2004) Phys Chem Chem Phys 6: 5297; see also Symons RMC.
(1988) J Phys Chem 92: 7260; Hamelka HF et al. (1987) J Phys Chem 91:
3150; Robinson GW et al. (1986) J Phys Chem 90: 4224.

62. Scherer JPO, Fischer SF. (2006) Chem Phys Lett 421: 427.
63. Son DH et al. (2001) Chem Phys Lett 342: 571; (2001) J Phys Chem A 105:

8269.
64. Gillis HA, Quickenden TI. (2001) Can J Chem 89: 80.
65. Kroh J. (1991) In Pulse Radiolysis, (ed.) Tabata Y. CRC Press, Boca Raton,

p. 358.
66. Holroyd RA. (2004) In Charged Particle and Photon Interactions with Matter,

(eds.) Mozumder A, Hatano Y. New York, pp. 175.
67. Shkrob IA, Sauer Jr MC. (2002) J Phys Chem A 106: 9120; Shkrob IA et al.

(2002) J Phys Chem A 106: 9132.
68. Barnett RB et al. (1988) J Chem Phys 93: 8187.
69. Thomsen CL. (1999) J Chem Phys 110: 3453; Madsen D et al. (2000) J Chem

Phys 113: 1126.
70. Keszei E et al. (1995) J Phys Chem 99: 22.
71. Pepin C et al. (1994) J Phys Chem 98: 7009.
72. Soroushian B. (2006) J Phys Chem A 110: 1705; (2004) Chem Phys Lett 394:

313.
73. Schwartz BJ, Rossky PJ. (1994) J Chem Phys 101: 6902 and 6917; Murphrey

TH, Rossky PJ. (1993) J Chem Phys 99: 515.
74. Paik DH et al. (2004) Science 306: 672; Turi L et al. (2006) J Chem Phys 125:

014308 and references therein.
75. Zharikov AA, Fischer SF. (2006) J Chem Phys 124: 054506.
76. Lian R et al. (2004) J Chem Phys 120: 11712.
77. Crowell R et al. (2004) J Phys Chem A 108: 9105.
78. Lindenberg AM et al. (2005) J Chem Phys 122: 204507.
79. Kambhampati P et al. (2002) J Phys Chem A 106: 2374.
80. Kee TW et al. (2001) J Phys Chem A 105: 8434.
81. Gauduel Y et al. (1998) J Phys Chem 102: 7795.
82. Andrianov I et al. (2005) J Chem Phys 122: 234710; Gahl C. (2003) Surf Sci

532–535: 108; and (2002) Phys Rev Lett 89: 107402; Bowensiepen U. (2003)
J Phys Chem B 107: 8706.

94 I. A. Shkrob

        



83. Zhao J et al. (2006) Chem Rev 106: 4402 and references therein.
84. Vebern JB et al. (1978) Nature 272: 343; Warman JM et al. (1980) J Phys

Chem 84: 1240, (1983) J Phys Chem 87: 4089 and 4096.
85. Barthel ER et al. (2003) J Chem Phys 118: 5916; Shoshana O et al. (2006)

Phys. Chem. Chem. Phys. 8: 2599.
86. Turi L. (1999) J Chem Phys 110: 10364.
87. Shida T et al. (1972) J Phys Chem 76: 3683.
88. Pan X, Sanche L. (2005) Phys Rev Lett 94: 198104; Pan X et al. (2003) Phys

Rev Lett 90: 208102; Zheng Y et al. (2006) Phys Rev Lett 96: 208101.
89. Pastina B et al. (1999) J Phys Chem A 103: 5841.
90. Narayana PA et al. (1975) J Chem Phys 63: 3365.
91. Astashkin AV et al. (1988) Chem Phys Lett 144: 258; Dikanov SA, Tsvetkov

YD. (1992) Electron Spin Echo Envelope Modulation (ESEEM) Spectroscopy,
CRC Press, Boca Raton, pp. 244–251.

92. Newton MD. (1975) J Phys Chem 79: 2795; Clark T, Illing G. (1987) J Am
Chem Soc 109: 1013.

93. Symons RMC (1976) Chem Soc Rev 5: 337.
94. Kaplan J, Kittel C. (1953) J Chem Phys 21: 1429.
95. Hart EJ, Anbar M. (1970) The Hydrated Electron. Wiley-Interscience,

New York.
96. Kevan L. (1978) J Phys Chem 82: 1144.
97. Nielsen SO et al. (1976) J Phys Chem 80: 2482.
98. Reid PJ et al. (1994) Chem Phys Lett 228: 658.
99. Schwartz BJ, Rossky PJ. (1994) Phys Rev Lett 72: 3282; Motakabbir KA et al.

(1989) J Chem Phys 90: 6916.
100. Shkrob IA. (2008) Chem Phys Lett 467: 84.
101. Herbert JM, Head-Gordon M. (2006) J Am Chem Soc 128: 13293.
102. Jordan KD, Wang F. (2003) Annu Rev Phys Chem 54: 367; Hammer NI et al.

(2006) J Phys Chem 109: 11526; (2005) J Phys Chem A 190: 7896; (2004)
Science 306: 675; Ayotte P et al. (1998) J Chem Phys 108: 444.

103. Cabral do Couto P. (2005) J Chem Phys 123: 054510.
104. Bradforth SE, Jungwirth P. (2002) J Phys Chem A 106: 1286.
105. Schlick S et al. (1976) J Chem Phys 64: 3153.
106. Schlick S, Kevan L. (1977) J Phys Chem 81: 1083.
107. Shkrob IA, Marin TW. (2008) Chem Phys Lett 465: 234.

The Structure and Dynamics of Solvated Electrons 95

        



Chapter 4

Instrumentation in Pulse Radiolysis

Eberhard Janata*

1. Introduction

Pulse radiolysis has proven to be a powerful instrument in studying
chemical processes of various kinds. It is one of the kinetic methods
used in physical chemistry along with flash photolysis (Porter, Norrish),
relaxation spectroscopy (Eigen), and stopped-flow/rapid-mixing.
Because the chemical processes in pulse radiolysis normally occur at
times much faster than the time resolution of the human eye, sophis-
ticated instrumentation and equipment are required (i) to start the
chemical process under observation, and (ii) to make a record of the
chemical process. In pulse radiolysis, basically it is only the solvent
that is altered by high-energy irradiation, not the chemicals under
investigation. The solvent most often used is water, for which the
yields and characteristics of the irradiation products are already
well known. Irradiation is performed in most cases by high-energy
electrons which are able to penetrate several centimeters of water.
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Instrumentation has undergone drastic changes since the first
successful performance of pulse radiolysis experiments some 50
years ago.1 In keeping with the purpose of this book, recent trends in
the instrumentational realization of detection methods, in accelera-
tors, and in the application of computers are discussed in this chapter.

2. Instrumentation

2.1. General

To start the chemical processes under investigation, irradiation pro-
duces chemically highly reactive species at intervals generally much
shorter than the observation period. In most cases irradiation is per-
formed by high-energy electrons produced by suitable accelerators.
Figure 1 depicts the basic arrangement of a pulse radiolysis facility.
The measuring cell, which contains the solvent and the chemicals
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under investigation, is irradiated homogenously. The detection appa-
ratus consists of appropriate devices depending on the physical
properties being studied, i.e. an analyzing light source and a pho-
todetector for optical detection, or, a voltage generator and an
electrical detection circuit for conductometric studies. A device for
recording the kinetic voltage vs. time curves is also necessary. A com-
puter may be used to store the transient curves for later analysis or
may even be used to control the entire experiment.

2.2. Accelerators

Accelerators supply high-energy particles, such as electrons, in most
cases in the form of short pulses which are utilized to produce chem-
ical changes in the solvent, such as splitting water into highly reactive
species. The energy of the particles is high enough to produce reac-
tive species but is low enough to prevent collisions with atomic
nuclei and thus avoids generation of radioactive species. The usual
energy lies in the order of some MeV, thus the speed of high-energy
electrons is more than 99% of the speed of light in vacuum and the
penetration depth in water is in the range of a few centimeters. These
electron pulses should exhibit reproducible energy, timing, and
charge per pulse.

The methods for accelerating electrons commonly in use in pulse
radiolysis are (i) Febetrons, which use the principle of a Marx gener-
ator to produce high energy pulses of up to 2 MeV, (ii) electrostatic
accelerators, such as Van de Graaff accelerators or Peletrons, by which
a high DC-voltage of several million volts is utilized to accelerate the
electrons, and (iii) linear accelerators, which use high-power, high-
frequency electrical waves. Recent linear accelerator installations can be
found at the Radiation Laboratory of the University of Notre Dame,
at CEA/Saclay, and at the Pune University Linac Facility (PULAF).
These linear accelerators use either magnetrons or klystrons as a
source of high-power r.f.-energy, up to 10 MW during the pulse, in
the Gigahertz frequency range, i.e. S-band (2998 MHz). They pro-
vide high-energy electrons in the 7–10 MeV range. The PULAF
accelerator, for example, generates single and repetitive pulses with
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pre-settable durations between 10 ns and 3 µs.2 Febetrons produce
very high peak currents of some thousand amperes, the peak current
needs to be attenuated in order to achieve doses suitable for pulse
radiolysis experiments. In order to overcome problems in pulse tim-
ing, some Van de Graaff accelerators have been modernized to
generate either pulses with sub-nanosecond duration and an 80 ns
pre-trigger signal3 or to deliver pulses from 2 ns to 1 µs duration,
selectable in 1 ns steps, with time uncertainties as low as 10 ps.4 The
latter version can also produce trains of pulses with intervals between
the pulses as short as 150 ns. High doses per pulse corresponding to
about 1 × 10–6 mol dm–3 of hydrated electrons per 1 ns of pulse dura-
tion are also achieved. Automatic conditioning of a Van de Graaff
accelerator as a procedure performed each day has also been
reported.5

2.3. Detection apparatus

The interaction of high-energy irradiation with the solvent in the
measuring cell creates short-lived species of various kinds which are to
be detected and the changes in their concentrations to be recorded. In
pulse radiolysis, two methods of detection are common: (i) optical
detection, which is widely used because every species exhibits a specific
“color,” i.e. an absorption spectrum of its own, and (ii) conductomet-
ric methods for the detection of charged species. The time scale during
which the transients are recorded depends on the needs of the labora-
tory. Here, we will concentrate on “real time” experiments with time
scales ranging from a few tens of nanoseconds to hours. Methods
utilizing sampling techniques for time scales well below a nanosecond
will be covered in Chap. 5 of this book.

In general, optical experiments can be done by either observing
absorption at a certain wavelength and by recording one absorption
vs. time curve per irradiation or by recording one complete spectrum
at a given time per irradiation. In “real time” experiments, recording
kinetic traces at a given wavelength is the method most commonly
practiced. For recordings slower than a few milliseconds the 
recording of complete spectra at given times has been achieved.
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The intensity of the analyzing light and the absorbed dose per pulse
need to be both known and documented for reproducible recordings.

2.3.1. Measuring cell

The measuring cell contains a solution of the chemical system under
investigation. The cell can be constructed as a flow cell allowing the
easy exchange of solution in between irradiation pulses. The optical
windows should be planar and parallel. Where optical absorption
measurements are to be taken at normal pressures and temperatures,
the cell is made of fused silica in order to minimize radiation damage.
High-purity fused silica, such as SUPRASIL II, seems practically
unaffected by irradiation and the inherent radiation-induced absorp-
tion can be neglected.6 In experiments utilizing high pressure and/or
high temperature, cells need to be specially constructed and saphire is
used for the optical windows.7 The measuring cells for conductivity or
for combined optical and conductometric experiments contain elec-
trodes of appropriate form and material; they are discussed later in the
paragraph describing conductometric techniques.

2.3.2. Optical detection

To be detected optically, species must absorb light. The basis for opti-
cal detection is the law of Lambert–Beer:

J = J0 – ∆J(t) = J0 • 10–OD, (1)

with J0 the light intensity in front of the cell, J the intensity behind
the cell and ∆J(t) the — usually transient — change in light intensity.
The apparatus for optical detection basically utilizes the analyzing
light source, a lamp, the measuring cell, and the detector, a photo-
detector, as depicted in Fig. 2. The photo-detector converts the
intensity of the analyzing light into an electrical signal, under ideal
condition both signals are linearly related. A photo-detector regard-
less of the type, is in electrical terms, a current source; its output is
always an electrical current. A load resistor RL is required to transform
the current signal into a voltage signal. The current, or the change in
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current, is independent of the value of the load resistor. Subsequently,
the electrical voltage signal can be recorded. In some cases, the steady
state current of the photomultiplier is compensated for and measured
so that only the transient signal is recorded.

As the sources of analyzing light, xenon arc lamps are in common
use because they emit a continuous spectrum from 200 nm up to sev-
eral µm without strong lines, i.e. white light. They consume electrical
power between 150 W and 450 W and are available without reflector,
such as XBO 150 or XBO 450 lamps, or with a built-in reflector, such
as a 175-W Cermax lamp. For short time measurements, light inten-
sity can be enhanced for a few milliseconds by increasing the electrical
power. The lamp housing also contains lenses for focusing the light.
A monochromator is necessary for selecting the wavelength at which
the kinetic trace should be recorded. Such a monochromator is
mounted close to the photo-detector. Monochromators use prisms or
gratings to diverge the light, double-prism or double-grating mono-
chromators are used in order to avoid stray light especially in the
near-UV range but also exhibit high attenuation. High-transmission
bandpass UV filters (Schott UV-R series) are also in use. On the other
hand, light sources, such as LEDs and lasers, which only emit at a
particular wavelength can also be used as the analyzing light source
thus eliminating the need for a monochromator and its inherent loss
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in light intensity. An electrically actuated shutter is normally mounted
between the light source and the measuring cell so that the analyzing
light only penetrates the cell during measurements in order to mini-
mize potential photolysis in the solution under investigation.

Two kinds of photo-detectors are in use, a photomultiplier tube
and a semiconductor photodiode. They exhibit various features such
as gain, time or frequency response, and response to the light spec-
trum. Photomultipliers exhibit gains ranging from 102 to 106 and
cover the spectral range from below 200 nm to about 900 nm. Side-
window types, such as the 1P28, R928 or R955, are in common use.
Their output current is linear with light intensity, depending on the
external circuitry, up to about 0.5 mA for constant light operation
and up to 5 mA and more when the analyzing light intensity is inten-
sified for a few milliseconds. Transition times of photomultiplier tubes
are in the order of a few nanoseconds due to long internal connec-
tions. They can be reduced to the sub-nanosecond time domain
simply by shortening the internal connections.8 More recently, compact-
sized photomultipliers, such as the R7400U series, have become
available which cover the same optical range but exhibit, due to their
small size, superior time response.9 Figure 3 shows a side-window
type photomultiplier tube next to a compact-sized one.
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Semiconductor photo-detectors exhibit low sensitivity in the near-
UV range but find usage in the near-IR range. The useful spectral
range depends on the semiconductor material, up to 1100 nm for
silicon photodiodes, up to 1700 nm for germanium or InGaAs pho-
todiodes, and, up to 3.6 µm for InAs photodiodes. The capacity of
the junction determines the time response, i.e. the larger the active
area of the photodiode, the slower the time response. Germanium,
Si and InGaAs avalanche photodiodes are also available exhibiting
internal gains between 10 and 100; the gain depends strongly on
temperature. Transition times in the order of one nanosecond or less
can easily be achieved.

The use of a commercially available diode array multichannel
detector is also described.10 The advantage of using such a detector
is the ability to immediately record a complete spectrum from near
UV to IR with one measurement. The detector is a linear photodi-
ode array consisting of 1024 diodes. It takes 25 ms to record the full
spectrum, making the apparatus suitable for applications which start
in the millisecond time domain. The experiment, i.e. the arbitrary
recording of the spectra as well as the irradiation of the sample, is
controlled by a computer program according to a timetable which is
preset individually.

Optical fibers can be used to convey light from one point to
another, for example, from the lamp to the cell or from the cell to the
photo-detector. While plastic fibers exhibit fairly high losses, silica fibers
have lower losses. Losses in silica fibers depend on the way they are
manufactured, i.e. on the kind and amount of dopants. Attenuation
varies with wavelength and ranges from 1000 dB/Km at 200 nm to
about 1 dB/Km at between 1000 nm and 1600 nm and increases
again at longer wavelengths. The losses at wavelengths below 1000 nm
are mainly determined by Raleigh scattering and are inversely
proportional to wavelength taken to the fourth power.11

2.3.3. Conductometric detection techniques

Charged species generated during an experiment can be detected
using conductometric methods. Such measurements often provide

104 E. Janata

        



additional information on the reaction mechanism, especially if species
of high molar conductance, such as protons, hydrated electrons or
hydroxide ions are involved.12 The apparatus for measuring the tran-
sient conductance basically consists of a suitable measuring cell, a
load resistor, both forming a voltage divider string, and the voltage
source applied to the divider string. The measuring cell contains elec-
trodes which are in contact with the solution under investigation; the
measuring cell could also be regarded as a current source. The prin-
ciple is depicted in Fig. 4(a) with GC representing the intrinsic
conductance of the measuring cell, GL the conductance of the load
resistor, and ∆GC(t) the additional transient conductance. As the cur-
rent through the cell changes due to transient charged species being
generated in the cell, the voltage ∆VS(t) across the load resistor
changes simultaneously.

Either AC-voltages or DC-voltages can be used for the supply
voltage V. For constant sensitivity, the voltage across the measuring
cell should be nearly equal to the supply voltage V; this is obtained
when the conductance of the load resistor is much greater than that
of the measuring cell. A bridge configuration, as depicted in Fig. 4(b),
could be used to compensate for the steady state current through the
cell. An AC-bridge configuration with a synchronous detector and
powered by a 10-MHz voltage source allows to distinguish between
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an increase or a decrease in the concentration of charged species and
permits measurements with a time resolution of some microseconds.13

For experiments involving larger molecules, where the measuring
frequency may influence conductance, a bridge configuration with a
synchronous detector and a supply voltage of variable frequency has
been utilized.14

Measurements on a shorter time scale use a simple voltage divider
string configuration to which a DC-voltage pulse is applied. Several
physical effects need to be considered when conductometric meas-
urements with nanosecond or microsecond time resolution are
required to supplement optical measurements. There is a spurious
negative signal superimposed on the transient conductance signal
which makes it difficult to record. This spurious signal results from
beam electrons striking the electrodes of the measuring cell and can
be several orders of magnitude larger than the conductance signal.
The time which elapses after the pulse before meaningful measure-
ments can be made depends on how fast the detection system
recovers from the overload caused by this spurious signal. A balanced-
to-unbalanced transformer and a symmetrical cell arrangement is
suitable to minimize the spurious signal.15 A limiting amplifier has
also been reported which limits the beam induced signal to values that
allow the oscilloscope amplifier to recover from overload during some
tens of nanoseconds; the conductivity signal is not affected by this
amplifier.16 Both of these approaches allow measurements to be taken
about 100 ns after the beginning of the electron pulse. Furthermore,
the use of a conventional cell made of quartz with platinum electrodes
results in two spurious signals in addition to that of the negative beam
induced signal.17 Both differ in decay time: one is only present for
about 100 ns after irradiation, the second occurs for several microsec-
onds. Both amplitude and polarity depend on the voltage across the
cell. The first signal apparently results from ionization of the air sur-
rounding the cell. The observed half-life for the decay of this
component of about 15 ns agrees with that reported for thermal elec-
tron attachment in O2–N2 mixtures under atmospheric conditions.18

The second signal is probably caused by a build-up of charge in the
quartz walls of the cell during irradiation.19 In addition, it was found
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that when platinum electrodes were used, poisoning of them fre-
quently occurred resulting in distortions of the baseline in the
microsecond range. Glassy carbon, which conducts and is apparently
inert, has proven to be a far better material for electrodes in all kinds
of conductometric cells. A unique cylindrical cell has been con-
structed using glassy carbon material for both the electrodes and the
outer tube. A suitable cell housing provides a 50-Ω connection for
the signal line. This allows measurements to be taken over a pH range
of 3 to 11.5, beginning about 7 ns after a fast electron pulse.17

2.3.4. Other detection methods

In some laboratories, other methods for detecting chemical changes
are connected to pulse radiolysis and thus contribute additional infor-
mation. For example, kinetic line-broadening techniques, such as
NMR and the related EPR techniques are ideal for monitoring pro-
ton or hydrogen atom reactions20–23; time-resolved resonance Raman
spectroscopy is used to study the reactions of aqueous protons with
zwitterions.24 Time-resolved circular dichroism is coupled to pulse
radiolysis for studying the reduction of ferricytochrome c in neutral
aqueous solutions.25 The polarographic method is also combined with
pulse radiolysis. The radicals are produced by a pulse of high-energy
electrons in the vicinity of a dropping mercury electrode. The polaro-
gram is obtained by recording the current versus time curves at
various potentials of the electrode.26–28

2.4. Auxiliary circuits

The output signals of the photo-detector or the conductometric
detector must somehow be recorded versus time. Basically, the
detector can be connected directly to the vertical input of an oscillo-
scope where a trigger signal starts the horizontal sweep of the time
base. The trigger signal needs to be synchronized with the excitation
pulse. For linear accelerators, the trigger signal for the experiment is
derived from the accelerator timing system; the trigger signal may be
synchronous with the accelerating r.f.-field.29 Van de Graaff type
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accelerators are not bound to such limitations. If measurements in
the millisecond time regime are required, the synchronization of the
experiment to the mains is feasible, especially if baseline subtraction
is realized in order to eliminate signals induced by the mains being
superimposed on the detector signal.

As mentioned above, optical or conductometric detectors are
themselves current sources. The intensity of the voltage at the detec-
tor output therefore depends on the value of the load resistor, as does
time response. The time constant is represented by the product of
load resistance and capacity, which along with the capacity of the
detector and the input capacity of the oscilloscope, is primarily
derived from the capacity of the connecting coaxial cable, 68 pF/m
for the commonly used RG58/U type. Terminated coaxial cables do
not exhibit this capacity, but an upper frequency limit depending on
cable length and due to cable losses and cable dispersion also needs to
be taken into account. Cable losses vary from 0.05 dB/m at 10 MHz
to about 0.6 dB/m at 1000 MHz for RG58/U cables. A terminated
50-Ω system is the choice for measurements from the nanosecond
time scale onwards. Broadband amplifiers in 50 Ω technology may be
employed to increase the sensitivity of the recorder where necessary,
as for example when using a semiconductor photo-detector. Such
amplifiers should cover a broad frequency range and should exhibit
low input noise and, ideally, no input bias current, because the latter
will superimpose on the detector steady-state current. Such an ampli-
fier has recently been described.30 Coaxial switches are needed to
insert the amplifier into the signal line.

Displaying optical data in units of optical density requires the
knowledge of the steady-state detector current before excitation.
This could be done simply by recording the full signal, i.e. V0 – ∆V(t)
in Fig. 1, and making a software compensation for the steady state
component V0. In this case, detection sensitivity is determined by the
vertical resolution of the digital recording scope. More sophisticated
systems use a baseline compensation circuit in order to compensate
for and measure the background current I0.

31,32 In this case, only the
transient current creates a voltage drop across the load resistor, thus
allowing the use of a pre-amplifier. This way, optical densities as small
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as 1 × 10–4 could be recorded.33 With the introduction of digital stor-
age for the compensation current, the length of the usable time range
is no longer limited.32 Usage in the picosecond time domain is also
possible.34

The knowledge of the exact value of the excitation, i.e. the charge
of the electron pulse, in each single experiment is essential in pulse
radiolysis for precise normalization during signal averaging, for calcu-
lation of optical and conductometric curves as well as for a general
understanding of the experiment. A monitoring device should be able
to provide an electrical signal, normally a voltage, which is precisely
proportional to the area under the curve of the excitation pulse inten-
sity over time. One basic method is the measurement of secondary
electrons generated in a thin metal foil through which the electron
beam passes, i.e. a secondary emission foil.1,35,36 Another method
is the measurement of a signal which is induced by the beam when
passing through a coil, i.e. a current transformer.37–42 A third method
involves stopping the beam in a solid metal block, i.e. a Faraday cup.
The secondary emission foil and the Faraday cup deliver signals which
can be interpreted directly. The beam is slightly distorted, however, in
passing the secondary emission foil. The Faraday cup is mounted
behind the measuring cell; any changes in density of the medium
under investigation will influence the calibration. The use of a current
transformer allows measurement without distorting the beam, but has
the drawback of generating an oscillating response signal, which is
sometimes difficult to interpret. Another method, and the newest
development, is the use of Cherenkov emission created in a “foil” of
optical fibers as an indicator of the excitation.43 The use of Cherenkov
emission in single optical fibers as a beam loss monitor for the sur-
veillance of accelerators of long length has also been described
recently.11 The dimensions of the fiber foil are larger than the diame-
ter of the beam in order to monitor the whole beam. High sensitivity
and accuracy are achieved in the measurement with only slight dis-
tortion of the beam. Because the Cherenkov emission coincides with
the beam profile, this method can ideally be applied to the measure-
ment of excitation pulses of various duration, and especially to those
having durations in the picosecond to nanosecond time domain
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where other methods begin to reach their limits in time resolution.
The integration circuit is basically the same for all detectors and
should allow automatic zeroing.44

In the near UV region, the intensity of the Cherenkov light, which
is inevitably emitted as the beam electrons pass the measuring cell,
becomes more and more disturbing. The intensity of the Cherenkov
emission is proportional to the inverse of the wavelength to the
second power. Also, the intensity of xenon lamps decreases consider-
ably in the UV region. One solution is to intensify the analyzing light
by pulsing the electrical power consumed by the lamp to a much
higher value for a few milliseconds.45–50 This way, usable time is
reduced to some hundred microseconds while the gain in light inten-
sity is 60-fold at 700 nm and more than 400-fold at 240 nm.50

Today, digital recording devices are in common use in pulse
radiolysis experiments for recording the transient voltage vs. time.
A variety of such recorders is offered by various manufacturers with
eight to twelve bit vertical resolution, analog bandwidths up to a
few GHz and sensitivities down to 1 mV/div, sampling rates of up to
20 Giga samples/s and recording lengths of as long as several million
samples per run. The high sample rate and extensive recording length
allow “horizontal” averaging by which several channels are averaged
into one thus improving the signal-to-noise ratio noticeably.

2.5. Computer aided experiments

It has been a long way from the early pulse radiolysis experiments
where pictures were taken from the oscilloscope screen,1 via the first
application of a computer to record experimental curves,51 to today’s
computer-aided kinetic experiments. Such a computer-aided experi-
ment should feature easy performance, precision in calculating data,
and, most importantly, should eliminate human error. However, a
certain standard in data acquisition hardware is also required, such as
depicted in Fig. 5 for the simultaneous recording of two channels.52

The hardware for processing the electrical signals is the same for both
channels allowing various detectors, such as photomultipliers, semi-
conductor photodiodes, or circuits for detecting conductometric

110 E. Janata

        



changes, to be employed. The sequencing unit controls the timing for
the whole experiment, for the optical shutter and for the lamp pulser,
as well as for the digital recorder and for the excitation pulse in such
a way that a short but fixed portion of the sweep always occurs before
the pulse, independent of the recording time. Computer-aided kinetic
experiments allow several features to be performed such as (i) enter-
ing and storing the experimental parameters and setting the respective
devices accordingly, (ii) controlling the run of the experiment as well
as data capturing and processing, (iii) storage, retrieval and analysis
of data, and, (iv) special functions. For example, the experimental
parameters determine the conditions under which an experiment is
carried out. They separate basically into three categories: (1) parame-
ters for controlling the experiment, such as number of averages, time
interval between recordings, deciding whether baseline recoding and
the lamp pulser are initiated; (2) individual parameters for controlling
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the recording of each channel when simultaneous multi-channel
recording is activated, such as, recording time, sensitivity, offset, band-
width, pre-amplification, wavelength, etc.; and (3) parameters for the
calculation of data, such as recording mode, G-value, length of the
optical path of the measuring cell.

In running the experiment, averaging data in order to improve
signal-to-noise ratio is one of the most important features of
computer-aided experiments. During the last few years several results
have only become possible by extensive signal averaging. One has to
keep in mind that most pulse radiolysis experiments utilize concen-
trations of a few micromol and that absorptivity is already very low, so
low that it extends beyond the limits of commercially available steady-
state photospectrometer. In some cases quite a few of averages need
to be performed because noise reduction is proportional to the square
root of the number of experiments.

Data curves together with all associated parameters are stored on
mass storage media. At retrieval, the stored curves and the related
parameter are loaded and can be modified. After retrieval, (1) data
can be plotted as multiple kinetic curves, and each individual curve,
can be the average of several stored experiments, (2) spectra can be
constructed at selected times from a file of kinetic curves recorded
at various wavelengths, (3) computer simulation can be carried out
and compared immediately with the kinetic data, as discussed below.

One special function would be dosimetry which establishes a
relationship between the voltage provided by the beam monitor and
the absorbed irradiation dose. For convenience, in several experi-
mental set-ups dose is expressed as the initial radical concentration in
the measuring cell. From optical measurements, the concentration
can be calculated for a known molar absorptivity. The plot of con-
centration vs. the electrical value should result in a straight line. The
slope and, possibly, a small intercept, are stored as the dosimetry
data. If in a second channel the conductance is measured simultane-
ously, the cell constant can be determined for a known change in
conductance.

Last, but not least, computer simulation of experimental kinetic
curves should be discussed. Computer modeling of the kinetics of a
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reaction mechanism is often essential for the quantitative under-
standing of the results obtained in kinetic spectroscopy including the
evaluation of rate constants, as well as for the careful design of com-
plex kinetic experiments. An isothermal multi-component chemical
reaction system can be described by a set of kinetic equations which
are solved numerically, see for example Ref. 53 and the publications
cited therein. Although using a simple integration method, this ver-
sion benefits from the ability to superimpose the results of the
simulation onto the experimental data for direct comparison. This
comparison enables the rate constants to be determined with high
accuracy. Furthermore, data for the reaction mechanism can be con-
veniently entered. For documentation purposes, the experimental
curve and the calculated ones can be plotted, the parameters of the
reaction mechanism can be printed, or the simulation and the exper-
imental curve can be stored on disk. An exclusive feature of this
program is the facility to simulate a train of pulses which can be used
to examine multiple pulse experiments or the kinetics during long
pulse durations. In general, one has to keep in mind that even a well-
working simulation model does not necessarily represent the only
possible explanation for experimental data. If the results of the simu-
lation are interpreted most cautiously and carefully, however,
simulation can turn out to be most helpful.

3. Summary

This discourse tries to give an overview of the current state-of-the-art
instrumentation in real-time pulse radiolysis experiments utilizing
optical, conductometric and other methods. Pump-and-probe tech-
niques for the sub-nanosecond time domain are believed to be
beyond the scope of this discussion. 

4. Appendix

4.1. Calculation of optical properties

First a voltage vs. time curve is calculated from the raw data obtained
from the recorder. The time scale is calculated by multiplying the
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number of each point with the x-increment (time/point). The voltage
value is calculated by multiplying the raw data with the y-increment
(volt/bit) and considering the gain of a possible pre-amplifier, as

∆V = DATAraw • Yincr/Apreamp, (A1)

or, if the baseline is subtracted, as

∆V = {DATAraw(E) – DATAraw(Z)} • Yincr/Apreamp, (A2)

where DATAraw(E) is the raw data recorded with excitation and
DATAraw(Z) the data without excitation. In the case of optical enti-
ties, ∆V/I0 is first calculated as

∆V/I0 = {DATAraw(E)/I0(E) – DATAraw(Z)/I0(Z)} • Yincr/Apre (A3)

where the raw data are divided by the respective light levels.
For the calculation of the ∆I/I0 curve, the ∆V/I0 data are simply

divided by the load resistor Rload:

∆I/I0 = (∆V/I0)/Rload. (A4)

The change in absorbance, i.e. in optical densisty ∆OD, is calculated
and normalized to a cell length of 1 cm, according to

∆OD = –log(1 – ∆I/I0)/Lcell. (A5)

Dividing ∆OD by the respective initial radical concentration cinit

and the density of the solution ρ results in the presentation of the
kinetic data in units of molar absorbtivity

∆Θ = ∆OD/(cinit • ρ) [dm3 mol–1 cm–1], (A6)

which allows easy comparison of kinetic curves taken for various
excitation doses or with published ε values. The initial radical con-
centration is determined from electrical measurements of the charge
of the beam pulse (see dosimetry).

4.2. Calculation of conductometric properties

For the voltage divider string arrangement of Fig. 4(a), the signal
voltage is written as

114 E. Janata

        



∆VS(t) = VS0 + ∆VS(t)
= {GC + ∆GC(t)} • V/{GL + GC + ∆GC(t)}. (A7)

For GL � ∆GC(t) and GL � GC, it follows that

∆VS(t) = {GC + ∆GC(t)} • V/GL. (A8)

Similarly, for the bridge configuration of Fig. 4(b), 

∆VS(t) = ∆GC(t) • V/GL. (A9)

Clearly, the signal voltage obtained for the voltage divider string con-
tains a constant value representing the conductance of the intrinsic
ion concentration in the cell, whereby this term is omitted in the
bridge configuration. The signal voltage is linearly dependent on the
supply voltage V; the higher V is the more sensitive is the measure-
ment. The change in molar conductance is calculated as

∆Λ(t) = (∆VS(t) • Ccell • 1000)/(Vcell • Rload • cinit), (A10)

where Ccell is the cell constant, Vcell the voltage applied to the cell and
Rload the load resistor.

4.3. Dosimetry

In dosimetry, the initial radical concentration cinit is calculated for a
known value of molar absorbtivity (ε known) as

cinit = OD/(εknown • ρ) (A11)

and can readily be used for the calculation of a relation between
radical concentration and an electrical value related to the beam
charge. The optical density OD is here already normalized to a cell
length of 1 cm and ρ is the density of the solution. If in another
channel the conductance is measured simultaneously, the cell con-
stant Ccell of the measuring cell is determined for a known change in
conductance and the initial radical concentration by

Ccell = (∆Λknown • Vcell • Rload • cinit)/(∆VS(t) • 1000). (A12)
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4.4. Noise and signal-to-noise ratio

For electronic equipment, two different sources of noise are impor-
tant: firstly, thermal or Johnson noise, caused by charged particles
undergoing continuous random motion, and secondly, “shot noise,”
because the passage of current through electronic devices is accom-
plished by the movement of discrete charges. For the voltage
generated by thermal noise, it follows that

Vtn = (4 • R • k • T • Bw)1/2, (A13)

with R the resistance of the electronic element, k the Boltzmann
constant (1.38 × 10–23 J K–1), T the temperature in Kelvin, and Bw
the bandwidth of the circuit.

The voltage generated by “shot” noise is

Vsn = R • (2 • q • I • Bw)1/2, (A14)

with q the charge of each charge carrier and I the total current
through the device.

The total noise is the sum of both. If noise is random, it increases
under summation as the square root of the number of experiments
averaged, while the signal increases linearly. The signal-to-noise ratio
improves with the square root of the number of experiments n

S/N = const • √n�. (A15)

Signal-to-noise ratio is improved similarly by “horizontal” averaging as
long as the data in the channels to be averaged are not governed by
the time constant of the detection system, i.e. they contain white noise.
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1. Introduction

The pulse radiolysis technique is a very powerful method for studying
short-lived chemical species. Time-resolved observation gives access

        



to properties of these transients such as optical absorption and emis-
sion, conductivity, structure, chemical rate constants, oxido-reduction
potential, and so forth. Hence, various chemical mechanisms and the
role played by the short-lived intermediates can be elucidated, not
only in the elementary steps occurring in radiation chemistry after the
absorption of high energy radiation by a system, but much more gen-
erally in any type of chemical or biochemical process.

The principle is to generate the short-lived species using a pulse
of radiation that should be much shorter than the time constants of
the subsequent reactions that create or destroy transient species and
to detect these species by various time-resolved techniques. Since the
early pulse radiolysis experiments of the 1960s, continued refinements
and the wholesale development of new technologies have led to the
installation of facilities with increasingly faster time-resolution, with
shorter pulses and advanced detection techniques.

It is particularly worth noting that pulse radiolysis with a time res-
olution of microseconds was used by Hart and Boag in 1962 to
discover the hydrated electron,1 which was studied by Keene2 as the
first short-lived homolog of the well-known metastable electron sol-
vated in ammonia. As early as the 1970s, nanosecond electron pulses
were delivered by machines such as Van de Graaff accelerators or
direct current impulse generators.3 Since then, much effort has been
devoted to attaining a time-resolution better than nanoseconds.
Indeed, most elementary chemical processes occur in the picosecond,
or even sub-picosecond time range, such as solvation processes of
electrons, cations and anions, geminate ion recombination, formation
and decay of excited states in liquids, nucleation-growth processes of
nanoparticles, electron transfer and reactions in radiolytic spurs or
highly confined systems, to name a few.

2. Picosecond Accelerator Technology

2.1. The first generation of picosecond accelerators
for radiolysis

The construction of the first picosecond pulse radiolysis facilities enabled
pioneering investigations of the elementary processes mentioned
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above. The first picosecond pulse radiolysis system to be based on the
stroboscopic method (pulse-and-probe method) was constructed by
Hunt et al. in 1968.4,5 Picosecond electron pulse trains at 350 ps
intervals and optically-delayed C erenkov light, simultaneously emit-
ted in air from the same pulse train, were used for irradiation and
analyzing probe light, respectively. A similar system was also devel-
oped at Hokkaido University.6,7 At that time it was possible to trace
the kinetic behavior of chemical species from 30 up to 350 ps, the lat-
ter being the time interval between electron pulses within the train.

In 1971 the generation of a single 20-picosecond electron pulse
was introduced to pulse radiolysis, enabling the upper time limit of
the kinetics studied to extend up to a few nanoseconds by 1975 at
Argonne National Laboratory, USA.8,9 In 1979, a streak camera was
synchronized with the single, 10-picosecond pulse from the S-band
linear accelerator (linac) at the University of Tokyo Nuclear
Engineering Research Laboratory (NERL, now Nuclear Professional
School),10 making picosecond optical emission pulse radiolysis possi-
ble for the first time.10,11 By 1984, improvements of intensity
fluctuation and time jitter between the electron pulse and the streak
camera trigger12,13 led to the ability to record a picosecond transient
absorption trace in a single shot, using a gated streak camera to
extend the time window to several hundred nanoseconds14 (see fur-
ther in Sec. 3.4). In the 1980s, a “Twin Linac” pulse radiolysis
system, where one linac was used for irradiation and the other as a
C erenkov light source, was constructed at the NERL.13 Contempora-
neously, linacs for picosecond pulse radiolysis were installed at Osaka
University15 and the Institute of Chemical Kinetics, Novosibirsk.16

Subsequently, a “Laser-Linac Twin Linac” system was installed at the
NERL, using a synchronized picosecond diode laser for delayed opti-
cal probe detection instead of C erenkov light,17 and a femtosecond
laser was for the first time synchronized to the electron pulse of the
Osaka accelerator.18,19 Some of the scientific advances made with this
first generation of accelerators for picosecond pulse radiolysis are
mentioned in Chap. 1.

These single-pulse, picosecond electron linacs employed a
method called “sub-harmonic pre-bunching” (Fig. 1) to create a
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short electron pulse that could be accelerated at microwave frequen-
cies (1–3 GHz). This was necessary because it is not technically
feasible to electrically gate on and off a thermionic cathode assembly
fast enough to inject an electron bunch into the accelerating phase of
one microwave cycle having a period of 350–1000 ps. Instead, a fast-
gating electron gun was used to inject electrons into a pre-bunching
section operating at a lower microwave frequency sub-harmonic
to the main accelerator frequency. As the electron bunch is acceler-
ated through the pre-buncher, it becomes compressed in pulse width
to the point that it can be injected into a single microwave cycle of
the main accelerator. The technically stringent aspects of this tech-
nique involve adjustment of the phase relationships between the
accelerator sections and regulation of their drift with time.

2.2. Magnetic pulse compression

During the last decade, there has been remarkable progress in short-
ening the electron pulse width of traditional linear accelerators by
using magnetic pulse compression (Fig. 2).20–22

Starting in the late 1980s, picosecond and sub-picosecond elec-
tron pulses have been available for the experiments through
implementation of the magnetic compression technique. A typical
“chicane”-type system used at the Nuclear Professional School,
University of Tokyo is presented in Fig. 2.23 An electron pulse with
a duration of seven picoseconds is generated by an S-band linac
and compressed down to less than two picoseconds by the chicane.
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Fig. 1. Schematic representation of a pre-bunched picosecond linear accelerator.

        



It works by the deflection of the electrons within the pulse on the
basis of their kinetic energy as shown in Fig. 2. Electrons in the
early part of the pulse have lower energy and take the longer
trajectory through the chicane while the trailing electrons with
higher energy take a shorter path, causing compression by com-
pensation of the arrival times. This method can be used to
compress the pulse shorter than 0.1 ps but the actual duration is
controlled by space charge effects due to repulsive interactions
between the electrons. The technique depends on having a strong
correlation between the energies of the electrons and their position
within the bunch, which physicists describe as having a “low emit-
tance.” If the charge of the pulse becomes large, space-charge
repulsion interferes with the correlation, resulting poorer compres-
sion and longer pulses. However, experiments using large bunch
charges are often preferable in order to obtain an intense and
detectable signal, since light absorbance by radiolytic transients is
proportional to the irradiation dose or the charge quantity of the
electron pulse (for a given beam cross section). Therefore, from a
viewpoint of practical applications, both per-pulse charge and pulse
duration have a trade-off relation and real-world experiments
necessitate a compromise.
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Fig. 2. Chicane-type magnetic compression of electron beam pulse duration.
(Reproduced with permission from Ref. 38.)

        



2.3. Laser photocathode electron gun accelerators

Although the first-generation picosecond radiolysis facilities markedly
increased our knowledge of short-lived species in numerous domains,
their construction and maintenance costs and their complexity of
operation seriously restricted their number actually installed. A new
generation of accelerators, which issued from the technology of injec-
tors for high-energy physics instruments adapted to the requirements
of pulse radiolysis, was developed. These more compact and afford-
able instruments have generated an increasing amount of activity
using pulse radiolysis for the study of ultra-short time scale chemical
mechanisms.

The only way for achieving simultaneously both a short pulse and
a large charge-per-pulse is to generate a very low-emittance beam.
Since the qualities of the electron beam, charge, pulse width, and
emittance greatly depend on the performance and properties of the
electron source, the source is the key to ultrafast pulse radiolysis.
Currently, laser-excited photocathodes are considered to be the lead-
ing source for low-emittance electron beams. Instead of being
produced over the course of one to several nanoseconds by
thermionic cathodes as used in traditional sources for linacs, the elec-
trons are extracted from the cathode by the photoelectric effect
using a short femtosecond or picosecond laser pulse. Due to their
method of creation, it is possible to get a very strong energy-position
correlation and a very low-emittance beam from laser photocathode
electron guns. Unlike the thermionic-cathode based picosecond
linacs described above, there is no need for a sub-harmonic pre-
bunching system and the entire accelerator can be much more
compact (Fig. 3),24,25 making the shielding of the facility much easier
and less costly.

Because tenfold-lower emittance beams can be generated from
photocathodes compared with those from conventional thermionic
guns, photocathode systems have significant advantages in efficient
transportation of the charge from the gun to the radiolysis target and
in magnetic pulse compression effectiveness.
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In addition, since the pulses of the ultrafast lasers used for photo-
electron generation are necessarily synchronized with the electron
pulses, parts of them can be used as the probe light for analyzing the
short-lived chemical species by the pulse-probe time-resolved spec-
trophotometry method. The reproducibility and the stability of the
repetitive pulses permit the accumulation of signals and the detection
of transients with weak absorbance changes. That is why several proj-
ects for the construction of these short time-resolved pulse radiolysis
systems of the new generation, composed of a femtosecond laser sys-
tem and a photocathode RF gun have been realized worldwide,
namely the LEAF facility at Brookhaven National Laboratory
(BNL),25,26 the ELYSE facility at the University of Paris-Sud,24,27,28

Osaka University,29–31 Sumitomo Heavy Industries (SHI, Tokyo),32,33

Waseda University (Tokyo),34 and the NERL, University of
Tokyo.35–38 Other facilities are under construction at the Technical
University of Delft and at the Bhabha Atomic Research Center in
Mumbai. The facility of Waseda University is also able to generate soft
X-rays by inverse Compton scattering.39 The characteristics of these
facilities are given in Table 1.
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Fig. 3. Scheme of a laser photocathode electron gun, showing the relationship
between laser and microwave synchronization. The example resembles the BNL
LEAF facility. The length of the electron gun is approximately 30 cm.
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Table 1. Comparison of specifications of photocathode electron gun accelerators for picosecond pulse radiolysis.

LEAF ELYSE U. NERL U. Osaka Waseda
Facility [Ref.] BNL [26] Paris-Sud [40] Tokyo [38] U. [31] U.a [34]

Laser Ti:Sapphire Ti:Sapphire Ti:Sapphire Nd:YLF Nd:YLF
Laser pulse on cathode 266 nm 263 nm 265 nm 262 nm 262 nm

1–3 ps 200 fs 100 fs 5.3 ps 10 ps
400 µJ 15 µJ 30 µJ 1.4 mJ 36 µJ

Photocathode Mg Cs2Te Cs2Te, NaKSb Cu Cs2Te
Laser Beam incidence 65 2 70 2 70

angle vs. electron
beam (degrees)

Electron energy (MeV) 8.7 4–9 20–22 32 4.6
Charge per pulse (nC) 5–10 2–8 2–2.8 2.5 4
Repetition rate (Hz) 10 1–25 10 10 5
Pulse duration 7 5–15 1–3 0.1 10

FWHM (ps)
Emittance (mm mrad) <60 20 3

a Some of the figures in this column are more recent than Ref. 34 (M. Washio, private communication).

 
 

 
 

 
 
 

 



2.3.1. Laser and electron gun synchronization

In photocathode electron guns, the timing between the microwaves
used for acceleration and the photocurrent-generating laser pulse is of
critical importance. Precise synchronization between the laser and
electron beams is obtained by using a MHz quartz master oscillator
to control the cathode pump laser repetition rate and the microwave
amplifier system seed frequency (Fig. 3).

The entire technology is enabled by the commercial availability of
laser oscillator systems that regulate their cavity length to match external
clock periods to within fractions of a picosecond. However, larger tim-
ing jitter and drift at the photocathode can occur due to thermal
expansion of microwave system components, shifts in the laser amplifier,
and fluctuations in the air that some laser beams traverse (longer instal-
lations use evacuated transport tubes). Timing jitter where the electron
and laser probe beams coincide in the radiolysis target can be caused by
fluctuations of microwave power (which transform to beam energy, posi-
tion and timing fluctuations) and laser beam transport issues. Therefore,
stabilization of the microwave and laser systems is very important. Ideally
the whole facility should be thermally stabilized, especially the tempera-
ture of the laser and accelerator rooms, and that of the cooling water for
the accelerator and the microwave amplifier system.

The maximum photosensitivities of the various photocathode
materials used generally lie in the UV region. As shown in Table 1, at
the various accelerator facilities the photocathodes are triggered by
263–266 nm laser pulses obtained from frequency-tripled, amplified
Ti-sapphire lasers or by the fourth harmonic of amplified Nd:YLF
lasers. The energy per pulse is selected according to the choice of the
photocathode material. Frequently using a shutter for beam chop-
ping, the photocathode excitation laser beam is delivered at
frequencies of 1–25 Hz, or on a single-shot basis, depending on the
type of experiment.

2.3.2. Photocathodes

The quantum yield η of electrons extracted by the laser pulse in the
UV highly depends on the material of the photocathode used (Table 1),
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from η = 0.01% electron per photon for metals, such as Cu or Mg, up
to η = 0.25% electron per 263 nm photon for semiconductors such as
Cs2Te.41 However, the use of highly oxygen-sensitive cathodes such as
Cs2Te requires their preparation and transfer to the electron gun
accelerator under extreme vacuum. They are prepared either in situ in
a special preparation chamber attached to the gun, as in ELYSE,40 or
in a separate chamber and then transferred to the accelerator via a vac-
uum transport system, as in the NERL Tokyo facility38 and at Waseda
University.39 The higher quantum yield of semiconductor cathodes
can be worth the added effort, since electron pulses containing sev-
eral nanocoulombs (the amount required for the effective optical
detection of transient species) can be obtained from laser pulses on
the order of microjoules to tens of microjoules, much lower than the
0.3–1 mJ required for obtaining similar charges from metal photo-
cathodes (Table 1). Provided that the accelerator vacuum is strictly
maintained, the Cs2Te photocathodes can be robust and not damaged
for years.40

The diameter of the laser spot on the cathode ranges from 1–6 mm
depending on the facility. In order to produce photoelectrons with
a time structure as short as possible and as close as possible to that
of the laser, it is preferable either that the laser beam impinges
onto the photo-cathode with a normal incidence (as for example in
ELYSE facility, Table 1) or that the diameter of the laser spot is lim-
ited to less than two millimeters for high angles of incidence. At
ELYSE, the laser pulse energy delivered to the photo-cathode is
measured at the exit of the frequency-tripling crystal by using a
switchable mirror to deflect it onto a virtual cathode equipped with a
joulemeter.40

2.3.3. Energy dependence of electron beam characteristics

The energy of the electron beam is also an important factor for the
time resolution because of the scattering of the electron beam in
irradiated samples (usually condensed media). Figure 4 shows the
electron penetration into liquid water and trajectories calculated by a
Monte Carlo calculation code (EGS542) for electron penetration into
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liquid water at three beam energies. The higher the energy, the more
collimated the beam remains with distance.

If the energy of the electron beam is 5 MeV, scattering of the
beam over a 1-cm path length or greater is significant and the radi-
olytic dose is spread over a larger cross section the deeper the beam
penetrates into the sample cell. Moreover, scattered electrons take
zigzag trajectories, which make the apparent time duration of the
pulse in the medium longer. Hence, time resolution as well as signal
intensity become worse with deeper penetration at lower beam ener-
gies. However, electron beams with energies over 10 MeV begin to
cause some photonuclear radioactivation of the sample and accelera-
tor and experimental system components. Therefore, although the
electron beam can be more easily manipulated and focused, higher
electron energies in the range 10–30 MeV require precautions
suitable only for specially equipped laboratories, such as at the uni-
versities of Tokyo and Osaka (Table 1). For other facilities, a
maximum energy of 9 MeV is the best compromise. It enables suffi-
cient penetration, in particular, to achieve studies under conditions
of high pressure or high temperature that require specific cells with
thick, strong windows.43,44
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electrons
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Fig. 4. Penetration of 5, 10 and 20 MeV electron beams through a 2 cm water
cell calculated by the EGS5 code; red and green lines show the trajectories of elec-
trons and secondary X-ray photons, respectively. (Reproduced with permission from
Ref. 38.)

        



2.3.4. Typical picosecond electron gun accelerator systems

Figure 5 presents the scheme of the 18 MeV S-band linac at the
University of Tokyo NERL, with a 0.3 TW femtosecond Ti:Sapphire
laser beam providing 795 nm, 100 fs (FWHM), 30 mJ/shot pulses,
which are split to provide photocathode illumination through third
harmonic generation into a 265-nm pulse with 4 to 6 ps (FWHM)
duration, as well as probe laser beams.

The electron beam is accelerated in two stages, initially up to
4 MeV through the 1.6-cell accelerating cavity of the electron gun,
and finally up to 18–22 MeV in the standard linac accelerating sec-
tion. The resulting electron pulse has a duration of ∼5 ps (FWHM),
a charge of more than 2 nC, and an energy spread of around 1%
(FWHM) (Table 1). Here, if the energy spread across the electron
bunch is modulated by adjusting the phases of the two accelerating
sections, the bunch can be compressed to shorter than 1 ps (FWHM)
in the chicane-type magnetic compressor.
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Fig. 5. Ultrafast pulse radiolysis system at NERL, University of Tokyo.

        



Several installations, such as those at BNL, Université Paris-Sud,
Osaka University and Waseda University, work at energies of 4–9
MeV. Among this group, only the ELYSE accelerator at Université
Paris-Sud (Fig. 6) uses a booster accelerating section, for the rest the
electron gun provides all the acceleration. In the LEAF, ELYSE and
Waseda facilities, the electron beam may be alternatively bent by mag-
nets to different beam lines, output windows and experimental areas
equipped with various detection systems.

At ELYSE, the intensity and position of the electron beam is
observed upstream of each experimental area by wall current moni-
tors. Ceramic screens are used to indicate the transverse beam profile.
The charge per pulse is measured by a moveable Faraday cup. The
charge extracted from the Cs2Te photo-cathode is 1–8 nC, with a lin-
ear slope of η = 0.25% electron per 263 nm photon absorbed at laser
pulse energies up to 4 µJ. At higher laser pulse energies, the current
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Fig. 6. Scheme of the laser-driven RF electron accelerator of pulse radiolysis facil-
ity ELYSE. IP: ion vacuum pump, CPC: cathode preparation chamber, VV: vacuum
valve, SOL: solenoid, D: dipole, TR1 and 2: triplets, Q: quadrupole, WCM: wall
current monitor, FC: Faraday cup, T: translator for C erenkov light emitter and visu-
alization screen; LME: laser entrance mirror, LMEx: laser exit mirror, VC: virtual
cathode; HS: horizontal slit, VS: vertical slit. (Reproduced with permission from
Ref. 28.)

        



still increases but the quantum efficiency decreases due to the loss of
part of the charge by recombination, up to a saturation level.
Moreover, the electron repulsion increases with the charge per pulse
and the pulse width becomes longer. 

2.4. Laser wakefield accelerators for ultrafast
pulse radiolysis

More recently a radically different approach that capitalizes on
advances in laser wakefield acceleration has been pursued. Significant
advances have been made in ultrafast ultrahigh-power femtosecond
laser technology. Ti:sapphire-based table-top terawatt (T3) laser sys-
tems are now routinely capable of generating peak powers in excess of
10 TW.45 It has been shown that by focusing terawatt laser pulses to
irradiances exceeding 1018 W/cm2 in a pulsed supersonic gas jet, it
becomes possible to generate subpicosecond electron pulses with a
charge of a few nanocoulombs and to accelerate these electrons to
energies in the mega-electron-volt range.46

It has also been demonstrated that laser wakefield accelerators can
produce sufficient charge-per-pulse for detection of radiolysis products
using transient absorption laser spectroscopy. Using the laser wakefield
accelerator (LWA) at the University of Michigan Center for Ultrafast
Optical Studies, subpicosecond electron pulses were generated by
focusing terawatt laser pulses into a supersonic helium jet and subse-
quently used to ionize liquid water. Using the Michigan LWA, hydrated
electron concentrations as high as 20 µM were generated and the
attachment of e−

aq to traces of O2 in water was followed on the nano- to
microsecond time scale.47 More recently Brozek-Plushka et al.48 have
demonstrated approximately 20 ps resolution using a LWA for pulse
radiolysis of liquid water, and Oulianov and Crowell et al.49 were able
to achieve a time resolution of better than two picoseconds.

In a LWA, the electron and laser pulses are inherently synchro-
nized, so the time jitter sources associated with photocathode
accelerators are not an issue. The ultimate time resolution should
depend only upon the cross correlation between the laser and electron
pulses and the physics of the electron beam interaction with the
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sample. For an LWA this should be on the order of 50 fs. There are
three main constraints that limit the current time resolution to about
two picoseconds. One of the major time resolution limitations for
ultrafast radiolysis measurements, as described in Sec. 3.1, is the time-
of-flight difference between the light and electron pulses. Another
fundamental constraint is that the present LWAs do not reliably pro-
duce monoenergetic electron beams, although recent work50–55

indicates that this will change in the near future. The typical LWA has
an electron spectrum that has an energy spread that is more than
100%, relative to the mean. This dispersion in energy results in the
dispersion of arrival times at the sample as the electron pulse travels
through space; to a much larger degree than in laser transient absorp-
tion experiments, time resolution is limited by the nature and the
physical dimensions of the sample, and the dispersion of the electron
beam. Improvements in time resolution will require thin samples and
the development of more sensitive detection techniques.

2.5. Electron pulse width determination

The electron pulse length can be measured through the generation of
C erenkov light by causing the beam to strike a sapphire plate, or if the
beam energy is high enough, through air.56,57 This light pulse is trans-
ferred for temporal analysis to the slit of a high-speed streak camera.
Another method uses the fact that the moving electron bunch gener-
ates a broadband emission of electromagnetic radiation whose
spectrum depends on the temporal width of the pulse. Measuring
the ratio of emitted radiation at two microwave frequencies permits
determination of the pulse length58 in real time without intercepting
the pulse, enabling measurements to be made during experimental
data collection. Real-time, non-destructive beam monitoring capa-
bility vastly improves the ability to maintain high performance of
the accelerator and beam quality during long acquisitions, as in
pulse-probe measurements, and across a series of experiments for
cross-comparisons or spectral reconstruction.

Recently, a new single shot electro-optic sampling technique (Fig. 7)
has been developed for the non-invasive characterization of the
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longitudinal electron bunch distribution at the ELYSE facility.59,60

The transverse electric field of the electron bunch is encoded to the
temporally dispersed spectrum of a supercontinuum by the transient
birefringence induced in a ZnTe crystal that is located close to the
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(a)

(b)

Fig. 7. (a) Scheme of the electro-optic single shot diagnostic based on supercon-
tinuum encoding with balanced detection implemented at ELYSE. The
perpendicular polarization states of the optical probe are denoted by an arrow and a
circle. THG: third harmonic generation, P: polarizer, λ/4: achromatic quarter wave
plate, PBS: polarizing beam splitter. (b) Three consecutive single shot measurements
for low bunch charge and energy; the oscillations are due to free space THz radiation
generated by the transition of the bunch through the exit window and reflected
inside the ZnTe crystal. The arrival time (red) and FWHM duration (blue) of a series
of 20 bunches are shown in the inset.

        



electron beam. The wavelength-dependent polarization state of the
optical probe is then analyzed in balanced detection with linear
response.

The high sensitivity and stability of the set-up allow monitoring of
the single bunches next to the sample position. Therefore, bunch
parameters such as the shot-to-shot stability, the charge and the dura-
tion can be optimized for specific picosecond radiolysis experiments.

3. Optical Detection Systems for Ultrafast Pulse
Radiolysis

As described above, recent advances in accelerator technology have
enabled the production of very short electron pulses for the study of
radiation-induced reaction kinetics. Typically, digitizer-based optical
absorbance or conductivity methods are used to follow reactions by
pulse radiolysis (Chap. 4). However, the time resolution afforded by
picosecond accelerators exceeds the capability of real-time detection
systems based on photodetectors (photomultiplier tubes, photodi-
odes, biplanar phototubes, etc.) and high-bandwidth oscilloscopes
(Fig. 8). Faster experiments use streak cameras or various methods
that use optical delay to encode high temporal resolution, taking
advantage of the picosecond-synchronized laser beams that are avail-
able in photocathode accelerator installations.

3.1. Temporal resolution considerations for fast
optical detection

The overall time resolution δtT of a picosecond pulse radiolysis detec-
tion system is approximately expressed as:

(1)

where δtF represents the flight time difference between the electron
and probe light beams through the sample, δtE and δtL the durations
of the electron and laser pulses, and δtSync the synchronization jitter
between the electron and probe pulses.

d d d d dt t t t tT F E L
2

Syncª + + +2 2 ,
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The flight time difference is due to the velocity difference between
the electron and light pulses passing through the sample. The rela-
tivistic electron beam travels through the sample at nearly c, the speed
of light in vacuum, while due to the refractive index n, the probe light
pulse travels at c/n. For example, in the case of co-propagating elec-
tron and light beams passing through a water sample, the light is
slowed down by a factor of 1.33 and the flight time difference δtF is
about one picosecond per mm of optical path, or ten picoseconds total
in a standard 1-cm cuvette.61 One way to reduce this difference is to
shorten the optical path length. In doing so, it is essential to irradiate
with a high charge and tightly focused electron beam to generate a
higher concentration of transient species to compensate for the shorter
optical path. Figure 9 shows the effect of path length on signal inten-
sity and temporal resolution for the rise time of the aqueous electron
(whose solvation time is 0.2 ps).62 The rise time of e−

solv absorbance is
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Fig. 8. Time ranges of various optical detection systems. The dotted line for transient
digitizer indicates the highest-performance configurations, the solid line routine ones.

Fig. 9. Rise times of the hydrated electron signal at 700 nm, with path lengths
indicated on the right (NERL, University of Tokyo).

        



broadened according to Eq. (1) both by the electron pulse length δtE

and the flight time difference δtF.
The technique of equivalent velocity spectroscopy (EVS)63 has

been implemented at Osaka University to improve the time resolution
of the pulse radiolysis by overcoming the effect of group velocity mis-
match between the electrons and the light in the sample. As shown in
Fig. 10, the electron beam and the laser light are injected into the
sample at an angle θ, which is determined by the refractive index (n)
of the sample as cosθ = 1/n. In this case, the electrons pass through
the sample along the longer path. By rotating the electron pulse at the
same angle of θ, both the electron and the light pulses coincide at
every point and throughout the propagation time. The resolution
limitation due to the velocity mismatch is thus fully removed.

3.2. Pulse-probe detection systems

Three different approaches have been employed to observe
radiation-induced kinetics on the picosecond timescale. The first,
pulse-probe detection, is covered in this section. Section 3.3 dis-
cusses a related technique that uses temporally-dispersed probe
beams to record a kinetic trace in a single shot. Finally, Sec. 3.4
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Fig. 10. Concept of EVS for pulse radiolysis by using a rotated electron pulse.

        



describes the use of streak cameras for temporally and spectrally
dispersed measurements.

The stroboscopic pulse-probe detection method is analogous to laser
pump-probe experiments that have been commonplace for decades.
Indeed, electron pulse — Cerenkov light probe measurements were the
first picosecond radiolysis experiments to be performed, as mentioned
earlier in this chapter.4,8,13 The major difference between the early pulse-
probe systems and those of today is the availability of picosecond-
synchronized ultrafast laser systems that provide highly collimated probe
beams over a wavelength range from the UV to the near-infrared. In
addition to the quality of the laser probe beams, their low divergence
allows the probe pulses to be transported a reasonable distance after
passing through the sample before collection into a detector, which
helps with rejection of the divergent Cerenkov radiation generated in the
sample by the electron pulse. The pulse-probe detection system at
the University of Tokyo NERL is depicted in Fig. 11 as an example.
Table 2 summarizes comparable systems at other laboratories.
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Fig. 11. Schematic of the picosecond pulse-probe detection system at NERL,
University of Tokyo.
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Table 2. Comparison between time-resolved spectrophotometric detection set-ups of several laser-photocathode electron accelerator
facilities for picosecond pulse radiolysis.

LEAF NERL U. U. Osaka Waseda
Facility [Ref.] BNL [26] ELYSE U. Paris-Sud [40] Tokyo [38] [30, 31] 2 systems U. [34]

Detection Pulse-probe & Pulse-probe High dynamic Pulse-probe Pulse-probe [30] Pulse-probe
system OFSS range streak Pulse-probe [31]

camera
Probe light Laser Laser Xe flash lamp Laser Laser OPO, Laser

400, 800 nm & 790 nm & 25 Hz 795 nm, continuum 523, 1047 nm,
OPA 100 fs NOPA 100 fs 60 mJ/cm2/ continuum & 523, 800, continuum

flash OPA 30–100 fs 1047 nm
Frequency P-P: 10 1–25 5 10 <10 5

(Hz) OFSS <1 10
Wavelength 240–1600 240–1600 250–850 290–2600 300–1600 680–880

range (nm) (−2600) 523,800,1047
Time range 7 ps–15 ns 5 ps–4 ns 5 ps–1 ms 5 ps–6 ns 0.8 ps–2 ns 16–250 ps

0.2 ps–1 ns

 
 

 
 

 
 
 

 



Essentially, a small part of the laser pulse train that is ultimately
used to trigger the photocathode is split off to create a synchronized
laser probe pulse train. The probe line is equipped with different non-
linear optical devices that permit the tunability of the probe beam
from the near UV to the NIR. Available probe sources include the
laser fundamental (790 nm) and second harmonic (395 nm), a white-
light continuum (470–750 nm) generated in a sapphire plate, and a
continuously tunable Optical Parametric Amplifier (470–750 nm,
1000–1600 nm, and 240–375 nm by SHG), able to deliver light
pulses shorter than 30 fs after compression.

The various probe beams can be coupled into the same single-
wavelength, dual-channel pulse-probe transient optical absorption
set-up. A one-meter-long optical delay line is used to control the vari-
able time delay between the electron and the probe pulses.
Approximately half of the probe beam is deflected onto a reference
photodiode while the other half of the beam is slightly focused into
the sample, which is placed in front of the output window of the
accelerator. Subsequently, the probe beam is then transported to the
sample photodiode. (Alternatively. in some laboratories the probe and
reference beams are transported into the detection room by long,
low-OH silica optical fibers in order to reduce electronic noise pickup
on the detector signal cables.)

The intensities of the sample and reference beams are measured
with photodiodes by an analog data acquisition card and/or digital
oscilloscopes to calculate the absorbance of the sample. The time res-
olution of the photodiodes is not important for this application but it
is essential that their photoresponse is strictly linear to the light pulse
intensity. Each absorbance measurement can be corrected for the
absorbed radiolytic dose by measuring the charge in the electron
bunch using a Faraday cup or some other detector. At each pulse-
probe delay, it is necessary to measure the sample absorbance in the
presence and absence of the electron beam, the latter measurement
serving as the baseline. In practice, since the probe beam transport
distances in these facilities may be several meters or more, optical
transport fluctuations due to vibration and air turbulence in the
40–100 ms interval between the sample and baseline measurements
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can be an appreciable source of noise in the experiment at facilities
that use low repetition rate laser amplifiers. For facilities that use kilo-
hertz laser amplifiers, such as at Osaka University30 and ELYSE, the
baseline measurement can be as little as one or two milliseconds apart
from the electron beam shot, significantly reducing the effects of fluc-
tuations on the data.

At Osaka University, the probe beam is a white-light continuum
generated in a sapphire crystal30 used in a single-beam configuration
(no reference arm). Two consecutive probe pulses one millisecond
apart, with the second one being synchronized to the electron pulse,
pass through the sample and are dispersed through a monochromator
onto a CCD camera that is set to continually shift charges. In this way
the reference and signal probe spectral intensities can be independ-
ently measured and an absorbance spectrum obtained in one
accelerator shot (Fig. 12). The 1-ms interval between the reference
and signal pulses reduces the noise level to half or less than that
observed with longer delays between probe pulses that are more
susceptible to the low frequency fluctuations mentioned above. For
single-wavelength measurements, the double probe technique can be
applied to use consecutive pulses from a Ti:Sapphire laser oscillator
(ca. 80 MHz) using a single photodetector, where it is even more
effective due to the shorter delay interval and the stability of the oscil-
lator compared to an amplified system.64,65

On the Osaka University thermionic cathode L-band linac, a time
resolution of two picoseconds was achieved using magnetic pulse com-
pression and time jitter compensation systems (Fig. 13).66 The time
jitter between the C erenkov light from the electron beam and the
laser pulse was measured shot-by-shot with a femtosecond streak cam-
era to accurately determine the relative time of each measurement in
the kinetic trace. In this way, the time jitter that would otherwise
degrade the time resolution was corrected, and the remaining factor
dominating the rise time was the electron-light velocity difference
over the 2-mm sample depth.

At ELYSE, two consecutive laser pulses (∆t = 2 ms) are picked
from the 1 kHz probe laser pulse train in a single-wavelength, dual
beam configuration. The first pulse is synchronized with the acceler-
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ator microwave system and gives the measurement with the electron
pulse (I probe and I ref), while the second pulse gives the signal without
excitation (I0

probe and I0
ref). As an example, signals are shown in

Fig. 14. An absorbance increase is observed at 345 nm in solutions
of 2 M NaCl and 1 M NaCl plus 1 M HCl, respectively.67 In both
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Fig. 13. Schematic of high time-resolution pulse radiolysis equipped with a
magnetic pulse compression and time jitter compensation system at ISIR, Osaka
University. An example of the rise time of the hydrated electron signal at 780 nm is
shown.

Fig. 12. Transient photoabsorption spectrum acquisition at ISIR, Osaka University.
(a) Two consecutive femtosecond pulses of white light continuum collected by sin-
gle scan of CCD camera. (b) Transient absorption spectrum of 100 mM biphenyl in
Ar-bubbled tetrahydrofuran solution at 200 ps after the end of pulse. The peaks are
attributed to biphenyl radical anion. Each point in near-UV region (ca. from 400 to
500 nm) and visible-NIR region (ca. from 500 to 900 nm) was measured by averag-
ing over 10 and 2 beam-probe shots, respectively. The inset is a magnification in
400–500 nm.

        



cases the signals contain a component due to the hydrated electron.
The complementary absorbance is assigned in neutral medium
(16.7 Gy per pulse) to the radical ClOH− (extinction coefficient
ε = 4060 l mol−1 cm−1) that is formed within 50 ps by the scavenging
of OH• radicals by Cl−. Under acidic conditions (5.5 Gy per pulse),
the differential absorbance is assigned to the Cl2

− radical, which
is formed within 250 ps by the formation of Cl• followed by the
complexation with Cl−.

Thanks to the advent of sophisticated accelerators and detection
systems, pulse-probe pulse radiolysis experiments have become widely
used to explore very fast chemical events and to answer questions
about the inhomogeneous chemistry that occurs at early times following
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Fig. 14. Transient optical absorption at 345 nm recorded at the ELYSE facility
using the pulse-probe method. (a) Neutral aqueous 2 M NaCl solution, dose per
pulse 16.7 Gy. Dotted line: hydrated electron component, dashed line: ClOH−

absorbance. (b) Acidic aqueous solution 1 M NaCl and 1 M HCl, dose per pulse
5.5 Gy. Dotted line: hydrated electron component, dashed line: Cl2

− absorbance.

        



radiolysis. For example, it was used68,69 to re-evaluate the initial yield
of the hydrated electron, which had been an issue for over 30 years.
Reported values of G(e−

aq) varied from 0.41 to 0.49 µmol J−1 (4.0–4.8
molecules/100 eV). The re-evaluation was done by a combination of
stroboscopic and conventional kinetic methods, using the same accel-
erator, to estimate G(e−

aq) at 20 ps to be 0.42 ± 0.02 µmol J−1. This
value was supported by Monte Carlo calculations.70 The same meth-
ods were carried forward to make systematic studies on alcohols, from
simple alcohols to polyols, to elucidate the initial yields and solvation
processes.71 Wavelength-dependent measurements of solvated elec-
trons in diols in the NIR show rather different behavior as compared
to water or simple alcohols, suggesting that a large portion of elec-
trons might be “solvated” directly by pre-existing trap sites without
pre-solvation processes.43

Picosecond pulse-probe radiolysis has been used to investigate the
reactions of solvated and pre-solvated electrons in tetrahydrofuran.72

It has also led to surprising insights into the mechanism of dissocia-
tive electron attachment to aryl halides. The high time resolution of
pulse-probe detection provided key data that led to the deduction
that the pathway for halide ion dissociation from the aryl halide anion
radical involves bending of the halide–carbon bond out of the aryl
ring plane instead of direct in-plane bond cleavage.73 Pulse-probe
radiolysis also was used to observe the formation of Xe2* excimers by
electron-ion recombination in irradiated supercritical xenon.74 The
studies showed that the excimers, which absorb broadly throughout
the visible, can be quenched by adding small amounts of ethane, facil-
itating the detection of other transients by absorption spectroscopy.
Pulse-probe measurements of geminate recombination in alkanes31

and in aromatic hydrocarbons75 have been combined with theoretical
calculations to investigate electron-hole pair distance distributions.

3.3. Single-shot radiolysis using a temporally-dispersed
probe beam

Pulse-probe pulse radiolysis detection techniques are very powerful,
however to obtain kinetic profiles of fast reactions they all rely to
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some extent on repetitive measurements taken at numerous points in
time (optical delay), often amounting to hundreds or thousands of
shots. The result is that a large radiolytic dose can accumulate in the
sample, requiring it to be changed frequently or circulated in moder-
ate volumes to dilute the cumulative radiation damage so that it does
not interfere with the measurement. This can be a fatal drawback for
many interesting experiments involving samples that are too viscous
to flow (such as some ionic liquids), samples made of precious mate-
rials that cannot be used practically in large volumes, and samples that
may be too air or moisture sensitive to tolerate exposure to even a
well-designed circulating system.

To help solve these problems, the “Optical Fiber Single Shot”
(OFSS) method was developed at the BNL LEAF. OFSS uses a bun-
dle of optical fibers to temporally disperse a single optical probe pulse
to measure absorption over a range of discrete delay times using a sin-
gle shot.76 It starts with a monochromatic laser probe pulse that is
directed into a bundle of 100 optical fibers, where each fiber has a
unique length selected to create a specific optical delay in relation to
the complete set of fibers. In the first iteration of the fiber bundle, the
100 fibers were trimmed to generate approximate delay intervals of
15 ps, creating a total time window of 1.5 ns. The image of the light
exiting the fiber bundle is split so that one image of the bundle is
relayed onto the reference channel CCD camera, while the other
image is focused into the sample cell to coincide with the area irradi-
ated by the electron beam, then relayed to the sample channel CCD.
An absorbance corresponding to each delay time is calculated by inte-
grating the image intensity for each individual fiber on the reference
and sample cameras. In this way, 100 absorbance measurements at
different delay times are made in a single shot. Typically, 25 accelera-
tor shots are enough to obtain very good signal-to-noise for the
transient kinetics. Kinetic traces over longer time windows can be
constructed by increasing the optical delay before the probe pulse
enters the fiber bundle to collect temporally overlapping sets of
absorbance data. An example is shown in Fig. 15.

The kinetic traces in Fig. 15 were measured on static ionic liquid
samples in ordinary spectrophotometer cuvettes, using approximately
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75 shots total for each sample. The relatively low cumulative dose
required to obtain good data indicates that the OFSS technique is
appropriate for precious or hard-to-handle samples. While the OFSS
method is robust, there are many technical details that needed to be
addressed to make it work, including calibration of optical fiber delays
as functions of wavelength, compensation for various sample refrac-
tive indices, automated fiber bundle image analysis software, and
compensation for dose variation across the bundle image within the
sample. Presently, OFSS detection is available only over the wave-
length range covered by silicon CCD cameras (<1100 nm); NIR area
detectors will extend the range to longer wavelengths in the future.
This capability would be particularly useful for studies of solvated
electrons in non-polar solvents and ionic liquids.

3.4. Streak camera absorbance detection

Another approach for picosecond optical absorption detection is to
use a light source with an intensity stable for a time period much
longer and an optical detector with a response time much shorter
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Fig. 15. Benzophenone anion solvation observed at 800 nm in two ionic liquids by
OFSS pulse radiolysis spectroscopy. The traces consist of three 1.5-ns OFSS segments.

        



than the absorbance variation to be studied. For this purpose, an
original setup was developed at ELYSE based on a high-repetition Xe
flash lamp78 coupled with a high dynamic range streak camera used
in absorbance mode, both being synchronized with the electron
pulses.

The time-resolved UV-Vis absorbance detection system consists
of a Hamamatsu C7700-01 high dynamic range streak camera con-
nected to a Chromex 250 IS flat field spectrograph.77 The role of the
spectrograph is to spectrally disperse the white-light probe pulse
across the entrance slit of the streak camera. Schematically, in order to
time-resolve the signals, light is converted via a semiconductor pho-
tocathode into a corresponding extended photoelectron beam that is
rapidly swept in the streak tube in the direction transverse to the
entrance slit. The photoelectrons are then amplified by a microchan-
nel plate before exciting a phosphor screen which is recorded by a
CCD camera in the form of a 2D image digitalized into 1024 × 1344
points along the time and wavelength axes, respectively. This system
is suitable for high-intensity pulsed light with a dynamic range up to
104:1. The absorbance data result from a series of four measurements:
the background of the streak camera, the analyzing light only, the
analyzing light with the electron beam and the C erenkov light. Data
are collected as the average of at least 20 pulses, but are generally
acquired by averaging 400 pulses. Because of the rather long transfer
distance from the light source to the streak camera, a time of flight
difference between the blue and the red parts of the spectrum can be
observed on records at the 500 ps time scale. This is easily seen on
streak images of the C erenkov light (measurements for substraction of
the C erenkov light from the absorbance signal or for the estimation
of the duration of the electron pulse). At least for the highest time res-
olution, the time origin is therefore taken from the ultra-short
C erenkov emission signal at the corresponding wavelength. From a
single shot of the accelerator, the transient spectrum at any time
(sweep time/full screen 500 ps to 1 µs) and the time evolution of
the short-lived species at each wavelength (from 250 to 850 nm in
360 nm sections) can be simultaneously obtained. However, when
the 360 nm spectral range is recorded at 500 ps full sweep, a fogging
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effect appears due to the high light intensity required to get an image.
This is why the highest resolution is only obtained by recording a
restricted wavelength domain (± 5 nm) so that the fogging effect is
negligible. Work is in progress to evaluate this effect using known ref-
erence systems, and thus to obtain the highest time resolution over
the entire spectral range.

The light source consists of a home-made pulse generator driving
a commercial xenon lamp having a high and constant maximum
intensity for a period of about 500 ns, with a rise time of 2 µs and a
repetition rate up to 25 Hz.78 The cross section of the analyzing light
beam is smaller (0.2 cm) than that of the electron beam and both are
collinear. Alignment of the electron beam relative to the probe light
beam is optimized by adjusting the magnets to maximize the refer-
ence absorbance signal (generally of the hydrated electron) recorded
by a control photomultiplier equipped with filters selecting the wave-
length range. The photomultiplier is located in the detection room at
the arrival of the probe beam and systematically used to control the
optimization of the absorbance before reflecting the beam to the
spectrograph-streak camera set-up.

The major advantage of using such a device is to obtain in a
single pulse the information both on kinetics and on the transient
absorption spectrum. The method is particularly well adapted to the
spectral identification of the transients and to an overview of the
chemical mechanism. This set-up can be used to observe transients
from the end of the pulse up to rather long time, in the range of
500 ns, or with an adequate light source, up to 1 ms full scale for
longer-lived species.

Figure 16(a) presents an image of the time evolution of the tran-
sient spectrum of the solvated electron in ethylene glycol recorded
with the streak camera between 360 and 720 nm with a full time
range of 3700 ps (charge 3.5 nC per pulse, optical path 1 cm).
In Figs. 16(b) and 16(c) the spectrum at 65 ps and the kinetics at
570 nm are given, respectively, both extracted from the image of
Fig. 16(a). In Fig. 17 the kinetics at 700 nm of the hydrated electron
absorbance is shown on a full time scale of 500 ps and a resolution
time of four picoseconds.
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4. Future Trends

During the last decade, the technology of laser-driven picosecond
accelerators has been successfully applied to pulse radiolysis experi-
ments in diverse areas of chemistry. The reliability of the accelerators
and their beam characteristics, and the development of real-time,
non-destructive beam diagnostics to monitor them, have provided a
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Fig. 16. Signals obtained using a streak camera. (a) Image obtained from the streak
camera measurements (1024 × 1344 pixels) where each pixel indicates the value of
the optical density at the corresponding time and wavelength (in false colors, increas-
ing absorbance from blue to red). (b) Spectrum measured 65 ps after the electron
pulse. (c) Kinetic profile at 570 ± 5 nm.
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Fig. 17. Kinetic profile of hydrated electron at 700 nm recorded with the streak
camera after subtraction of the C erenkov light (average of 400 pulses).

        



high level of performance for pulse radiolysis experimentation. The
availability of synchronized laser beams for ultrafast detection schemes
and of reliable picosecond-scale streak camera and oscilloscope trigger
signals have made the measurement of early radiolytic phemomena
easily accessible to researchers. Yet, the new generation of picosecond
accelerator facilities is still in its adolescence and many technical
advances are still to be expected.

For example, continuing technological improvements in quantum
yield and durability of photocathodes will increase the available bunch
charge and radiolytic dose for experiments. The use of more quantum-
efficient semiconductor photocathodes, in place of metal ones, is now
well mastered and offers the possibility to considerably increase the
charge-per-pulse of the electron beam for a given level of UV illumi-
nation, thus reducing performance demands on the laser systems. The
development of cathodes covered with thin diamond films for sec-
ondary electron emission presently underway promises large charge
emission from very durable cathodes.79 Nonetheless, the cathode
improvements will be complemented by increases in laser stability and
laser beam mode quality, which will allow optimum extraction of
charge from the photocathode without risk of exceeding plasma
breakdown thresholds.

Access to subpicosecond electron pulses has already been achieved
at Osaka University by a new double-decker accelerator concept.80 In
order to reduce the time jitter for the detection of the optical absorp-
tion signals in pulse radiolysis studies, the light pulse used for the
pump-probe system is C erenkov emission which is produced in the
same cell by a synchronized second electron beam and is concomitant
with the electron path. The distance between the axes of the two
beams is 1.6 mm. The pulse durations of these electron pulses, which
are both produced by delayed beams issued from the same laser, are
430 ± 25 fs and 510 ± 20 fs, respectively, and the charge per pulse is
0.65 nC. An electron bunch of 100 fs and 0.17 nC has already been
generated.

Detection methods will also continue to advance and diversify. In
addition to general improvements of the techniques described above,
new detection systems are being developed.
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Pulse-pump-probe radiolysis is an extension of pulse-probe radiol-
ysis where a strong laser pulse is used to excite a radiation-induced
transient species to investigate its photophysics or photochemistry. In
this mode, the laser pump and probe pulses may occur at some rela-
tively long time after the electron radiolysis pulse, to allow time for
the desired transient species to be formed. In theory, because the
pump and laser pulses are short and travel at practically the same
velocity through the sample, it would be possible to look at processes
on the femtosecond time scale. As a practical matter, the signal aver-
aging required to obtain such kinetics on the excited states of
radiolytic transients is quite tedious and such experiments have not
yet been reported. It should be possible to adapt streak camera tran-
sient absorption and OFSS detection methods to this purpose. In
addition, photo-induced reactions of radiolytic species are not con-
fined to the ultrafast regime and it is quite practical to use
digitizer-based transient absorption techniques to observe the reac-
tivity of excited states. This method has been used at BNL to study
forbidden transitions in radical anion excited states and electron trans-
port in molecular wires.

Because the yield of observable excited states for pulse-pump-
probe radiolysis depends on the concentration of the radiolytic
transient species available to be photolysed, it is often necessary to
deliver a very large radiolytic dose. This can be achieved at photo-
cathode accelerator facilities by using a several-nanosecond-long,
frequency-quadrupled Nd:YAG or Nd:YLF laser pulse to generate the
photoelectrons instead of the normal picosecond pulse. The resulting
electron “macropulse” consists of a train of picosecond pulses sepa-
rated by the microwave period, typically 350 ps. The macropulse may
contain 10–20 times more charge than the typical single bunch, how-
ever transport of the electrons to the region of the sample being
probed is less efficient because of the large spread in electron energies.

Despite the lower transport efficiency, the macropulse method is
very effective at delivering large doses, which will be essential for the
addition of vibrational spectroscopies to ultrafast pulse radiolysis.
Vibrational spectroscopy is very useful for identifying transient species
because of its sensitivity to molecular structure and the ability to
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calculate predicted IR and Raman spectra of various candidate struc-
tures for identification purposes. Precedents exist for the successful
use of IR81 and Raman82 spectroscopies for pulse radiolysis detection.
Efforts are underway to integrate these methods into ultrafast pulse
radiolysis facilities and improve their time resolution.
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Chapter 6

A History of Pulse-Radiolysis
Time-Resolved Microwave

Conductivity (PR-TRMC) Studies

John M. Warman*,† and Matthijs P. de Haas*

1. Introduction

A large fraction of the energy transferred to a material on exposure to
high-energy electromagnetic or particulate radiation results in the
ejection of orbitally bound electrons. The chemical changes that
result from radiolysis are therefore, to a large extent, determined by
the physico-chemical processes occurring subsequent to ionization.
Because of this, the attention of academic radiation chemists has
focused on the nature and reactions of electrons and their geminate
radical cations. To this end, a variety of investigative methods have
been applied, including mass spectrometric, spin resonance, optical
absorption, and DC conductivity techniques.

In the mid 1960s one of the present authors (JMW) together
with Richard Fessenden began applying microwaves to the study of

161

* Delft University of Technology, Reactor Institute Delft, Mekelweg 15, 2629
JB Delft, The Netherlands.
† E-mail: j.m.warman@tudelft.nl

        



ionization in pulse-irradiated gases.1 This was based on the microwave
technique first proposed by Biondi2 and successfully used to monitor
electrons in gaseous discharges.

In the early 1970s the present authors modified the technique to
allow the investigation of ionization in nanosecond pulse-irradiated
dielectric liquids.3,4 This was subsequently extended to solid materials,
including ice and hydrated biopolymers, inorganic semiconductors,
conjugated polymers and discotic liquid crystals. In addition to the
fundamental scientific interest of the authors, the direction of the
research was driven by technological developments (for example
the changing interest from gaseous to solid-state to molecular elec-
tronics), and the availability at any given time of interesting (and
pure) chemical compounds. It is the purpose of this review to give a
brief report of the salient results obtained within this historical
perspective over the last 40 years.

A separate development of the TRMC techniques was their appli-
cation to the study of dipolar and excitonic species formed on
flash-photolysis of dilute solutions5,6 and, more recently, to charge
transport and charge separation in thin (aligned) solid films.7,8 In the
present review we restrict ourselves to results that we have obtained
on pulse-irradiated materials, for which the method has become
known as the pulse-radiolysis time-resolved microwave conductivity
or PR-TRMC technique.

2. The Technique

Experimental details of the PR-TRMC technique and the methods
of data analysis have been presented in previous papers and the
interested reader is referred to these publications.1,4,9–12 In brief, the
method makes use of the fact that microwaves propagating in
a weakly pulse-ionized medium can undergo a phase-shift due to
a change in the imaginary component of the conductivity, or atten-
uation due to a change in the real component. The former effect is
dominant for highly mobile, “free” charge carriers and was used for
the initial studies of electrons in gases. For later measurements on the
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much lower mobility charge carriers in condensed phases of molecular
materials, it was decided to change to a method that monitored only
changes in the real, absorptive component. This was used for
all measurements (even those on gaseous media) reported by the
present authors after 1970. Because of the increasing cost and
often only small quantities of solid materials available in solid-state
studies, it was decided to change from the original X-band system
(8.2–12.4 GHz) to the smaller dimension Ka band (26–42 GHz) in
the mid-1980s.

3. Materials and Mechanisms Investigated

In what follows the results obtained using the PR-TRMC technique
are presented in a quasi-historic manner beginning with the first gas
phase studies of electron attachment and thermalization, extending to
electronic processes in dielectric liquids, and finishing with more
recent investigations of charge carriers in conjugated polymers and
discotic liquid crystals. Of necessity, only the most salient conclusions
are given here. Detailed accounts, including more general references
to the areas of interest, are to be found in the papers referred to in
the text.

3.1. Gases

3.1.1. Electron attachment

Nitrous Oxide, N2O, was the ubiquitous electron scavenger used by
radiation chemists in the 1960s, and an understanding of the process
of electron attachment and the subsequent reactions leading to the
formation of nitrogen was of primary concern. Hence, one of the first
applications of PR-TRMC, by one of the present authors (JMW), was
to the study of electron attachment in pure N2O gas.13 The results
indicated that direct dissociative attachment leading to O− formation,

e− + N2O → N2 + O−, (1)
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was unimportant for pressures in excess of a few tens of torr, where
three-body attachment leading, most probably, to the formation of
N2O

− was predominant.

e− + N2O + N2O → N2O
− + N2O. (2)

The low effective value for the direct dissociative attachment process
was later shown to be due, in part, to the regeneration of electrons via
the associative detachment reaction,14

O− + N2O → 2NO + e−. (3)

The predicted formation of N2 and NO via a chain reaction involv-
ing Eqs. (1) and (3) at low N2O pressures was verified by chemical
analysis.14

At high pressures and in condensed media however, the results
indicated that the primary product of electron attachment to N2O
should be N2O

−. In order to explain the common finding in such
systems that more than one N2 molecule was formed per attached elec-
tron, it is necessary to propose a subsequent reaction of N2O

−, e.g.

N2O
− + N2O → N2O2

− + N2, (4)

with N2O2
− eventually undergoing dissociation to form an additional

molecule of nitrogen.
Also of interest to radiation chemists at the time were the rate

coefficients for attachment of thermal electrons to SF6 and CCl4 that
were known to be extremely efficient electron scavengers in the gas
(and liquid) phase. This property was responsible for the widespread
use of SF6 in the insulating gas mixtures in high-voltage transformers and
particle accelerators. The values determined were 2.2 × 10−7 cm3s−1,15 and
4.1 × 10−7 cm3s−1,16 respectively. The latter value was of particular
interest since it was very close to the de Broglie wavelength limit
for the attachment of thermal electrons at room temperature of
5.0 × 10−7(300/T)0.5 cm3s−1.16 PR-TRMC studies of electron attach-
ment to other halogen-containing molecules demonstrated the large
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variation in the thermal attachment coefficients and their activation
energies.15,16

3.1.2. Electron thermalization

Of importance in the above studies were the ultra-high frequency and
relatively low field strength of the microwaves used since these
resulted in a minimal perturbation of the (thermal) energy distri-
bution of the electrons. Ionization, however, invariably results in the
formation of electrons with excess kinetic energy and a frequently
asked question was: “how long does it take for this excess energy to be
degraded yielding a thermally equilibrated Maxwellian distribution?”
A method of estimating this thermalization time was presented by
PR-TRMC measurements on gases containing a small concentration
of CCl4.

17,18 This method was based on the pronounced decrease in
the attachment coefficient of CCl4 for energies above thermal that
resulted in a non-exponential decay of electrons during post-pulse
energy relaxation. From an analysis of the decay kinetics, the time
required for the average electron kinetic energy to relax to within 10%
of kT was estimated for a variety of atomic and molecular gases.18

These, admittedly rather rough, estimates of τthP (with the pressure
P in torr) demonstrated the extremely large variation in thermalization
efficiency, from ca 1 millisecond for argon, to 0.2 microseconds for
methane, and 10 nanoseconds for acetone, all at 1 torr pressure.

In later PR-TRMC measurements, the after-pulse relaxation of
the microwave conductivity itself in pure gases was monitored with
nanosecond time-resolution and this provided a more detailed, quan-
titative method of monitoring electron thermalization.19–22 Of
particular importance was a detailed study of thermalization in
helium, which could be used to test the predictions of different
theoretical treatments for this well-characterized gas.21 Detailed ther-
malization data were also obtained for oxygen, for which the
concurrent three-body attachment process provides an interesting
complication.22 The dramatic influence of small concentrations of
water vapor on the thermalization process was also demonstrated for
samples of dry and humid air.20 The (unexpectedly) high thermalization
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efficiency of CO2, which because of this is used in insulating gas
mixtures together with SF6, was confirmed with a τth value of only ca
50 ns at 1 torr.23

An important and unique study using PR-TRMC was reported by
Shimamori et al. in 1992.15 In this work they made use of the
extremely low thermalization efficiency of xenon which is caused by
the “Ramsauer minimum” effect. This allowed them to increase the
average equilibrium electron energy by applying even relatively low
microwave power levels. In this way, detailed information was
obtained on the energy dependence of the attachment coefficient for
a variety of halogen-containing compounds.

3.1.3. Recombination

The ultimate process of charge recombination in pulse-ionized gases
is considerably more complex than it might seem at first sight. This is
due to the fact that the majority of the orbits experienced by an
electron approaching a positive ion are open if there is no mechanism
available for the electron to lose the kinetic energy gained in the
attractive coulomb field. Because of this, the low-pressure, two-body
recombination rate coefficients, α2, even for molecular gases are many
orders of magnitude lower than the value of ca 1 × 10−3 cm3s−1 which
is calculated for the reaction of a thermal electron with a velocity of
ca 1 × 107 cms−1 and a reaction radius equal to the Onsager escape dis-
tance of ca 600 Å. Thus, values within the range (5 ± 2) × 10−6 cm3s−1

have been measured by PR-TRMC for a variety of molecular
gases.24,25

In all cases, however, a pronounced increase in the rate of recom-
bination occurs with increasing pressure, corresponding to a
three-body process of rate coefficient α3. As opposed to the close
similarity of the α2 values, the values of α3 were found to increase by
two orders of magnitude in going from iso-pentane to water vapor.24

The magnitude of α3 could in fact be directly related to the efficiency
of the different molecules at exchanging energy with electrons while
within the coulomb well, which results in closed rather than open
orbits.
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On increasing the pressure for NH3 the three-body effect was
eventually found to saturate and ultimately, at the highest pressures, a
decrease in the recombination rate with increasing pressure was
found.26 This overall pressure dependence was explained by the
change from free-flight to diffusional recombination at high gas
densities.

3.2. Dielectric liquids

In the 1960s great strides were made in the understanding of the
primary processes and species formed in ionized dielectric liquids.27

Of particular importance were the findings of very large and strongly
molecular-structure–dependent mobilities and yields of the excess
electrons formed. For these measurements, time-resolved methods
using constant voltage (DC) conductivity cells were used. In 1971 the
present authors decided to attempt to make conductivity measure-
ments in pulse-irradiated dielectric liquids using the contact-less
PR-TRMC technique. As mentioned previously, for these measure-
ments it was decided to monitor the change in the real (absorptive)
component rather than the phase shift which had been previously
applied to the study of the much higher mobility electrons in gases.

3.2.1. Electron mobility and reaction kinetics

The initial success of the method was first reported in 1973 with
results on excess electrons in liquid iso-octane.3 Using previously
measured free-ion yields, electron mobilities were determined from
the end-of-pulse conductivity for several hydrocarbon liquids.27,28

Where measurements by others using DC techniques were available,
the agreement was found to be good with values varying from a
low of 0.013 cm2/Vs for trans-decalin to a high of 5.3 cm2/Vs for
iso-octane. Of particular interest was the finding that the electron
mobility in cis-decalin was almost an order of magnitude larger
than for the trans isomer. This further demonstrated the strong
dependence of the electron mobility on quite subtle changes in
molecular structure (or shape). The large difference in electron
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mobility for the decalins was also reflected in the rate coefficients
for electron scavenging by SF6 or CH3Br, with an average value
of 1.4 × 1012 M−1s−1 for the cis and 0.16 × 1012 M−1s−1 for the trans
isomer.27

A liquid which proved to be of particular interest was perfluo-
robenzene, C6F6, for which the electrons would be expected to
be highly localized on the individual molecules because of their
high electron affinity. The electron mobility of 1.1 × 10−2 cm2/Vs
found was however 40 times larger than expected for transport via
molecular ion diffusion.29,30 The “electrons” in C6F6 also displayed
high values for reactions with the highly electron affinic solutes CBr4

and tetracyanoethylene (TCNE).30 Clearly, electron transport via
intermolecular electron transfer was playing a dominant role in this
liquid resulting effectively in a large increase in the rate of diffusion of
the negative charge.

3.2.2. Radical cation (“hole”) mobility and reaction kinetics

One of the driving forces behind the development of the PR-TRMC
technique for the study of liquid media was the hope of being able to
conclusively demonstrate the high mobility of the primary radical
cation (or “hole”) in cyclohexane which had been predicted on the
basis of steady-state and optical pulse-radiolysis results. After rigorous
attention to purity, this effort was rewarded with success and the
first direct determination of the hole mobility in cyclohexane of
9.5 × 10−3 cm2/Vs could be made.31 A similar high mobility was sub-
sequently found for the hole in trans-decalin.32 These values were
more than an order of magnitude larger than expected for charge
transport based on molecular diffusion and it was concluded that
diffusion of the radical cation in cyclohexane and trans-decalin must
occur via an electron transfer mechanism.

In agreement with the high mobility, the rate constants for scav-
enging of the radical cation in cyclohexane were found to be more than
an order of magnitude larger than expected for reactions controlled by
molecular diffusion, i.e. ranging from 1 to 3 × 1011 M−1s−1.33 While
large rate coefficients for hole scavenging were also found for
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trans-decalin,27,34 the values were much more sensitive to the nature
of the solute than in cyclohexane, presumably because of the consid-
erably lower ionization potential of the former solvent.

While the mobilities of electrons were invariably found to be ther-
mally activated in hydrocarbon solvents, those for the holes in
cyclohexane and trans decalin were found, if anything, to have a
slightly negative activation energy.27,32 This had the interesting conse-
quence that for sub-ambient temperatures in trans-decalin, the hole
was found to be even more mobile than the electron.32

Despite what appeared to be conclusive evidence that the mobile
positive ion in cyclohexane was the radical cation diffusing via an
electron transfer mechanism, Trifunac et al. disputed this for many
years, proposing alternative mechanisms of proton and hydride ion
transfer.35 These mechanisms were however eventually retracted in the
mid 1990s36 and the hole mechanism could then be considered to be
universally accepted.

As an aside, it is worth mentioning that the study of primary
radical cations in saturated hydrocarbon liquids presents a much
greater “purity” problem than for excess electrons since many
potential impurities and products of irradiation tend to have ioniza-
tion potentials lower than that of the saturated hydrocarbon
solvent. Rigid purification from unsaturated and even isomeric
impurities, and very low accumulated doses are therefore imperative
in such studies.37

3.2.3. (Geminate) charge recombination

One of the distinct advantages of the use of microwave, as opposed to
DC techniques, is that the charge carriers are not separated or drifted
over macroscopic distances during the course of the measurements.
This allows the decay kinetics to be followed in a non-perturbative
way for long times. This capability was applied to the study of the
ultimate (geminate) recombination in solutions for which both the
electron and hole had been scavenged on a timescale shorter than
the pulse length.38 In this way it was possible to test the predicted
dependence of the geminate decay on the inverse square root of time

A History of PR-TRMC Studies 169

        



at long-times. In fact a t −0.6 dependence was found to provide a better
fit to the data, in agreement with the long-time behavior predicted by
a full numerical simulation of geminate decay kinetics.39,40

In addition to the scavenged hydrocarbon systems, geminate
decay kinetics were also studied in pure CCl4 for which a comparison
was made between the decay kinetics observed using the TRMC tech-
nique with that found using a DC method.41,42 This comparison
further substantiated the potential of the PR-TRMC technique for
carrying out non-perturbative studies of short-lived, “dipolar” states.
This potential would be extensively applied in later studies of
molecular excited states using the flash-photolysis TRMC technique.

As a byproduct of the measurements in the fully scavenged
systems the sum of the mobilities of the molecular ions was deter-
mined for 10 hydrocarbon liquids varying in viscosity from 0.3 to
3 cP. As expected the values were close to linearly dependent on the
viscosity of the solvent with an average value for η[µ (S+) + µ (S−)] of
0.75 ± 0.25 × 10−3 cm2/Vs with η the viscosity in centipoise.27

3.2.4. Electron thermalization

Using a microwave cavity capable of sustaining high pressures, it
proved possible to monitor the relaxation of the mobility of electrons
as they thermalized in the heavy rare gas liquids Ar, Kr and Xe.43,44

The thermalization times at close to the triple points were 0.9, 4.4
and 6.5 ns respectively with shorter values of 0.5, 2.2 and 4.4 ns
found in the solid phase.44 A full density dependence showed that
a maximum in the thermalization time occurred at a density of ca
1.2 × 1022 atoms per cm3 for all three compounds.43 For liquid
methane thermalization was found to occur within the ca 200 ps
response time of detection.44

3.3. Frozen aqueous media

By its nature the TRMC technique is not applicable to polar liquids
for which the dipole relaxation times usually lie in the picosecond time
regime, i.e. the same regime as the oscillation period of microwaves.
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The relaxation times of frozen aqueous media are however sufficiently
far removed from the microwave region that application of the PR-
TRMC technique to low temperature aqueous systems is possible.

3.3.1. Ice

The initial studies, were carried out on pure, macroscopic crystals of
hexagonal ice. This was considered to be a model system for studying
“dry” electrons and the results were therefore thought to be of possible
relevance to direct effects in the radiolysis of biological systems.

The initial measurements demonstrated immediately the high
mobility of excess electrons in the ice matrix of 25 cm2/Vs,45 approx-
imately four orders of magnitude larger than the mobility of the
solvated electron in water. While the mobility was found to have only
a small, negative activation energy, the rate of trapping was found to
be highly thermally activated above a temperature of −70°C with an
activation energy of 0.55 eV.46,47 As a result the lifetime of the mobile
electrons decreased by close to three orders of magnitude in going
from −70°C (ca 100 ns) to −10°C (ca 100 ps). Based on the effects
of the classic ice dopants HF, NH3 and NH4F,48 it was concluded that
the primary trapping site for the mobile electrons was a compound
point defect consisting of a vacancy dressed with a D defect i.e. a
cavity with three rather than two OH protons oriented towards the
center. Below approximately −80°C the electron lifetime was close to
a microsecond and almost independent of temperature, presumably
due to “freezing-in” of the defect concentration.

At elevated temperatures, where the electron lifetime was much
shorter than the pulse lengths of a few nanoseconds used, a second
mobile species could be observed as a slowly decaying after-pulse
conductivity component for large pulses.49 This was attributed to
proton conduction with a proton mobility of 6.4 × 10−3 cm2/Vs in
H2O ice and a somewhat lower value in D2O ice.50 In the case of
the proton, the mobility was found to have an apreciable negative
activation energy of 0.22 eV. The motion and trapping of protons was
tentatively explained in terms of an equilibrium between “free”
protons and a proton complexed with an orientational L-defect.50
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3.3.2. Hydrated biopolymers

As mentioned in the previous section, the experiments on charge
carriers in pure ice were considered to be possibly relevant to the reac-
tions of the primary, “dry” electrons produced in irradiated biological
systems. In subsequent studies, first reported in 1983,51 an attempt
was made to monitor the behavior of primary charge carriers in actual
biologically relevant molecular media. Of particular interest was the
influence of water of hydration on molecules such as DNA, collagen
and gelating polymers such as gelatin itself and κ-carrageenan.52–54

Because of the high dielectric loss for temperatures even somewhat
lower than 0°C, these experiments were necessarily carried out on
samples cooled to −20°C and below.

In their “dry”, dehydrated form, none of these polymers displayed
a measurable radiation-induced conductivity using the PR-TRMC
technique. At a given hydration level however, readily measurable
conductivity transients became apparent. In the early experiments this
“critical” water weight fraction was found to be 0.27, 0.30, 0.32 and
0.45 for κ-carrageenan, tropo-collagen, gelatin and (calf thymus)
DNA, respectively. Above these weight fractions (corresponding to ca
20 water molecules per nucleotide for DNA) the conductivity was
found to increase close to linearly with increasing water content.54 The
similarity of the extrapolated values of the radiation-induced conduc-
tivity to the value found for pure ice, suggested that the transients were
arising from excess electrons in “ice-like” regions within the hydrated
matrix rather than from charge carriers intimately associated with the
biopolymer backbone. Interestingly, the after-pulse lifetime of these
mobile electrons was in general much longer than in pure ice. This was
taken to indicate that incorporation of the biopolymer into the ice
matrix results in depletion of vacancy- and/or D-defects within the
vicinal ice-like regions.

The results for DNA were of particular relevance, since suggestions
have been made over the years that the stacked base-pairs within DNA
could function as a “molecular wire” supporting rapid charge trans-
port. Because of this a subsequent series of measurements was carried
out in which wet-spun, aligned samples of hydrated DNA were
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subjected to extremely careful examination using a cell construction
in which the polymer backbone could be aligned parallel or perpen-
dicular to the microwave electric field vector.55,56 These experiments
provided no evidence of the anisotropy in the radiation-induced
conductivity that would have been expected if it resulted from rapid
charge transport within the stacked base-pair core of the DNA.

What could be observed in the later experiments was a radiation-
induced conductivity at water contents considerably lower than
observed in the initial measurements. Thus, in the region of 12 to
22 water molecules per nucleotide (corresponding to the A DNA
structure) a water-concentration-independent conductivity was
observed.56 It was concluded that this does not arise from ice-like
regions but from a layer of water molecules that is more intimately
connected with the structure of the bio-molecule. The nature of
the mechanism underlying this conduction remains to this day a
mystery.

It is perhaps relevant to remark that the many experimental and
theoretical studies that have been carried out on the “DNA conduc-
tivity problem” in the last three or more decades, have resulted in the
generally accepted conclusion that charge transfer and electron
tunneling between the stacked base pairs can occur and can play an
important role in radiation damage and its repair. To our knowledge,
however, there is still no experimental evidence for naturally-occurring
DNA functioning as a highly conductive, “copper-like” molecular
wire, as has been proposed by some.

3.4. Inorganic semiconductors

The majority of studies using PR-TRMC in recent years have involved
complex organic materials such as conjugated polymers or discotic
liquid crystals. Inorganic semiconductor materials have however also
received attention over the years. The first of these was a study of the
radiation-induced conductivity in a powder sample of the “high-Tc”
superconductor DyBa2Cu3O7−x.

57 The superconductivity transition at
88 K on cooling was found to be accompanied by a dramatic, sudden
increase in the radiation-induced conductivity; an effect which
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remains, as yet, unexplained. Results on other inorganic materials
investigated are presented below.

3.4.1. Cadmium sulfide

Prior to its demise, because of carcinogenicity problems, cadmium
sulfide was one of the “great hopes” of photovoltaic solar energy
conversion. A PR-TRMC study of this material was initially carried
out on a high-resistivity, macroscopic single crystal.58 The value of the
electron mobility was determined to be 280 cm2/Vs in agreement
with values determined by DC methods. The decay of the conduc-
tivity was unexpectedly found to display an inverse accumulated dose
effect with the lifetime increasing with increasing radiation dose. This
effect was attributed to the saturation of electron trapping sites and
a full kinetic analysis allowed the rate coefficients for trapping and
de-trapping to be evaluated.

In subsequent studies, five commercially-available powder
samples of nominally “ultra-pure” CdS were investigated with
dramatically different experimental results.59 Both the end-of-pulse
conductivity and the decay time were found to vary by many orders
of magnitude from sample to sample. The largest PR-TRMC tran-
sient was obtained for Fluka purissima CdS which had an end-of-pulse
conductivity close to that for a crushed powder sample of the previ-
ously mentioned single crystal and a decay half-life of two milli-
seconds. This is to be compared with the smallest transient observed,
for Johnson Matthey Puratronic CdS, with an end-of-pulse conduc-
tivity a factor of 250 lower and a half-life of only 11 nanoseconds.
These large differences are presumably due to a combination of differing
particle sizes and concentrations of trapping defects resulting from non-
stoichiometric composition.

An experimental innovation introduced for these measurements
was the use of a pseudo-logarithmic time-base that allowed transients
to be monitored from nanoseconds to seconds using a single accel-
erator pulse. This proved to be of general use in studies of the disperse
decay kinetics found in the majority of solid inorganic and organic
materials.
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3.4.2. Metal oxides

Metal oxides, in particular titanium dioxide, are of particular interest
because of their proposed applications in photocatalysis and photovoltaic
devices for solar energy conversion. Several commercially-available
samples of TiO2 were investigated by PR-TRMC and, as for the
previous CdS materials, large differences in both the end-of-pulse
conductivity and the decay kinetics were found.60 The differences in
this case could, in part, be ascribed to different morphological forms
of the material. Thus, the largest mobility values, in the range 2 to
5 cm2/Vs, were found for pure anatase samples and the lowest, close
to 0.04 cm2/Vs, for pure rutile. The mixed morphology material
Degussa P25 was found to have an intermediate mobility of
ca 0.2 cm2/Vs. This relatively low value for a mainly anatase mor-
phology could, at least in part, be explained by the small particle
size (average radius ca 15 nm) of the P25 material. To test this
hypothesis, the size dependence was investigated for samples of
“flame reactor” TiO2 prepared with radii varying from 5 to 47 nm
and the corresponding mobility values were found to increase from
0.05 to 1.4 cm2/Vs.60

The important influence of the surface on the electronic proper-
ties of Degussa P25 particles was illustrated by the dramatic effect of
a layer of isopropanol on the decay kinetics of electrons.61 This
resulted in an increase in the mobile electron lifetime from a few
hundred nanoseconds to seconds. In addition, on repetitive pulsing
the end of pulse conductivity increased to a value corresponding to a
mobility of ca 1 cm2/Vs. These effects were attributed to the retar-
dation of surface recombination with holes which are removed from
the surface as protons by reaction with the alcohol.

3.4.3. Amorphous silicon

The possible application of the PR-TRMC technique to the study of thin
semiconductor films was illustrated by results obtained on 0.9 micron
thick layers of amorphous silicon on glass.59 These results yielded an elec-
tron mobility of 1.5 cm2/Vs in good agreement with values determined

A History of PR-TRMC Studies 175

        



using DC techniques. In addition, the second order recombination of
charge carriers in this material could be studied in detail.

3.4.4. C60

The (semi)conductive properties of fullerene derivatives and carbon
nanotubes have been a topics of intense recent interest. Unfortunately,
at the time of writing it is still not possible to obtain well-defined sam-
ples of nano-tubes in sufficient amounts to carry out PR-TRMC
measurements. Relatively pure, powder samples of C60 were however
available in the mid-1990s and large, if short-lived, PR-TRMC tran-
sients could be observed.62 More recently attention has focused on the
methyl ester of phenyl-C61-butyric acid (PCBM) which is a soluble
C60 derivative that has found applications as the electron accepting
component in hetero-junction materials for solar energy conversion.

A PR-TRMC study of a microcrystalline powder sample of PCBM
was recently carried out and showed mobile charge carriers to be
produced with lifetimes extending to many milliseconds.63 This is
orders of magnitude longer than expected for homogeneous diffu-
sional charge recombination. PCBM appears therefore to be an
indirect-gap organic semiconductor. The charge mobility, in the
range 0.04 to 0.3 cm2/Vs, was however an order of magnitude lower
than that found for unsubstituted C60. The much longer lifetime of
the conductivity in PCBM than in C60 can, most probably, be
ascribed to the high solubility and hence more rigorous purification
of the former compound. Surprisingly, it was found that the lifetime
of the mobile charge carriers in PCBM decreased substantially on
annealing above approximately 100°C.64 This could have practical
consequences since high-temperature annealing is a common practice
in the production of PCBM-containing films for solar energy devices.

3.5. Polymers

3.5.1. Polyethylene

The high mobilities of charge carriers found in saturated hydrocarbon
liquids suggested that mobile species should also be prevalent in
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ionized solid hydrocarbons such as polyethylene (PE). Because of
this, several attempts were made in the 1980s to observe mobile
carriers in polyethylene samples using the PR-TRMC technique,
without success. It was only with the advent of highly crystalline,
ultra-high molecular weight polyethylene (UHMW-PE) that it
proved possible to obtain radiation-induced conductivity transients
with lifetimes longer than the nanosecond pulses used.65 From the
end-of-pulse conductivity, a charge carrier mobility sum of ca
1 cm2/Vs was estimated, based on a free ion yield of 0.1 (100 eV)−1.
Even in this highly crystalline material however the lifetime of the
mobile carriers was only ca 10 ns. This was attributed to rapid
migration to trapping sites, probably consisting of less well organized,
amorphous regions. It is worth mentioning in this regard that
completely amorphous polymers, such as polymethylmethacrylate
(PMMA), display no radiation-induced conductivity. This is taken
advantage of in its use for the design of “inert” sample holders
for studying solid samples for which only small amounts (tens of
milligrams) of material are available.

An interesting aspect of the work on UHMW polyethylene was
the possibility of studying the anisotropy of the conductivity since
aligned samples of stretch-oriented fibers could be produced and the
effect of fiber orientation investigated. These experiments showed
charge transport to be favored by a factor of approximately 20 along
the direction of the oriented fibers compared with perpendicular to
the fibers.66 This represented the first measurement of anisotropic
conduction using the PR-TRMC technique.

3.5.2. Polydiacetylenes

Polydiacetylenes (PDAs) were the first class of conjugated polymer
that could be produced in pure, single crystal form by the polymer-
ization of the corresponding crystals of the monomeric dialkyne
derivatives. DC measurements had demonstrated large electron
mobilities in such PDA crystals. Because of this they were considered
at the time to be of potential application as an organic semiconductor
layer in electronic devices. While these hopes were unfulfilled, these
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materials remained of considerable fundamental interest because of
their unique, well-defined crystal structures.

The first PR-TRMC study of a PDA derivative was reported in
1994.67 In this work the initial monomeric crystals (of 4BCMU) were
radiation-polymerized using the same accelerator as for the transient
measurements and the PR-TRMC transients were measured at
increasing monomer conversion. These measurements confirmed the
high charge mobility within the polymerized regions with a lower
limit of 5 cm2/Vs being estimated. They also demonstrated however,
the negative effect of increasing accumulated radiation dose on both
the mobility and the lifetime of the mobile carriers.67 These effects
were found to be particularly pronounced for the doses, in excess of
100 Gy, that had been typically used to produce “fully polymeric”
crystal samples.

Subsequent PR-TRMC studies on a variety of PDAs have recently
been reviewed68 and references to the individual papers are to
be found in that report. In general the results confirmed those of
the initial study with high mobilities, up to ca 40 cm2/Vs, being
measured. As expected, the values for the low-dose polymerized
samples were in good agreement with values for samples which had
been thermally polymerized.

An extensive series of measurements was also carried out on the
anisotropy of the radiation-induced conductivity by carefully orien-
tating single PDA crystals within the microwave cavity.69 Charge
transport was found to be favored by up to two orders of magnitude
along, as opposed to perpendicular to, the directors of the polymer
chains.

3.5.3. π-bond conjugated polymers

The synthesis of other conjugated polymers in pure form suffered for
many years from their lack of solubility in organic solvents. By func-
tionalizing the conjugated backbone with solubilizing hydrocarbon
chains a large variety of pure conjugated polymers did however even-
tually become available in the 1990s. An important driving force
behind this development was the discovery, reported in 1990,70 of the
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electroluminescence of polyphenylenevinylene. By the early 1990s
pure materials were being produced at several laboratories in suffi-
cient (tens of milligram) quantities to allow the first PR-TRMC
experiments on bulk solid samples to be made.71,72 Examples of some
of the substituted conjugated backbone structures that have been
studied in recent years are shown in Fig. 1. The results obtained on
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Fig. 1. Backbone structures of some of the conjugated polymers investigated as
bulk solids and in dilute solution using the PR-TRMC technique. The position of the
solubilizing hydrocarbon substituents is indicated by R.

        



polyphenylenevinylene (PPV) derivatives11 and other conjugated
polymers have recently been reviewed.68

Despite the acknowledged high purity, consistent results on the
mobility of charge carriers in bulk conjugated polymeric materials
have proven to be difficult to achieve. This is undoubtedly due to the
complex and varied morphology of these materials which is controlled
to a greater or lesser extent by the nature of the solubilizing sub-
stituents. For example, the mobility determined by PR-TRMC for a
freshly precipitated sample of methoxy, 2-ethylhexoxy substituted
PPV of 3.6 × 10−3 cm2/Vs was more than an order of magnitude
lower than that of 60 × 10−3 cm2/Vs determined for the di-octadecoxy
derivative.11,68 The mobility values have furthermore been found to
increase after high temperature annealing,11 which is attributed to
thermally-induced structural relaxation resulting in a better organized
morphology. In this regard it is worth pointing out that the two
polymers found to have the highest mobilities (> 0.1 cm2/Vs) both
display liquid crystalline behaviour,68 a reflection of their tendency
towards self-organization. In all cases, the temperature dependence of
the mobility (after annealing) has been found to be only slightly
thermally activated with activation energies of, at most, on the order
of 0.1 eV.

In addition to the mobilities, which are determined from the end-
of-pulse values of the conductivity, the after-pulse decay kinetics have
been found to vary dramatically even within a given backbone
family.11 In all cases studied so far the decay of the transient conduc-
tivity has been found to be highly disperse, obeying neither first order
nor second order homogeneous decay kinetics. It is worth mentioning
again that the TRMC detection method is non-perturbative and does
not influence the natural decay pathways by separating or macro-
scopically displacing the charge carriers, as can occur in DC methods.

In a study of the decay kinetics for annealed dimethyloctoxy,
methoxy-PPV (dMOM-PPV),72 the form of the decay was
found to gradually change from stretched-exponential (∆σ =
∆σ (0)exp[−(t/τ)β]) at 150°C to an inverse power-dependence (∆σ =
∆σ (0)[1 − (τ/t)α]) at −50°C. A similar effect has been found
in a more thorough analysis of the decay kinetics for regio-regular
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poly-3-hexylthiophene.73 For this material, the β parameter in the
stretched exponential dependence was found to decrease from 0.47 at
−110°C to 0.17 at −100°C; see Fig. 2. The degree of dispersivity, in
other words, increases dramatically on decreasing the temperature.
Possible explanations for this have been discussed.74

Only for dMOM-PPV has an effect of accumulated radiation dose
been studied in detail.72 Even up to a total dose in excess of
one megaGray the end-of-pulse conductivity (proportional to the
mobility) remained constant. The after-pulse decay of the conductivity
did however become appreciably more rapid for accumulated doses in
excess of a few tens of kiloGray. Interestingly, this latter effect could
be changed reversibly by thermal annealing at 150°C. The trapping
centres produced by irradiation appeared therefore to be charged
defect sites which could be removed by detrapping and charge
recombination on annealing.
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Fig. 2. The decay of the conductivity (mobile hole concentration) in bulk regioreg-
ular-poly-3-hexylthiophene (Merck) at different temperatures. The full smooth
curves are least-square fits using a stretched-exponential time dependence with the
temperature dependence of the fit parameter β shown in the inset. [Reprinted from
Ref. 74, Copyright 2005, with permission from Elsevier.]

        



The di-octadecoxy-PPV derivative ((OD)2-PPV) is of particular
interest since it undergoes a transition to a fluid medium at close to
200°C. Even in the fluid phase however, the PR-TRMC transients
remain large with an estimated mobility of 0.17 cm2/Vs.11

3.5.4. σ-bond conjugated polymers

Because of its extremely large band-gap, in excess of 6 eV, poly-
ethylene has never been seriously considered to be a semi-conductive
material, although, as we have shown, the mobility of charge carriers
in UHMW-PE is possibly as high or even higher than in the conju-
gated polymers discussed in the previous section. In the case of the
heavier group IV elements, the much stronger electronic intra-chain
interactions result in a considerable decrease in the band-gap energy.
In addition, due to the larger inter-atomic backbone bond distance,
the elements can be di-substituted with functional groups which can
lead to a further reduction in the band gap and to polymers with
unique electronic and material properties. We were fortunate in the
early 1990s to come into contact with Holger Frey who was synthe-
sizing a series of di-alkyl substituted poly-silanes that displayed
interesting mesomorphic behavior. This led to an extensive study of
the optical and the conductive properties of these materials.75–80

In the initial PR-TRMC study,76 results for the amorphous
methyl,phenyl derivative (PMPSi) were compared with those for the
mesomorphic di-hexyl derivative (PD6Si). The latter compound dis-
played a radiation-induced conductivity in its crystalline solid phase
that was two orders of magnitude larger than for PMPSi, corre-
sponding to a mobility of at least 0.1 cm2/Vs. On entering the liquid
crystalline phase of PD6Si at ca 40°C, the conductivity decreased by
a factor of 20 but was still larger than in PMPSi.

Subsequent studies illustrated the complexity of the phase transi-
tions in di-alkyl polysilanes and the dramatic effects these have on the
optical and conductive properties.75,78,80 A general conclusion that
could be reached was that the mobility of charge invariably decreases
in going from the crystal to the liquid crystal phase, and if subsequent
higher temperature liquid crystal phase transitions occur, these result
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in a further decrease in the mobility. This effect can be explained
by the negative influence of thermally induced structural fluctuations
on the transport of charge along the polymer backbone. The fact that
transport does in fact occur along the backbone was demonstrated by
the anisotropy of PR-TRMC transients for a sample of PD6Si that was
aligned by stretch-orientation of a solid solution in UHMW-PE above
the meso-phase transition temperature of PD6Si.77

In addition to polysilanes, a di-n-hexyl derivative of polygermane
(PD6Ge)79 and, more recently, a di-n-butyl derivative of polystannane
(PD4Sn)81 have been investigated by PR-TRMC. Both of these
compounds also display mesomorphic behavior with a decrease
in the charge mobility occurring at the transition from the crystal to
the liquid-crystal phase. The results for the poly-stannane compound
are shown in Fig. 3. Of interest is that the liquid crystalline phase of
PD4Sn is the stable phase even at room temperature. A comparison
of the mobility values in the crystalline phase and meso-phase of the
PDnM compounds showed, perhaps surprisingly, that the mesophase
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Fig. 3. The temperature dependence of the intra-chain charge mobility in poly-di-n-
butylstannane (PD4Sn). The data illustrate the sudden change (with large hysteresis)
at the solid/liquid-crystal phase transition on cooling and heating; from Ref. 81.
[Copyright Wiley-VCH Verlag GmbH & Co. KGaA. Reproduced with permission.]

        



mobilities differ by less than a factor of two, with no apparent systematic
dependence on the nature of the backbone element.81

3.6. Liquid solutions of conjugated polymers

In a previous section (Sec. 3.2 Dielectric liquids), results were pre-
sented of PR-TRMC studies of dilute solutions of small molecules
in hydrocarbon solvents. In that case, mobile primary charge carri-
ers become localized on the (small) solute molecules and the charge
mobility reverts to that for an ion undergoing diffusive molecular
motion, i.e. ca 0.4 × 10−3 cm2/Vs for a liquid of viscosity 1 cP.27 For
a conjugated polymer as solute, however, the result of charge scav-
enging can be quite different. Thus, while the charged polymer
chain as a whole will undoubtedly have a low mobility, the charge
may be able to migrate rapidly along the polymer backbone. Such
an intra-chain mobility could even exceed that of the primary
solvent charge carrier. This can result in the observation of an actual
increase in the microwave conductivity after pulsed irradiation as
charge is transferred to the polymer. This effect was first observed
for a solution of a phenylene-vinylene polymer (MEH-PPV) in
benzene.82 By using additional competitive electron or hole scav-
engers, it was possible to draw the important conclusion that both
the hole and the electron were highly mobile on a PPV chain, with
effective 1D mobilities in excess of 0.1 cm2/Vs. Up to that time no
conclusive evidence had been found for highly mobile electrons for
this type of conjugated polymer. The similarity in mobility of
electrons and holes has also been demonstrated recently by PR-
TRMC for a poly(thienylenevinylene) derivative with values of
0.23 and 0.38 cm2/Vs respectively.83

In Fig. 4 the after-pulse growth of the PR-TRMC transients due
to positive ion scavenging by different π-bond conjugated polymers
in oxygen saturated benzene is illustrated.84 From kinetic fits to the
transients,12 using the known free-ion yield in benzene, the intra-
chain hole mobility could be determined and the values were found
to vary from a low of 0.02 cm2/Vs for the polythiophene to a high of
0.74 cm2/Vs for the polyfluorene derivative.84 Mobility values in the
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same range were also found for isolated σ-bond conjugated chains of
some substituted poly-silanes dissolved in benzene.84

In addition to the mobility values which can be derived from the
magnitude of transients such as those shown in Fig. 4, information
can be obtained from the temporal form on the kinetics of the reac-
tion of the polymer with the primary hole (or electron) and the rate
constant for the ultimate charge recombination reaction which
controls the decay of the conductivity at long times.12,84 Recent
studies have looked into the influence of broken conjugation85 and
polymer chain length86–88 on the intra-chain mobility.

It is worth emphasizing here that in the case of the bulk solid
polymers, it is not possible to differentiate between the positive and
negative charge carrier mobilities and only a mobility sum can be
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Fig. 4. The temporal dependence of the (microwave) conductivity of dilute solutions
of different conjugated polymers in oxygen-saturated benzene following 5 ns pulse ion-
ization; from Ref. 84. The data illustrate the after-pulse increase in conductivity
accompanying the reaction of the relatively low-mobility, initially-formed solvent cations
with the polymer leading to high-mobility holes on the conjugated polymer backbone.
The eventual decay of the conductivity occurs via recombination of the polymer radical
cations with the O2

− counterions in the solution. The smooth, dashed curve drawn
through the MEH-PPV transient is a calculated best fit. The polymer pseudonyms
shown in the figure can be related to the backbone structures shown in Fig. 1.
[Copyright Wiley-VCH Verlag GmbH & Co. KGaA. Reproduced with permission.]

        



derived from the PR-TRMC transients. In addition, in the solid phase
the actual yield of charge carrier pairs is unknown and the mobility
values given are minimum values based on the assumption that all of
the ionization events lead to long-lived charge carriers. Alternatively,
in the dilute solutions the yield and hence mobilities of the charge car-
riers are accurately known and, by preferential competetive scavenging,
the individual electron and hole mobilities can be determined.

3.7. Discotic liquid crystals

The most extensive series of experiments using the PR-TRMC tech-
nique in recent years has been directed towards an understanding of
the charge transport properties of discotic materials. In these materials
the individual molecules, consisting of an aromatic core with several
peripherally substituted alkyl chains, columnarly stack with the
columns packed in a well-organized, two-dimensional lattice. The
types of aromatic cores investigated are illustrated in Fig. 5.

In addition to their novel mode of self-organization, these com-
pounds are of interest because they display mesomorphic behavior
with many of them having extensive liquid crystalline phases. Because
of the close (ca 3.5 Å) intra-columnar stacking distance and resulting
π-π overlap within the aromatic core of the columns, it was thought
that they should be capable of supporting rapid one-dimensional
charge transport. This was shown to be the case by the initial PR-
TRMC measurements on discotic phthalocyanine and porphyrin
derivatives.89,90 The measurements furthermore provided information
on the process of inter-columnar electron tunneling through the inter-
vening saturated hydrocarbon mantle.89,91 The results have been
extensively reported in recent review articles92–94 and only a brief pres-
entation of the more salient aspects and conclusions will be given here.

The majority of the early experiments were carried out on a
variety of alkoxy-substituted phthalocyanines on the basis of which
the following qualitative conclusions could be drawn: (a) the intra-
columnar mobility was relatively insensitive to the nature of the
peripheral alkyl chain substituents which did however influence the
mesomorphic properties; (b) the mobility invariably decreased on
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going from the solid crystalline phase to the liquid crystalline phase;
(c) within a given phase the mobility was only weakly dependent on
temperature; (d) as opposed to the intra-columnar mobility, the decay
of the radiation-induced conductivity was strongly dependent on the
structure of the peripheral hydrocarbon chains.

Conclusion (b) was of particular importance since it had been pre-
dicted by some that horizontal stacking of the cores, and hence better
π-π overlap, in the mesophase should result in a substantial increase in
the charge mobility. The negative effect actually observed, which is
now generally accepted, can be attributed to the structural fluctua-
tions within the core that result on melting of the hydrocarbon side
chains. Important in the general acceptance of this effect was a com-
parative study of PR-TRMC results with DC time-of-flight results on
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Fig. 5. The molecular structures of discotic cores investigated using the PR-TRMC
technique with the position of peripheral hydrocarbon substituents indicated by R.

        



the compound hexa-hexylthiotriphenylene (HHTT).95 Not only did
both measurement techniques show a decrease in mobility on enter-
ing a higher temperature mesophase, but even the absolute values of
the mobilities derived were almost identical, as shown in Fig. 6. This
latter point furthermore provided support for the method of deriving
mobility values from the PR-TRMC data. This was particularly
important since the electrodeless PR-TRMC method could be gener-
ally applied to all microcrystalline materials, most of which were not
readily amenable to investigation by the time-of-flight method.

A point of theoretical interest was the dependence of the intra-
columnar charge mobility on the size (i.e. the number of π electrons)
of the aromatic core. On the basis of an admittedly limited number
of different cores, an exponentially increasing relationship
between mobility and core size was initially proposed.96 This had to be
reconsidered however when the series of large aromatic cores shown
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Fig. 6. The temperature dependence on heating of the one-dimensional hole
mobility in hexa-hexylthiotriphenylene (HHTT) determined by PR-TRMC (circles)
or time-of flight (TOF) (squares) methods; from Ref. 95. [Copyright Wiley-VCH
Verlag GmbH & Co. KGaA. Reproduced with permission.]

        



in Fig. 5 were more recently investigated.97 These results showed that
the mobility, in fact, tended to attain a plateau value of ca 0.3 cm2/Vs
for aromatic cores larger than approximately 40 carbon atoms. The
lower mobility values found for the smaller triphenylene and por-
phyrin derivatives could possibly be due more to the lower cohesion
of these small aromatic cores, and hence greater sensitivity to thermal
fluctuations, rather than a π-π overlap effect.

Next to the phthalocyanines, the group of compounds most
studied in recent years has been hexa-alkyl derivatives of hexa-peri-
hexabenzocoronene (“HBC” or “Ar42” in Fig. 5).92,94 The results
obtained have substantiated the general conclusions given above based
on the early phthalocayanine measurements. Substantially larger
charge mobilities, of close to 1.0 and 0.3 cm2/Vs in the solid and liq-
uid crystalline phases respectively, are however found for the HBCs.
Interestingly, the mobilities found for these non-covalently bonded
discotic materials are at least as large as for the π-bond conjugated
polymers.94

Because of the fascination of synthetic organic chemists and
molecular electronics device designers with ever-increasing charge
mobilities, attention was focussed mainly on the magnitude of the
end-of-pulse conductivity of PR-TRMC transients. Because of this,
the after-pulse decay kinetics in discotic materials received only scant
attention. The dramatic influence of the nature of the peripheral
chains on the lifetime of the PR-TRMC conductivity transients,
was in fact demonstrated early-on for octa-alkoxy phthalocyanine
derivatives91 as mentioned previously in this section. This effect
is illustrated with more recent data for some hexa-alkyl HBC
derivatives in Fig. 7.

In Fig. 8 is shown a semi-logarithmic plot of the 1/e decay time
of the conductivity transients, τe, against the disc diameter for several
discotic phthalocyanine and HBC derivatives.98 The good agreement
with the straight line drawn through the data illustrates the expo-
nential dependence of the decay of the conductivity on the
inter-columnar distance, i.e. τe = τe(0)exp{βR}. The process respon-
sible is therefore concluded to be charge recombination via electron
tunneling through the saturated hydrocarbon mantle separating the
columns.
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Fig. 7. The temporal dependence of the conductivity decay, normalized to the
end-of-pulse value, on 5 ns pulsed ionization of hexa-alkyl derivatives of hexa-
peri-hexabenzocoronene (HBC) with ethyl-hexyl (C6,2), hexyl-decyl (C10,6),
and decyl-tetradecyl (C14,10) branched alkyl chains; illustrating the dramatic
increase in lifetime of the charge carriers with increasing length of the peripheral
chains. [Reprinted WPh permission from Ref. 98. Copyright 2005 American
Chemical Society.]

Interestingly, even the absolute values of τe are closely similar for the
phthalocyanine and HBC derivatives, indicating this to be a universal
property of the hydrocarbon chains alone. From the results the expo-
nential β parameter for electron tunneling was estimated to be ca 0.8
Å−1 with a pre-exponential (zero-distance) electron transfer time of ca
50 ps.98 These parameters are of considerable practical interest since

        



they define the distance between organic molecular circuit components
at which cross-talk will become an important problem; for example a
nanosecond, microsecond and millisecond correspond to tunneling dis-
tances of 12 Å, 21 Å and 30 Å respectively. The last is close to the
thickness of the hydrocarbon region in biological cell membranes.

4. Future Perspectives

In the above we have illustrated the wide range of materials and
physico-chemical processes to which the PR-TRMC technique has
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Fig. 8. A semi-logarithmic plot of the 1/e decay time of the conductivity, τe, versus
the calculated disk diameter, D, for hexa-alkyl derivatives of hexa-peri-hexabenzo-
coronene (filled circles) and octa-alkoxy derivatives of phthalocyanine (open squares).
The straight line drawn through the points corresponds to an exponential dependence
of τe on D. [Reprinted WPh permission from Ref. 98. Copyright 2005 American
Chemical Society.]

        



been applied in the past. Most of these areas are by no means
exhausted in terms of their fundamental scientific interest and the
insights that the PR-TRMC technique can provide. Certain areas,
such as the kinetics of electron capture and recombination in gases,
the electronic and protonic properties of ice, and the nature and
reactions of primary charge carriers in ultra-high-purity dielectric
liquids, will probably receive little future attention because of their
lack of direct relevance to fashionable areas of technology. The
application of the technique to probe the properties of charge
carriers in complex materials such as powders, liquid crystals and
“conducting” polymers should however continue to provide funda-
mental information of relevance to practical areas involving
molecular electronics, such as photovoltaic cells, light-emitting
diodes, and field-effect transistors.

As mentioned in the introduction, we have deliberately limited
the present review to results obtained using “pulse-radiolysis” as the
method of formation of the charged species capable of being detected
by the “time-resolved microwave conductivity” technique. The pulse-
radiolysis approach has the advantage over other excitation methods
that bulk (micro-heterogeneous) samples, of multi-millimeter dimen-
sions, can be ionized with close-to-uniform and well-defined energy
deposition per unit volume. However, the diminishing availability of
laboratories with pulsed-beam electron accelerators suitable for PR-
TRMC measurements bodes ill for the future of this investigative
method.

In the 1980s FP-TRMC techniques were introduced in which
“flash-photolysis ” was the method of formation of intermediates capable
of detection using the time-resolved microwave conductivity approach.
This resulted in pioneering studies of charge-separated excited states of
single molecules in dilute solution,5,6,99,100 semiconductor-particle
suspensions,101 and more recently in studies of charge separation in
aligned thin layers of discotic materials,8 and multi-layers of organic and
inorganic materials.7 Such studies should ensure a lively future for the
TRMC approach to the study of charge transport and electronic
processes in complex molecular materials which will undoubtedly
provide unique information, unobtainable using other techniques.
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Chapter 7

Infrared Spectroscopy
and Radiation Chemistry

Sophie Le Caër*,‡, Serge Pin*, Jean Philippe Renault†,
Georges Vigneron† and Stanislas Pommeret†

1. Introduction

The present chapter deals with the use of infrared spectroscopy in
radiation chemistry. After an historical introduction and the presenta-
tion of the basic knowledge needed in infrared spectroscopy, we
describe the major milestones of its implementation within that field.
Section 3 describes the use of infrared spectroscopy in astrophysics.
Starting in the 1980s, such studies aim at characterizing the sample’s
modifications after irradiation. Section 4 describes the implementa-
tion of infrared reflection-absorption spectroscopy (IR-RAS) and its
use in understanding the radiation-induced surface chemistry. Section 5
is focused on the chemistry induced by swift heavy ions in polymers.
Section 6 presents recent developments that enable us to perform
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in situ time-resolved infrared spectroscopy coupled to a linear accel-
erator. Such a technique has already been applied to various systems
including organometallic chemistry, nanosciences, and biology.

2. Infrared Spectroscopy

2.1. Some definitions

The infrared (IR) absorption spectrum of a compound is probably
one of its most unique properties: it has often been called its “finger-
print”. As a matter of fact, except for optical isomers, two compounds
having different structures have different infrared spectra. In some
cases, such as with polymers differing only slightly in molecular
weight, the differences may be very small but they do exist.

Infrared is very useful in the elucidation of unknown structures
due to the presence of “group wavenumbers”: certain chemical
groups (carbonyl, methyl…) give characteristic absorption bands
which are detected in a certain energy range and which exhibit a typ-
ical intensity. Indeed, molecules are in constant motion, and produce
vibrations (Fig. 1). The frequency of these vibrations depends on the
mass of the concerned atoms, as well as the strength of the bonds.
When the frequency of the incoming infrared radiation matches the
frequency of the vibration, energy is absorbed by the vibrating bonds.
This change in amplitude is detected in the infrared spectrum as a
peak at the frequency of the bond which absorbed the energy.
Because particular types of vibration always occur at similar frequen-
cies, it is possible to build up a table of characteristic absorption
wavenumbers. Thus, the 4000–2500 cm−1 region corresponds in
general to the stretching mode of single bonds to hydrogen (C–H,
O–H, N–H). In the 2500–2000 cm−1 region, triple bonds
stretching modes are detected (C≡C, C≡N). Another famous example:
stretching modes of double bonds (C=C, C=O) are detected in
the 2000–1500 cm−1 region. Infrared spectroscopy is thus able to
provide rich structural information. Together with ab initio calcula-
tions, it allows, for instance, researchers to determine the structure
of organometallic complexes.1,2 In other systems such as water, the
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OH stretching frequency is directly linked to the H-bond length.3

Infrared spectroscopy makes it possible to characterize phase transi-
tions, for example ultrafast superheating and melting of bulk ice.4

Besides, infrared spectroscopy allows the performance of quanti-
tative measurements: according to Beer’s law, the absorbance of a
species at a given wavelength is proportional to its concentration.

Another advantage of infrared spectroscopy is directly linked to
the wavelength of the light. Indeed the light diffusion (ID ∝ λ−4) is
proportional to the inverse of the wavelength to the power of four.
This property of the light diffusion makes it possible to probe systems
with IR light, even if they diffuse light in the visible range, spectrum
range (400–800 nm). As a consequence it is then “easy” to imple-
ment IR spectroscopy for samples diffusing light in the visible range,
such as nanomaterials and biological samples. Let us point out that
the infrared technique is universal: samples can be liquids, solids or
gases; they can be organic or inorganic.

Nevertheless, only vibrations resulting from a change of the
molecular dipole and having absorption frequencies in the infrared
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region of the spectrum absorb infrared radiation. Thus, homopolar
molecules such as O2 and N2 are transparent under ordinary condi-
tions to infrared radiations. In this ideal landscape, a limitation may
be due to the strong absorption of water when handling aqueous
solutions. Another drawback is that infrared spectroscopy is usually
not very sensitive to impurities in a sample at levels below 1%.

A term often encountered in infrared spectroscopy is the wavenum-
ber (v–) whose relationship to the wavelength (λ) is v– (cm−1) = 104/λ, λ
being expressed in micrometers. The IR region of the spectrum is
usually considered to start near the red end of the visible spectrum,
which is about 12800 cm−1 (or 0.780 µm). The “near” IR region lies
between 12800 and 4000 cm−1 (2.5 µm). The mostly-used IR region
(also called “middle” IR region) extends from 4000 cm−1 to 200 cm−1

(or 50 µm). It contains strong diagnosis infrared absorptions of mol-
ecules, making it the prime region for identification of species, as
opposed to the near-IR region, which contains weaker overtone
absorption bands. Lastly, the “far” IR region covers the 200 cm−1 to
10 cm−1 span. Radiations at frequencies lower than 10 cm−1 (1000 µm)
are classified as being in the microwave or radiowave region.

2.2. Principle of an infrared spectrometer

All infrared spectrometers consist of a source of infrared light, a
system to analyze the infrared light and a detector.5 The source of
infrared light is usually a solid heated to incandescence by an electric
current. In the 100–4000 cm−1 region, one of the most popular
sources is the Globar one which consists of a silicon carbide rod. The
infrared detector measures the infrared energy of the source which has
passed through the spectrometer. There are two types: thermal detec-
tors which measure the heating effect of light and respond equally to
all wavelengths (for example, the deuterated triglycine sulphate
DTGS pyroelectric detector consisting of a thin pyroelectric crystal)
and selective detectors whose response depends on the wavelength
(for example, the mercury cadmium telluride MCT detector which
is a photoconductive cell having a very rapid response and a high
sensitivity).
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Between the source and the detector is put either monochroma-
tors used in dispersive instruments or interferometers used in Fourier
transform infrared (FT-IR) instruments. In a dispersive instrument
the intensity at each wavenumber is measured one by one in sequence
and only a small spectral range falls on the detector at any one time.
In a FT-IR instrument the intensities of all the wavenumbers are
measured simultaneously by the detector. Fourier transform infrared
spectroscopy offers some advantages compared to dispersive instru-
ments, namely (i) higher signal-to-noise ratios for spectra obtained
under conditions of equal measurement time, and (ii) higher accuracy
in frequency for spectra recorded over a wide range of frequencies.
Therefore we will give below a brief picture of the principle of FT-IR
spectroscopy, based on a Michelson interferometer (Fig. 2).

The interferometer consists of two plane mirrors, one fixed and
the other moving, and a beam splitter. The light comes parallel from
the source, strikes the beam splitter at 45°. The beam splitter then
transmits half of the light and reflects the other half. The transmitted
and reflected beams strike the two mirrors oriented perpendicular to
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each beam and are reflected back to the beam splitter. Please note that
the moving mirror travels a very short distance (typically a few mil-
limeters) away from the beam splitter. Interferences, depending on
the position of the moving mirror, occur at the beam splitter where
the light coming from the two mirrors combines. The beam is then
directed through the sample (transmitted through or reflected off the
sample surface) and focused onto the detector. A laser beam, under-
going the same change of optical path as the infrared beam, references
the position of the mirror during the scan and initiates the collection
of data points from the signal of the infrared detector at uniform
intervals of mirror travel. The data points are digitized by an analog-
to-digital converter and stored in a computer memory. The result is
an interferogram, i.e. a record of the signal of the infrared detector as
a function of the difference in path (retardation) for the two beams in
the interferometer. The Fourier transform converts the signal as a
function of retardation to a signal as a function of frequency.

The large number of infrared set-ups around the world (especially
FT-IR spectrometers) together with the possibility to perform
infrared time-resolved experiments on a huge number of systems
makes infrared spectroscopy a very powerful tool. Indeed, infrared
detection is widely used in photolysis. For instance, FT-IR detection
coupled to photolysis allowed to study systems as various as com-
pounds of astrophysical interest in matrix,6 vinyl halides,7

intermediates in organic chemistry,8 organometallic chemistry,9

biology,10 femtosecond pump-probe spectroscopy11…. Other types of
IR detection can also be used, such as diode laser12.… Surprisingly,
infrared detection is scarcely used in radiolysis experiments. The aim
of the present chapter is to get an insight into what has been done so
far in the coupling of radiation chemistry with infrared spectroscopy,
and then to give some prospects for the future.

3. First Coupling of Radiation Chemistry and Infrared
Spectroscopy: The Astrophysical Studies on Ice

Interestingly, the first in situ coupling of infrared detection with
accelerated particles comes from astrophysics/astrochemistry: studies
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were undertaken in the 1980s in order to understand the differences
between new and evolved comets.13 Impinging particles are used to
mimic cosmic-ray exposure, and the system under study is ice.
Indeed, ice is found in various astronomical environments (carbon
dust surfaces in dense interstellar clouds, on comets, on planetary sur-
faces…). A large number of ice and mixtures of ice have thus been
irradiated in different laboratories in order to study their chemical
and/or structural evolution. Samples are made at low temperatures
(10–20 K) and their infrared spectra are recorded before, during and
after ion irradiation. As H2O is the major species in ice in the inter-
stellar medium, also with contributions from CO, CO2, CH3OH and
traces of molecules such as CH4 and NH3, these icy mixtures were the
first to be studied, always under physical conditions (temperature,
pressure…) as similar as possible to the astrophysical ones. For
instance, Moore et al.13 showed that the irradiation of (H2O + NH3 +
CH4) icy mixtures by 1 MeV protons at 20 K leads to the formation
of CO2, C2H6, CO, and N3. Under irradiation, new molecular species
are thus synthesized, and these results may account for the differences
observed between new and more evolved comets.13 Another group14

also studied using in situ infrared spectroscopy irradiation of ice
by keV light ions: CH4 films at 35 K were irradiated with 40 keV
H2

+ ions. The results obtained in this work demonstrated that the
relative abundance of the new species created under irradiation was
very sensitive to the composition of the initial ice as well as to the
fluence of the irradiating beam.

Since these first studies in the 1980s, many icy mixtures have been
studied using in situ high-energy particles irradiation and infrared
detection. The experimental set-up used by Moore et al. is depicted
in Fig. 3.

Far infrared spectroscopy has also revealed to be an efficient tool to
study phase transitions. Low-frequency vibrations are different depend-
ing on whether water is crystalline (absorptions at 229 and 162 cm−1)
or amorphous (broad absorption at 220 cm−1).15 The authors have
shown that crystalline water ice is converted into an amorphous phase
under proton irradiation: infrared spectroscopy enables quantifica-
tions of the rate of radiation-induced amorphization. The conversion

Infrared Spectroscopy and Radiation Chemistry 207

        



rate depends on the temperature and increases when the temperature
decreases from 77 to 13 K. The results are in agreement with other
results obtained in the mid-IR (in the 3000–3600 cm−1 wavenumber
range)18 performed from 10 to 100 K under 3 keV He+ irradiation
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Fig. 3. Experimental set-up used by Moore et al. in order to study in situ the effect
of radiations on ice. This figure is inspired from Refs. 15–17. Solid samples are prepared
by slow condensation with a thickness of a few micrometers from the vapor phase at
T ∼ 295 K onto an aluminium substrate kept at a very low temperature (∼10 K) in a
vacuum chamber. An infrared spectrum can then be recorded. After that, the sample
is rotated 180° to face the high-energy protons coming from a Van de Graaff accel-
erator. The sample is irradiated and then rotated again for the IR spectrum to be
recorded. The sample temperature is adjustable. Note that the beam of the infrared
spectrometer passes through the ice before and after reflection at the ice–mirror inter-
face. The spectra are thus transmission–reflection–transmission spectra. Moreover,
species released from the ice during warming can be detected using the quadrupole
mass spectrometer (QMS). In another configuration of the experimental set-up,17 a
window has been replaced by a UV lamp. This enables the authors to perform UV
photolysis and proton irradiation using the same experimental set-up, under the same
experimental conditions and then to evidence the differences of reactivity using these
two types of excitation.

        



showing that crystalline H2O is more resistant to radiation damage at
the higher temperatures.

All these studies provide evidence for a rich radiation chemistry.
For example, in N2-dominated ice (modeling the surfaces of Pluto
and Triton, a moon of Neptune),19 the authors have proven by
infrared spectroscopy the formation of HCN as well as HNC starting
from N2/CH4 and N2/CH4/CO mixtures. Other species such as
HNCO, NH3, NH4

+, OCN−, CN− and N3
− were also detected. As many

of these species are involved in reactions producing biomolecules
(amino acids, polypeptides), these results suggest the possibility of an
interesting prebiotic chemistry on Triton and Pluto.

Recently, the production of hydrogen peroxide (H2O2) has been
determined using its infrared feature centered around 2850 cm−1.
Experiments on thin water ice and mixtures irradiated with 800 keV
H+,20 prove that H2O2 is produced after irradiation of water at 16 K,
and that the presence of O2 and CO2 in the icy mixture enhances the
production of H2O2 by radiolysis. Other irradiations using 200 keV H+

and He+ and 400 keV Ar2+ were performed by another group.21 They
evaluated the formation of hydrogen peroxide using these three dif-
ferent ions at 16 and 77 K using an experimental set-up described in
Ref. 22. In fact, the authors have two experimental set-ups dedicated
to the studies of ion-irradiated samples: in situ Raman spectroscopy,
and in situ infrared spectroscopy. These two techniques give comple-
mentary information to characterize ion-induced chemistry.

Lastly, in this field, it is worth citing the work of Kaiser et al.23 who
performed five keV electron irradiations coupled to an in situ FT-IR
spectrometer and a quadrupole mass spectrometer. This allows detec-
tions of the molecules released during the heating phase, once
irradiation is finished. The experiments are combined with electronic
structure calculations. All these techniques together enable the authors
to propose potential energy surfaces of the systems under study.

4. Advances in the Understanding of Radiation-Induced
Surface Chemistry: The IR-RAS Technique

Infrared reflection-absorption spectroscopy (IR-RAS) is a technique
which enables us to study the vibrational spectra of species adsorbed

Infrared Spectroscopy and Radiation Chemistry 209

        



on metal surfaces, the infrared light being reflected off a reflective sur-
face. This experimental method can be extended by introducing the
polarization modulation (PM) to the IRRAS experiment, which has
the advantages of high surface sensitivity and the surface selection
rule. This rule is used to study molecular orientation on thin films or
monolayers deposited on metal or dielectric substrates. With IR-RAS
or PM-IRRAS techniques, it is possible to extract detailed structural
information on the chemistry of surfaces/interfaces with a high spec-
tral resolution and using a non-destructive method. More details of
PM-IRRAS measurements can be found in Ref. 24.

A few authors have used IR-RAS coupled to low-energy electron
beams to study the effects of irradiation on thin films of polymers25 or
on monolayers adsorbed on gold substrates.26 Bermudez25 has shown
that using the PM-IRRAS technique coupled to 10–50 eV electron
beam irradiation, low-energy electrons seem to damage thin films of
poly(methyl-methacrylate) in the same manner as more energetic
radiations do such as high-energy electrons, γ-rays…. Olsen and
Rowntree26 have quantified the dissociative processes occurring in
alkanethiol/Au monolayers during 0–20 eV electron irradiation.
Moreover, they have pointed out a drawback of the IR-RAS method:
as a matter of fact, large sample sizes are required for accurate surface
studies, which means that an extended irradiation is also necessary.26

5. Infrared Spectroscopy: A Tool to Characterize the
Specificities of Swift Heavy Ions (SHI) Irradiations

Radiolysis using swift heavy ions (SHI) is very different from radiol-
ysis using γ-rays or accelerated electrons. This is due to strong
differences of the energy deposition in the medium and in particular
due to the strong modification of the linear energy transfer
(LET = (dE/dx)elec): in the first case (SHI), it has a high value (up to
tens of keV/nm), whereas in the latter (γ and e−) it has a small value
(for instance 1 MeV electrons have a LET of 1.6 × 10−3 keV/nm). This
leads to very different particles–matter interactions. For high LET
values, the dose distribution is very inhomogeneous and it is mainly
high in the vicinity of the ion path (SHI inducing a huge density of
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excitations and ionizations along the ion path); moreover, the
deposited energy is highly localized and is transferred from the
excited target electrons to the atoms by processes which could be very
different from those using γ-rays or accelerated electrons. The high
LET values are then able to change the radiation response of radiolysis-
sensitive materials and may induce, above a LET threshold value,
damage in radiolysis-insensitive materials.

In the Grand Accélérateur National d’Ions Lourds (GANIL,
Caen, France) facility, ion beams are delivered in order to understand
the specific characteristics of SHI–matter interactions. In particular,
polymers are investigated. Infrared spectroscopy is a very powerful
tool to characterize organic species in general and polymers in partic-
ular FT-IR spectra have been recorded in GANIL since 1994 in order
to understand the specificities of SHI-polymers behavior. The first
studies were ex situ measurements. Since 2003, SHI irradiations have
been analyzed by means of in situ FT-IR spectroscopy.

In the first studies, the ex situ FT-IR measurements were per-
formed in a specific cell used for irradiations.27,28 This cell allowed
recording of the transmission FT-IR spectra without removing the
sample. Moreover the gaseous atmosphere in the cell could be con-
trolled accurately; for instance air contact could be avoided in order
to prevent oxidation reactions. By comparing the behavior of
poly(vinylidene difluoride) (PVDF, –(CH2–CF2–)n) films27 using
5 MeV/amu Kr ion (LET ∼ 8.3 keV/nm) or 1 MeV electron (LET ∼
1.6 10−3 keV/nm) irradiations, the authors concluded that the high
LET value induces a very significant increase of main chain bond
scissions (–C≡CH and –CH=CF2). Due to the high density of simul-
taneous ionizations, Kr ion irradiations induce specifically alkyne
formation (as compared to electron irradiations). This has been evi-
denced by the CH stretching vibration in H–C≡C–CH2–R detected
at 3304 cm−1. These results can be generalized by studying other
polymers (polystyrene –(CH2–CH(C6H5)–)n and polyethylene
–(CH2–CH2–)n) irradiated by other ions.28

In GANIL, another FT-IR set-up in the absorption mode dedi-
cated to gases has been developed.29 The gas mixture released from
the polymer film is measured after irradiation of the sample: gases
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emitted from the film go to the IR cell. During the ion irradiation
(30–60 min), the gases have enough time to diffuse from the irradia-
tion chamber to the infrared cell. The results obtained by infrared
spectroscopy were compared to those obtained by mass spectrome-
try.29 The conclusion is that infrared spectroscopy gives a very
accurate determination of the species and of the yields of the emitted
gases. However, H2 or, more generally speaking, symmetric molecules
cannot be measured by this technique. Therefore the two techniques
provide complementary information.

Lastly, in situ FT-IR spectroscopy was performed.30,31 A specific
cell that allows researchers to perform the irradiations and to record
the infrared spectra without removing the sample (FT-IR analysis
during the beam stops) was placed on the medium energy line facility
of the GANIL accelerator. Thus, modifications of SHI-irradiated
polyethylene31 could be studied in situ.

6. Towards Time-Resolved Experiments: Coupling
a LINAC with Infrared Spectroscopy

The experiments described above do not allow us to perform time-
resolved measurements and to track the kinetics initiated by
irradiation. While the time-resolved infrared spectroscopy was inten-
sively and successfully developed with flash laser photolysis, time-
resolved infrared spectroscopy was surprisingly not implemented in
radiation chemistry until recently.

6.1. Kinetics of radiation-induced polymerization

The first coupling of a LINAC with infrared spectroscopy has been
performed by Palmese et al. in order to study in situ kinetics of
radiation-induced cationic polymerization of epoxy systems.32 The
aim of the study is to understand the curing behavior of polymers
under irradiation. A UV light source and an electron beam (10 MeV;
pulse width of the beam from 2.5 to 10 µm) are coupled to a portable
near infrared (NIR) instrument. Briefly, a portable NIR spectrometer
(Control Development Incorporated, South Bend, IN, USA) is used,
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the spectral range being 4440–8620 cm−1. The infrared light is colli-
mated, goes trough the sample and is collected by a lens before going
to the spectrometer through a fibre optic. Thus, the IR instrument is
not exposed to radiations which would damage it. UV or electron
beam radiations go to the sample perpendicular to the infrared light.
This set-up is used to track the disappearance of epoxy groups (at
4530 cm−1) as a function of the irradiation time, on a time scale of
hundreds of seconds (the spectral collection rate being one in 0.166 s).
Moreover, the temperature of the sample can be controlled, which
allows recording infrared spectra under irradiation as a function of
temperature and investigating the effect of temperature on the extent
of reaction achieved using electron beam (or UV) to initiate cationic
polymerization. This new set-up was then used to characterize in situ
the cationic cure kinetics of epoxy systems induced by accelerated
electrons. Such experiments were possible because the near infrared
light can be guided through a fiber optic. This technique cannot be
extended to mid-infrared light because one cannot use fiber optics
anymore. That is the reason why mid-infrared spectroscopy coupled
to a linear accelerator was not developed until recently (see below).

6.2. Organometallic chemistry

In the Laboratoire de Radiolyse (CEA/Saclay, France), recently
we have coupled our 10 MeV electrons accelerator with FT-IR
spectroscopy. The experimental set-up is briefly described below.

The FT-IR spectrometer (Bruker Vertex 70) and the MCT (mer-
cury cadmium telluride) detector are moved out of the accelerator
room to be protected against radiation (Fig. 4). The infrared beam is
guided on a distance of six meters by dried air or N2-purged gold
coated optical conduits and mirrors. The spectra are obtained from
100 scans with a 4 cm−1 resolution. Under our conditions, 24 seconds
are required to record a spectrum. It is thus possible to follow the
evolution of the spectra after irradiation by recording spectra every
30 seconds, for example. In all cases, spectra of irradiated samples are
recorded with reference to the same sample just before irradiation,
which allows detecting the effects of irradiation by measuring its
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differential absorption. Our first studies were performed with aque-
ous solutions of ferrocyanide33,34 and the main results are summarized
below.

The FT-IR spectra of a 10−2 mol.dm−3 ferrocyanide solution (at
neutral pH) recorded just after irradiation are represented in Fig. 5(a)
for different doses; Fig. 5(b) highlights the 2090–2140 cm−1 region
of those differential spectra. The negative-going band at 2037 cm−1

represents the loss of ferrocyanide. Just after irradiation, Fig. 5(b)
shows that two peaks are observed: the first one, located at 2115 cm−1,
is attributed to Fe(CN)6

3− whereas the second one is located around
2102 cm−1. This band was attributed to the Fe(CN)5(OH)3− ion.33 Let
us point out that the wavenumbers of the infrared bands can be rela-
tively easily modeled using ab initio calculations and that these
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Fig. 4. Experimental set-up developed in Laboratoire de Radiolyse/CEA Saclay for
the coupling of the 10 MeV electrons accelerator and the FT-IR spectrometer. The
FT-IR spectrometer (Bruker Vertex 70) and the MCT (mercury cadmium telluride)
detector are moved out of the accelerator room to be protected against radiation.
The infrared beam is guided on a distance of six meters by dried air or N2-purged
gold coated optical conduits and mirrors.

        



wavenumbers are a fingerprint of the present species. These two
reasons together account for the great advantage of infrared spec-
troscopy as compared to UV-visible spectroscopy and constitute a
strong motivation for implementing it and developing time-resolved
experiments.

The acid–base equilibrium constant for reaction,

Fe(CN)5(OH2)
2− + H2O ↔ Fe(CN)5(OH2)

2− + H3O
+, (1)

is reported as pK = 8.4.35 The pH has been measured just after irra-
diation: it increases from 9.0 after a 200 Gy irradiation to 10.4 after
a 5000 Gy irradiation. These pH values are in good agreement with
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Fig. 5. Evolution of the differential absorbance (after/before irradiation) of a 10–2

mol.dm−3 potassium ferrocyanide solution as a function of the dose: 275 Gy (black
circles); 1275 Gy (red circles); 4000 Gy (blue circles); 5000 Gy (green circles). The
spectra have been recorded just after irradiation; the recording time is 24 s.

(a) Spectra recorded in the 1980–2200 cm−1 spectra domain. The data are repre-
sented with the symbols and the fitted curves are the corresponding thin lines. It is
worth noting that the fitted curves correspond nicely to the experimental ones. The
arrows indicate the evolution of the bands as a function of the dose.

(b) Focus on the 2090–2140 cm−1 spectral domain and on the experimental 1275 Gy
(red circles) and 4000 Gy (blue circles) curves; the decomposition into the two bands
centered at 2102 and 2115 cm−1 is presented in red for the 1275 Gy irradiation, and
in blue in the second case. The thin lines are the fitted curves.
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the presence of the Fe(CN)5(OH)3− ion. The pH increase is attributed
to the release of cyanide ions in the solution during irradiation.

The shoulder observed in Fig. 5(a) at 2078 cm−1 is assigned to the
free CN− ejected. The CN− anion is only seen as a shoulder, as its
extinction coefficient is much weaker than when it is bound within
a complex. We determined an integrated absorption coefficient of
840 mol−1dm3cm−2 for the CN− band at 2080 cm−1 and an integrated
absorption coefficient for Fe(CN)6

4− of 97,000 mol−1dm3cm−2. The
integrated absorption coefficient for Fe(CN)6

3− was determined as
15,800 mol−1dm3cm−2. These determinations of integrated absorption
coefficients enable us, after deconvolution of the peaks observed
thanks to a fitting procedure, to know exactly the concentrations of
the different species detected.

With increasing doses, we notice a peak appearing at 2170 cm−1

[Fig. 5(a)]. This peak was assigned to the formation of iron(III) hexa-
cyanoferrate(III) or Berlin green FeIII[FeIII(CN)6].

The evolution of the different bands after irradiation at 1500 Gy
can be followed as a function of time. Thirty spectra were recorded,
one every 30 seconds. Knowing the integrated absorption coefficients
and assuming that the integrated absorption coefficients for the
Fe(CN)5(OH)3− ions and for the Fe(CN)6

3− ions are the same, we
get the evolution of the different concentrations as a function of
time after irradiation (Fig. 6).

We can then draw the following conclusions:

� The Fe(CN)6
4− ions are oxidized after irradiation (bleaching at

2037 cm−1), leading to the formation of Fe(CN)5(OH)3− and CN−

ions. The primary product of oxidation is the Fe(CN)6
3− ion which

can then undergo a substitution reaction. First, it should replace
a CN− ligand by a H2O ligand, H2O being the solvent. Then, con-
sidering the pH of the irradiated solution, the formation of
hydroxocyanoferrate(III) complexes is observed.

� When the irradiation is cut off, the cyanide absorption band disap-
pears, showing that recombination of CN− takes place: the
Fe(CN)5(OH)3− ions are slowly converted back to Fe(CN)6

3− ions.
The kinetics related to the absorption band of the Fe(CN)5(OH)3−
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and CN− ions are well correlated and well fitted with an exponen-
tial law with a time constant τ = 410 ± 30 s [Eq. (2)]:

Fe(CN)5(OH)3− + CN− → Fe(CN)6
3− (OH)− . (2)

� Although the weak absorption of the cyanide leads to important
uncertainties on the cyanide concentration, more than one
cyanide ligand is ejected from one iron complex.

� At longer times, Fe(CN)6
3− ions are then reduced back to

Fe(CN)6
4− [Eq. (3)]: this can be attributed to hydrogen peroxide

in basic media:

H2O2 + Fe(CN)6
4− → OH− + HO• + Fe(CN)6

3− (3)
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Fig. 6. Evolution of the concentration of the different species expressed in
mmol.dm−3 produced after a 1500 Gy irradiation. Time zero corresponds to the end
of irradiation. The spectra are recorded every 30 seconds, on a 15-minutes time scale.
The different colors correspond to the absorptions of the following species: Fe(CN)6

4−

(�); CN- (�); Fe(CN)5(OH)3− (�) and Fe(CN)6
3− (�). The cyanide ions are repre-

sented using the right scale. The uncertainties obtained during the fitting procedure
are represented. The negative concentration of the ferrocyanide is indeed the
differential concentration of the ferrocyanide before and after irradiation.

        



At the pH attained here (around 10), the reduction of ferri-
cyanide to ferrocyanide is supposed to be complete and fast, and
the value of the related rate constant could be estimated33: k ~ 3
mol−1dm3s−1.

Lastly, we have characterized the behavior of the system at differ-
ent pH and under different gaseous atmospheres.34 We have shown
that at pH = 12, more Fe(CN)5(OH)3− ions are formed together with
a larger release of CN− anions than when starting from a neutral solu-
tion. The formation of Berlin green under extended irradiation is also
favored as compared to neat solutions. Working under different
gaseous atmospheres (air, O2, N2O), we have proven that dioxygen
plays a very important role in the redox chemistry of ferrocyanide
through the formation and reactivity of the superoxide radical anion,
and that it displaces the ferro/ferricyanide equilibrium towards the
ferrocyanide.

In standard laser flash photolysis, improved time-resolved tech-
niques such as rapid scan and step scan have been implemented.36 The
rapid scan technique enables us to record kinetics on the millisecond
time range, depending on the speed of the moving mirror. In this
case, the moving mirror’s velocity is chosen so that on the time scale
of the dynamic event, each scan is effectively instantaneous. The step-
scan technique enables us to record kinetics with a time resolution
which can be as low as the nanosecond: the mirror retardation is
achieved in discrete “steps”, the moving mirror being kept fixed while
data are collected. Thus, time-resolved data at each position in the
interferogram can be recorded following an excitation event. We are
currently implementing those techniques with ionizing radiation exci-
tation. They will lead to experiments giving information not only on
reaction mechanisms but also, as mentioned in the introduction, on
the structure of the involved species.

6.3. Towards the characterization of nanomaterials
under irradiation

The behavior of nanomaterials under irradiation is a hot topic nowa-
days (see Chap. 12 “Radiolysis of water confined in nanoporous
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materials”). One reason is that water radiolysis in nanomaterials has to
be understood in order to improve the predictions on the storage and
disposal of nuclear wastes. Therefore we have been working on H2

production in silica at low37 and high dose rate.38 In order to better
understand the system, we have performed infrared spectroscopy on
irradiated silica pellets.

FT-IR spectra are obtained from mesoporous silica (MCM-41)
dispersed in potassium bromide (KBr) pellets (the mass ratio of
MCM-41 over KBr is in the 10−2 range). MCM-41 is obtained by a
sol-gel process. It is an ordered mesoporous silica with a hexagonal
array of one-dimensional pores and a narrow pore-size distribution
of about four nanometers. The glass was baked at 140°C for one
hour and then at 400°C for another hour to remove any carbon
contaminates.

FT-IR spectra of dried MCM-41 in the 3000–4000 cm−1 region
are attributed to O–H stretching vibrations,39 namely (quoting the
most striking features observed under our conditions):

• O–H stretching of adsorbed water molecule for the 3200–3500 cm−1

energy range;
• SiO–H stretching of adjacent pairs of SiOH groups with hydro-

gens bonded to each other for the 3540–3550 cm−1 region;
• SiO–H stretching of isolated pairs of adjacent SiOH groups

(vicinal) mutual hydrogen bonded for the 3650–3660 cm−1 energy
range.

After irradiation (Fig. 7), the negative-going band exhibits a
broad feature with a minimum near 3450 cm−1. This represents the
loss of adsorbed water, while the components at 3500–3800 cm−1

represent the consumption of H-bonded silanols. This consumption
can be attributed to condensation processes, leading to the formation
of Si–O–Si, namely siloxane-bridge sites. Irradiation corresponds
mainly to a dehydration of the system, essentially of water adsorbed
on silica. This dehydration increases with the dose. Water adsorbed on
silica is consumed, leading to the formation of H2 and H2O2. These
observations are consistent with our previous results obtained with
Controlled Pore Glasses.38,40
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After irradiation at 25 kGy, the O–H stretching region was ob-
served for a few minutes (Fig. 8) and slow rehydration of the surface
at ambient atmosphere was evidenced. Water present in the atmos-
phere adsorbs on the silica and the damages created by irradiation on
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Fig. 7. Evolution of the differential optical density in the O–H stretching region for
MCM-41 irradiated with increasing doses: 5 kGy (black), 10 kGy (red), 15 kGy
(blue), 20 kGy (green), and 25 kGy (purple).

Fig. 8. Evolution of the frequency in the OH stretching region as a function of
time after a 25 kGy irradiation. Color code: read (differential Optical Density = 0);
violet (differential Optical Density = 0.075).

        



the surface are slowly repaired, at a time scale between a few minutes
and a few hours.

6.4. Infrared spectroscopy and radiation biochemistry

Radical species are produced by normal metabolic processes. When
cellular protections (enzymes, antioxidants) against radicals are insuf-
ficient, under the sensitizing effect of oxygen, there is an uncontrolled
production of these radicals and especially the reactive oxygen
species.41 In biological systems, oxygen radicals cause subcellular and
cellular damage by reacting with macromolecules such as DNA, pro-
teins, polysaccharides and lipids. These damages can be implicated in
the phenomena of aging and in a number of diseases (Refs. 42–45 and
articles therein). Radical species can also be produced by exogenous
chemicals (drugs, alcohols, smoking, metals, toxic compounds) and
both UV and ionizing radiations (γ, X, electron) (Ref. 46 and articles
therein Refs. 47 and 48). In particular, the radicals are produced by
ionizing radiations during drugs or food sterilization and during
therapeutic or accidental exposures. The radicals toxicity is thus
involved in pathologic metabolic processes. For all these reasons, it is
essential to know the effects of the radical species on the biological
macromolecules and molecules of biological interest. Their structural
changes can explain the well-known mutagenic, cytotoxic and
carcinogenic effects of the ionizing radiations.

The DNA is a major target, and during the last two decades,
efforts have been made to develop sensitive and specific assays to
detect and quantify DNA lesions in cells. A powerful approach
requires DNA extraction and digestion to nucleosides and involves
the use of liquid chromatography coupled to tandem mass spectrom-
etry (HPLC-MS/MS).49,50 Fourier transform infrared microscopy
(FTIRM) was also used to study radiation-induced cellular damages
at the molecular level in cells.51,52 This technique allows the simulta-
neous detection of the biochemical changes in the various subcellular
compartments. Position and absorbance variations of nucleic acids
and proteins infrared bands are characteristic of global conformational
changes. Even by using such methods to determine the formation of
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radiation-induced DNA and proteins lesions in cells, the study of the
mechanisms remains, however, difficult within the integrated frame-
work of the cell.

To study the molecular effects induced by the radicals on the bio-
molecules, we are using water radiolysis that is the powerful technique
to generate selectively and quantitatively only one radical species
(e−

aq, H
•, OH• or HO2

•).53 It is thus possible to describe the involved
mechanisms and also to identify the formed products of their reac-
tions with biological molecules.54 To determine the reaction rates
implicating radicals generated by radiolysis, the classical time-resolved
radiolysis set-ups are coupling the ionizing radiation source with a
UV-visible spectrophotometer. However, whereas the characteriza-
tion of products is difficult with the UV-visible spectroscopy, infrared
spectroscopy is a method of choice to study the structural modifica-
tions in (bio)molecules.

Besides the chemical studies, the Laboratoire de Radiolyse
(CEA/Saclay, France) has carried out the new set-up coupling its ioniz-
ing radiation source (an electron linear accelerator) with a
Fourier-transformed infrared spectrometer (see Fig. 4) in order to ana-
lyze the structural modifications induced by radicals on (bio)molecules.
As the sample is localized at the electron-beam exit and is crossed by the
infrared beam, this LINAC-FTIR coupling makes it possible to obtain
the molecule infrared spectrum directly in situ in the cell before and after
the electron pulse. In these conditions, it is possible to reach the sensi-
bility to measure differential infrared signals of about 10−3–10−4 units
of absorbance. The differential infrared spectroscopy allows us to
attribute the chemical functions of the macromolecule involved in its
structural changes. Here we present results obtained by studying the
effects of ionizing radiation on the myoglobin55 which was a model
in many physico-chemical studies (for studies with pulse radiolysis,
see Refs. 56 and 57 and articles therein). The irradiation experiments
were performed in two different conditions: (i) in aqueous solution to
study the indirect effects of irradiation (radiations ionize water producing
the radicals which will react with the protein) and (ii) in KBr pellets to
study the direct effect of radiations (KBr being inert to the ionizing
radiations which thus interact directly with the protein).
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6.4.1. Study of aquometmyoglobin modifications
in buffered solution

Infrared spectra of 3 × 10−3 mol.dm−3 myoglobin solutions were
recorded just before irradiation as a reference and after the irradiation.
In this study, the 10-MeV electron pulse duration was 10 ns with a
repetition rate of 10 Hz and a dose rate of 4.5 Gy/pulse. Each spec-
trum was averaged from 2790 scans in 4 min at a resolution of 4 cm−1.
The flow cell allowed us to renew the myoglobin solution. Horse
heart aquometmyoglobin solution was prepared.56,57 The differential
infrared spectra of the protein (3 × 10–3 mol.dm−3 aquometmyoglobin
in a 5 × 10–3 mol.dm−3 sodium phosphate–1 × 10–1 mol.dm−3 sodium
formiate buffer, pH 7) collected after increasing electron radiations
(up to 9200 Gy) show, in particular, a negative band at 1102 cm−1 and
a weak positive band at 1112 cm−1 (data not shown). From FT-IR dif-
ference spectroscopy studies on molecular changes following
oxidoreduction of cytochrome b559,58,59 the signals at 1102 and
1112 cm−1 are assigned to side-chain modes from histidine ligand of
the heme-iron (F8 proximal histidine residue). The variations of
intensity of infrared modes account for the presence of the neutral
derivative of the imidazole group. This structural structural change
could be an effect of the reduction of heme-Fe(III) of the aquomet-
myoglobin by the hydrated electrons.57

6.4.2. Study of metmyoglobin modifications in KBr pellet

The aquometmyoglobin solution (in water without buffer) was
lyophilized and the pellets were prepared by mixing 1 mg of
lyophilized metmyoglobin with 99 mg of KBr powder (1% myoglobin
mass/pellet mass). Figure 9 shows the differential infrared spectra of
pellets collected after increasing electron radiations (up to 147,200 Gy).
Contrary to the experiments performed in solution, the absence
of water infrared signal permits the measurement of signals beyond
2500 cm−1. Moreover, the intensity of the negative and positive bands
which appear increases when the dose increases. Without discussing
all spectral features, the negative bands around 3270, 2920–2850 and
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1630 cm−1 can be assigned to the disappearance of –NH–, CH2 and
C=O (from amide) groups, respectively; the positive bands around
3320 and 1700 cm−1 can correspond to the appearance of N–H (from
amine) groups and C=O (from carboxylic acid), respectively. Two
direct effects of ionizing radiation on myoglobin in solid-state are the
breakage of C–H bonds and the fragmentation of the polypeptide
chain (see Ref. 60 and articles therein) between the carbonyl carbon
atom and the nitrogen atom of the amide functional group of peptide
bonds.

7. Conclusion and Perspectives

Radiation chemistry has been coupled to infrared spectroscopy since
more than 20 years ago. Nevertheless, most studies are done in a
static manner. Infrared spectroscopy has many advantages to study the
molecular effects induced by radicals on molecules. This technique
permits the determination of the modifications in the structure of
molecules and the variations in the interactions within the molecules.
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The experiments can be carried out in solution or in solid state (for
example in KBr pellet) in order to study both direct and indirect
effects of ionizing radiations. The experiments can also be carried out
with samples in crystal, layer or gel. The experiments require only
limited amounts of sample, a condition which is often restrictive to
study the biological molecules for instance. The size of the studied
molecules is not limited: small molecules as well as macromolecules,
such as the nucleic acids or polymers, can be studied, allowing the
identification of radiation-induced effects.

The challenge now is to perform time-resolved experiments and
thus, to benefit from the huge potentialities of infrared spectroscopy
to identify reaction mechanisms induced by irradiation. For example,
in the LINAC–FTIR coupling, the Rapid Scan system of the spec-
trometer can be used with a resolution of 100 to 10 ms, and for
reactions much faster it could be possible to use the Step Scan system.
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Chapter 8

Chemical Processes in Heavy Ion Tracks

Gérard Baldacchino* and Yosuke Katsumura†

1. Introduction

In radiation chemistry, “heavy ion” is usually the name given to
particles different from electrons and γ-rays. There is no relation-
ship with the mass or the charge of ions as they can be protons or
uranium nuclei. The chemistry as a consequence of irradiation with
heavy ions has been studied for a long time in several ways, for
example, by using solution of radio-elements or by external irradiation
of pure solution. All these aspects have been summarized in recent
reviews for a large range of particles.1–4 During these last 10 years,
heavy ion irradiation researches have concerned many materials and
applications from the nuclear fuel cycle5,6 to the life science7,8 and
more recently the cancer-therapy.9,10 Recently new fields and new
objects using the specific characteristic of the interaction of heavy
ions in matter have emerged such as the synthesis of nano-wires11
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and nano-clusters,12 or by using the sputtering effect, the produc-
tion of membranes13 for filtering and analysis, or the interest of
understanding the processes in organic materials like benzene,14

polymers15 or scintillators.16

Even if irradiation with heavy ions concerns evidently many mate-
rials such as solids or liquids and gases, this chapter will deal with the
effect of high-energy heavy particles in liquid water. Actually, chemi-
cal mechanisms in pure water have been depicted a few decades ago
and this medium is undoubtedly the one in the nature, more gener-
ally in the living systems, and also in the industry to be extensively
used. Therefore this chapter tries to give the new trends of the
research on water radiolysis with heavy ion beams, the methods
developed with their associated problems and the facilities used for
these studies.

As radiolytic yields remain the main parameter to quantify the
evolution of the chemistry after the ionization step, we attempt to
depict the evolution of the localization of the reactions during the
diffusion stage. It is simply a description of time- and spatially-
resolved events with various initial track structures which gives
sensitively various results in terms of yield.

At the same time, a critical approach of problems such as the
dosimetry for high-energy particles, the fragmentation of water mol-
ecules and the determination of radiolytical yields will be attempted.
As it is not fully satisfactory to have only experimental data, a few
words will be written about the modelization and particularly the
recent Monte Carlo simulations. Even if many studies have been
developed during these last decades, finally this field of radiation
chemistry is probably at the beginning and one can imagine that
part of the conventional radiation chemistry studies (i.e. γ and elec-
tron beam radiolysis) will be partly transferred to ion beams.
Unfortunately, the difficulties of access to cyclotrons will remain for a
long time and the experiments as interesting they are, cannot be
quickly achieved. That is why a brief future map of this discipline
will be depicted along with the current facilities used for ion beam
irradiations and some known future projects.
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2. Summary of the Specific Interaction
of High Energy Ions with Water

The interaction of an accelerated heavy nucleus, which has a charge Z
and an energy E between a few MeV to a few GeV, and a liquid-state
water molecule is mainly a Coulombic interaction. The energy
exchange is then purely electronic and no nuclear effect is observed in
water. The theory describing this interaction is a few decades old. In
most cases the Bethe equation allows the calculation of the fraction of
energy deposited dE along a segment dx of the propagation axis
of the particle. The electronic linear energy transfer (LET) is then
given by,

(1)

where e and m are the charge and mass of the electron, Z and V the
charge and velocity of the projectile, and N and I the electron density
and mean excitation potential of the medium.2 At higher energy level,
one can expect a fragmentation process of both the swift nucleus and
the water molecule. It can cause some difficulties of interpretation in
the experiments with the highest energy ions, particularly in the
evaluation of the deposited dose. We try to explain how to understand
the effect of this process in the next few paragraphs. For intermediate
values of energy, LET and ranges can then be calculated for many
projectiles and homogeneous targets (see the example of Carbon ions
in water presented in Fig. 1).

If the number of positive charges brought by the nucleus of the
projectile is elevated, the electric field in the surrounding of its pro-
pagation axis becomes huge. The water molecules in this region are
affected by ionizations and electronic excitations. The excess of
energy deposited in these molecules in a few attoseconds is the start
point of a long story depicted in Fig. 2.

The first 10−15–10−12 s are not accessible to time-resolved heavy ion
experiments but they are available from laser femtochemistry.18 In the
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case of heavy ion irradiation, this step is the most important because
high local concentrations (localized in space due to the value of LET)
of species make the chemistry very efficient in this range of time.

The radicals and molecules that escaped from the track recombi-
nation can diffuse in the bulk by making the chemical system
homogeneous where the slowest reactions can take place. At the
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microsecond scale the distribution of chemical species is given by the
radiolytic yields. From this time onwards the evolution of the species
concentrations is determined by the resolution of the same differential
equations system that is used for γ or high-energy electron radiolysis.
In other terms, the chemical system reactivity becomes independent
from the LET value. If one takes a picture at this moment, the distri-
bution of the species is different from the case of heavy ion irradiation
from a γ radiolysis. The radicals have been massively recombined in
the earliest steps to produce stable molecules i.e. the molecular hydro-
gen and the hydrogen peroxide. As a con-sequence, the yield of the
latter increases dramatically. That is the main reason why the high
LET radiolysis of water is a key research area for the safety in nuclear
industry (power plant and waste storage).

3. Determination of Doses, Concentrations and Yields

3.1. Some comments concerning the G-value
and track segment G-value

The radiolytic yield, named G-value, is essential to predict the long
term chemistry. For example, a deterministic program which solves a
set of differential equations uses it to quickly obtain the amount of
molecular hydrogen produced during the exploitation of a water
cooling system. The yield determination needs the measurement of
the concentration of the concerned chemical species produced or
consumed during irradiation and also the dose delivered to the
solution. Both of them are difficult to obtain in the case of heavy
ion irradiation.

3.2. Concentration measurement methods

Actually the concentrations of interesting radicals in water radiolysis
are about 10−8–10−9 M and it is necessary that they are measured using
sensitive methods. The direct absorption spectroscopy is limited by
the saturation and the linearity of the detector that must receive a
high flux of light to detect a small amount of absorbed light. The
emission spectroscopy is more convenient and more sensitive but
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often the chemical system response is not easy to deconvolute.14,18

This is also often a relative measure needing a calibration. The
scavenging method is also limited by the highest concentrations
necessary to measure the earliest G-values in the track-core. Chemical
systems used must be checked for their possible interference of “high
local-concentration” reactions.

3.3. Dose evaluation

Dosimetry with high-energy particles is a sensitive point because there
are not enough experimental data for each type and energy of ion
beams and the calculated yields depend strongly on the dose. The
evaluation of the dose cannot be as accurate as for γ or high energy
electron beams for which a few secondary dosimeters have been
determined such as Fricke dosimeter, thiocyanate and ceric systems,
for example.

Nevertheless, the physical approach consisting in counting the
number of ion seems to be currently the best method because it is
based on the wide-range data base and Monte Carlo program devel-
oped by IBM, SRIM.17 But the accuracy of this program of about 10%
will never give an absolute value of the dose. As an example of a
chemical system extensively used for the dosimetry in liquid, a com-
pilation of the radiolytic yields of the common Fricke dosimeter for
various and large range of ions is presented in Fig. 3. Other presenta-
tions exist by considering MZ 2/E instead of LET.19 As it is shown, the
radiolytic yield of the Fricke dosimeter changes too much with the
type and the energy of the particle to be reliable enough and used in
experiments. It remains a good topic of experimental research and cal-
culations.19,21 Unfortunately the structure dependence of the energy
deposition, the change of energy in the experiment with low energy
particles (moreover sometimes integrating the Bragg peak) then con-
sequently cannot give a stable and trusty radiolytical yield for dose
determination. The chemical dosimetry is rather difficult because it
needs also a primary G-value deduced from a primary dosimeter
(calorimeter for example). So the accuracy of the measure becomes
uncertain. Some attempts were also made with the thiocyanate system
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which is a well-known dosimeter in pulse radiolysis with high energy
electrons.22 This system requires a pulse beam and currently the lack
of knowledge of the OH “story” with ion irradiation cannot make it
a good dosimeter yet.

As one can notice in the Fig. 4 the signal obtained from a
microsecond pulse of 1-GeV carbon ions has a rather good signal-to-
noise ratio and could be useful as it is in the electron pulse radiolysis.23

However, this newly developed method for ion currently suffers from
a lack of data and it is not yet so easy-to-use to be widely exploited.

Then the current determinations of the dose in high LET exper-
iments are mainly performed by counting the number of ions
delivered to the sample. This is a physical determination using the X-
ray emission or secondary-electron emission in thin metallic materials.
This method is indirect and needs a calibration with a direct counting
method using a Faraday cup. For very low dose (for example by using
the short-duration pulses), the sensitivity of the detector is the limit-
ing factor, unlike at higher dose or very high LET particles the
linearity of the detectors is also limiting. In the future, great effort is
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expected in the dosimetry of high LET particle because the accuracy
of G-value simply depends on the dose measurement.

3.4. Fragmentation for very high energy particles

Nuclear fragmentation of the projectile is expected for very high
energy (E > GeV) of particles because nuclear interaction cross section
becomes no more negligible between atom-nuclei of water and the
projectile.24–29 The nuclear physics can provide information for each
projectile and target.17 Nevertheless what is the chemical consequence
of fragmentation? As the energy deposition depends mainly on the
charge and velocity of the projectile and as the charge and velocity can
only decrease during this physical processes, the value of LET for each
fragment should be lower and lower. The ranges of the new projec-
tiles are also reduced. As a result the radiolysis along the track can
change dramatically from a mixture of high and low LET radiolysis to
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Fig. 4. Absorption kinetics over the time range of 1.7 ms of (SCN)2
•− at 515 nm

in an aqueous solution of 10−3 M of thiocyanate saturated with nitrous oxide after a
5-µs pulse of 12C6+. The dose was 4 Gy/pulse and the number of accumulations was
3899 with a repetition rate of 20 Hz.23

        



a high LET radiolysis. Then a part of the energy deposition can
influence the fate of the subsequent chemistry in the proportion of
the final molecules. This effect could explain some possible abnor-
mal values of yields in some peculiar cases. A clear experimental
determination of the chemical effects should be very useful.

4. Time Dependence, Comments About
the Homogeneous Distribution and the
Scavenging Time

G-values are mandatory for deterministic simulations of long-term
effects of radiation. But these values must correspond to a homoge-
neous distribution of chemical species in the solution. The highly-
structured ionization track, unlike the spurs in γ-irradiation, makes
the diffusion of chemical species very long. Which time after ioniza-
tion to choose, 1 µs or more? Sometimes a criterion of homogeneity
is essential. On the other hand, in fundamental studies, the scav-
enging effect can occur at very different time-ranges and by this way
the G-value can change a lot. Attention must be paid to the scav-
enging method because several reactions in the tracks occur at the
same time.

4.1. Track average yields

Many experimental data come from low-energy ion beams and con-
sequently the range of the ions is very short (less than 1 mm). The
yield determinations in this case are the result of the integration of the
energy deposited along the track (from the penetration of the ion in
the solution to the end of the Bragg peak). A model is needed to
obtain the differential yield relevant from a segment of the track then
to a given track structure.

4.2. Track segment yields

The track segment yield (also named differential yield) describes the
chemistry within a track segment in which heavy ion characteristics
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such as energy and LET remain constant (as far as possible and easily
achievable with high energy particles). This quantity is directly calcu-
lated by the Monte Carlo simulations, but some experiments
especially those which were performed with high energy ions can also
produce this kind of yield. In the other cases, the product G × E is
relevant to the evolution of the yield with the energy of the incident
particle and many determinations as a function of energy are neces-
sary. Generally, track segment and track average yields must give the
same value when the ion energy approaches zero (in the Bragg peak)
and when the yield becomes independent of energy (this state is
expected at very short time, t < ns, in the track core).

4.3. G-value dependence of LET and MZ 2/E

The radiolytic yields do not seem to be uniquely determined by the
LET value. That means many attempts have been made to find an
empirical relationship between the G-values and LET. If it was right
for one type of ion, it does not fit with others with other energies and
charges, even with the same LET because two types of heavy ions of
different velocities can have the same LET. Significant differences in
the track structure, due essentially to the spatial distributions of the
ejected secondary electrons, are the origin of this behavior. It has
been suggested that the parameter MZ 2/E is a better indicator than
LET (see Table 1 for some values) for describing the long time yields
in heavy ion radiolysis, where M, Z, and E are the mass, charge, and
energy of the incident ion, respectively.30–32
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Table 1. A collection of radiolytic yields in molecule/100 eV for four orders of
magnitude of LET and at various time ranges.

O2
•− OH• H2O2 e−

aq

Type of radiation LET (eV/nm) µs–ms ns µs µs ns µs

γ /fast electrons 0.27 0.02 3.2 2.7 0.72 3.8 2.7
12C6+ 30 0.02 1.5 <1 0.96 3.5–4.5 1
36S16+, 40Ar18+ 250–280 0.06–0.05 0.4 <0.4 0.9 0.06 —

        



5. Experimental Results with High LET Particles

Many of the results from the last decade were obtained by scavenging
method but some of them were from direct detection with pulsed
beam. We summarize here a selection of important papers concerning
the hydrated electron, the hydroxyl radical, the superoxide radical, the
molecular product, the hydrogen peroxide, and molecular hydrogen.

5.1. The hydrated electron

The hydrated electron is commonly detected by pulse radiolysis with
electron beams. In the case of highly-structured track, this very reduc-
ing species reacts easily with oxidant like OH• radical in its vicinity at
earliest time after the ionization track is formed. That is the reason
why it is a real challenge to detect this species yet with heavy ion irra-
diation. Giving a G-value remains delicate because the concentrations
are lower than 10−7 M and dose must be measured with a high accu-
racy. As it is shown in Fig. 5, the time dependence of hydrated
electron is typical of a track structure in space and time: in the first
100 ns the concentration of initial hydrated electron is at least divided
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Fig. 5. Absorbance kinetics of the hydrated electron after a 1-ns pulse of 12C6+ of
1 GeV in water [result published in Ref. 34].

        



by a factor of two. Afterward the concentration seems to begin a
slower decay. This evolution is well depicted in Fig. 6 where, in a log-
representation, the Monte Carlo simulation reproduces the time
dependence. The comparison of G-value is not reliable but is not
so bad. To detect very low concentrations at short time with the
absorption spectroscopy, one needs to optimize all elements in the
acquisition chain: the light source, the irradiation cell and the optics
for transmission, the detector and the signal acquisition. The
improvement of the first and the last one has contributed to detect-
ing almost 1 nM of hydrated electron. The acquisition system allowed
an averaging of about one million of kinetics with 1 kHz of repetition
rate during the flow of the solution.33–35

LaVerne et al. has discussed recently the results of Baldacchino
et al. by pointing out the high value of yield at earliest times.30 This
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corresponding color are simulations of track-segment yields.30,34,35

        



value is actually greater than 4 molecule/100 eV which is a common
admitted value deduced from the ionization potential of water. As
discussed before, many reasons can be reported for explaining
this experimental yield: the dosimetry needing also high stability of
the pulse, the detection accuracy for very low level of absorbance, and
so on. This result is also the first result for this kind of ion and for a
track segment as well. Therefore one cannot exclude other unknown
effects in the core-tracks. Other track-average yields were reported in
the 1980s with low-energy protons (2 MeV) including the Bragg
peak energy deposition.

But the comparison is still not easy because there are not enough
comparable results that are obtained with the same method (pulse
radiolysis) and similar conditions (track segment). Most of the other
studies on hydrated electron under heavy ion irradiation were
performed by the scavenging method by using the glycylglycin
species30 or S2O8

2−.36,37

The plots of G-value as a function of the scavenging capacity
(product of the rate constant and the concentration of scavenger)
must be discussed in several factors by considering the energy and the
range of the ions in order to compare with high energy track segment
results. In every case, the tendency of higher yields at earliest times is
respected. Discussing the absolute G-value needs much more results.

5.2. The hydroxyl radical

The hydroxyl radical is visible only in the deep UV with a low absorp-
tion coefficient. It is almost only detected by using scavengers.
Recently Taguchi and co-workers have used the phenol molecule and
detected the stable products of the reaction by using a powerful
HPLC method in order to distinguish the different adducts formed
in the track of low energy carbon ions.38,39 Other methods using pulse
radiolysis have given interesting results by detecting transient species.
They showed that the scavenger molecule can be subject to multiple
possible reactions in the track of heavy ions. Nevertheless other results
tend to show that the increase of OH•-yield, with the increase of the
scavenging capacity, can saturate or even decrease after a maximum
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value of the yield. This effect has been noticed in two papers con-
cerning the same scavenger species, SCN− and similar ions (carbon
and helium ions).23,40 Non-linear effect due to interfering reactions at
high concentration can become efficient with some track structures.
The size of the track core can actually play an important role in the
shape of the scavenging plot as we can see in Fig. 7 with carbon and
argon ions.

5.3. The superoxide radical

The superoxide radical (HO2
•/O•

2
−) is a peculiar case in water radi-

olysis. Its yield of production increases with LET which is completely
contrary to the recombination rule in dense ionization tracks.
Actually, the general trend is that these radical recombinations
increase the production of molecular species (H2 and H2O2). The
low reactivity of this radical in pure water essentially due to its
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disproportionation (reaction 1) allows it to escape the track in the
diffusion step.

(2)

This has several potential consequences in biology and medicine.
Actually the hadrontherapy uses heavy ion beam for the local energy
deposition in the Bragg peak region.

Nevertheless, even if the main therapeutic gain is brought by the
precise localization of the energy deposition, the generation of molec-
ular oxygen in hypoxic tumors is known to enhance the sensitization
of the cells. But the production of molecular oxygen in the track is
still questionable. Some studies have showed the possible direct
detection by the pulse radiolysis method and have tried to explain
how superoxide radical is formed in the tracks of heavy ions and many
mechanisms have been suggested in the past.41

Multiple-ionizations model is one of the most probable models
because the huge energy deposited in the medium is considerably
greater than the total energy needed to ionize the total number of
water molecules along the ion track.42 This has been recently
exploited in Monte Carlo simulations (see Fig. 8).43,44 This model
seems to be in good agreement with the few experimental results
concerning HO2

•/O2
•− and H2O2 obtained for low LET.

With a low-energy ion beam, the ions generally stop in the
volume of the analyzed solution and the whole energy beam is
deposited including the Bragg region which is characterized by a
huge energy deposition. Effects and ionization structures in the
Bragg peak cannot be currently taken into account separately due to
the lack of knowledge and the unavailable simulation about this part of
the track. Determination of track segment yields of HO2

•/O2
•− and O2 is

expected in the near future in order to clarify the situation.

5.4. Molecular species: H2O2 and H2

Molecular and stable species like molecular hydrogen and hydrogen
peroxide are the result and consequence of the short story of the

HO O H O O OH M s2 2
H O

2 2 2
12∑ ∑- - - -+ æ Æææ + + = ¥k 9 7 107 1.
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track reactions. They are less reactive but are the source of main prob-
lems in nuclear industry such as corrosion (H2O2) and safety (H2). As
their yield is increased due to the intra-track recombination, they
become a serious potential danger (see for instance the variation of
H2O2-yield as a function of LET in Fig. 9).

From a fundamental point of view the origins of H2O2 and H2

take place at the earliest step after ionization: basically the recombi-
nation of OH forms H2O2,

45 and the recombination of hydrated
electron forms H2 and a “non-scavengeable” part of H2 directly orig-
inates from the ionization of water molecule46 and then enters the
reaction mechanism of water radiolysis very early.
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6. Simulation

Several methods have been published to simulate the time-evolution
of an ionization track in water. Monte Carlo (with the IRT method
or step-by-step) and deterministic programs including spur diffusion
are the main approaches. With the large memory and powerful
computer now available, simulation has become more efficient. The
modeling of a track structure and reactivity is more and more precise
and concepts can now be embedded in complex simulation programs.
Therefore corrections of rate constants with high concentrations of
solutes in the tracks and the concept of multiple ionizations have
improved the calculation of G-values and their dependence on time.

The range of energy and LET value to consider through the
simulation is also wider because the large number of ionizations at
elevated LET is directly related to the memory space in the computer.
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Fig. 9. Hydrogen peroxide yield compilation as a function of LET: (dark squares)
137Cs γ-rays, 30 MeV protons, 1140 MeV carbon ions, (open squares) 60Co γ-rays;
10 MeV protons; 35, 18.5, 6.4 MeV helium ions; 46 MeV nitrogen ions; 30 MeV
neon ions, (triangles) 60Co γ-rays; 18 MeV deuterons; 32, 18 MeV helium ions, (dark
circles) 15, 10, 5, 2 MeV proton; 15, 10, 5 MeV helium ions; 30, 20, 10 MeV carbon
ions, (open circles) rapid neutron; 26 MeV deuterons. [Data from Ref. 45]

        



A virtual limit of 1 keV/nm seems to be reached but it depends on
the distance of the selected track segment.47–50 Because simulations
are generally performed with a segment of track where the energy of
the particle does not change too much, they do not take into account
the end of the track where the Bragg peak energy deposition is. This
should be a large field of investigation for future simulations and
experiments.

Simulations can be used to calculate the radiolytical yields of any
existing species in water radiolysis, at any time after an ion crosses the
bulk of water, but only a few can represent the experimental results.
In these cases the comparison is possible in order to adjust some
parameters, e.g. all the earliest processes like the distance of thermal-
ization of electrons or the branching ratio for the multiple-ionization
model.

7. Future

7.1. Heavy ion picosecond pulse radiolysis

In the near future, the ion-beam radiation-chemist community will
probably understand earlier processes in the track of heavy ions. This
supposes two things: accelerators must deliver shorter pulses than
those used currently and the detection must be more sensitive and
highly time-resolved. That means a picosecond pulse radiolysis
research with heavy ions. That is not a foolish project because new
designs of accelerators for proton and heavier ions have already
started.51,52 Physics of plasma has made recent progress51,52 and prob-
ably in the next year will appear the first results in radiation chemistry
with protons with at least a picosecond time resolution. A few inten-
tions have already been published.53

7.2. Influence of chemical and thermodynamic 
parameters

The need of basic research in the field of nuclear industry and the
fundamental interest to understand the reactivity in the tracks will
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partly motivate the next experiments in this field. The coupled influ-
ence of LET and high temperature or high pressure should bring new
approaches to the understanding of the track structures. After solving
the technical challenges the expected studies could be done by the
scavenging method as well as the pulse radiolysis. Moreover, as it was
investigated in the picosecond time-range, the effect of temperature
in the tracks should be coupled to the new generation of particle
accelerators which will deliver picosecond high energy heavy ions.
Here also the energy of available particle bunches is only about a
few MeV and is still incompatible with high-pressure and high-
temperature cells. High values of pH or solute concentrations are
also a large domain of investigation that can bring new interesting
behaviors in the intense chemical-competition in the track cores.

8. A Non-exhaustive List of Facilities Devoted
to Radiation Chemistry with Heavy Ion

Europe

• GANIL/Caen/France
• CERI/Orléans/France
• GSI/Darmstadt/Germany

Japan

• HIMAC/NIRS/Chiba/Japan
• TIARA/JAEA/Takasaki/Japan

United States

• FN Tandem Van de Graff of Notre Dame Nuclear Structure
Laboratory

• ATLAS/Linear Accelerator of Argonne National Laboratory
• K1200 cyclotron of the Michigan State University/National

Superconductor Cyclotron Laboratory (NSCL).
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Chapter 9

Radiolysis of Supercritical Water

Mingzhang Lin*,†, Yusa Muroya‡, Gérard Baldacchino §

and Yosuke Katsumura¶

1. Introduction

Due to their peculiar solvent properties, supercritical fluids offer a
range of unusual chemical possibilities such as in environmentally
benign separation and destruction of hazardous waste, as well as for
new materials synthesis.1–6 These intriguing reaction media make it
possible to sensitively control reaction rate and selectivity with
changes in temperature and pressure. The thermophysical properties
of water as well as more than 70 other fluid systems have been
formulated and/or compiled by IAPWS7 and NIST.8
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The studies on the radiolysis of supercritical water (Tc = 374°C,
Pc = 22.1 MPa, Fig. 1) was motivated by the development of one of
the next generation (GenIV) nuclear reactors — supercritical water-
cooled reactor (SCWR).9–11 This new concept reactor has advantages
of higher thermal conversion efficiency, simplicity in structure, and
safety, etc. In these reactors, the same as in boiling water reactor
(BWR) and pressurized water reactor (PWR), light water or heavy
water is used not only as a coolant but also as a moderator. The water
is exposed to a strong radiation field composed of γ-rays and 2 MeV
fast neutrons, etc. As is well known in the BWR and PWR, two radi-
olysis products of water, O2 and H2O2, strongly affect the
corrosion of structural materials in the reactors. Proper water chem-
istry control, in particular, the injection of H2 into the coolant to
convert O2 and H2O2 into H2O by radiolytic processes, may represent
the key to keep the integrity of the reactors. Computer simulations
are usually required to help predict the concentrations of water decom-
position products. These simulations require the knowledge of the
temperature dependent G-values (denoting the experimentally meas-
ured radiolytic yields, with unit molecules/100eV in this context)
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Fig. 1. Schematic representation of the phase diagram of H2O.

        



as well as rate constants of a set of about 50 reactions. The rate con-
stants and G-values of the radiolysis of light and heavy water over the
range 0–300°C have been compiled by Elliot12,13 and reviewed by
Buxton.14 It is thought that a similar simulation of water radiolysis in
SCWR would be required. As is known, BWRs or PWRs are operated
at constant temperature (280–325°C) and pressure (15–20 MPa).
However, according to the current conceptual design of SCWR, the
inlet temperature is 280°C and the outlet temperature is >500°C,
with a fixed pressure of 25 MPa.10,11 Thus it is necessary to accumu-
late the basic data on water radiolysis above 325°C.

In supercritical water, due to the breaking of hydrogen bond net-
work, the dielectric constant dramatically decreases from 78 at room
temperature to 2.6 at 400°C/25 MPa, which is similar to that of
benzene or toluene. Thus many organic compounds can be easily
dissolved in SCW while they have rather low solubility at room tem-
perature. Contrarily, the inorganic salts are difficult to dissolve in
SCW due to extremely small ion products. It has also been reported
that the water structure exhibits remarkable change in SCW,15,16

besides the breaking of hydrogen bond network. The compact
tetrahedral-like water structure is decomposed and long-distance
water–water interactions increase, and thus water consists of small
clusters, much smaller aggregates such as oligomers, and even
monomeric gas-like water molecules under supercritical conditions.15

It is expected that the changes of these properties would reflect on
G values, rate constants, and spectral properties of the transient
species by water radiolysis. In this review, we attempt to summarize
the most recent results obtained in the studies of radiation chemistry
on SCW, especially the estimation of G values, briefly classifying the
data on rate constants because they have been reviewed recently.17

2. General Concepts of Water Radiolysis

Irradiation with electron beam, γ-rays or high-energy charged parti-
cles leads to the decomposition of water molecules through excitation
and ionization, and the initial processes of water radiolysis can be
summarized as shown in Scheme 1.18
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Electrons are stabilized by the surrounding water molecules to
form hydrated electrons in less than 1 ps. The yields at this stage are
defined as initial yields. The resulting transient species such as e−

aq, 
•H,

•OH are distributed locally along the track where the energy deposits,
called spur. The spatial distribution greatly depends on the LET of the
incident beam. Then these products diffuse randomly and either react
together or escape into the bulk solution. After the completion of
spur processes, which take place within 10−7–10−6 s, the products
homogeneously distribute in the solution, and the yields at this time
are known as primary yields. Since the increase of temperature as well
as the changes in water properties and water structure would strongly
affect the spur reactions, some interesting changes of the radiolytic
yields under supercritical conditions are thus expected.

3. Experimental System and Technical Difficulties

By now most of the studies were carried out using nanosecond pulse
radiolysis techniques coupled with spectroscopic detection method,
only a few were reported to use muonium reactions,19,20 steady state
(γ-)radiolysis,21,22 laser phtolysis,23 and picosecond pulse radiolysis.24

Since conventional pulse radiolysis techniques are well known, here
we just briefly introduce the high temperature high pressure (HTHP)
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system for pulse radiolysis25–27 and point out the technical difficulties
in the experiments.

The size, the structure and the sealing mechanism of the optical
windows may have some difference from group to group, but the
HTHP system is usually composed of a preheating system and an
optical cell made of high strength and corrosion-resistant alloy such
as Hastelloy or SUS316 and sapphire windows. At least one thermo-
couple should be available for the direct monitoring of the solution
temperature, that is, its tip contacts to or is immersed in the solution.
Some special consideration and sometimes compromise are necessary
for obtaining a system with good S/N ratio, less dead volume, quick
temperature equilibration, and faster flushing of the cell, etc. Figure 2
shows the HTHP cell used at the University of Tokyo.

Like many other experiments, there are some problems or
difficulties to overcome in the pulse radiolysis studies on SCW.

(a) Corrosion and damage of the sapphire windows: SCW is corrosive,
especially in acidic or alkaline condition, and in the presence of
some additives, such as O2.

(b) Thermal stability of chemical reagents: most chemical reagents are
thermally unstable at elevated temperatures.
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(c) Solubility of inorganic compounds: the dissociation constant is very
small for salts under supercritical conditions.

(d) Limitation of detection techniques: signal intensity dramatically
decreases for low density SCW; and many reactions become much
faster than at room temperature — this requires higher time res-
olution pulse radiolysis system for more precise measurements.

4. Measurement of the Yields of Water Decomposition
Products

As is known, the estimation of G values of water decomposition
products can be done by pulse radiolysis techniques or steady state
radiolysis with product analysis methods. For pulse radiolysis,
although a direct measurement of these transient species is desirable,
it is difficult to be effectuated by nanosecond pulse radiolysis because
of the acceleration of spur reactions and/or the limitation of detec-
tion techniques (e.g. the absorption of OH radical is in deep UV with
a rather small absorption coefficient). One is forced to adopt the scav-
enging method, that is, to use a chemical additive to react with
the transient species and form another easy-to-detect and relatively
stable product. In this section, we mainly introduce the estimation of
G values by pulse radiolysis, with the support by γ-radiolysis of some
aromatic compounds.

4.1. G(e −
aq)

One suitable scavenging system is the use of 0.5 mM methyl viologen
(MV2+) in the presence of tert-butanol as OH radical scavenger, under
neutral pH condition.28 Another is the use of 0.5 mM 4,4′-bipyridyl
(4,4′-bpy) together with tert-butanol in alkaline solution (pH > 11).29

In both cases, ideally only e−
aq reacts MV2+ or 4,4′-bpy to form radical

cation MV•+ or radical 4,4′-bpyH•, with fairly strong absorption at
605 and ∼540 nm, respectively. The temperature-dependent G(e−

aq)
from 25 to 400°C at a fixed pressure of 25 MPa is shown in
Fig. 3(a). G(e−

aq) increases with temperature up to 300°C, which
agrees well with the previous reports, then it decreases to a minimum
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near Tc before jumping to a rather high value at 400°C. An inde-
pendent measurement of G(e−

sol) in methanol shows a similar tendency
[Fig. 3(b)].30

The big change of G(e−
sol) at constant pressure is due to density

effects. As displayed in Fig. 4, under supercritical conditions, at a fixed
density G(e−

sol) decreases with increasing temperature while at a fixed
temperature G(e−

sol) decreases with increasing density. From the view-
point of W-value and the initial yield of hydrated electron (recent
values are 4.0–4.2 molec./100 eV),31,32 G(e−

aq) in low density SCW
seems to be over-estimated. This could be due to the use of extrapo-
lating absorption coefficient of MV•+ or incomplete scavenging of
H atom by tert-butanol.28

4.2. {G(e −
aq) + G(H) + G(OH)}

Two scavenging systems have been used to evaluate {G(e−
aq) + G(H) +

G(OH)} (denoted as Gsum hereafter). One is 0.5 mM MV2+ with
0.2 M ethanol, another is 0.5 mM 4,4′-bpy in the presence of 10 mM
HCOONa.28 The solutions are deaerated by Ar gas. Ethanol MV2+

and HCOO− are used to convert •OH radical and •H atom to ethanol
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radical and COO•−, which will subsequently reduce MV2+ and 4,4′-
bpy to form MV•+ and 4,4′-bpyH, the same as those produced by (e−

aq),
that is, the total yields of MV•+ or 4,4′-bpyH should be equal to the
total yield Gsum. Figure 5(a) shows the temperature dependence of
Gsum at 25 MPa and Fig. 5(b) displays the 3D plots of Gsum as a func-
tion of temperature and water density. Their tendency is very similar
to that of G(e−

aq).
Figure 6 shows the experimental results of γ radiolysis of

benzophenone from room temperature to 400°C, in deaerated solu-
tions or N2O saturated solutions.21 Apparently, the tendency of the
temperature-dependent yields of benzophenone decomposition and
various products formation [Fig. 6(a)], as well as the water density
effects on the yields at 400°C [Fig. 6(b)], are also similar to those of
G(e−

aq) and Gsum. The studies on other aromatic compounds such as
phenol and benzene gave also similar results.22 All these strongly
imply that the decomposition of the aromatic compounds reflects the
yields of water decomposition under irradiation. However, it should
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Fig. 4. Three-dimensional plots of G(e−
aq) as a function of temperature and water

density in SCW.28

        



be pointed out that the reactions for steady state radiolysis are much
more complicated and some reverse reactions could even give back
the reactant, thus the yields of decomposition are generally much
lower than those of water decomposition.21,22
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Fig. 5. (a) Gsum as a function of temperature at 25 Mpa. (b) 3D plots of Gsum as a
function of temperature and water density.

Fig. 6. g-Radiolysis of benzophenone.21 (a) G-values of benzophenone consumption
and phenol formation at various temperatures and pressures. (b) Density dependence
at 400°C of total G-values of benzophenone consumption and products formation.

        



4.3. G(OH)33

The estimation of G(OH) has been carried out using an aerated solu-
tion of 100 mM NaHCO3 or a deaerated solution of 100 mM
NaHCO3 in the presence of 1 mM NaNO3. In these systems,
hydrated electrons are scavenged by O2 or NO3

− while the reaction
between H atoms and HCO3

− is rather slow. Consequently, the yield
of CO3

• would correspond to G(OH). Figure 7 shows G(OH) as a
function of temperature. From room temperature to 380°C, the pres-
sure is 25 MPa while at 400°C it is 35 MPa because the solubility of
NaHCO3 at 400°C/25 MPa is too small to do the measurements.

4.4. About G(H)

G(H) has not been measured directly, but it can be calculated by a
subtraction of Gsum with G(e−

aq) and G(OH). The tendency is that it
slightly increases as temperature increases up to 200°C and drops to
a minimum around Tc, and then increases sharply. At 400°C/25 MPa
(ρ = 0.167 g/cm3), it reaches a value of 7.5 molec./100 eV. If this

264 M. Lin et al.

Fig. 7. G(OH) as a function of temperature at 25 MPa (35 MPa at 400°C). The
line is based on the equation given by Elliot.12

        



value is divided by G(e−
aq), then we have a ratio of G(H)/G(e−

aq) ≈ 1.3.
Considering that G(e−

aq) might be overestimated, the ratio G(H)/
G(e−

aq) could be higher than 1.3. As is known, at room temperature,
G(H)/G(e−

aq) is about 0.16. This qualitatively agrees with the result
reported by Cline et al., who derived the ratio G(H)/G(e−

aq) from the
fittings of the decay kinetics of hydrated electrons scavenged by SF6

under alkaline solutions.34 They found that at 380°C, the ratio is
greater than unity and becomes larger as density decreases. In low-
density supercritical water, the initial yield of H atoms seems to be
roughly five to six times the yield of hydrated electrons, as shown in
Fig. 8. Considering the uncertainty of the fittings, these two results
seem to be consistent.

As for the yield of molecular products, especially G(H2) and
G(H2O2), it is difficult to evaluate by pulse radiolysis techniques.
This should be clarified by experiments, although H2O2 might be
thermally unstable under supercritical conditions. At least one of
these two molecular products should be measured by product analysis,
then another component could be calculated by the material balance
equation:

G(−H2O) = G(e−
aq) + G(H) + 2G(H2) = G(OH) + 2G(H2O2)
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5. Radiation-Induced Reactions and Rate Constants

In this section, we do not attempt to describe in details all the reac-
tions that have been studied, but only focus on the common features
of the radiation-induced reactions with the two most important
species of water radiolysis, hydrated electron and hydroxyl radical,
although some other reactions such as the reaction of H atoms with
hydroxide ions have also been reported.35

5.1. Reactions with e−
aq

5.1.1. Ionic reactants

The temperature-dependent reaction rates of e−
aq with H+, NO3

−, and
NO2

− have been reported.34,36,37 As mentioned above, around the
supercritical point, the dielectric constant of water is similar to non-
polar organic solvents, and the dissociation constants of inorganic
salts are extremely small. It is thought that these properties would
affect those ionic reactions which are Coulumbic-force related. As
shown in Fig. 9, for the reaction with H+, the rates strongly increase
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Fig. 9. Temperature-dependent rate constants for the reactions of e−
aq with nitrate

ion (��, 25.7 MPa from Ref. 36) and proton (��, 25.7 Mpa from Ref. 36; ��, 25 MPa
from Ref. 37).

        



between 250 and 350°C. For NO3
−, the rate constant increases as the

temperature increases, reaches a maximum around 125–200°C and
then decreases.

As is known, rate constants for diffusion-controlled reactions can
be described by the Debye–Smoluchowski equation:

kdiff = 4πRDFD,

FD = (rc/R)/(exp(rc/R) − 1),

where  is the Debye factor, R is the reaction distance, and rc ≡ e 2/εkBT
(e: electronic charge, ε: dielectric constant, kB: Boltzmann constant)
represents the critical distance at which the electron–positive-ion
potential energy equals numerically to kBT. Because the dielectric con-
stant of water decreases as temperature increases, the Coulomb
potential between reactants will change significantly. Thus the rate of
the proton–electron reaction is accelerated further by attraction,
while the nitrate–electron reaction is retarded due to repulsion
between the two anions.36

For a non-diffusion controlled reaction, it was explained using the
Noyes equation36:

1/kobs = 1/kdiff + exp(rc/R)/kact,

where kact is the activated rate constant. There are two limiting cases:
when kact � kdiff, the reaction will occur on every encounter, so that
kobs ≈ kdiff; when kact � kdiff, the reaction rate will be given by kobs ≈ kact.

5.1.2. Hydrophobic or neutral species

Reaction rates of e−
aq with O2, SF6, N2O, and nitrobenzene have been

investigated.34,38,39 As shown in Fig. 10(a), for temperatures < 300°C,
the rate constants for scavenging by O2 or SF6 follow Arrhenius
behavior but become increasingly dependent on water density
(pressure) at higher temperatures. At a fixed temperature 380°C
(T/Tc = 1.01), rate constants for these reactions reach a distinct
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minimum near 0.45 g/cm3 [Fig. 10(b)]. This behavior has been
interpreted in terms of the potential of mean force separating an ion
(OH− or e−

aq) from a hydrophobic species (H, O2, or SF6) in the com-
pressible fluid. As is well known, around the supercritical point, the
inhomogeneity of water density or the clustering effect of water mol-
ecules becomes a very important feature, which would affect the
distribution of hydrophobic reactant and hydrated electron. For
example, the hydrophobic molecules such as O2 might exist in the
lower density region with higher probability. This kind of inhomoge-
neous distribution will hinder the encounter of hydrophobic
molecules with hydrated electrons, thus the reaction rates decrease
dramatically.

5.2. Reactions with •OH radical
•OH radical could be the most important oxidizing species that is
assumed to be closely related to the corrosion of the structural
materials in nuclear reactors. The studies of the reactions of •OH rad-
ical at elevated temperatures or supercritical water are thus essential.
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Most of the studies were carried out with aromatic compounds, or
simple molecules such as CO3

2− or HCO3
−, partly due to their excellent

thermal stability.25,38,40–43

Figure 11 shows a typical example of the temperature-dependent
behavior for the reactions of •OH radical with aromatic compounds.40

The measured bimolecular rate constants of •OH radical with
nitrobenzene showed distinctly non-Arrhenius behavior below
350°C, but increased in the slightly subcritical and supercritical
region. Feng et al.40 succeeded in modeling these data with a three-
step reaction mechanism originally proposed by Ashton et al.,44 while
Ghandi et al. claimed to have developed a so-called multiple collisions
model to predict the rates for the reactions of •OH radical in sub- and
super-critical water.42
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It is worth mentioning that the rate constant for the reaction of
•OH radical with H2, which is one of the most important reactions in
water chemistry, has also been studied up to 350°C by competition
kinetics using nitrobenzene as a competing •OH scavenger.45 At
higher temperatures, the rate constant undershoots an extrapolation
of the Arrhenius plot and actually decreases in value above 275°C. At
350°C, the measured rate constant is more than a factor of five
below the Arrhenius extrapolation.45 This implies that the amount of
hydrogen injection calculated by the current model of water radiolysis
in nuclear reactor should be reconsidered.

6. Spectral Properties of Transient Species

6.1. Hydrated electron

Whilst temperature-dependent spectral properties of the solvated
electron have been of great interest in many studies, only a few
reports have been related to supercritical fluids.27,46–48 A general ten-
dency is that the spectra of the solvated electrons shift strongly to the
red (to longer wavelength) as temperature is raised [Fig. 12(a)]. At
supercritical temperatures, the spectra of hydrated electrons shift
slightly to the red as density decreases, as shown in Fig. 12(b). With
the application of spectral moment theory, Bartels et al. estimated the
average size of the electron wave function and of its kinetic energy.46
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Fig. 12. Temperature- and density-dependent spectra of hydrated electrons.46

        



It appears that for water densities below about 0.6 g/cc, and down to
below 0.1 g/cc, the average radius of gyration for the electron
remains constant at around 3.4 Å, and its absorption maximum is near
0.9 eV. For higher densities, the electron is squeezed into a smaller
cavity and the spectrum is shifted to the blue.46

Meanwhile, some computer simulations have contributed to the
temperature-dependent behavior of the absorption spectrum of sol-
vated electron.49–52 Boero et al. carried a first principles study of a
hydrated electron in water at ordinary and supercritical conditions.49

According to their study, for normal water, the hydrogen bond
(H bond) network needs about 1.6 ps to accommodate the additional e−.
Then the delocalized state becomes localized, the H bonds of the sys-
tem rearrange, and water molecules reorient in such a way that a
cavity forms in the system. Six water molecules reorient in such a way
that all of them point at least one H toward the electronic cloud, thus
forming a solvation shell and the electron distribution is assumed to
be in an ellipsoidal shape. Those cavities survive for a period ranging
from ∼50 fs to a maximum of about 90 fs. At supercritical conditions,
instead, the H-bond network is not continuous and the electron
localizes in preexisting cavities in a more isotropic way. Four water
molecules form the solvation shell but the localization time shortens
significantly. Boutin and co-workers have performed quantum-
classical molecular-dynamics (QCMD) simulations to study the
temperature and density dependence of absorption spectra of
hydrated electron at elevated temperatures and supercritical condi-
tions.50,51 Their simulation results could quantitatively explain the
experimental data. It was also suggested that the observed shift could
be a density rather than a temperature effect. Moreover, when extend-
ing these simulations to very low densities corresponding to
supercritical conditions, the results display a progressive “desolvation”
of the hydrated electron.

6.2. Other transient species

Table 1 lists the spectral shifts of some of the intermediate radicals
at room temperature and elevated temperatures (in most cases,
above Tc). Generally, the anion or cation radicals show a red-shift
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while the neutral radicals of aromatic compounds show a blue-shift,
except that CO3

•− and MV•+ exhibit no change with increasing tem-
perature, probably due to their fairly good symmetric molecular
structure and the delocalization of the electric charge. The spectral
shift reflects a change in the energy difference between the ground
state and the excited state with the changes of solvent environment.
These energies reflect the differences in solvation where the solvent
responds to a solute by means of lowering the energy of the system.
Recently, Wu et al.37 have qualitatively interpreted the red-shift of
benzophenone anion and the blue-shift of the neutral ketyl radical in
terms of electrostatic forces and hydrogen bonding of water. Boutin
et al.50 have quantitatively explained the red-shifts of Ag° and Ag2

+

using QCMD simulations. Nevertheless, a more general and precise
model is remained to be developed, taking into account the hydrogen
bonding network, the dielectric constant, the electrostatic forces and
polarity of solute, and the clustering effects of water molecules under
supercritical conditions, etc.

7. Conclusions

Under sub- or super-critical conditions, the radiolytic yields of water
decomposition products (and their ratios), the reaction rate constants
and the spectral properties of transient species are significantly
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Table 1. Spectral shifts of various intermediate radicals.

Chemical Radical form λmax at RT λmax in SCW* References

Benzophenone φ2
•COH 545 nm 525 nm (400°C) 37

φ2
•CO− 610 nm 650 nm (300°C) 37

Thiocynate (SCN)2
•− 470 nm 510 nm (400°C) 53

Carbonate CO3
•− 600 nm 600 nm (400°C) 43

Silver Ag° 355 nm 370 nm (200°C) 54
Ag2

+ 310 nm 380 nm (380°C) 54

Methyl viologen MV•+ 605 nm 605 nm (400°C) 28

4,4′-bipyridyl 44BpyH• 540 nm 525 nm (400°C) 29

*λmax is density dependent in SCW; here we choose a typical value.

        



different from those of water at ambient condition or even at elevated
temperatures below 300°C. These properties are not only dependent
on temperature but also greatly affected by water density in SCW,
or in other words, they exhibit non-linear behavior or even non-
monotonic function with temperature at a fixed pressure. This would
strongly suggest a re-consideration of current model of aqueous radi-
ation chemistry in nuclear reactors and a more complicated model for
the future SCW reactors. On the other hand, these unusual behaviors
are certainly related to the peculiar properties of supercritical water
such as dielectric constant, hydrogen bonding network, and density
inhomogeneity, etc. Thus it is expected to stimulate the fundamental
studies on the primary chemical processes, the direct measurement of
radiolytic yields, the spur reaction processes and other more general
chemical interests in these intriguing reaction media. To achieve these
goals, more sophisticated equipments such as picosecond or sub-
picosecond pulse radiolysis systems as well as the involvement of
theoretical calculations are essential.
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Chapter 10

Pulse Radiolysis in Supercritical
Krypton and Xenon Fluids

Richard Holroyd*

1. Introduction

Recently, supercritical fluids have become quite popular in chemical
and semiconductor industries for applications in chemical synthesis,
extraction, separation processes, and surface cleaning.1–3 These appli-
cations are based on: the high dissolving power due to density
build-up around solute molecules, and the ability to tune the condi-
tions of a supercritical fluid, such as density and temperature, that are
most suitable for a particular reaction. The rare gases also possess
these properties and have the added advantage of being supercritical
at room temperature. Information about the density build-up around
both charged and neutral species can be obtained from fundamental
studies of volume changes in the reactions of charged species in super-
critical fluids. Volume changes are much larger in supercritical fluids
than in ordinary solvents because of their higher compressibility.
Hopefully basic studies, such as discussed here, of the behavior of
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charged species in supercritical gases will provide information useful
for the utilization of these solvents in industrial applications.

These studies require special cells to withstand the pressures
involved, as well as radiation sources like high energy electrons or
X-rays that will penetrate the necessarily thick windows or walls of the
cell. Rare gases have the additional feature of high free ion yields that
facilitate the study of ionic reactions. The high yield is a consequence
of the long time required to thermalize the electron4,5; several
nanoseconds are required since only elastic collisions are available for
energy loss. During this time the electron travels well beyond the
Onsager escape distance from the cation. The escape probability is
therefore nearly 100%. The free ion yield, G, is around 5 ion-pairs/
100 eV in xenon.6,7 The yield is 5.4 in liquid krypton8 and 4.1 for
krypton gas.9 Dense krypton and xenon fluids have not often been
used as solvents for the study of reactions by pulse radiolysis. In the
case of xenon this may be due in part to the high cost. However, since
rare gases are radiation stable, they can be reused if additives from
previous studies are removed.

This chapter focuses on the properties and reactions of charged
species, electrons and ions in supercritical rare gases, as studied by
pulse radiolysis. Intermediates have been detected either by their opti-
cal absorption or by conductivity. The transparency of the rare gases
throughout the IR, visible and UV parts of the spectrum facilitates
optical detection of intermediates, and the dielectric properties also
permit DC conductivity measurements. Studies have been done in
both xenon and krypton with picosecond resolution, which elucidate
the early processes involving electron–ion recombination and excimer
formation. Electron properties such as mobility and conduction band
energy are reviewed because of their significance in the understanding
of electron reactions. Partial molar volumes have been determined
from studies of electron attachment reactions as a function of pres-
sure. The properties and reactions of ions are also discussed. Mobility
measurements have shown that ions have lower mobility than would
be expected, which is attributed to clustering around the ions due to
electrostriction. The clustering is also shown to affect the rate of
charge transfer reactions in supercritical rare gases. 
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2. Early Processes

Pulse-probe studies using the Laser Electron Accelerator Facility
(LEAF)10 at Brookhaven National Laboratory have revealed changes
in optical absorption occurring on the picosecond time scale in rare
gas fluids. In xenon, excimers are formed which absorb in the visible
and near infra-red as shown in Fig. 1a. The absorption grows in dur-
ing the first 50 picoseconds [see Fig. 1(b)].11 This growth is
concomitant with ion recombination that leads first to excited atoms,
reaction 1(a), which immediately form excimers, Xe2*, because of the
high density of xenon.
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(a)

(b)

Fig. 1. (a) Spectra of excimers in xenon at 79 bar; (b) Growth of excimer spectra at
800 nm in xenon at 67 bar.

        



e− + Xe2
+ → Xe* + Xe, (1a)

Xe* + 2Xe → Xe2* + Xe. (1b)

The observed fast formation of excimers in supercritical xenon,
occurring in the first 50 ps, corresponds to a second order rate con-
stant for reaction (1a) of 7.5 × 1016 M−1s−1 at a pressure of 67 bar. The
density in this case was 1.33 g/cc and the ion concentration
1.5 µM11; the pulse width was 7 ps.10 This measured rate can be com-
pared to the theoretical rate for electron–ion recombination as given
by the reduced Debye equation:

kr = 4πe (µ+ + µ−)/∈ = 1.09 × 1015 (µ+ + µ−)/∈ M−1 s−1, (2)

where µ+ and µ− are the mobilities of the positive ion and electron,
respectively, in units of cm2/Vs, and ∈ is the dielectric constant of the
fluid. The mobility of the electron is many orders of magnitude larger
than that of the ion, thus µ+ can be ignored. The usual low-field mobil-
ity of the electron cannot be used in this case because the electrons
are still “hot” at picosecond times. The mobility of electrons at high
electric fields, where the electrons are also “hot”, is between 60 to
100 cm2/Vs.12 The use of these values in Eq. (2) leads to a range for kr

from 5.0 to 8.4 × 1016 M−1s−1, consistent with the experimental value.
Two species of excimers are formed in xenon. One decays with a

half-life of 5.4 ns, independent of pressure. This was identified as the
singlet excimer. The other component is longer lived and the lifetime
increases with decreasing pressure; this was identified as the triplet
excimer.11

In supercritical krypton the formation of excimers has also been
time resolved but the results contrast with those for xenon.13 As in
xenon, electron–ion recombination should occur rapidly. Again, elec-
trons remain hot for many nanoseconds in krypton4,5,14 and the
mobility of hot electrons is in the range of 150 to 400 cm2/Vs. This
leads to a theoretical range for kr of 1.4 to 3.6 × 1017 m−1s−1 at a den-
sity of 0.48 g/cm3. In pulse radiolysis studies using optical detection,
the concentration of intermediates is around 0.5 to 1 µM, thus the
first half-life for recombination of electrons with ions is less than 10 ps
in krypton. What has been observed is that an excimer species (A), the
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spectrum of which is shown in Fig. 2(a) with peaks at 830, 890 and
990 nm, grows in over a period of a few nanoseconds [see Fig. 2(b)].

Thus some of the excimers are formed after a delay. Re-
combination leads to a precursor, which then relaxes to this excimer
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(a)

(b)

Fig. 2. (a) Spectra of excimers in krypton at 110 bar; — Spectra at 1 ns after 
pulse; --- spectra at 9 ns; (b) Growth and decay of an excimer species in krypton at
113 bar recorded at 920 nm. Solid line is fit.

        



species. At 113 bar the observed lifetime for relaxation is 1.9 ns. As is
shown in Fig. 2(b), there is significant absorption present immediately
following the pulse. This could be due to the precursor but may be due
to excimers formed via the fast relaxation of vibrationally excited
excimers. Further mechanistic details can be found elsewhere.13,15 At a
pressure of 109 bar the excimer species (A) decays with a lifetime
of 3.4 ns and a new excimer species (B) is formed which absorbs at
1100 nm [see Fig. 2(a)] with a lifetime of 9 ns. The lifetimes of both
excimer species A and B increase as the pressure decreases.

2.1. Excitation transfer

The rare gas excimers readily transfer energy to various additives.
Rates for transfer to nitrogen and hydrogen in krypton are known at
1 atm.16 Because excimer species have strong absorptions in the visi-
ble region, it is necessary to quench them when studying reactions of
other intermediates by absorption spectroscopy. Ethane has been
shown to be convenient for this purpose. The rate constant for exci-
tation transfer from excimers to ethane in xenon was measured by the
pulse-probe technique to be 3.4 × 1010 molal−1s−1 at pressures near
50 bar.11 Thus, addition of a small concentration of ethane can be
used to reduce the absorption due to excimers to a small level at
nanosecond times.

3. Ionic Properties

3.1. Theory of electrostriction

It is important to be aware of clustering caused by electrostriction
in order to understand reactions of ions in supercritical rare gases. If
a classical continuum model is used to calculate clustering, the mag-
nitude of the volume change due to electrostriction would be
overestimated because such a model ignores the density build-up
around the ion. Because of this density augmentation, the compress-
ibility of the fluid near the ion is less and, since electrostriction is
proportional to compressibility, the actual electrostriction will be less
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than predicted by a continuum model. A compressible continuum
model (CC) was developed that takes clustering around the ion into
account.17,18 In this model the attraction between the ion and induced
dipoles of solvent molecules is considered as a pressure. The local
density is then calculated from the pressure at each point using an
equation of state. The local dielectric constant is calculated from this
density. This process is iterated until the results converge. The volume
change due to electrostriction, Vel , is then obtained by integrating
over all space in the presence and absence of the ion.

In a similar way the polarization energy, P −(CC), by the ions in a
supercritical fluid can be calculated with this model taking into
account the density dependence of the dielectric constant, which is
enhanced as far out as 1 nm from the ion. Again integration over all
space is involved and P −(CC) is obtained from the difference of the
calculated energy of the ion in the supercritical fluid and the energy
in vacuum. The magnitude of P −(CC) calculated this way is generally
larger than if the polarization energy is calculated using the Born
continuum model. The compressible continuum model is used for
estimation of the energetics of electron reactions (see below).

3.2. Experimental evidence of clustering

Evidence that clustering of rare gas atoms occurs around ions comes
from: (a) ion mobility measurements, and (b) volume changes occur-
ring on electron attachment to solutes. The mobility of positive ions
in xenon decreases with increasing pressure and at pressures near
100 bar is 1.3 × 10−3 cm2/Vs [see Fig. 3(a)] near room temperature.12

An estimate of the size of the cluster moving with the ion may be
obtained from such data using the Stokes equation,

Rion = e/6πηµ, (3)

where η is the bulk value of the viscosity. This equation indicated
clusters of about 0.6 nm at high pressure and much larger clusters in
regions of high compressibility [see Fig. 3(b)]. Equation (3) is only
an approximation since the high viscosity near an ion should be
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considered. This effect was taken into account in the hydrodynamic
compressible continuum model (HCC).12 The HCC model also indi-
cates the size of moving clusters to be 0.6 nm, or one complete
solvation shell, in xenon at pressures above 75 bar, and nearer to 1 nm
in regions of high compressibility.

Several studies have shown that clustering also occurs around neg-
ative ions in supercritical fluids. The mobility data for C6F6

− in xenon
[see Fig. 3(a)] indicate that the clusters around C6F6

− are slightly
smaller [see Fig. 3(b)] than those around the positive ion but the
pressure dependence is similar.11 Measurements of the mobility of O2

−

in argon at a temperature just above the critical temperature indicated
the O2

− ion also moves with a large solvation shell.19
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Fig. 3. (a) Mobility of ions in Xe versus pressure: — Xe2
+, --- C6F6

−. (b) Radii of ions
in Xe versus pressure calculated using the Stokes’ Eq. (3): ● Xe2

+, ● C6F6
−.

        



Evidence of clustering is also obtained from studies of electron
attachment reactions. These reactions occur in supercritical gases with
large volume changes due to electrostriction around the negative ion
formed. In supercritical ethane, it has been shown that the compress-
ible continuum model accurately predicts volume changes for
reactions of electrons with CO2,

18 pyrimidine20 and pyrazine.21 In
xenon volume changes are smaller because of the significant clustering
that occurs around neutrals, as discussed in the electron attachment/
detachment section below.

4. Electron Properties

4.1. Mobility

In order to understand the high rate of reaction of electrons in super-
critical fluids, one needs to know the electron mobility and how it
changes with pressure. The electron mobility provides information on
the diffusion constant since De = µekBT/e and values of De are neces-
sary to calculate the rate of electron–ion recombination (see Sec. 2)
and other diffusion-controlled reactions (see Sec. 5). For supercritical
xenon and krypton, the electron mobility in the pressure range of
interest is shown in Fig. 4. The mobility is generally high, from which
it can be concluded that electrons are in a quasi-free state; that is, there
are no trapped states. However, in xenon the mobility at 20°C
becomes unusually low near 60 bar as shown in Fig. 4. To explain this
behavior of quasifree electrons, a modification of the Basak–Cohen
model22 has been invoked.23 In this model the scattering of the elec-
tron is the result of density fluctuations resulting in a deformation
potential. This potential is a function of derivatives of V0, the conduc-
tion band energy, which is discussed in the next section. The model
leads to Eq. (4) for the mobility:

(4)

where m* is the reduced mass of the electron and n is the density.
The mobility also depends on the compressibility, χ. In the original
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theory the isothermal compressibility was used, however it diverges
near critical densities because density fluctuations become quite large.
This results in a predicted near zero mobility in the vicinity of the
critical density. It was suggested by many that electrons do not inter-
act with large density fluctuations24,25 and it was more appropriate to
use the adiabatic compressibility. When the adiabatic compressibility
(which changes smoothly with density) is used, Eq. (4) accounts for
the pressure dependence of the mobility in xenon remarkably well as
shown by the dashed line in Fig. 4.

The mobility in krypton is quite high at all pressures and there is
only a shallow minimum in this case. The data shown in Fig. 4 are for
20°C, which is well above the critical temperature. The minimum
becomes lower at lower temperatures but not as low as in xenon. The
electron mobility in krypton is also reasonably well represented by
Eq. (4) when the adiabatic compressibility is used.14
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Fig. 4. Electron mobility in ● Xe and ■ Kr at 293 K versus pressure. Dashed line
is theory for Xe, Eq. (4), using the adiabatic compressibility.

        



4.2. Conduction band energy

The energy of the electron in the conduction band in these fluids,
measured from the vacuum level, is designated V0. This energy term
is important for several reasons. As shown in the previous section the
electron mobility is a function of the derivatives of V0. To first order
the electron mobility depends inversely on (dV0/dn)2. Thus where
the slope of the V0 curve is steep as for xenon around 62 bar (see
Fig. 5) the mobility is quite low (see Fig. 4). For krypton the slope of
the V0 curve is not as steep, as shown in Fig. 5, and consequently the
mobility is higher in this pressure region. Also V0 is important because
the energy change for electron attachment/detachment reactions is a
function of V0 (see next section). V0 is negative at all pressures in both
krypton and xenon because the interaction between electrons and
atoms is positive. V0 is quite low at higher pressures, which is consis-
tent with the high values of the electron mobility observed. Generally
trapping is unimportant for fluids with low V0.
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from Refs. 28 and 29).

        



An early theoretical approach to calculate V0 utilized the Wigner–
Seitz model.26 This model considered both the attractive polarization
potential, including screening, and the repulsive kinetic energy of the
impenetrable hard cores. There have been several modifications to the
theory over the years using various techniques. A modification of
the Wigner–Seitz model by Plenkiewicz et al.27 using an accurate
pseudopotential gave reasonably good fits to experimental values of
V0 as a function of density. Recently Evans and Findley28 reproduced
their measurements of V0 in krypton and argon to high precision
using this model with an adjustable phase shift parameter.

The first measurements of V0 in liquids utilized the change in
work function of a metal when immersed in the liquid. Other tech-
niques like photoionization have also been used. Recently a method
utilizing the field ionization of a Rydberg state of an added solute has
been applied to xenon and krypton.28,29 The results for krypton
shown in Fig. 5 were obtained by this method. Synchrotron radiation
is used in this technique to excite the solute in the presence of an elec-
tric field. Photocurrents are measured at both high and low electric
field. The field ionization spectrum is obtained by subtracting the
spectrum at low field from one at high field. Such spectra show a peak
near threshold due to the high-lying states that ionize at the high
voltage but not at the low. The position of these peaks, Eth, shifts as
the density or pressure changes depending on the value of V0 and the
polarization energy, P +, of the positive ion of the solute according to:

Eth = IP + P + + V0. (5)

In this technique, determination of V0 also requires calculation of the
polarization energy of the positive core, P +. The data in Fig. 5 are best
fits to the experimental results obtained in recent studies.

5. Electron Reactions

5.1. Electron attachment

The reaction of electrons with a few solutes has been studied in xenon

e− + O2 → O2
−. (6)
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In the case of oxygen the rate of attachment, ka, is 2 × 1011 molal−1 s−1

at low pressure (see Fig. 6) and increases with increasing pressure
overall by a factor of five.30 Most of the increase occurs in the region
of high compressibility around 62 bar. Electron attachment to O2 is a
resonance process and the rate will depend on the energy level of the
electron in the fluid, V0, and the polarization energy of the fluid
by O2

−. This reaction is quite exothermic; the free energy change is 
−1.8 eV at 100 bar in xenon [see Eq. (13)]. This mismatch in energy
accounts for the slow rate.

The activation volume, Va*, for electron attachment to O2 is
calculated using Eq. (7):

Va* = −RT ∂(ln k1)/∂P. (7)
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Fig. 6. Rate constants for electron attachment versus pressure. ● O2; ■ pyrazine;
▲ C6F6; --- calculated rate of diffusion.

        



Values of Va* are generally small except near 62 bar where Va* reaches
a minimum value of −9 L/mol. This is approximately one-third of
that expected theoretically for electrostriction by O2

−. Clearly there is
a volume decrease in the reaction but the lack of agreement with the-
ory indicates either that the full volume change is not obtained until
the reaction is complete, or that O2 has a significant cluster around it;
i.e. the partial molar volume of neutral O2 in xenon is negative.

The results for electron attachment to pyrazine as shown in Fig. 6
are similar to those for O2 at low and high pressures; that is, the rate
increases at low pressure and is fairly constant at high pressure.
However around 62 bar, where the O2 rate is increasing, the rate of
attachment to pyrazine actually decreases slightly. The values of Va*
derived from the data are negative at low pressures and generally quite
small, but in contrast to O2 exhibit a maximum of 3 L/mol at inter-
mediate pressures. The explanation for this behavior lies in the
significant role of clustering around the neutral pyrazine as explained
under the electron attachment/detachment section below.

The rate constant for electron attachment to C6F6 in xenon,

e− + C6F6 → C6F6
−, (8)

is much larger than that of the other two solutes as shown in Fig. 6.
The rate increases monotonically with pressure and shows a sharp
increase at 62 bar.11 The change in rate with pressure was originally
interpreted as an activation volume, calculated using Eq. (7). That
analysis showed that Va* is small and negative except near 62 bar where
a value of −28 L/mol was reported.11 The value of −28 L/mol is coin-
cidentally close to the value expected for electrostriction calculated by
the compressible continuum model, which is discussed above.
However, the change in rate with pressure should not have been attrib-
uted to a volume change because, as is shown in Fig. 6, the rate is
clearly diffusion limited, at least at low and intermediate pressures. The
diffusion rate is calculated from the mobility of the electron, µe, using:

kD = 4πRµekBTρN/e1000 molal−1 s−1. (9)
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The value of the radius, R, used is 1 nm, ρ is the density in g/cm3.
The value of the rate constant at high pressure is below the theoreti-
cal diffusion rate, however it is actually at or above the maximum
value expected for electron attachment rates. Warman predicted
that electron attachment rate constants are not expected to exceed
3 × 1014 M−1 s−1.31 That rate constant corresponds, in the units used
in Fig. 6, to a value of 6 × 1014 molal−1 s−1 at the highest pressure; the
observed rate is actually above this. Therefore deriving activation
volumes from the C6F6 rate data is questionable.

5.2. Electron attachment/detachment

The reaction of the electron with pyrazine is reversible and the rate of
electron detachment, kd, from the pyrazine anion has been measured
in supercritical xenon32

pyrazine− � e− + pyrazine. (10)

When the values of kd are combined with values of ka (see Fig. 6), the
free energy of reaction is obtained from: ∆Gr = −RT ln(ka/kd). The
change in ∆Gr with pressure provides information on the volume
change in the reaction, since ∆Vr = (∂∆Gr/∂P)T. In xenon the free
energy of reaction changes slowly with pressure and the derived vol-
ume changes are small, less than a few liters per mole. This is in
contrast to the results obtained for electron attachment to pyrazine
and methylpyrazine in supercritical ethane where ∆Gr decreases rap-
idly over very narrow pressure ranges which leads to volume changes
ranging from −1 to −45 L/mol, depending on pressure and temper-
ature.21 Those volume changes were adequately accounted for by
electrostriction of the ethane fluid around the pyrazine anion.
Calculations of this effect using the compressible continuum model
were in good agreement with the experimental values of ∆Vr. It was
also concluded that in supercritical ethane the partial molar volumes
of the neutral pyrazine and methylpyrazine are small in magnitude, at
least in comparison to that of the ions.
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To explain the small volume changes observed for electron
attachment to pyrazine in supercritical xenon, it was proposed that
clustering around the neutral pyrazine is comparable to that around
the ion.32 The volume change in this reaction is given by:

∆Vr = V–(Pyz−) − V–(Pyz), (11)

where the partial molar volume of the electron is presumed small. The
partial molar volume of the neutral, V–(Pyz), was calculated from
experimental volume changes, ∆Vr, using this equation and V–(Pyz−),
taken as the volume of electrostriction calculated by the compressible
continuum model. At higher pressures V–(Pyz) and V–(Pyz−) were
comparable. Values of V–(Pyz) thus obtained ranged from 0 to 
−9 L/mol and were proportional to the compressibility as expected
according to Eq. (12), where the coefficient a is negative.

V–(Pyz) = a(T )χT + b(T ). (12)

Thus in xenon reaction (10) should be considered as electron attach-
ment to a pyrazine molecule that already has a cluster of xenon atoms
around it.

5.3. Energetics

In liquids the free energy change in electron attachment reactions is
given by33,34:

∆Gr(liq) = ∆Gr(gas) + P − − ∆Gs(e
−), (13)

where the polarization energy P − is often approximated by the Born
equation. However, in supercritical fluids the Born equation does not
work since it is a continuum model. In supercritical fluids there is con-
siderable build-up of density around ions that affects this energy. The
compressible continuum (CC) model works well and accounted for
the free energy changes when reaction (10) was studied in supercriti-
cal ethane.21 The CC model was also used to calculate the polarization
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energy for pyrazine ions in supercritical xenon. ∆Gs(e
−) is the free

energy of solution of the electron and is approximated by V0, which
changes considerably with pressure as is shown in Fig. 5. If ∆Gr(gas)
is approximated by −E.A., where E.A. is the electron affinity, Eq. (13)
becomes:

∆Gr(liq) = −E.A. + P −
CC − V0. (13a)

The electron affinity normally used is that of the molecule in the gas
phase. But in this case the volume change information shows that the
electron reacts with a clustered pyrazine molecule, PyzXem, and the
electron affinity of the clustered species should be used. Since there
was evidence that the electron affinity of the analogous species in
argon, PyzArm, increased with m by a few tenths of an electron volt,35

the measured values of ∆Gr(liq) were used with Eq. (13a) along with
calculated values of P −

CC and V0 to evaluate E.A. The results showed
that the electron affinity of PyzXem also increases by a few tenths of
an electron volt as m increases.

6. Charge Transfer Reactions

Some electron transfer reactions have been studied in supercritical
xenon. Two of them have been shown to be diffusion controlled and
two are energy controlled. These reactions have been followed by
changes in the optical absorption after the pulse. To carry out these
studies requires that the rate of electron attachment to the solute be
sufficiently fast to compete with ion recombination, which occurs on
the picosecond time scale in pulse radiolysis. The solute hexafluo-
robenzene satisfies this criterion; the rate constant is sufficiently large
(see Fig. 6) that millimolar concentrations will allow formation of
anions. The rate constant for attachment to 4,4′-bipyridine (bipy) is
also sufficiently large to satisfy this need.30 Another requirement for
making these studies is to quench the excimers whose optical absorp-
tions are strong and can interfere with detection of ions. As
mentioned under Sec. 2, a small concentration of ethane (0.4%) is
sufficient for this purpose.
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The rate constant for electron transfer from C6F6
− to benzo-

quinone (BQ),

C6F6
− + BQ → C6F6 + BQ− , (14)

shown by the points in Fig. 7, was determined by the rate of decay of
the 550 nm absorption of the hexafluorobenzene anion in the pres-
ence of benzoquinone.11 The diffusion rate, shown by the solid line,
was calculated from:

kD = 4π (Rion + RBQ) (Dion + DBQ) ρN/1000 m−1 s−1 . (15)

The values of Rion and Dion used in Eq. (15) were obtained from the
mobility of the clustered anions. Dion, calculated by the Einstein rela-
tion: Dion = µionkBT/e, follows the mobility of the ion, which is shown
in Fig. 3(a). For RBQ the radius derived from the molar volume was
used. DBQ was derived from the radius using the Stokes–Einstein rela-
tion: DBQ = kBT/6πηRBQ. The good agreement of the calculated line
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Fig. 7. Rate constant for electron transfer from C6F6
− to benzoquinone versus

pressure. Points are experimental; the solid line is from Eq. (15) using the cluster
radii for C6F6

− calculated with Stokes’ Eq. (3).

        



with the experimental results indicates the reaction is diffusion con-
trolled. The peak in rate near 62 bar can be attributed to the peak in
Rion observed at this pressure, [see Fig. 3(b)] where the compressibil-
ity is a maximum. Very similar results were obtained for the reaction30:

bipy− + BQ → bipy + BQ−. (16)

This rate also shows a maximum in the same pressure region and is
also diffusion limited.

Two other electron transfer reactions have been studied in xenon:

C6F6
− + O2 → C6F6 + O2

−, (17)

bipy− + O2 → bipy + O2
−, (18)

The rate constants for these reactions vary little with pressure and
are well below the calculated rate of diffusion. Both reactions are
exothermic as can be demonstrated by taking the difference of the
constituent half reactions. That is, for reaction (17) the free energy
change is the difference between the free energy for attachment
to O2, reaction (6) and that for attachment to C6F6, reaction (8).
Thus ∆Gr for reaction (17) should be given by:

∆Gr (17) = E.A.(C6F6) − E.A.(O2) + P −(O2
−) − P −(C6F6

−). (19)

A similar equation applies to reaction (18). Estimated values of ∆Gr

for these reactions are given in Table 1.
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Table 1. Energies and rates of charge transfer.

Pressure ∆Gr Rate constant
Reaction (bar) (eV) (molal−1 s−1)

17 52 −0.68 1.0 × 1010

17 75 −0.68 1.4 × 1010

18 52 −0.86 1.6 × 1010

18 75 −0.85 3.3 × 1010

        



Both reactions are exothermic. Transfer from bipy− to O2 is more
favorable than transfer from C6F6

− to O2 and the rate is faster for the
former reaction (18) which is in agreement with the energy gap law of
electron transfer.36 Also the free energy does not change with pressure
for these two reactions, which implies that there are no overall volume
changes in the reactions. This is as expected since clustering around
the products should be very similar to that around the reactants.

7. Conclusion

Supercritical xenon and krypton are interesting solvents for the study
of electron and ion reactions. The high free ion yields facilitate such
studies. Clustering around ionic species must be recognized as it
affects the mobility and diffusion of these species. The formation of
excimers following ion-recombination has been elucidated by
picosecond pulse-probe studies. The excimers readily transfer energy
to added solutes like ethane. Electron attachment reactions can be fast
because of the high mobility of electrons. Studies of the reversible
electron attachment to pyrazine in xenon have shown that significant
clustering occurs around neutral species. The electron mobility is
shown to be a function of the derivatives of the conduction band
energy. The conduction band energy also is important in under-
standing the energetics of electron reactions.

Acknowledgment

This research was carried out at Brookhaven National Laboratory
under contract DE-AC02-98-CH10886 with U.S. Department of
Energy and supported by its Division of Chemical Sciences,
Biosciences and Geosciences, Office of Basic Energy Sciences.
The author would like to thank Jack Preses for assistance in the
preparation of this chapter.

References
1. Eckert CA, Knutson BL, Debenedetti PG. (1996) Supercritical fluids as solvents

for chemical and materials processing. Nature 383: 313–318.

298 R. Holroyd

        



2. Savage PE, Gopalan S, Mizan TI, Martino CJ, Brock EE. (1995) Reactions at
supercritical conditions: Applications and fundamentals. AIChE Journal 41:
1723–1778.

3. Kern W. (1993) Handbook of Semiconductor Wafer Cleaning Technology. William
Andrew Publishing, NY.

4. Sowada U, Warman JM, de Hass MP. (1982) The density dependence of
hot-electron thermalization in liquid argon, krypton and xenon. Chem Phys Lett
90: 239.

5. Sowada U, Warman JM, de Haas MP. (1982) Hot-electron thermalization in
solid and liquid argon, krypton and xenon. Phys  Rev B 25: 3434–3437.

6. Bolotnikov A, Ramsey B. (1997) The spectroscopic properties of high-pressure
xenon. NIM A 396: 360–370.

7. Srdoc D, Inokuti M, Krajcar-Bronic I. (1995) Yields of ionization and excitation
in irradiated matter. In Atomic and Molecular Data for Radiotherapy and
Radiation Research, pp. 547–633. IAEA, Vienna.

8. Aprile E, Bolotnikov A, Chen D, Mukherjee R. (1993) W value in liquid
krypton. Phys Rev A 48: 1313–1318.

9. Combecher D. (1980) Measurement of W values of low energy electrons in
several gases. Radiation Research 84: 189–218.

10. Wishart JF, Cook AR, Miller JR. (2004) The LEAF picosecond pulse radiolysis
facility at Brookhaven National Laboratory. Rev Sci Inst 75: 4359–4366.

11. Holroyd RA, Wishart JF, Nishikawa M, Itoh K. (2003) Reactions of charged
species in supercritical xenon as studied by pulse radiolysis. J Phys Chem B 107:
7281–7287.

12. Itoh K, Holroyd RA, Nishikawa M. (2001) Ion mobilities in supercritical
ethane, xenon, and carbon dioxide. J Phys Chem A 105: 703–709.

13. Holroyd RA, Preses JM. pulse radiolysis of krypton using picosecond electron
pulses (to be submitted).

14. Nishikawa M, Holroyd RA. (2007) Mobility of electrons in supercritical Kr; role
of density fluctuations. J Chem Phys 127: 014504.

15. Janssens H, Vanmarcke M, Desoppere E, Lenaerts J, Boucique R, Wieme W.
(1987) A general consistent model for formation and decay of rare gas excimers
in the 10−2–10+5 mbar pressure range, with application to krypton. J Chem Phys
86: 4925–4934.

16. Ito Y, Arai S. (1984) Kinetic study of excited diatomic molecules of krypton and
xenon. Bull Chem Soc Jpn 57: 3062–3065.

17. Nishikawa M, Holroyd R, Itoh K. (1998) Electron attachment to NO in super-
critical ethane. J Phys Chem B 102: 4189–4192.

18. Nishikawa M, Itoh K, Holroyd RA. (1999) Electron attachment to CO2 in
supercritical ethane. J Phys Chem A 103: 550–556.

19. Borghesani AF, Neri D, Barbarotto A. (1997) Mobility of O2
− ions in near critical

Ar gas. Chem Phys Lett 267: 116–122.

Pulse Radiolysis in Supercritical Krypton and Xenon Fluids 299

        



20. Holroyd RA, Nishikawa M, Itoh K. (1999) Thermodynamics of electron
attachment to pyrimidine and styrene in supercritical ethane. J Phys Chem B 103:
9205–9210.

21. Holroyd RA, Nishikawa M, Itoh K. (2000) Solvent clustering around pyrazine
ions in the high-compressibility region of supercritical ethane. J Phys Chem B
104: 11585–11590.

22. Basak S, Cohen MH. (1979) Deformation-potential theory for the mobility of
excess electrons in liquid argon. Phys Rev B 20: 3404–3414.

23. Holroyd RA, Itoh K, Nishikawa M. (2003) Density inhomogeneities and
electron mobility in supercritical xenon. J Chem Phys 118: 706–710.

24. Steinberger IT, Zeitak R. (1986) Estimation of electron mobilities near the
critical point in simple nonpolar fluids. Phys Rev B 34: 3471–3474.

25. Nishikawa M. (1985) Electron mobility in fluid argon: Application of a
deformation potential theory. Chem Phys Lett 114: 271–273.

26. Springett BE, Jortner J, Cohen MH. (1968) Stability criterion for the localiza-
tion of an excess electron in a nonpolar fluid. J Chem Phys 48: 2720–2731.

27. Plenkiewicz B, Frongillo Y, Lopez-Castillo J-M, Jay-Gerin J-P. (1996) A simple
but accurate “core-tail” pseudopotential approach to the calculation of the con-
duction-band energy V0 of quasifree excess electrons and positrons in nonpolar
fluids. J Chem Phys 104: 9053–9057.

28. Evans CM, Findley GL. (2005) Energy of the quasifree electron in argon and
krypton. Phys Rev A72: 022717.

29. Altmann KN, Reininger R. (1997) Density dependence of the conduction-band
minimum in fluid krypton and xenon from field ionization of (CH3)2S. J Chem
Phys 107: 1759–1764.

30. Holroyd RA, Nishikawa M, Itoh K. (2005) Rates and energy of reactions of
charged species in supercritical xenon. Radiat Phys Chem 74: 146–151.

31. Warman JM. (1982) The dynamics of electrons and ions in nonpolar liquids. In:
Baxendale JH, Busi F. (eds.), The Study of Fast Processes and Transient Species by
Electron Pulse Radiolysis, 433ff. Reidel. Dordrecht, Holland.

32. Holroyd RA, Preses JM, Nishikawa M, Itoh K. (2007) Energetics and volume
changes in electron attachment to pyrazine in supercritical xenon. J Phys Chem.

33. Holroyd RA, Nishikawa M. (2002) Pressure effects on electron reactions and
mobility in nonpolar liquids. Radiat Phys Chem 64: 19–28.

34. Holroyd R, Itoh K, Nishikawa M. (1997) Studies of e− + CO2 = CO2
− equilibria

in hexamethyldisiloxane and bis(trimethylsilyl)methane. Chemi Phys Lett 266:
227–232.

35. Song JK, Lee NK, Kim SK. (2002) Photoelectron spectroscopy of pyrazine
anion clusters. J Chem Phys 117: 1589–1594.

36. Tachiya, M. (1993) Generalization of the Marcus equation for the electron-
transfer rate. J Phys Chem 97: 5911–5916.

300 R. Holroyd

        



Chapter 11

Radiation-Induced Processes
at Solid–Liquid Interfaces

Mats Jonsson*

1. Introduction

Radiation-induced processes at solid–liquid interfaces are of significant
importance in many applications of nuclear technology. In water-
cooled nuclear reactors, ionizing radiation induces reactions in the
water as well as in the interface between the coolant and various
system surfaces such as the reactor vessel and the fuel cladding. These
processes will directly or indirectly influence the performance as well
as the safety of the reactor. In nuclear fuel reprocessing, the signifi-
cance of radiation-induced interfacial processes is even more obvious.
Many countries plan to store spent nuclear fuel in deep geological
repositories.

The political decision to build and take into use a deep geological
repository for long term storage of spent nuclear fuel will largely
depend on the outcome of thorough scientifically-based safety assess-
ments. Given the very long operational time span for the repository, the
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safety assessments must be performed on the basis of extreme extrap-
olation of a number of fairly complicated processes. Consequently,
the quality demands on the experimental results as well as the models
underlying these extrapolations must be very high.

One of the key processes here is the dissolution of the spent nuclear
fuel matrix in groundwater liberating radioactive fission products and
actinides. Without this process no radioactivity will be released to the
biosphere.

Despite their importance, the interfacial processes are often
poorly understood both qualitatively and quantitatively.

The chemistry of heterogeneous systems is far from restricted to
nuclear technological applications. In heterogeneous catalysis, cor-
rosion science, surface polymerization, biochemistry and many
industrial applications such as liquid–liquid extraction, interfacial
processes are of vital importance. In nuclear technological applica-
tions, the presence of ionizing radiation increases the complexity
further.

To fully understand radiation-induced processes at solid–liquid
interfaces, a number of different parameters and processes must be
known:

• Geometrical dose distribution.
• Mechanism and kinetics of reactions between radiolysis products

in solution and the solid surface.
• Sorption and dissolution reactions.
• Effects of energy deposition in the solid phase.

One of the most extensively studied systems, due to its high
importance, is dissolution of spent nuclear fuel in aqueous solution.
For this reason, many of the examples used in this chapter originate
from this field of studies.

2. Geometrical Dose Distribution

Roughly, two relevant types of systems can be identified: (1) Systems
irradiated by an external source and (2) Systems where the solid material
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contains radionuclides and acts as an internal source. Nuclear reactors
mainly belong to the first category while dissolution of spent nuclear
fuel during reprocessing or in a deep geological repository belongs to
the second category. In general, the type of radiation of relevance in
systems irradiated by an external source is mainly γ while all types of
radiation could be of relevance in systems where the solid phase con-
tains radionuclides. For systems irradiated by an external γ-source the
dose can often be assumed to be more or less homogeneously
distributed in the system. However, for systems belonging to the
second category, the dose is far from uniformly distributed. The
dose in the liquid phase will be highest in close proximity to the sur-
face and decrease, depending on geometry, energy and type of
radiation, with increasing distance from the surface. This is particu-
larly emphasized in systems containing α-emitting solids, e.g. spent
nuclear fuel.

A prerequisite for quantitative description of the interfacial
chemistry is quantitative knowledge about the concentrations of
radiolysis products. For systems where the dose is homogeneously
distributed, the radiolytical production rate can be easily calculated
from the dose rate, but for systems where the dose is not homoge-
neously distributed, we have to determine the geometrical dose
distribution, i.e. the dose rate as a function of distance from the
solid surface. Using radionuclide inventory data (specific activity
and decay energy for each radionuclide present), taking self shield-
ing in the solid and absorption in the surrounding liquid phase into
account, the geometrical dose distribution has been calculated in a
fairly simple manner.1 The geometrical α- and β-dose distribution
for spent nuclear fuel (100 years after discharge) is illustrated
in Fig. 1.

As can be seen, the dose rate decreases significantly with distance
from the surface within the maximum range for α-radiation. It is also
obvious that, in this particular case, the contribution from β-radiation
within the α-volume is insignificant. As can be seen, radiolysis due
to radiation from the spent nuclear fuel inherently introduces a con-
centration gradient in the surrounding aqueous phase. Hence,
diffusion of radiolysis products will also be of significant importance.

Radiation-Induced Processes at Solid–Liquid Interfaces 303

        



This will be discussed further in the section on the steady-state
approach.

3. Effects of Solid–Liquid Interfaces on the
Radiation Chemical Yield

One of the most important questions when studying radiation
chemistry in heterogeneous systems is whether the radiation
chemical yield is influenced by the presence of solid–liquid inter-
faces. In a series of papers, LaVerne and co-workers have studied
the influence of oxide surfaces on the radiation chemical yield of
hydrogen.2–5 Some of these studies were performed on thin films of
water while others were performed on suspensions and slurries. In
general, the G-value for H2 increases with decreasing number of
water layers on the oxide surface. The maximum increase in the
G-value for H2 is in the order of a factor of 10. It is also clear that
the effect depends on the type of oxide and on the surface mor-
phology. ZrO2 gives a significantly higher G-value than CeO2 and
UO2 in γ-irradiated systems.2 In He-ion irradiated systems ZrO2
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gives the same G-value as the other oxides and the general trend is
the same as for γ-radiolysis.2

The origin of the surface-enhanced G-value for H2 is probably
that radiation energy originally deposited in the solid phase is trans-
ferred to the liquid phase. Several mechanisms for this process have
been proposed. The radiation chemical yield of H2O2 does not appear
to be affected by the presence of oxide surfaces to the same extent.2

Experiments performed on slurries and suspensions show that very
high solid surface area to solution volume ratios are required to
significantly increase the G-value for H2 above that for water.3 For
SiO2 in water a surface area to solution volume ratio of 1.6 × 107 is
required to observe an effect on the G-value.3 This corresponds to a
water layer with a thickness of ca 60 nm. For a solid material con-
taining an α-emitting radionuclide, the irradiated water layer (i.e. the
maximum range of the α-particles) has a thickness of 30–40 µm.
Consequently, the oxide surface-enhanced production of H2 can be of
significance for dry storage of spent nuclear fuel and other radioactive
materials but not for dissolution of spent nuclear fuel in aqueous solu-
tion, where the solid surface area to solution volume ratio is considerably
lower than 1.6 × 107.

4. Kinetics of Interfacial Reactions

As for bimolecular reactions, collision theory can also be used to
describe the kinetics of interfacial reactions between a solid surface
and solutes in the liquid phase. Astumian and Schelly have described
the theory for the kinetics of interfacial reactions in detail.6 The com-
plete rate expression, derived by Astumian and Schelly, for solutes
reacting with suspended solid spherical particles is given by Eq. (1)

(1)

where kB denotes the Boltzmann constant, η is the viscosity of the
solvent, RSolidMol is the molecular radius of the solid material, RSolute is
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the molecular radius of the reacting solute, Rp is the radius of the
solid particle, NSolidMol is the amount of solid molecules on the surface
being exposed to the solution of volume V. From this expression
it can clearly be seen that with increasing particle size, the diffusion-
controlled rate constant (collision frequency) decreases. As a
consequence, the maximum rate constant decreases with increasing
size of the solid particle.

In practice, the amount of solid molecules on the surface being
exposed to the solution is difficult or even impossible to quantify.
Instead, the solid surface area to solution volume ratio is often used
to quantify the amount of solid reactant. Therefore, experimentally
determined second-order rate constants for interfacial reactions have
the unit m s−1. As the true surface area of the solid is very difficult to
determine, the BET (Brunauer–Emmett–Teller) surface area is fre-
quently used. The maximum diffusion-controlled rate constant for a
particle suspension containing µm-sized particles is ca 10−3 m s−1 and
for mm-sized particle suspensions the corresponding value is 10−6 m s−1.
Unfortunately, the discrepancy between the true surface area and the
BET surface area and the non-spherical geometry of the solid particles
makes it impossible to exactly determine the theoretical diffusion-
controlled rate constant.

Rate constants for interfacial reactions have mainly been determined
from experiments using particle suspensions where the concentration of
reactive solute is monitored as a function of time.7 In these experiments,
the solid surface is in large excess and the consumption of reactive solute
follows first order kinetics. By plotting the pseudo-first-order rate
constant against the solid surface area to solution volume ratio, the
second-order rate constant can be obtained (from the slope). The main
limitation here is that only relatively stable solutes can be studied exper-
imentally. It is not possible to study the reactivity of short-lived species
such as radicals using this approach.

The rate of reactive solute consumption is given by Eq. (2) while
the rate of surface reaction is given by Eq. (3).

(2)- = Ê
ËÁ

ˆ
¯̃

d[Solute]
d

Solute
t

k
SA
V1 [ ],
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(3)

SA denotes the solid surface area and V is the solution volume.
Experimentally determined rate constants can only be converted

to other geometries if the activation energy is independent of the par-
ticle size. For nanosized materials it is well known that the activation
energy will depend on the particle radius.8 This is not obvious for
larger particles. In a recent work, the activation energy of the reaction
between MnO4

− and UO2 (s) as a function of particle size (7–40 µm)
was studied.9 The results are shown in Fig. 2.

As can be seen, the activation energy decreases with increasing
size also in this size range. The change in activation energy can be
described by Eq. (4)

(4)

where ns and nb denote the number of molecules on the surface and
the total molecule content of the particle, respectively. The origin
of this equation is discussed in Refs. 9 and 10. Interestingly, the size
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function of the UO2 particle size. The trendline was calculated using Eq. (4).

        



effect on the activation energy counteracts the size effect on the
collision frequency.

By combining Eqs. (1) and (4) it can be concluded that the rate
constant for activation-controlled reactions between solutes and solid
particles is completely independent of particle size, i.e. the increase in
collision frequency for decreasing particle size is completely compen-
sated by the increase in activation energy. A prerequisite for this is
however that the particles are perfectly spherical, which is rarely the
case. Experimental studies show that the rate constant is in fact
depending on the particle size.9 However, the effect is smaller than
would be expected from the size effect on the collision frequency.
Given the effect of particle size on the diffusion-controlled rate con-
stant as well as on the activation energy, it can be noted that the
difference between diffusion-controlled rate constants and activation-
controlled rate constants will decrease with increasing particle size
(i.e. the activation-controlled rate constant will remain constant while
the diffusion-controlled rate constant will decrease with increasing
particle size). Hence, the relative reactivity of solutes will depend on
the geometry of the system. This is often not accounted for which
results in an overestimation of the relative reactivity of the most reac-
tive species, i.e. the radicals.

5. Kinetics and Mechanism of UO2 (s) Oxidation

As mentioned in the introduction, dissolution of spent nuclear fuel in
aqueous solution is one of the most extensively studied systems in this
category.11 Most fuels used in commercial reactors are based on UO2

and, for this reason, the spent fuel contains >95% UO2. Consequently,
the stability of UO2 determines the stability of the spent nuclear fuel.
The mechanism for oxidative dissolution of UO2(s) is given by
reaction (5) and (6)

UO2(s) + OX → UO2
2+(s) + RED, (5)

UO2
2+(s) → UO2

2+(aq). (6)

Numerous studies on the dynamics of oxidative dissolution of UO2 have
been carried out. In most cases the rates of dissolution have been the
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primary data obtained and rate constants for the reactions involved have
not been presented. For this reason, it has been difficult to quantitatively
compare data from different studies. A large number of electrochemical
studies on UO2 corrosion have also been performed.11

In a series of experiments the kinetics of UO2 (s) oxidation by dif-
ferent oxidants was studied.7 The results clearly showed that the
logarithm of the rate constant for oxidation of UO2(s) is linearly
dependent on the one-electron reduction potential of the oxidant.7

The correlation was also in excellent agreement with previous kinetic
studies on different radiolytic oxidants.11 On the basis of the correla-
tion it was possible to estimate the rate constants for the more reactive
(less stable) radiolytical oxidants of relevance (i.e. OH• and CO3

•−).
The rate constants for these species were estimated to be limited by
diffusion in particle suspensions of µm-sized particles.

Studies on reactions between different oxidants and Fe3O4,
Fe2CoO4 and Fe2NiO4 reveal similar trends in reactivity for the
oxidants. An important exception is observed for H2O2 where the reac-
tivity is markedly lower than expected from the trend for the other
oxidants.12 The rationale for this is probably that H2O2 is consumed
by catalytic decomposition (as will be discussed below) on the surface
while the other (stronger) oxidants are capable of oxidizing the metal
oxides used in this study.

It should be noted that it is only possible to correctly determine
the rate constant for oxidation if the reaction is not affected by the
kinetics of dissolution of the oxidized product.13 If the oxidized prod-
uct on the solid surface is not rapidly dissolved, the surface accessible
to the solute oxidants will decrease with time. This will slow down the
surface reaction. For the UO2-system, HCO3

− and other potential
ligands enhance the dissolution due to the formation of strong water
soluble complexes with UO2

2+. The effect of HCO3
− on the kinetics of

UO2 oxidation has also been studied quantitatively enabling a more
correct determination of the rate constant for UO2 oxidation.13

6. Relative Impact of Radiolysis Products

Given the complexity of heterogeneous systems, it is necessary to
elucidate the relative importance of the different radiolysis products.
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The impact of an oxidant in the process of oxidative dissolution
depends on the rate constant for the surface reaction as well as the
oxidant concentration (at the surface). In some previous studies the
impact of radical species has been argued to be high.14 These studies
were however not based on kinetics. The total rate of oxidation is
given by Eq. (7)

(7)

where AUO2
is the surface area of the solid (UO2 in this particular case)

and ne− is the number of electrons involved in the redox process (two
for H2O2 and O2 and one for the radicals).

Experimental studies of γ-irradiated aqueous solutions contain-
ing UO2 pellets and powder combined with numerical simulations
of homogeneous radiolysis of the aqueous solution revealed that
the molecular oxidants have the largest impact on the oxidative dis-
solution even in γ-irradiated systems (where production of radicals
is favoured).15 Under anoxic conditions, H2O2 is the most impor-
tant oxidant. For shorter irradiation times (seconds to minutes) the
radicals do have a significant impact. In Fig. 3, the amounts of
dissolved U(VI) at different irradiation times determined from
experiments (where aqueous UO2 powder suspensions were expo-
sed to γ-irradiation) and calculated using Eq. (7) on the basis of
numerically simulated concentrations of the oxidants are plotted
against each other.

As can be seen, the agreement between the experiments and the
calculations is excellent. It is also interesting to note that the surface
reactions at the solid surface area to solution volume ratios used here
do not influence the bulk concentrations of aqueous radiolysis prod-
ucts significantly. However, this is only valid when the dose is
uniformly distributed in the whole volume. Under deep repository
conditions, i.e. in systems dominated by α-radiolysis, the relative
impact of H2O2 has been shown to be >99.9%.15 Consequently, H2O2

is the only radiolytical oxidant needed to be accounted for when
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exploring the rate of spent nuclear fuel dissolution. These findings
simplify the analysis of radiation-induced processes at solid–liquid
interfaces considerably.

Indeed, radiolytically produced reductants should also be
accounted for in some cases. In the system described above the UO2

surface is kept free from oxidized UO2 and the fraction of the surface
area available for reductants is very small. On the other hand, in
systems not containing HCO3

− or any other species capable of facili-
tating removal of the oxidized UO2, the impact of radiolytical
reductants could become significant. The solvated electron and the
hydrogen atom are expected to react with the oxidized surface. The
rate constants for these reactions are probably diffusion limited.
However, the steady-state concentrations of these species will be very
low. The concentration of H2 will be many orders of magnitude
higher but the reactivity is low and the reduction by H2 often requires
a catalyst. Previous studies of the uncatalyzed reduction of UO2

2+ by
H2 in aqueous solution reveal that the activation energy for this
reaction is 130 kJ mol−1.16
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7. Reactions Between H2O2 and Metal Oxides

As shown above, the most important radiolytical oxidant in view of
interfacial reactions in aqueous systems is H2O2 . For this reason, rate
constants for reactions between H2O2 and solid surfaces are of crucial
importance. The reactivity of H2O2 towards a number of different
solid oxide materials has been studied.7,10,13,17 All these studies were
performed using particle suspensions. In Table 1, activation energies
for some of these solid materials are presented.

Interestingly, the activation energy does not vary much between
most of the oxide materials presented in the table. The only excep-
tion is UO2 for which the activation energy is somewhat lower. UO2

is also the only oxide capable of reducing H2O2 . The main reaction
responsible for the decomposition of H2O2 in the other systems is
most probably a general surface-catalyzed decomposition of H2O2

producing O2.

H2O2 → H2O + 1/2O2. (8)

Hence, this process does not change the surface. For UO2, about
80% of the H2O2 consumption leads to surface oxidation.18 The remain-
ing 20% is catalytically decomposed by the UO2 surface. This indicates
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Table 1. Activation energies for reactions between
H2O2 and metal oxides.

Metal oxide Ea (kJ mol−1)

UO2 24.5 [Ref. 9]
Fe3O4 52 ± 4 [Ref. 10]
Fe2CoO4 44 ± 5 [Ref. 10]
Fe2NiO4 57 ± 7 [Ref. 10]
SiO2 48 [Ref. 17]
Al2O3 38 [Ref. 17]
TiO2 36 [Ref. 17]
CeO2 40 [Ref. 17]
ZrO2 42 [Ref. 17]
Pyrex 41 [Ref. 17]

        



that, provided the same surface sites are involved in both reactions,
the activation energy for surface-catalyzed decomposition of H2O2 on
UO2 is about 3–4 kJ mol−1 higher than the activation energy for
reduction of H2O2. This would correspond to an activation energy
close to 30 kJ mol−1 which is somewhat lower than for the other
oxides in Table 1.

It is also evident that the collision frequency (or pre-exponential
factor) differs between different metal oxides for comparable surface
areas. Hence, the active site density depends on the type of metal
oxide and most likely also on pre-treatment and manufacturing of
the oxide particles. In practice, determining the active site density is
very difficult or even impossible since it is based on BET measure-
ments of the specific surface area. The BET surface area can give a
measure of the sorption site density which deviates significantly from
the actual specific surface area.19 Again, this demonstrates the diffi-
culties encountered when trying to compare the reactivity of
different solid materials at a given temperature on the basis of the
specific surface area.

The mechanism for UO2 oxidation by H2O2 is given by reaction
(9) and (10):

H2O2 + UO2(s) → OH• + OH− + UO2
+(s), (9)

OH• + UO2
+(s) → OH− + UO2

2+(s), (10)

where the first reaction is rate limiting. It has sometimes been argued
that the hydroxyl radical produced in reaction (9) would escape the
surface.20 However, considering the high reactivity of the hydroxyl
radical, this is very unlikely to occur since the radical is produced at
the readily oxidized surface. It has also been argued that, in aqueous
solutions containing HCO3

−, the oxidant responsible for oxidizing
UO2 is HCO4

− rather than H2O2.
7 Both oxidants have similar redox

properties. Recent studies on the ionic strength effect on UO2 oxida-
tion by H2O2 in HCO3-containing solutions clearly show that the
active oxidant is not charged.21 Hence, the active oxidant must be
H2O2, also in systems containing significant amounts of HCO3

−.
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8. Radiation-Enhanced Reactivity of the
Solid Interface

It has been shown that irradiation of metal-oxide-semiconductor
structures can alter the semi-conducting properties of the material.22

In stoichiometrically pure UO2 electric conductivity would require
promotion of electrons from the U 5f level to the conduction band.
The energy gap is ∼1.1 eV and at room temperature the probability
for electrons to be transferred to the conduction band is extremely
low.23 Furthermore, it is reasonable to believe that the energy deposi-
tion in the material due to irradiation could induce such a transfer.
Increased electrical conductivity is also gained by hyperstoichiometry
as well as by impurities, which can give the material p-type semicon-
ducting properties.24 Upon irradiation it is also likely that the energy
deposit in the material gives rise to structural changes (i.e. effects on
grain size, etc.) which might affect the reactivity.

In earlier studies, e.g. by Gromov25 and Matzke,26 it has been
observed that the dissolution rate of UO2 increases as a result of irra-
diation (or simulated radiation damage). From these observations it is
however difficult to draw any conclusions regarding the cause for the
increased solubility.

In a series of experiments, the influence of γ- and electron irra-
diation on the reactivity of UO2 towards MnO4

− during and after
irradiation was studied.27 γ-irradiated UO2 did not display any dif-
ference in reactivity. However, electron irradiation of UO2 at doses
>40 kGy increases the reactivity of the material. The effect seems to
be limited to ∼1.3 times the reactivity of unirradiated UO2 and
appears to be due to permanent changes in the material. It should
be pointed out that the doses used γ-irradiating UO2 were much
lower than 40 kGy. Indeed, further studies are required in order to
understand this effect.

9. The Steady-State Approach

As shown above, consumption of radiolysis products through surface
reactions will not influence the bulk concentrations significantly
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in γ-irradiated systems or in any other homogeneously irradiated
system for that matter. As previously stated, for systems where the
source of radiation is the solid material itself and where α and β are
the dominating types of radiation the dose will not be uniformly dis-
tributed in the whole volume. For such systems it is not straightforward
to calculate the surface concentrations of radiolysis products.

Since H2O2 has been shown to be by far the most important
oxidant, we focus our attention on this species.

On the basis of the geometrical dose distribution for spent nuclear
fuel described above, a function describing the rate of H2O2 produc-
tion as a function of distance can be derived. In order to simulate the
evolution of the H2O2 concentration profile, a simple model where
the total volume is divided into incremental volume elements has
been developed.28 The model takes into account the distance-dependent
H2O2 production rate, consumption of H2O2 via a surface reaction as
well as diffusion of H2O2 under the assumption that reaction products
are not accumulated on the surface (i.e. the surface area accessible to
H2O2 is constant throughout the simulation). The surface reaction is
accounted for in the first volume element using the rate expression
previously derived [Eq. (11)].

r = kH2O2 
[H2O2], (11)

where kH2O2
is the rate constant for the surface reaction consuming

H2O2 and r is the reaction rate in mol m−2 s−1. Diffusion between the
volume elements is determined by the concentration gradient
between two adjacent elements using Fick’s first law [Eq. (12)]

(12)

The diffusion coefficient used for H2O2 was 10−9 m2s−1. The con-
tributions from the above processes are added together and applied to
the concentration vector to determine a new concentration vector for
each time-step in an iterative process. In Fig. 4 the evolution of the
H2O2 concentration profile is illustrated.29
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As can be seen, the surface concentration approaches a constant
value fairly rapidly. This value corresponds to the steady-state concen-
tration of the system, i.e. the surface concentration at which the rate
of radiolytic H2O2 production is balanced by the rate of H2O2 con-
sumption through the surface reaction. This is hardly unexpected since
any system being continuously irradiated will reach a steady-state.
What is more surprising is the fact that the surface concentration
approaches the steady-state level fairly rapidly also in systems of large
liquid volumes. Reaching the steady-state concentration in the whole
liquid volume would take substantially longer time. The time required
to reach the steady-state surface concentration depends on the rate
constant for the surface reaction. A higher rate constant corresponds
to a lower steady-state concentration. Consequently, the steady-state
concentration is approached more rapidly with increasing reactivity of
the surface. For irradiation times longer than one hour the time to
approach steady-state is insignificant and we can simply use the steady-
state conditions when calculating the rate of H2O2 consumption even
for fairly low surface reaction rate constants.
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Under realistic conditions, other processes than the surface reaction
will also consume H2O2 and thereby reduce the surface steady-state
concentration.

Quantitative elucidation of the impact of solutes capable of reducing
H2O2 in solution is not straightforward for a system with inhomoge-
neous production of H2O2. For this reason, simulations taking into
account solutes consuming H2O2 have also been conducted.29

In Table 2, the relative steady-state surface concentration (with
respect to the maximum steady-state concentration defined by the
lowest surface reaction rate constant used in the study) as a function
of surface reaction rate constant and pseudo-first-order rate constant
for the bulk reaction is given.

As can be seen, the steady-state surface concentration decreases
with increasing pseudo-first-order rate constant for the bulk reaction.
The decrease is however not linearly related to the rate constant for
the process. The main reason for the non-linearity is the inhomoge-
neous production of H2O2 giving rise to concentration gradients. For
higher homogeneous rate constants the bulk concentration of H2O2

approaches zero and the actual volume containing H2O2 decreases. As
can also be seen, the steady-state surface concentration is mainly
determined by the homogeneous pseudo-first-order rate constant.
For high surface reaction rate constants the steady-state surface
concentrations are significantly lower for the lowest homogeneous
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Table 2. Relative steady-state H2O2 surface concentration as a function of surface
rate constant and homogeneous pseudo-first-order rate constant.

Homogeneous pseudo-first-order rate constant (s−1)

0 0.01 0.1 1 10 100 1000

7.33×10−8 1 0.021 0.0059 0.0015 3.2×10−4 4.8×10−5 n.d.
7.33×10−7 0.1 n.d. 0.0056 0.0015 n.d. n.d. n.d.
7.33×10−6 0.01 n.d. n.d. 0.0012 3.0×10−4 4.5×10−5 n.d.
7.33×10−5 0.001 n.d. 7.2×10−4 4.7×10−4 1.9×10−4 4.0×10−5 5.3×10−6

Surface
rate
constant
(ms−1)

        



pseudo-first-order rate constants. Hence, the system is governed by
the surface reaction in these extreme cases. Consequently, even for
the low homogeneous pseudo-first-order rate constant, the steady-
state surface concentration and thereby the rate of the surface
reaction will be governed by the bulk reaction. For this system, the
relative steady-state surface concentration ([H2O2]

*
s-s/[H2O2]s-s) as a

function of the homogeneous pseudo-first-order rate constant can be
approximated by Eq. (13). ([H2O2]

*
s-s is the surface concentration

taking the bulk reaction into account and [H2O2]s-s is the surface con-
centration in the absence of bulk reactions consuming H2O2.

(13)

It should be noted that Eq. (13) is independent of the average
dose rate. The rate of the surface reaction can then be calculated
from Eq. (14)

(14)

where r°surf is the rate of the surface reaction in the absence of solutes
consuming H2O2.

10. Dissolution of Spent Nuclear Fuel

To demonstrate the use of the findings presented above the focus will
now be turned to the process of spent nuclear fuel dissolution under
deep geological repository conditions.

In a repository of the type planned to be used in Sweden and
Finland, the spent nuclear fuel elements will be placed in copper
canisters with an iron insert. The canisters will be embedded in ben-
tonite clay in the bedrock at a depth of about 500 m. In the event of
a complete barrier failure, groundwater can enter the canister. At this
depth groundwater (containing approximately 2 mM HCO3

−)
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is reducing but water will corrode the iron in the canister producing
H2 and Fe3O4. The water will eventually also come in contact with the
spent fuel itself.

Upon contact between the spent nuclear fuel and the groundwa-
ter, radiolysis of water will begin. From the point of view of a safety
assessment it is relevant to define the worst-case, but still realistic,
scenario. Hence, the maximum possible dissolution rate for the UO2

fuel matrix (assuming congruent dissolution) must be defined. As
shown above, oxidation of U(IV) to U(VI) is required for dissolution
to occur. Consequently, the rate of dissolution can never exceed the
rate of oxidation and the rate of oxidation can be used to estimate the
maximum dissolution rate. It has also been shown that, for longer
irradiation times, the only oxidant that must be taken into account is
H2O2 and that the surface concentration of H2O2 approaches the
steady-state concentration fairly rapidly. The concentration will never
exceed the steady-state concentration and therefore we can use the
steady-state approach to make a realistic estimate of the maximum
dissolution rate.

Using the previously elaborated approach to calculate the
geometrical dose distribution for spent nuclear fuel on the basis of the
radionuclide inventory, the steady-state concentration of H2O2 and
thereby the maximum dissolution rate can be calculated in a very
simple fashion. The dissolution rate for 15-years-old spent nuclear
fuel, for which experimental leaching data are also available,30 has
been estimated. The leaching experiments were performed in aqueous
solution containing 10 mM HCO3

−, i.e. oxidation rather than disso-
lution of the oxidized product is expected to be the rate limiting
process. The estimated and average experimental dissolution rates
agree within a factor of two.31 This is a remarkably good agreement
given the fact that the experimental rate of dissolution varies by more
than a factor of two. It is also important to note that all experimental
values are lower than the estimated value.

Some of the fission products (e.g. Pd) in spent nuclear fuel form
metallic nanoparticles having catalytic properties. Electrochemical
studies on synthetic spent nuclear fuel containing metallic nanoparticles
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Fig. 5. Dynamics of spent nuclear fuel dissolution taking into account UO2

oxidation by H2O2, H2 production and noble metal particle catalyzed reduction of
UO2

2+(s) by H2.

show that the corrosion potential is significantly lowered in the pres-
ence of H2 (likely to be produced from corrosion of the canister).32

This effect is not observed for pure UO2 which indicates that the
nanoparticles are galvanically coupled to the UO2 matrix. On the basis

        



of this observation one can expect that H2 will inhibit oxidation of the
spent nuclear fuel matrix. In order to elucidate this effect, further
experiments using UO2 pellets containing Pd particles have been per-
formed.33 When exposing these pellets to H2O2 solutions in the
presence of H2, the oxidative dissolution of UO2 was effectively inhib-
ited. Interestingly, the oxidation process also appears to be catalyzed
by the presence of noble metal particles as observed in experiments in
the absence of H2. The processes responsible for oxidation, dissolu-
tion and reduction (inhibition) are illustrated in Scheme 1.

The dissolution is completely inhibited when the rate of reduction
by H2 is equal to the rate of dissolution of oxidized UO2.

Long term spent nuclear fuel dissolution experiments show that
the rate of dissolution decreases with time and eventually the process
appears to stop.34 The inhibition is strongly connected to the radi-
olytical production of H2 in the system. The dynamics of such a
system is illustrated in Fig. 5.

Judging from this, the concept of deep geological storage of spent
nuclear fuel in copper coated steel canisters would appear to be an
inherently safe solution where the canister material as well as the spent
nuclear fuel itself provide conditions for self-healing upon canister
failure.
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Chapter 12

Radiolysis of Water Confined
in Nanoporous Materials

Raluca Musat†, Mohammad Shahdo Alam†

and Jean Philippe Renault *,†,‡

1. Introduction

Radiolysis of water in nanoporous media has raised a lot of interest
and involved research in the recent years, with respect to concerns
arising from the storage of nuclear waste. In the civil nuclear industry,
storing of nuclear wastes for a long time requires safety evaluations in
order to test the durability of the materials involved. Among these
materials, concrete and clays are a complex heterogeneous material
that traps important quantities of interstitial water. Irradiation that
arises from the nuclear wastes stored in these materials may lead to the
radiolysis of the interstitial water, and the formation of radiolytic
products. These products, such as H2, O2 or H2O2, may cause the
breaking or the corrosion of the confining matrix. Despite its impor-
tance in the development of nuclear waste storing means, the study of
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the radiolysis in confined media has long been neglected. In this
paper, we will only be concerned with radiolysis of water confined in
nanostructured inorganic materials.

2. The Questions Raised by Radiolysis
of Confined Water

Standard description of radiolytic events distinguishes three main
steps in water radiolysis:

(1) the physical stage, comprising the energy transfer from ionizing
particles to water, fast processes such as molecular dissociation
and ionization in the track of the ionizing particle;

(2) the physico-chemical stage, comprising the reorganization and
recombination of the species produced in the previous step and
their intra track reactions; and

(3) the chemical stage, comprising intertrack reactions and reactions
of the radiolytic species in the bulk solution.

The characteristic time scales and length scales of these different steps
are presented in Fig. 1.

In a nanoporous network, the radiolytic species cannot migrate in
all directions as in the case of bulk water, and there is no occurrence
of a homogeneous kinetics regime: confinement suppresses the as-
defined chemical stage. For nanoporous systems the alternative
characteristic time scale is the one for which the radiolysis species
escape from their original pore. This time scale may separate a stage
for which reactions occur mainly between species coming from
different pores (an interpore regime) from a stage for which reactions
occur mainly between species produced in the same pore (an intra-
pore regime).

Figure 1 shows that the physicochemical stage is purely “intrapore,”
the characteristic diffusion length of radiolytic species being in the
nanometer range. Confinement in nanopores will impact this physic-
ochemical step by limiting the diffusion of primary species out of their
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production sites. It may favor the meeting of the reactive species and
therefore their recombination, provided the interface between water
and material behaves like a perfectly reflective one. Confinement will
also render the reaction kinetics in this stage even more complex than
those in bulk water. 

One should also consider that various energy transfer processes
can occur between the initial interaction of a highly energetic particle
with the medium and the final conversion of the deposited energy in
a chemical event in water. This implies that, in heterogeneous
systems, the initial energy deposition can occur in one phase, and the
final chemical event in another, resulting in a net energy transfer
between the two phases. Depending on the nature of the transfer
process, this will correspond formally to a change in the dose (second-
ary electron transfer during the physical step) or to a change in initial
radiolytic yields (thermalized particles or excitations transfer during
the physical stage). These latter phenomena may be especially impor-
tant in nanoporous materials owing to the very high contact surface
(usually more than 100 m2/g) between the mineral and aqueous
phases in such highly divided materials.
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Fig. 1. Characteristic time scale and associated diffusion length of radiolytic species
of the major stages of water radiolysis.

        



Therefore, a detailed understanding of radiolysis in nanoconfined
media would require:

• a good description of the properties of nanoconfined water,
• an extensive knowledge of the real dose received by water,
• a knowledge on how the reaction kinetics is modified by

confinement,
• the measurement of radiolytic yields as a function of confinement

and time.

3. Confining Materials and Confined Water

In order to have a better understanding of the influence of confinement
upon radiolysis, we need to have a global view of the confinement-
induced modifications of water properties and of the perturbation of
diffusion processes inside pores.

Numerous studies have been performed in order to elucidate the
structure and the dynamics of confined water using a variety of experi-
mental techniques — NMR,1 quasi-electron neutron diffraction,2,3 IR
absorption spectroscopy,4 or molecular dynamics simulation.5,6 Most of
these studies use model porous media such as clays,7 polymer mem-
branes,8 different types of silica9 and zeolites.10 Some of these systems
(cf. Fig. 2) may be used to study water radiolysis in nanoporous media.

3.1. Confining materials

The micro-porosity of clay is due to the stacking of aluminosilica
platelets. The typical platelet thickness is about 7 Å and its long
dimension is within several microns. The inter-platelet distance can
vary from a few to several tens of angstroms depending on the water
content. The stacking of platelets, which also depends on the hydra-
tion level of the material, gives particles between which a mesoporous
network develops. Therefore, clays do not have a rigid porous net-
work with well-defined pore size. This explains why, despite their
large interest in nuclear waste disposal, clays have been largely under-
studied in radiation chemistry.
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Much more attention has been given to zeolites. Zeolites are
crystalline microporous materials whose structure is based on a three-
dimensional tetrahedral network of AlO4 and SiO4 (the Al/Si ratio
can be varied from 1 to 0). The excess negative charges carried by
AlO4 units are compensated by cations (Na+, H+) which ensure the
high hydrophilicity of the aluminated zeolites. The crystallinity of
zeolites ensures also a very precise pore size. Typically, the size of zeo-
lite pores ranges from 3 to 8 Å, and the inner diameter of the interior
spaces from 5 to 13 Å.

For larger pores with a narrow diameter distribution, mesoporous
silica of the M41S family can be used. Since their discovery by scientists
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of the Mobil Corporation in 1992, these ordered silica-based meso-
porous materials have attracted enormous interest. These materials
show ordered arrangements of channels and cavities of different
geometry. Their preparation is based on the utilization of organic
species capable of self-structuration (tensioactives micelles). The pore
size is variable and can be controlled and modified, in a reasonable
range, using in situ and ex situ synthetic strategies. The major
members of the M41S family are the MCM-41, which shows a 2D
hexagonal structure with pores around 2 to 10 nm, MCM-48 family
with a cubic structure with pore size between 2 to 4 nm and MCM-50
family with a lamellar structure.

The possibility of obtaining different pore sizes and geometries
allows studying the specific role of the pore diameter and inter-
connection in confinement effects. However, the main problem in
the use of MCM materials in radiolysis is the poor definition of the
silica-based walls. The presence of micropores and a high content
in non-condensed silica (silanols groups) has been evidenced in
some cases.

For even larger pores, silica gels may be of interest. They are
cheap and can be obtained in large amounts. Silica gels consist of
large porous particles (usually more than 5 µm) obtained by sol-gel
processes. They have amorphous structure, with average pore radii
ranging from 5 to 50 nm. However, their pore size distribution is
ill defined, and for large pore, the use of Vycors or controlled pore
glasses (CPGs) is usually preferred. Vycor and CPGs have a high
porosity, a well-characterized pore size and excellent mechanical
and thermal properties. CPGs can also be prepared with a wide
range of porosities and average pore sizes (the pore size can be
controlled in the fabrication process to provide a diameter ranging
from 5 to 300 nm).

Even though zeolites and porous glasses are materials that allow
covering two orders of magnitude in pore diameter, they remain silica
based. A complete description of the role of the confining material in
radiolysis would require the access to alternative porous materials.
The development of metallic porous frameworks has been studied
for catalysis (Raney Nickel), electrochemistry and heat dissipation.
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Among these materials, porous gold is the most intensely studied
nowadays11 due to its stability under atmospheric conditions and its
monolithic character.

It has an open sponge-like morphology of interconnected Au
ligaments with a narrow pore size distribution. The pore size can be
controlled during the manufacturing process, ranging from 10 to
1000 nm. This medium may be an interesting alternative to silica-
based materials for radiolysis studies.

3.2. Confined water

When water is confined in a porous medium, its liquid structure is
affected by the interaction with the substrate molecules and by the
geometrical confinement itself. Surface tends to control the behavior
of nearby water molecules: water near hydrophilic surfaces shows a
strongly reduced mobility,12 whereas interactions with the substrate
induce distortions in the H-bond network.13 These two phenomena
are expected to induce large variation in the water density (layering)
near the pore wall. Recent studies estimate for the layer with modi-
fied properties (distorted hydrogen bond, modified dynamics upon
confinement) a thickness of about 10 Å.13,14 Farther from the surface,
one would expect a water behavior similar to that of the bulk.
However, even for mesoporous matrix (pore size larger than 20 Å),
neutron scattering experiments have shown a global modification
(slowing down) of the dynamics due to the confinement.15 The rota-
tional dynamics has been found to be three to five times slower than
its bulk value. Still, this modification is smaller than in the case of the
translational dynamics16 with an effective slowing down by a factor of
four to five.

As a consequence, solvent viscosity is also modified by confine-
ment. Molecular dynamics simulations show that the average viscosity
in the pore is greater than that in a bulk liquid at the same tempera-
ture by more than 50% for the smaller pores.17 The local viscosity
varies across the pore, showing oscillations as the pore wall is
approached; for the smaller pores these oscillations persist across the
entire width of the pore. Indeed, studies on the diffusion of liquids
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inside pores (intrapore regime) have shown a pore-size dependence of
the diffusion coefficient.

In smaller pores where the majority of the molecules are in the
proximity of the walls, the presence of an immobile superficial layer
limits even more the diffusion coefficient by reducing the effective
pore diameter: as a result in saturated Vycor (pore size 29 Å) the
movement of particles is about two times slower than the one in bulk
phase, while in MCM-41-S (pore diameter 25 Å) and MCM-48-S
(pore diameter 22 Å) the movement of particles is about four to
ten times slower.18 The limit case is an in-file diffusion process, where
particles are unable to pass each other in a channel.19

These descriptions apply to diffusion processes inside a pore, but
on a longer time scale (interpore regime), the diffusion of solutes will
be controlled by the shape of the porous network itself (which can be
treated as a Knudsen diffusion regime). The description of Knudsen
diffusion is beyond the scope of this paper, but we can recollect that
the tortuosity of the medium, besides the pore diameter, is an impor-
tant parameter that can slow down interpore diffusion and hence
diffusion-controlled reactions.20,21

4. Dosimetry in Nanoporous Media

Performing an accurate dosimetry is a prerequisite of any radiolysis
study. However, all standard chemical dosimetry methods cannot be
used in nanoporous media, as they all rely on known radiolytic yields
that are expected to be modified by confinement. An alternative
would be to use Monte Carlo particle transport code (i.e. MNCP,
EGS4, Geant, Penelope) that allows a calculation of the deposited
dose. PENELOPE (Penetration and Energy Loss of Positrons and
Electrons) has especially proven to be efficient in microdosimetric
calculations.22,23 This code can treat electron propagation down to
100 eV, for any material. Therefore, these simulations cannot handle
sub-nanometric pore and do not take into account the fact that for
certain materials pore diameter is smaller than spurs and/or track size.
For nanometric to micrometric pores, the approximation usually
proposed is to correct the dose by the mean density of the system
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(for example 1.4 for water-filled porous glasses). However, the dose
received by water confined in silica was calculated to be very similar
to the dose received by bulk water.24 These similarities arise from the
fact that, in this system, the confining material and water have
comparable behavior with respect to the production and absorption
of secondary particle. Whenever the confining material has a very dif-
ferent stopping power from water, the repartition of the energy
between water and material will be geometry dependant, crude
approximations will not stand and more detailed calculations should
be performed.

5. Radiolytic Yields Modification by Confinement

5.1. Dihydrogen

Dihydrogen production of confined water has been studied in CPG
glasses, MCM-41,24,25 and Zeolites.26 These studies have shown that
H2 production came both from the confined water and from the
confining material, the latter contribution being the major one (Fig. 3
summarizes the measured yields for dry and wet CPGs). Such pro-
duction is not specific to porous materials and has been observed in
the radiolysis of other heterogeneous systems. The high yields
measured (20 × 10−7 and 155 × 10−7 mol J−1 for one to two water
layers on CeO2 and ZrO2,

27 from 40 × 10−7,28 upto 85 × 10−7 mol J−1,29

on silica gels for sub-monolayer coverage) have been explained by an
energy transfer from the solid to the molecules chemisorbed or
physisorbed at the interface.a

H2 production on solid materials is indeed a particular case of
energy redistribution in a multiphase system, which is sometimes also
referred to as radiation catalysis: the energy of ionising radiation
absorbed in one phase can be delivered to the interface and can
induce physical and chemical processes in the other phase.
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Hydrogen production from the material is currently described as
a three-step process:

M →β h+ + e− (ionization of the material), (1)

e− + h+ → 3exciton, (2)

3exciton + ≡ SiOH → ≡ SiO• + H •, (3)

H • + H • → H2. (4)

In the first step radiation induces electron–hole pairs in the materials
which can rapidly recombine, giving an exciton [reactions (1) and (2)].
In the second step, excitons diffuse in the material until they are
trapped by a defect site; an example of such a trap being surface
hydroxyl groups of the material (silanol groups, chemisorbed or
physisorbed water). This surface trapping of excitons induces the
homolytic rupture of O–H bonds [reaction (3)]. In the third step the
produced H• atoms may then recombine with their parent radical
which dimerize to give dihydrogen [reaction (4)]. H• atoms produc-
tion has indeed been observed upon radiolysis of MCM-41 or Vycor
glasses.30,31

This scheme may be modified for other systems (alumina, zeo-
lites32) where the surface chemistry reflects a more ionic situation than
on silica. In such cases, H• atoms (and subsequently H2) may arise
from dissociative attachment of the electrons produced by ionization
of the solid to the OH groups near the surface.

e− + ROH → RO − + H •. (5)

There are several parameters which can contribute collectively to
enhanced radiolysis at the interfaces and finally affect the hydrogen
yield at the surface: the material band-gap (the band gap determines
energy of excitons and therefore their ability to break OH groups33),
the surface density of hydroxyl groups25 and the exciton migration
distance.24,25,33 Nanoporous materials have very high surface/volume
ratio and small mineral domains that obviously favor exciton surface
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trapping. Studies on silica glasses at moderate dose rates (Fig. 3) have
indeed shown that the energy transfer process decreases when pore
size increases.

This decrease, observed in CPGs, is somewhat limited even for
material domains as big as 100 nm. However, it must be noted that
most studies on radiolytic hydrogen production at the surface of
nanoporous material have been conducted on silica-based systems,
and the exact role of substrate chemistry has still to be deciphered.

Hydrogen production on surfaces is indeed a fast-growing
research subject. However, in hydrated nanoporous materials, a sig-
nificant part of the H2 is also produced through direct energy
capture by water, and understanding this “in pore” production
requires a deconvolution of the surface production.

One possible way to do this is to switch off the energy transfer
from the material to the confined water. This is possible by taking
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Fig. 3. Dihydrogen production in controlled pore glasses. The data are gathered
from Refs. 24 and 25.

        



advantage of the very high dose rates upon irradiation by fast elec-
trons. At such dose rates, excitons in the solid annihilate (the H2

yields measured in the dried solid are almost zero), leaving apparently
only the H2 production from confined water. Indeed, in such condi-
tions, the H2 yields are not drastically different from the one obtained
in bulk water, considering that solvated electrons are not scavenged in
these studies.

An important observation is that there is a production of H2 even
without HO• scavengers (in bulk water only neglectable amounts of
H2 are produced in the absence of such scavengers). This indicates
that the chain reaction which controls the back reaction of H2 and
H2O2 in pure bulk water does not occur in confined water. In con-
fined water the diffusion of the radiolytic species is limited, thereby
reducing the interpore encounter of HO• and H2. Confinement,
besides early radiolytic events, may also impact the long-term behav-
ior of radiolytic species and their accumulation.

A second observation is the (limited) increase of H2 yield when
the pore size decreases. This behavior may reveal an increased radical
recombination of the reductive radical species, H• and e−

aq. This may
be the mark of a cage effect inside small pores.

5.2. Hydroxyl radical

The production of hydroxyl radical in water confined in zeolites has
been proved by Thomas and co-workers by trapping of organic com-
pounds.34 The high values of the G measured (about 6 × 10−7 mol J−1)
evidence a hole transfer from the material to the water, following
Eqs. (1) and (6).

(6)

Hydroxyl radical production has also been proven in controlled
pore glasses via selective capture by coumarin.35 In these systems,
the contribution of energy transfer to HO• production is more
limited than in zeolites, being at the most of 30% for the smaller
pore sizes and neglectable for large pores. Therefore, the HO• yields

h H +HOH O ++ ∑æ Æææ2
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are connected to the radiation chemistry occurring inside confined
water pools.

As shown in Fig. 4, for pore diameter larger than 150 nm, the
HO• production in confined solutions is similar to that obtained in
homogenous solutions, whereas bellow 100 nm, the HO• yields
decrease with the pore size. The amount of HO• available for reac-
tion with coumarin is decreased by almost a factor of 6 for 8 nm
pores compared to bulk water and by a factor of 1.5 for a pore as
large as 50 nm. For such large pores, this decrease cannot be
explained by a pore-cage effect, but rather by an interpore decreased
diffusion that limits the amount of radicals that escape their produc-
tion site.

5.3. Aqueous electron

Contrary to other type of radiolysis studies, the solvated electron has
not been the workhorse used to understand radiation chemistry in
confined environment. Whereas in bulk solution the solvated electron
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Fig. 4. Effect of pore size on the yield of 7-hydroxy-coumarin produced in CPG
glasses. Data taken from Ref. 35.

        



yield can be directly measured by pulse radiolysis, such methods are
difficult in confined environment. Most of these materials are
obtained as micronic powders that strongly diffuse light. However,
in a few cases, the materials are transparent enough to allow
pulse radiolysis studies, like the one conducted by J. K. Thomas on
zeolites.34

The formation of hydrated electrons (in the water-saturated zeo-
lites X and Y) has been identified through their absorption spectra,
their short lifetimes distinct from the long-lived cation cluster-trapped
electrons, and their reactivity towards typical hydrated electron
quenchers such as methylviologen. Based on these spectra (Fig. 5),
yields between 4 × 10−7 mol J−1 and 6 × 10−7 mol J−1 were measured
for electrons in fully hydrated NaY. These high radiolytic yields were
also explained by electron transfer from the ionized zeolitic skeleton
to the water clusters [Eqs. (1) and (7)].

(7)

However, the electron spectrum in nanometer cavity depends
strongly on the water loading. The red spectral shift with decreasing
size of the confined water clusters presumably demonstrates a
decreased solvation of the electron and an increased delocalization.
This interpretation was confirmed by recent mixed quantum-classical
simulations36 that predict larger electron gyration radius for low water
loading. The chemical implications of this decreased solvation of the
electron are still to be investigated.

A proper study of electron behavior in alternative nanoporous
systems will rely on the development of easily accessible monolytic
porous materials. This will give a straightforward access to the kinet-
ics behavior of radiolytic species in porous media. 

5.4. Hydrogen peroxide

Hydrogen peroxide is absent in most descriptions of heterogeneous
radiolysis. Indeed, silica materials used in the studies are expected to
accelerate the decomposition of H2O2 in a surface-dependent

e eH O
aq

- -æ Æææ2 .
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process.37 However, in CPGs, no oxygen production under irradiation
was observed by gas chromatography, neither were peroxospecies by
solid state O17 NMR.38 We have been able only recently39 to quantify
H2O2 production in these materials. Hydrogen peroxide production is
the exact counterpart of H2 production, both at high-dose rate and
low-dose rate. Most of the H2O2 production arises from an energy
transfer from the material to the water, and the hydrogen peroxide
production was explained using reactions (6), (8) and (9):

≡ SiO• +H2O � ≡ SiOH + •ΟH, (8)

•OH + •OH → H2O2. (9)

Even though most radiolytic species have been identified in con-
fined media, the literature available fails to give a global picture of their
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Fig. 5. Transient absorption spectra of hydrated electron in zeolites NaY recorded
at 20 ns after the electron pulse. The water contents are denoted by the number of
water molecules per pseudo-cell (a sodalite cage plus a supercage). [Reprinted with
permission from Ref. 34 Copyright 1997, American Chemical Society].

        



production mechanisms. Certain radiolytic yields are dominated by
phenomena occurring at interfaces, others by phenomena con-
nected to the bulk. However, it seems that, once subtracted the
surface contributions, the measured yields are not drastically differ-
ent from the ones measured in bulk water for pore sizes in the
100–300 nm range, and that the differences observed in the 10–50 nm
range may be simply interpreted in terms of “in pore” increased
radical recombination.

6. Kinetics Modification by Confinement

When people consider confinement effects, they consider mainly an
increase in the encounter probability inside a single pore and there-
fore, expect an acceleration of the reaction. Such in-pore acceleration
has been quantified by Tachiya and co-workers for diffusion-limited
reactions through the so-called confinement factor [see Eq. (11.58)
in Ref. 40]. From this treatment, confinement effects are expected to
disappear when the reaction radius is less than one tenth of the con-
finement radius. Considering the reaction radii of radiolytic species,
no acceleration by confinement should be expected for pore diameter
larger than 10 nm. For smaller pore size, acceleration of the recom-
bination reactions within spurs would be critical in the determination
of radiolytic yields in the nanosecond time range. However, the exis-
tence of such an acceleration of radiolytic reactions has not been
suggested in the nanosecond pulse radiolysis of zeolites and has still
to be assessed using picosecond pulse radiolysis.

Barzykin and Tachiya have also developed a kinetics model41 to
predict the behavior of bimolecular reactions in interconnected pore
networks (Fig. 6). This effective model medium, where diffusion
between pores is modeled by a potential barrier, shows an acceleration
of diffusion-limited reactions on short time scale. However, if the dif-
fusion between pores is small, only a long time scale slowing down
becomes apparent, the apparent interpore kinetics constant being
strongly time dependent.

Pulse radiolysis in zeolites indeed showed a decrease of the reac-
tion speed of the solvated electron or of the hydroxyl radical with
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organic molecules of one to two orders of magnitude.34 In such cases,
compartmentalization effects on diffusion-limited reactions can be
simply approximated by a decrease in the interpore diffusion coeffi-
cients of the reactive species.

However, this slowing down may not be observed for reactions
with a significant activation energy: simulations conducted by
Lopez–Quintela42,43 and co-workers show that partially diffusion-
controlled reactions are more favored in media with a higher degree
of compartmentalization because of an increase in the recollision
probability.

One must also consider that these models assume a perfectly
reflective surface for the pore wall and do not allow a prediction of
the impact on the kinetics of a charged or partially absorbent43 wall.
The effect of an anisotropic distribution of reactant may also have to
be investigated, especially for high LET radiations. Theoretical and
experimental considerations44,45 show that the kinetic behavior in
tubular-like environments strongly depends on the initial distribution
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Fig. 6. Normalized time-dependent rate coefficient. Solid line corresponds to
Effective Medium Approximation, and dotted line shows the usual Smoluchowski
kinetics (without any obstruction). [Reproduced with permission from Ref. 41,
Copyright 2003 American Chemical Society].

        



of the species. The variety of kinetic behavior is considerable46 and up
to now, most of these regimes have not been observed.

7. Conclusions and Perspectives

Hopefully, the ongoing work will enable us to complete our knowl-
edge of radiolytic yields in confined media. But their proper
interpretation relies on a profound understanding of the energy trans-
fer phenomena occurring between phases and of the kinetic
perturbation induced by confinement. Simulations already allow to
make assumptions on these perturbations, but only time-resolved
experiments can determine the dominant ones and put numbers on
the time scale involved. 

The more demanding research topic will be the description of the
radiolytic species’ surface chemistry. Owing to the very high specific
surface of nanostructured materials (up to 1000 m2 g−1), even moder-
ate reaction rates between radiolytic species and surface may have a
profound impact on the radiolytic schemes. The few studies available
deal only with the surface reactivity of hydroxyl radical in gas
phase47,48 and suggest a HO• capture by silica and alumina. This shows
that surfaces that are usually considered as inert may become active
under irradiation, once more demonstrating the exceptional reactivity
of radiolytic species.
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Chapter 13

Metal Clusters and Nanomaterials:
Contribution of Radiation Chemistry

Hynd Remita*,† and Samy Remita‡

1. Introduction

In the last few decades, metal clusters and nanomaterials have
attracted increasing attention due to their unique properties which
differ from those of the bulk.1–12 Metal nano-objects are of great
interest in the field of nanosciences. They are the ideal structures for
fundamental research and applications. Indeed, from the confinement
of the charge carriers in such limited objects,1 one expects a shift of
the plasmon resonance absorption,2 non-linear optical effects,3,4 non-
metallic conductivity,5 and nanocatalytic effects.6 Nanomaterials can
have important applications in several fields such as catalysis, electro-
catalysis, electronics, optical limitation, biology, etc.
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Many physical and chemical routes have been used to obtain
metal clusters and nanoparticles either in ultra high vacuum,7 gas
phase8 or liquid phase.2,9,10 The method of preparation of nanoparti-
cles in aqueous medium involves reduction of metal precursor salt by
a suitable reducing agent (such as sodium borohydride, ascorbic acid,
formaldehyde and hydrazine). The reduction of metal precursor salt
may also be carried out using UV-irradiation,13 microwave radiation14

and ionizing radiations like γ, X-rays or electron beams.11,12 Among
these methods, radiolytic synthesis in solution presents the advantage
of simple physicochemical conditions (room temperature, atmos-
pheric pressure, absence of contaminants) and leads to homogeneous
reduction and nucleation in the bulk.9,12

While steady-state radiolysis of metal ions solutions is a powerful
method to generate small and monodisperse metal clusters and to
synthesize metal nano-objects with controlled size, shape and struc-
ture,9,11,12,16 pulse radiolysis technique enables to follow, in particular
by time-resolved spectroscopy, the nucleation steps and the growth
kinetics of the nanoparticles.9,11,12,17

2. Radiation Induced Formation of Metal Clusters
and Dose Effect

High-energy irradiation (γ-rays, X-rays, electrons or ions beams, etc.)
of deoxygenated water at neutral pH leads to the formation of free
radicals such as hydrated electrons (e−

aq) and hydrogen atoms (H•)
which are strong reducing agents with the respective redox potentials:
E°(H2O/eaq

− ) = −2.87 VNHE and E°(H+/H•) = −2.3 VNHE. Energy
deposition throughout the solution ensures an initial homogeneous
distribution of the radiolytic radicals. These free radicals can reduce
dissolved metal ions down to the zero-valent state. In the case of a
free or complexed monovalent metal ion M+, the reduction proceeds
through:

M+ + e−
aq → M0, (1)

M+ + H• → M0 + H+. (2)
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In contrast, multivalent ions are reduced down to the zero-valent state
according to a multi-step reaction mechanism involving intermediate
valencies by disproportionation. These redox reactions, which are often
diffusion-controlled, have extensively been studied by pulse radiolysis in
the case of several free or complexed metal ions.

During the irradiation of deoxygenated water, hydroxyl radicals
(HO•), which are very strong oxidative species (E0(HO•/H2O =
+2.8 VNHE), are also formed. To avoid competitive oxidation reac-
tions which may limit or even prevent metal reduction, hydroxyl
scavengers must be added in solution prior to irradiation. Among
these scavengers, primary or secondary alcohols (such as propan-
2-ol) molecules or formate ions, which also react with hydrogen
atoms, are generally used9,12,15:

(CH3)2CHOH + HO• (or H•) → (CH3)2C•OH + H2O (or H2),
(3)

HCOO− + HO• (or H•) → COO•− + H2O (or H2). (4)

Due to their redox potentials [E0((CH3)2CO/(CH3)2C•OH) =
−1.8 VNHE at pH7,18 and E0(CO2/COO•−) = −1.9 VNHE],

19 the radicals
formed by reactions (3) and (4) are almost as powerful reducing
agents as H• atoms. Thus, in some cases, these radicals are able to
directly reduce metal ions into lower valencies and even into a zero-
valence state. In the case of monovalent cations:

M+ + (CH3)2C•OH → M0 + (CH3)2CO + H+, (5)

M+ + COO•− → M0 + CO2. (6)

The reduction down to the zero-valence state can also proceed via the
formation of a complex involving the metal ion and the alcohol radical
as a ligand, as it has been observed in the case of silver20:

Ag+ + (CH3)2C•OH → [Ag(CH3)2C•OH]+, (7)

[Ag(CH3)2C
•OH]+ + Ag+ → Ag+

2 + (CH3)2CO + H+. (8)
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Due to the quasi-uniform energy deposition into the irradiated
medium, the metal atoms are formed with a homogeneous distribu-
tion throughout the solution. Since the binding energy between two
metal atoms is stronger than the atom–solvent or atom–ligand
interaction energies, the atoms dimerize or associate with excess metal
ions after a fast diffusion step. Finally, according to a multi-step
coalescence process, metal clusters are formed with a remarkable
monodispersity:

M0 + M0 → M2, (9)

M0 + M+ → M+
2, (10)

Mn + M+ → Mn+1
+ , (11)

Mx+
m+x + M y+

p+y → Mz+
q+z, (12)

M+
n+1 + e−

aq → Mn+1. (13)

m, n, p and q = m + p represent the clusters nuclearity (number of
reduced atoms), while x, y and z = x + y correspond to the number of
the respective associated ions.

Increasing the dose (the deposited energy into the irradiated
medium, expressed in Grays, 1 Gy = 1 J.kg−1) leads to more reduced
metal ions and then to more clusters with higher nuclearities.

During the coalescence process, the reducing radicals e−
aq,

(CH3)2C
•OH or COO•− which reduce metal ions [reactions (1), (2),

(5) and (6)] are also able to reduce metal clusters according to reac-
tion (13). The competition between reduction of free metal ions
[reactions (1), (2), (5), (6)] and reduction of adsorbed ions [reaction
(13)] is controlled by the formation rate of the reducing radicals. At
a high dose rate (expressed in Gy.s−1) and therefore at a high concen-
tration in reducing species, cluster formation proceeds predominantly
according to steps (1), (2), (5) and (6). As a consequence, the dose
rate has also an effect on the particle size. At high dose rates, the
metal ions reduction is faster and a large number of seeds are formed
in the bulk. Thus, small particles are radio-synthesized with a narrow
distribution in size. In the pulsed regime (at high dose rates), all
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reducing species are produced and scavenged within a short time.
These reactions are followed by the coalescence of atoms separately
created.21 In contrast, in the continuous irradiation regime (at lower
dose rates), the association of M+ ions with atoms (forming charged
dimers M+

2 and clusters M+
n+1) and the subsequent coalescence

processes are faster than the production rate of the reducing radicals.
Therefore, the reduction of M+ ions occurs mostly in situ on charged
clusters M+

n+1 already formed. As a consequence, the newly formed
atoms are not isolated in the bulk but contribute to the growth of
preformed seeds. Thus, the final nuclearity n and the cluster radius,
which are proportional to n1/3, are found to be systematically larger
in the case of steady-state radiolysis.

When a chemical agent generally chosen as an electron donor D
is added to the medium, its redox potential (E0 (D+/D)) is in general
not negative enough to reduce directly isolated metal ions into atoms.
Thus, it essentially reduces ions adsorbed on the nuclei generated by
radiolysis which act as seeds [reactions (14)–(16)]. Then a develop-
ment process occurs which results in still larger clusters22,23:

M+
n + D → Mn + D+, (14)

Mn + M+ → M+
n+1, (15)

M+
n+1 + D → Mn+1 + D+. (16)

While steady-state radiolysis enables the synthesis of stable metal
clusters in view of their characterization and the study of their physic-
ochemical properties, pulse radiolysis allows the real-time kinetic and
spectral study of transient clusters during the aggregation mechanism.
For instance, the first steps of silver clusters nucleation have been
studied by the teams of A. Henglein,24,25 E. Janata26 and J. Belloni27,28

using pulse radiolysis, and some of the corresponding rate constants
in water have been determined:

e−
aq + Ag+ → Ag0 k = 4.8 × 1010 dm3 mol−1 s−1, (17)

Ag0 + Ag+ → Ag+
2 k = 8.5 × 109 dm3 mol−1 s−1, (18)
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Ag+
2 + Ag+ → Ag2+

3 k = 2 × 109 dm3 mol−1 s−1, (19)

Ag2+
3 + Ag2+

3 → Ag 2+
4 + 2Ag+. (20)

Coupling pulse radiolysis with time-resolved spectroscopy also
allowed the determination of the transient absorption spectra of
hydrated silver atom and of the first silver clusters showing that the
absorption properties of silver atoms and metal aggregates in solution
are different from that of bare clusters in gas phase. Silver atom pres-
ents an absorption maximum at 360 nm in water,20 while it absorbs at
substantially shorter wavelengths in argon (292–310 nm) or in xenon
(322–333 nm) atmosphere.29

Pulse radiolysis experiments also allowed the study of the reactiv-
ity and the redox properties of transient species such as silver atoms
and silver clusters. Ag0 reacts faster than Ag2

+ and both species act as
strong electron donors since their respective redox potentials are
E0(Ag+/Ag0) = −1.8 VNHE,30,31 and E0(2 Ag/Ag2

+) = −1.2 VNHE.11

Radiolysis has been used successfully in order to synthesize vari-
ous noble (such as silver, gold and platinum) and non-noble (such as
nickel and iron) metal nanoparticles in aqueous solution and also in
other solvents such as alcohols.9,12,15,32 Due to their relatively low
redox potential compared to that of the bulk, metal clusters can be
oxygen-sensitive. However, the deoxygenation (by bubbling with an
inert gas such as argon or nitrogen) of the solutions prior to irradia-
tion and their study under inert atmosphere prevent their oxidation.
Moreover, since water radiolysis leads to the formation of protons in
addition to that of hydrated electrons, radio-induced acidification of
the medium may lead to non-noble metal clusters corrosion.
Therefore, to avoid the oxidation by protons, the solutions can be
prepared in slightly basic medium.

3. Ligand Effect and Size Control of Metal
Nanoparticles

In order to control the size of metal nanoparticles and to avoid cluster
coalescence into large colloids, which eventually precipitate, stabilizing
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agents can be added to the medium prior to irradiation. Polymers
[poly(vinyl)alcohol PVA, polyacrylate PA, poly(acrylamide) PAM,
poly(vinyl)pyrolydone PVP…] or surfactants (sodium dodecyl
sulphate SDS, cetyl-trimethylammonium bromide CTAB…) were
often used. In these conditions, small metal clusters of a few atoms
were successfully stabilized. For instance, PA enabled the synthesis
of Pt5−7 platinum clusters33 as well as very stable Ag7

3+ silver oligomers
as observed by Scanning Tunneling Microscopy (STM) after deposition
on highly oriented pyrolytic graphite (HOPG) substrate [Fig. 1(a)].34,35

These oligomers are characterized by an unusual absorption maxi-
mum at 800 nm.36 As a consequence of the initial homogeneous
distribution of metal atoms in solution, the size distribution of
the radio-synthesized nanoparticles is often notably narrow in the
presence of polymers or surfactants as observed by Atomic Force
Microscopy (AFM) [Figs. 1(b) and 1(c)]. Phase imaging in tapping
mode AFM is a powerful tool for characterization of clusters
stabilized by polymer matrices.37 In the presence of PVA, gold
nanoparticles with a remarkable monodispersity in size were synthe-
sized [Fig. 1(c)]. When deposited onto a mica substrate, these
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Fig. 1. Examples of metal clusters and nanoparticles synthesized by radiolysis.
(a) STM image of a silver oligomer (Ag3+

7 ) in the presence of PA [reproduced with
permission from Ref. 34, copyright 1994 Elsevier]. (b) AFM image of silver nanopar-
ticles stabilized by PVA and deposited onto mica [reproduced with permission from
Ref. 12, copyright 2006 Elsevier]. (c) AFM image of gold nanoparticles stabilized by
PVA and self-assembled onto mica in a 2D network. [reproduced with permission
from Ref. 12, copyright 2006 Elsevier].

        



nanoparticles self-assemble in two-dimensional (2D) array as shown
in [Fig. 1(c)].

When the irradiation is carried out in the presence of ligands such
as CO38 or PPh3,

39 metal ion reduction, ligation and aggregation
reactions are in competition, leading initially to reduced metal com-
plexes and finally to molecular clusters. Carbonyl metal clusters
of different nuclearities were radio-synthesized in alcohols in the case
of various metals: Fe3(CO)12, Co2(CO)8, Ru3(CO)12, H2Ru6(CO)18,
Rh6(CO)16, [Rh12(CO)30]

2−, [Os5(CO)15]
2−, Fe3(CO)12, RuOs2(CO)12,

Ru2Os (CO)12,… Platinum metal clusters [Pt3(CO)6]n
2− (n = 2–10)

were synthesized by irradiation of PtII or PtIV complexes in 2-propanol
or in an equivolumic water/alcohol mixture under CO atmosphere.40

Under these conditions, an additional reducing effect of CO exists.
The synthesis is very selective and the nuclearity n is controlled by the
dose and by the metal-to-ligand ratio. These molecular clusters
exhibit two very intense UV–visible absorption bands (their positions
depend on the nuclearity). Pulse radiolysis study indicated that these
species are very efficient electron scavengers.41,42

The growth kinetics as well as the thermodynamic and spectral
properties of metal clusters depend not only on the solvent, but also
on the chemical nature of the anionic ligands present in the irradi-
ated solutions. In the case of silver ions reduction, ligand effect was
studied by pulse radiolysis.43–45 It was demonstrated that the optical
properties of silver atom and of Ag+

2 cation depend on the ligand
present in the medium (CN−, EDTA or NH3). The absorption
bands of the complexed Ag0 and Ag+

2 species are markedly shifted
compared to those of the non-coordinated ones.45 Also, it was
shown that the redox potentials of complexed silver clusters are
more negative than that of free ones.45,46 While pulse radiolysis
experiments showed that complexation of silver ions by anionic lig-
ands decreases the formation rate of silver atoms44 and slows down
the aggregation process, steady-state radiolysis demonstrated that
chelating ligands such as EDTA lead to nanoparticles of controlled
shapes. The latter are spherical or anisotropic depending on the
pH conditions.46
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4. Size-Dependent Properties

There is a considerable amount of interest in nanoparticles as a dis-
tinct state of matter, with particular attention paid to their structure
and reactivity. The unique properties of very small metal nanoparti-
cles originate from the size-dependent distribution of the electron
energy levels and in quantum-size effects. In particular, silver nanopar-
ticles are of great interest because of their optical properties, their
application in photographic process and also for their usage as
substrates for surface-enhanced Raman spectroscopy.47 Gold nano-
particles23,48,49 have attracted much attention because of their
application in catalysis50,51 as well as in imaging, cancer diagnostic and
therapy.52 A large attention is also paid to the magnetic nanoparticles,
such as those containing iron, because of their industrial application
in the field of magnetic data storage.53

Nano-objects made out of noble metal atoms have proved to
present specific physicochemical properties linked to their dimen-
sions. In metal nanoparticles, collective modes of motion of the
electron gas can be excited. They are referred to as surface
plasmons. Metal nanoparticles exhibit surface plasmon spectra
which depend not only on the metal itself and on its environment,
but also on the size and the shape of the particles.54,55 Pulse radiol-
ysis experiments enabled to follow the evolution of the absorption
spectrum during the growth process of metal clusters.9,11,56

Inversely, this spectral signature made it possible to estimate the metal
nanoparticles size and shape as a function of the dose in steady-state
radiolysis.

Baxendale et al. observed, by pulse radiolysis, that Ag0 as well as
Ag+

2, produced by the scavenging of hydrated electrons e−
aq and H•

radicals, were easily oxidized by oxygen back to Ag+.57 This observa-
tion demonstrated that the silver atom and the first oligomers deviate
from the known noble character of bulk silver. In the case of Cu+

irradiated in liquid ammonia, no stable copper clusters were formed.
However, molecular hydrogen was instead produced, as a conse-
quence of copper corrosion in its nascent state.58 Therefore it was

Metal Clusters and Nanomaterials 355

        



postulated that metal clusters of a few atoms present a redox poten-
tial lower than the bulk metal, making them easily oxidable by
oxygen or by solvents. Besides, Walker et al. determined, by pho-
toionization of transient zerovalent silver clusters, that their redox
potential was lower than that of the bulk metal.59 The redox poten-
tial of silver atoms in water was then derived by Henglein et al.
from a thermodynamical cycle: it was found to be equal to
E°(Ag+/Ag0) = −1.8 VNHE [2.6 V lower than that of the bulk metal
E°(Ag+/Agmet) = 0.79 VNHE].60

Evidently, the redox potential values of clusters must be com-
prised between the limit values of the atom and the bulk metal. As the
other physicochemical properties, redox potentials of clusters depend
on their nuclearity, mostly at low n (Fig. 2).12,17 Kinetic studies,
through time-resolved techniques, allowed to derive redox properties
of transient clusters Mn. For this purpose, a redox couple D+/D
(D being an electron donor) with a known and appropriate redox
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potential was used in real time to estimate the redox potential of
M+

n/Mn. The electron donor D (chosen as reference) was generated
during pulse radiolysis. During the cluster coalescence the redox
potential E0(M+

n/Mn) increases and the effective electron transfer
from D to M+

n was observed after a critical time tc, when the size-
dependent cluster potential becomes higher than the threshold
potential imposed by the reference. The process was followed by the
kinetic evolution of the system D+/D, which was also selected for its
intense optical absorption properties. The critical size nc was derived
from tc and from the aggregation kinetics. As far as n < nc, the cluster
growth is observed and the absorbance of D remains constant.
However, when n > nc, D starts to decay due to an electron transfer
from D to M+

n [reactions (14)–(16)].
By changing the reference potential in a series of redox monitors,

it is then possible to determine the dependence of the cluster poten-
tial on the nuclearity. The general trend of increasing redox potential
with nuclearity is the same for all metals in solution as it is illustrated
in Fig. 2 in the case of E°(Ag+

n /Agn)aq. However, in gas phase, the
variation of the ionization potential IPg(Agn) exhibits the opposite
trend versus the nuclearity n. Indeed, since the Fermi potential of
the normal hydrogen electrode (NHE) in water is 4.5 eV, and since the
solvation free energy of Ag+

n decreases with size as deduced from
the Born model, one can explain the two opposite variations with size
of E°(Ag+

n /Agn)aq and IPg (Agn) as illustrated in Fig. 2.
Important consequences result from the increase of the redox

potential of metal clusters with their nuclearity. Indeed, independ-
ently of the metal, the smaller clusters are more sensitive to oxidation
and can undergo corrosion even by mild oxidizing agents. Moreover,
size-dependent redox properties explain the catalytic efficiency of col-
loidal particles during electron transfer processes. Their redox
potentials control their role as electron relays: the required potential
being intermediate between the thresholds of the potentials of the
donor (more negative) and of the acceptor (more positive). Catalytic
properties of the nanoparticles are thus size-dependent. Haruta and
co-workers66,67 reported that gold nanoparticles smaller than 5 nm
have potential applications in catalysis as they are very active in
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CO oxidation when deposited on Co3O4, Fe2O3, or TiO2. Electro-
catalytic properties can also be related to the particle size. It was
shown for example that Pt nanoparticles synthesized by radiolysis and
supported on graphite powder exhibit different activities toward the
hydrogen evolution reaction (HER) depending on their size and their
surface morphology.68

5. Bimetallic Nanoparticles Synthesis and
Dose Rate Effect

Nanoscale materials such as multimetallic nanoparticles, particularly
when alloyed, are of great importance due to their diverse range of
electrical, optical, and catalytic properties. Bimetallic nanoparticles
often exhibit enhanced catalytic reaction rates and better selectivity
compared to the monometallic compounds. Such mixed nanoparti-
cles were successfully synthesized by irradiating a solution containing
a mixture of two (and even more) metal ions Mx + and M′y + precursors.
Different bimetallic systems were studied, such as Ag/Pd, Au/Pd and
Ag/Au nanoparticles. However, depending on the experimental con-
ditions, both situations of alloyed or, more often, core-shell
nanoparticles can be obtained.

5.1. Ag/Pd system

Synthesis of alloyed silver–palladium bimetallic nanoparticles was
achieved by γ-irradiation of aqueous solutions containing a mixture of
AgI and PdII metal ions using different Ag/Pd ratios.69 The synthesis
of alloys implies the simultaneous radio-induced reduction of silver
and palladium ions. The nanoparticles were characterized by UV–visible
spectroscopy, transmission electron microscopy (TEM) and energy
dispersive X-ray spectroscopy (EDS). The Ag–Pd nanoparticles
display a face-centered cubic (fcc) crystalline structure. The lattice
parameter was measured for several Ag/Pd ratios and was found to
closely follow Vegard’s law, which indicates the formation of homo-
geneous alloys.70 In order to avoid the simultaneous reduction of
silver and palladium ions which leads to alloyed bimetallic nanoparticles,
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the synthesis of bilayered Agcore–Pdshell nanoparticles was achieved by
the radio-induced reduction of PdII ions onto pre-formed silver
clusters.71

5.2. Au/Ag system

Synthesis of gold–silver bimetallic nanoparticles was achieved by
γ-irradiation of aqueous solutions containing an equimolar mixture of
AuIII and AgI metal ions (the precursors being KAuCl4 and Ag2SO4)
in the presence of PVA at a dose rate of 3.8 kGy.h−1.72 Figure 3(a) dis-
plays the evolution of the corresponding optical absorption spectra
with increasing γ-irradiation doses. At low doses (up to 2 kGy), the
optical absorption spectrum is identical to that of pure gold clusters,
displaying a plasmon band at a maximum wavelength of 520 nm.
Moreover, EDAX (Energy Dispersive X-Ray Analysis) analysis of the
corresponding nanoparticles clearly indicates the predominance of
gold within the clusters. At higher doses, the absorption intensity still
increases but the absorption maximum progressively shifts to a wave-
length of 430 nm, which corresponds to the plasmon absorption
band of silver, the colloidal solution turning from pink to yellow. This
shift indicates that the surface composition of the nanoparticles
changes with the dose. At low doses, gold nanoparticles are obtained,
whereas at higher doses Aucore–Agshell nanoparticles are formed with
increasing silver thickness.72 This core–shell structure is confirmed by
EDAX analysis. The reduction of gold ions is thus more efficient than
that of silver. In this case, the reduction process is controlled by the
redox potentials of both silver and gold systems. The initially reduced
silver atoms are reoxidized in a further step through an electron trans-
fer to gold ions as far as gold ions are present in solution. Then, when
gold is completely reduced, the silver reduction must occur efficiently,
in particular at the surface of gold clusters where silver ions are
adsorbed, leading to core–shell nanoparticles.

At the same dose rate, when the metal ionic precursors are gold
and silver cyanides, bimetallic nanoparticles are still formed. However,
Agcore–Aushell nanoparticles with a different chemical structure are
obtained, indicating the more efficient silver reduction in these
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Fig. 3. Evolution with increasing γ-dose of the absorption spectra of an aqueous
solution containing: [AuIII] = [AgI] = 5 × 10−4 mol L−1, [PVA] = 0.1 mol L−1, [propan-
2-ol] = 0.2 mol L−1, at pH10. Optical length = 2 mm [modified with permission from
Ref. 72, copyright 1998 American Chemical Society]. (a) Dose rate of 3.8 kGy.h−1.
Inset: plasmon absorption spectra of pure silver and pure gold nanoparticles. (b): Dose
rate of 35 kGy.h−1. Inset: Evolution with the dose of the absorbance at λ = 480 nm.

        



experimental conditions.73 This can be understood in terms of
metal complexation by the cyanide ligands which displace the
redox potentials of gold and silver systems, gold behaving in this
case as the less noble metal. A pulse-radiolysis study of this mixed
AuI/AgI system provided the first time-resolved observation of an
intermetallic electron transfer. At short time, both types of metal
atoms are formed. However, at the scale of seconds, the intensity
of the silver plasmon band increases slowly concomitantly with the
decay of the plasmon band of gold. This is due to the electron
transfer from gold atoms to silver ions in the presence of cyanide
ligands.

When aqueous solutions containing an equimolar mixture of
AuIII and AgI (the precursors being KAuCl4 and Ag2SO4) are irradi-
ated at a higher dose rate (35 kGy.h−1), the absorption spectrum,
characterizing the radio-synthesized nanoparticles, does not shift
with the dose while its intensity progressively increases [Fig. 3(b)].
The absorption spectrum displays a constant maximal wavelength of
480 nm, which is an intermediate value between the absorption
maxima of pure silver and pure gold [Fig. 3(b)]. This spectral evolu-
tion, which differs from the one obtained at lower dose rate,
indicates that the surface composition of the nanoparticles does not
change with the dose. In addition, the local X-ray analysis shows that
the ratio gold to silver is 1:1 and that it is homogeneous along the
diameters of the nanoparticles.74 Thus, at high dose rate, the radio-
induced reduction of metal ions is faster than the inter-metallic
electron transfer leading, in these experimental conditions, to alloyed
nanoparticles.

5.3. Au/Pd system

Due to a kinetic competition between inter-metallic electron transfer
and radiation-induced reduction of mixed metal ions, it was shown,
thanks to radiolysis, that the core–shell or alloyed structure of a
bimetallic nanoparticle depends not only on the redox potentials of
the mixed systems but also on the metal ions reduction rate which is
controlled by the dose rate.

Metal Clusters and Nanomaterials 361

        



While γ-radiolysis at relatively low dose rates enabled the synthesis
of a few alloyed clusters such as Ag–Pd nanoparticles (also chemically
synthesized), radiolysis at very high dose rates (by electron beams) led
to the synthesis, at room temperature, of a lot of new alloys such as
Au–Pd bimetallic nanoparticles.75 Like in the case of Ag–Au system,
at low dose rate (γ-irradiation), bilayered Aucore–Pdshell nanoparticles
were obtained. However, at high dose rates (electron beams), the
reduction is faster than the possible inter-metal electron transfer, then
alloyed clusters were prepared. Moreover, since the radio-induced
reduction of metal ions is faster at high dose rates, the synthesized
particles are, in these conditions, always smaller with a narrow distri-
bution in size.

6. Linear Energy Transfer (LET) Effect

There are only very few studies concerning the effect of LET on the
formation yield, as well as on the size and the structure of metal
nanoparticles.76 However, monometallic silver and bimetallic
gold–platinum nanoparticles were successfully synthesized, in aque-
ous solution, using a C6+-ion-beam irradiation at high dose rate, at
Grand Accélérateur National d’Ions Lourds (GANIL, Caen, France).
The results were compared to those obtained in the case of γ-rays
and electron beam irradiations. This work gave further evidence of
the effect of the irradiation dose rate on the mean size and on the
structure of the radio-synthesized nanoparticles. As the dose rate
increases, the particles become smaller and less dispersed in size
(Fig. 4). In addition, in the case of bimetallic systems, such as Au–Pt,
alloyed structures were obtained using C6+ ion beam, while at low
dose rate, bilayered Aucore–Ptshell nanoparticles had been formed.
Moreover it was shown that the LET seems to have an influence on
the shape of the particles which appear less spherical. Nevertheless,
the most important effect of the LET concerns the formation yield
of the metal nanoparticles since the radiolytic reduction yield
decreases at high LET.76
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Fig. 4. TEM micrographs and size distribution of silver nanoparticles obtained by
reduction of solutions containing 2 × 10−3-M AgClO4, 0.1-M PVA and 2-M propan-
2-ol at different dose rates: γ-irradiation (dose rate: 1.75 Gy s−1, dose: 4200 Gy),
electron beam irradiation (dose rate: 2200 Gy s−1, dose: 3500 Gy), C6+ ion beam
irradiation (flux: 1.35 × 109 ions.cm2.s−1, fluence: 27 × 1010 ions.cm2). The scale is
the same for the three micrographs [modified with permission from Ref. 76, copy-
right 2006 Elsevier].

        



7. Some Applications of Metallic and Bimetallic
Nanoparticles

7.1. Silver photography

A growth mechanism similar to that established for silver clusters in
solutions was proposed for Ag nucleation in silver halides.77,78 During
light exposure, a few silver atoms (0 to 10) are produced by the pho-
toelectrons in silver halide microcrystals leading to small clusters. This
latent image is revealed by a further chemical reduction of silver ions
on the seeds, this process being called development. This step results
in a huge amplification (×107 to 108) together with a specific dis-
crimination preventing the unexposed parts of the latent image,
which is finally dissolved during the fixing step. Pulse radiolysis exper-
iments showed that this chemical development only occurs for a
critical size of silver oligomers nc which depends on the reduction
potential of the developer. The discrimination induced by the devel-
oper is the consequence of a quantum-size effect on the silver nuclei
redox potential which, at the aqueous interface, increases with n. The
critical size nc is determined by the threshold imposed by the first one-
electron reduction potential of the developer (nc = 3 to 5 for the usual
developers). Only supercritical oligomers Agn, with n > nc, having a
potential higher than that of the developer, act as seeds. Most of the
commercial emulsions are sensitized by ions of more noble metals
such as gold. In this case, the nuclearity-dependent potential scale of
the initial alloyed clusters, acting as further development nuclei, is
somewhat shifted to more positive values. This results in a decrease of
the critical size nc from five (for primary emusions) to three in the case
of sensitization by gold.79

Another important contribution of radiation chemistry in
photography was the enhancement of the sensitivity of photographic
emulsions. The primary effect of photon absorption by silver halides
is the formation of an electron–hole pair. However, because of the
very fast and efficient electron-hole recombination and oxidation by
hole of the newly formed silver atoms, the conversion yield of light is
very low. The analogy with HO•• oxidation processes occurring in
irradiated solutions led to the use of the same scavenging method to
inhibit the electron–hole pair recombination and the oxidation by the
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holes.80 Doping silver halides with formate ions (HCOO−/Ag+ = 10−6)
resulted in a huge enhancement of the conversion light quantum yield
from 0.2 to 2. The holes produced by light, simultaneously with elec-
trons, are immediately and very efficiently scavenged by the formate
ions to produce formyl radicals. Then a supplementary reduction of
Ag+ occurs by the strong reducing formyl radicals. This remarkable
enhancement in sensitivity is applicable to all the processes based on
silver imaging such as black-and-white photography, radiography and
holography.80

7.2. Raman scattering

The observation of the Raman spectra of single molecules by Surface
Enhanced Raman Scattering (SERS) initially reported by Kneipp’s
and Nie’s groups generated considerable renewal of interest in
SERS.81,82 The need for substrates enabling detection and study of
adsorbed molecules by SERS promoted a great deal of interest in
metal nanoparticles. In particular, silver and gold nanoparticles
are widely exploited as solid substrates to study in situ the molecular
chemisorption or physisorption through highly sensitive SERS.83

Pulse radiolysis allowed the SERS observation of p-benzosemiquinone
radical anion produced by one-electron reduction of p-benzoquinone
on aqueous silver nanoparticles.84 Giant enhancement factor of
Raman signals was reported on faceted silver nanoparticles synthe-
sized by gamma-radiolysis followed by a chemical development by
ethylenediaminetetraacetic acid (EDTA).46,85 On these facetted parti-
cles, when Ag+ ions are reduced, SERS enhancement is much lower.
The hot spots exhibiting giant signals seem to be located on adsorbed
Ag+. This photo-oxidative character of the sites that exhibit giant
enhancement of Raman signal could be an important factor in SERS
signals.85

7.3. Optical limitation

At low light fluence, metal nanoparticles behave like other molecules,
and their optical absorbance is independent of the exciting light
fluence because of their fast relaxation. However at high light fluence
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(≥ 0.9 J.cm−2) delivered by a picosecond laser, the absorbance of gold
nanoparticles, for instance, increases suddently, particularly for large
nanoparticles (15 nm mean radius), indicating a non-linear optical
behavior. The metal nanoparticles behave then as ultra-fast optical
limiters or shutters, indicating their ability to be used as a shielding
against powerful lasers.86,87

7.4. Catalysis

Actually, one of the most important applications of metal nanoparti-
cles is in the field of catalysis. Catalysts should offer large specific area
in order to accelerate the access of reactants to the active sites.
Nanoparticles, such as those synthesized by radiolysis, are thus par-
ticularly efficient in a number of reactions. However, catalyzed
reactions are controlled not only by the kinetics, but also by the ther-
modynamics. Thus, due to their redox properties, nanoparticles with
small sizes and low polydispersities are able to play a role as interme-
diate electron relays in an overall electron transfer between a donor
and an acceptor.

Radiation-induced nanoparticles and supported catalysts exhibit
particularly high efficiency and selectivity, assigned to their small and
monodisperse size and possibly to tight bounding to the support.
Highly dispersed nickel clusters and intermetallic phases NiCe and
Ni2Ce were obtained by irradiation of Ni(NH3)6

2+ adsorbed on
CeO2.

88 Their catalytic activity in the benzene hydrogenation reac-
tion is remarkably high and the total conversion into cyclohexane
was achieved at a particularly low temperature range.88 Ni/α-Al203

catalysts synthesized by radiolysis were studied for methane conver-
sion in the vapo-cracking reaction.89 The catalytic test showed that
the reaction starts at low temperature with a very high selectivity.
It was also shown that radiolytically prepared Pt nanoparticles on
glass support were active for CO oxidation at temperatures higher
than 150°C.90

Bimetallic nanoparticles constitute suitable model systems for
studying alloying effects in catalysis. In particular, palladium-based
bimetallic systems were developed in order to increase the selectivity
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of the hydrogenation of but-1,3-diene which is the main impurity in
olefin C4’s cut. The activity and selectivity of Au/Pd and Ag/Pd
bimetallic nanoparticles, synthesized by γ-radiolysis or by electron
beam irradiation and deposited on alumina for selective hydrogena-
tion of the buta-1,3-diene, were recently studied.71 The effect of the
structure (core–shell or alloyed) was analyzed. Au/Pd bimetallic
system exhibited different activities depending on the nanoparticles
structure and composition. Ag/Pd bimetallic nanoparticles, radio-
synthesized by electron-beams, exhibited a high selectivity
compared to conventional bimetallic catalysts prepared by chemical
methods.71

7.5. Electrocatalysis and fuel cells

Radiolysis was also used to graft metal nanoparticles onto anodes or
cathodes involved in the electrochemical chlorine-soda process.91

Bimetallic nanoparticles Pt–Ru and Ni–Ru grafted onto bulk metal
electrodes (Ti or Ni) displayed a remarkable electro-catalytic effi-
ciency for this reaction and a drastic decreasing of the overpotential
was observed for Pt–Ru alloys (2:1 atomic ratio).

Pt-based electrocatalysts are usually employed in proton exchange
membrane fuel cells (PEMFC) and direct methanol fuel cells
(DMSC).92 In direct-methanol fuel cells (DMFCs), aqueous methanol
is electro-oxidized to produce CO2 and electrical current. To achieve
enhanced DMFC performance, it is important to develop electro-
catalysts with higher activity for methanol oxidation. Pt-based catalysts
are currently favored for methanol electro-oxidation. In particular,
Pt–Ru catalysts, which gave the best results, seem to be very promis-
ing catalysts for this application. Indeed, since Pt activates the C–H
bounds of methanol (producing a Pt–CO and other surface species
which induces platinum poisoning), an oxophilic metal, such as Ru,
associated to platinum activates water to accelerate oxidation of
surface-adsorbed CO to CO2.

93

Highly monodispersed platinum-based nanoparticles Pt, Pt–Ru,
Pt–Ru–Sn9,40,94 were synthesized by γ- or electron beam-radiolysis and
then deposited onto Vulcan carbon powder with high loadings (up to

Metal Clusters and Nanomaterials 367

        



40 wt.% Pt) without noticeable increase in particle sizes (1–4 nm). It
was shown that these platinum-based catalysts are very efficient for
methanol electro-oxidation. The bi- and tri-metallic clusters synthe-
sized by electron-beams are more electro-active than the ones prepared
by γ-radiolysis, probably because of their alloyed structure. The opti-
mized atomic compositions are Pt0.70Ru0.15Sn0.15 and Pt0.70Ru0.20Sn0.10

which exhibit higher current densities.9

Besides, it has been shown that palladium is promising for direct
alcohol fuel cells applications as it is very active for ethanol electro-
oxidation in basic media and that its electroactivity is even higher than
that of platinum.95 Recently, Pd nanoballs and nanowires synthesized
by radiolysis in hexagonal mesophases have shown an important elec-
trocatalytic activity for ethanol electro-oxidation.98,99

In the field of electrocatalysis, there is now an increasing interest
in synthesizing carbon nanotubes (CNT)-metal nanocompos-
ites.100–102 Indeed, because of their large surface areas and their high
electric conductivity, the CNT are very promising supporting mate-
rials for metal nanoparticles-based catalysts, such as Pt and Pd. Well
dispersed and uniform Pt nanoparticles supported on multi-walled
carbon nanotubes (MWNTs) were obtained by radiolysis.103 Test
runs on a single stack proton exchange membrane fuel cell showed
that these electro-catalysts are very promising for fuel cell applica-
tions. Functionalization of multi-walled carbon nanotubes, by
surfactants which self-assemble on MWNTs into rings,104 allowed
more effective and more homogeneous deposition of nanoparticles
by γ- and electron beam-radiolysis, as it was shown with Pd and Pt
for example.105

8. Shape Effect and Shape Control Metal Nano-Objects

Synthesis of metal nanostructures with tunable properties (optical,
magnetic, electronic, catalytic, etc.), in specific physicochemical envi-
ronments, is today of great importance from a fundamental as well as
an applied point of view. Since the physicochemical properties of
nanostructures are strongly dependent not only on the size but also
on the shape, controlling the architecture of metal nanoparticles
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(nanospheres, nanowires, nanotubes, nanoshells, nanocups, nano-
films, etc.) becomes a fascinating challenge.106 The aspect ratio of the
nanoparticles is not only controlled by the environment (polymers or
surfactants, nature of the counterions, ions and polymers concentra-
tions), but also by the reduction kinetics. The first nucleation steps
are thus evidently very important in the further growth process and
must determine the final shape of the nanoparticles.107 As an example,
it was shown that trimeric clusters Ag3

+ or Ag3, present in aqueous
AgNO3 solutions, can serve as nuclei for the addition of newly formed
silver atoms and may lead to the formation of triangular nanoplates.
It was also demonstrated that slow generation of silver atoms in solu-
tion with a kinetically controlled process can lead to the formation of
platelike nanostructures.

Metal nanoparticles with high aspect ratios are usually produced
in the presence of ligands46 or surfactants,108 sometimes with the aid
of preformed seeds and more often by wet chemistry. Steady-state
radiolysis allowed the synthesis of very anisotropic silver nanoparticles
in the presence of ligands such as EDTA, as observed by Transmission
Electron Microscopy (TEM)46 [Fig. 5(a)]. Surfactants (such as CTAB)
can adsorb on specific faces favoring the growth of metal nanoparti-
cles in one preferential direction.108 Particle shape anisotropy can
improve the outstanding properties of a metal such as platinum in
catalysis and in CO chemisorption. For example, the high catalytic
activity of Pt nanowires for water-gas shift reactions has been estab-
lished by Ichikawa and co-workers.109 However, there are very few
reports dealing with the synthesis of platinum nanorods. Some of
these studies were carried out using hard templates like mesoporous
silica or carbon nanotubes.110,111 Monodisperse single-crystalline plat-
inum nanorods were synthesized by radiolysis through a simple
process at room temperature, in CTAB solutions. The complexation
of CTA+ surfactant ions with tetrachloroplatinate anions, in the pres-
ence of hexanol, led to the formation of a precipitate with a lamellar
crystalline structure. The reduction of Pt(II) metal ions to Pt(0) was
carried out using γ-radiolysis. TEM observations of the nanoparticles
extracted from the solution, a few days after radiolysis, revealed
single-crystalline Pt nanorods, monodisperse in diameter (3–4 nm)
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and 20 to 60 nm long. Shape variation of the nanorods during the
nanomaterial growth indicated that the single-crystalline nanorods
grow by coalescence of spherical seeds 3–4 nm in diameter
[Fig. 5(b)].112

Palladium nanostructures formed by nanowires, nanoplates or
having a flower-like shape were synthesized using γ-radiolysis, by the
slow reduction of palladium acetylacetonate in propan-2-ol under CO
atmosphere.114 By a fast radiolytic reduction, at much higher dose rate
with electron beams, 2-nm nanoparticles were obtained, showing that
the dose rate, which determines the reduction kinetics, has an influence
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Fig. 5. Metal nanostructures synthesized by radiolysis. (a) Ag triangles stabilized
by EDTA [reproduced with permission from Ref. 46, copyright 1994 RSC].
(b) Pt monocrytalline nanorods synthesized by irradiation of the PtII-CTAB complex
[reproduced with permission from Ref. 112, copyright 2006 Wiley-VCH Verlag
GmbH & Co. KgaA]. (c) Pt porous nanoballs synthesized in hexagonal mesophases
containing CTAB as surfactant [reproduced with permission from Ref. 113, copy-
right 2007 American Chemical Society]. (d) Pt nanotubes synthesized in hexagonal
mesophases containing CPCl (cetylpyridinium chloride) as surfactant.138

        



on the nanostructure growth. In these experiments, the presence of
CO and the use of low irradiation dose rate favored the formation of
anisotropic nanostructures. Like other face-centered cubic (fcc) noble
metals, the thermodynamically favorable shapes of Pd nanocrystals are
cubooctahedra and multiple twinned particles. The synthesis of Pd
nanoplates or nanofoils requires the control of the reduction kinetics,
particularly at the seeding stage, as formation of these anisotropic
structures becomes favorable in a slow reduction process.114–116 When
the reduction becomes slow, one can obtain nanoparticles with shapes
deviated from the thermodynamic ones.

Anisotropic bimetallic nanoparticles can also be synthesized by
radiolysis. Indeed, γ-irradiation of an aqueous solution containing
silver and platinum metal ions and a polymer (PVA), at dose rates
lower than 0.5 kGy.h−1, led to the synthesis of wire-like Ag-Pt
structures with lengths up to 3.5 µm and diameters between 3 and
20 nm.117

9. Metal Nanoparticles in Confined Media

An important application of metal nanoparticles is their use as catalysts
on solid supports or in confined media. When the solution containing
metal ions is in contact with a solid support, the ions can diffuse in the
pores and adsorb on the surface. Therefore, the penetration of the ion-
izing radiation enables the in situ reduction of metal ions and then the
further coalescence of metal atoms inside the confined volumes of
porous materials, such as zeolites, alumino-silica-gels, colloidal oxides
such as TiO2 or polymeric membranes.

Zeolites are attractive host materials as they present regular chan-
nel systems, providing crystallographic defined locations for metal
clusters. Hence, the size of the clusters inside the zeolites can be lim-
ited by the dimensions of their channels and cages. Zeolite-supported
noble metal catalysts were extensively studied due to their wide appli-
cation as catalysts in petroleum industry.118 Reduction of silver in
zeolite hosts has been carried out by γ-irradiation.119 The intermediate
paramagnetic (charged) silver clusters formed in γ-irradiated silver-
exchanged zeolites have been studied by electron spin resonance (ESR)
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spectroscopy and diffuse reflectance spectroscopy.120 Nanosized
zeolites, in water suspensions, were used as host matrix for the stabi-
lization of copper clusters,121,122 and platinum nanoparticles were
prepared by radiolysis in sodium zeolites A.123

Silver nanoparticles were also synthesized inside mesoporous
silica by γ-irradiation.124 These hard templates can also be used as
nanoreactors to obtain nanomaterials of controlled shapes such as
metal nanowires. Ichikawa and co-workers synthesized platinum and
palladium nanowires in mesoporous silica FSM-16.109,125 However,
one drawback of using hard templates lies in the requirement to
apply strong chemical treatment such as hydrofluoric acid to get rid
of the silica template for extraction of the nanomaterials synthesized
within.

Soft templates, as lyotropic liquid crystals, offer a good alternative
since they can be easily removed. Hence, mesophases resulting from
surfactant self-assembly provide a class of useful and versatile
templates for generating 1D, 2D or 3D nanostructures in relatively
large quantities. Attard and co-workers demonstrated that liquid crys-
talline phases made by a ternary mixture (a non-ionic surfactant,
hexachloroplatinic acid, H2PtCl6, and water) can be used as “soft”
templates for the preparation of nanostructured metals.126,127 A large
range of nanomaterials were synthesized in reverse hexagonal liquid
crystals such as crystalline silver fibers,128 platinum and palladium
nanorods,129 polyaniline nanowires130 and semiconductors.131–135

Recent studies showed that direct hexagonal mesophases made of a
quaternary system (water, surfactant, co-surfactant and oil)136–138 can
be used as nanoreactors to synthesize nanostructured materials both
in the aqueous and in the oil phases such as Pd nanowires, Pd and Pt
porous nanoballs made of connected nanowires [Fig. 5(c)], as well as
Pt nanotubes [Fig. 5(d)].98,99,113,129,139,140 For sensing and catalysis,
such materials with three-dimensions open-porosity are favored
because they allow the unlimited transport of molecules.141 Compared
to chemical reducing processes that follow a diffusion front, radioly-
sis induces a homogenous nucleation and growth in the whole
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volume. As these mesophases can be doped by high concentrations of
metal salts (up to 0.2 M), relatively large quantities of metal nano-
structures can be obtained.

10. Composite Nanomaterials and “Metal-Organic”
Hybrid Nanostructures

Recently, there has been a great interest in the controlled fabrication
of composite materials consisting of organic molecules (such as poly-
mers) and metal particles. Such hybrid materials represent a new class
of nanomaterials that may combine desirable physical properties char-
acteristic of both organic and metallic components within a single
composite. The metallic part offers the potential for a wide range of
electrical and optical properties, substantial mechanical hardness and
thermal stability; while the organic part can provide high fluorescence
efficiency, large polarizability and plastic mechanical properties. Thus,
such hybrid nanostructures present unique electronic, photonic, mag-
netic and catalytic properties. In particular, such composite materials
are more attractive to pursue their wide potential applications in the
areas of advanced nanoelectronic devices, organic light-emitting
diodes, field-effect transistors, non-linear optics, electrochemical
sensors and bio-analysis.142 They may also find a wide range of appli-
cations as catalysts, shape-selective adsorbents and capsules for
controlled release of therapeutic agents.143

PVA was widely used as a matrix for preparation of nanocomposites
due to its easy processability, high clarity144 and biocompatibility.145

Ag–PVA nanocomposites were prepared by reduction of Ag+ ions
in PVA aqueous solutions using gamma irradiation followed by
solvent evaporation.146 Ag–PVA hydrogel nanocomposite was
obtained by simultaneous reduction of Ag+ and cross-linking of PVA
by γ-irradiation.147

Among conductive plastics, polyaniline has attracted much
interest because of its environmental stability and its tunable electrical
properties. Composite materials consisting of polyaniline nanofibers
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decorated with Ag or Au nanoparticles were synthesized by γ-radiolysis.148

Exposure of the solution to γ-rays in the presence of an oxidant
(such as benzoyl peroxide) induced both polymerization of aniline as
very thin fibers and formation of metal nanoparticles (decorating the
nanofibers). The shape and size of the metal particles can be changed
from nanometer-sized spheres to micron-sized dendrites by varying
the ratio of aniline to the metal precursor. The electrical conductivity
of the composites is up to 50 times higher than that of pure polyani-
line nanofibers. In other respects, entrapped silver and gold clusters
were successfully formed in a silica aerogel matrix by γ-irradiation of
hydrogel precursors loaded with aqueous solutions containing silver
and gold metal ions.149

Recently, radiolysis was used to synthesize metal-organic inter-
faces using self-assembled surfactant systems dispersed in aqueous
solutions (spherical micelles)150,151 or self-assembled at the air–water
interface (Langmuir monolayers)152 as templates. Indeed, due to the
electrostatic interaction between the polar head-groups of anionic (or
cationic) surfactant molecules and cationic (or anionic) metal ions,
the radiolysis method provides an atom coalescence localized onto the
surface of a direct surfactant self-assembly. Owing to the diversity in
surfactant phase diagrams, this approach presents a considerable
potential toward the synthesis of metal-organic interfaces with
numerous controlled shapes. In a tri-dimensional geometry, irradiat-
ing an aqueous solution containing silver ions and spherical linoleate
micelles led to the formation of silver nanoshells around the spherical
organic cores (Fig. 6).150,151 The formation of nanoshells was
evidenced by Small Angle X-ray Scattering and cryoelectron
microscopy. In a bi-dimensional geometry called “surface radiolysis,”
a Langmuir monolayer deposited onto a silver ions containing sub-
phase and irradiated by an incident X-ray synchrotron beam
impinging below the critical angle for total reflection, induced the
formation of a stable nanostructured metal-organic ultra-thin film at
the air–water interface (Fig. 7).152 The formation of the metal layer
was in situ monitored by X-ray scattering during the radio-induced
synthesis process, and the metal film was characterized by AFM after
transfer onto a silicon substrate.
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11. Electron Beam Lithography

The miniaturization of optical and electronic devices for application
in information technology requires a capability to generate nanopat-
terns on surfaces. Because of their specific conductance153,154 and their
optical properties,155–157 these nanopatterns have promising applica-
tions in industry. Tunable metallization by assembly of palladium
nanoparticles in poly(methyl methacrylate) (PMMA) thin films were
obtained by photo- or electron beam-lithography.158 Electron beam
techniques have considerable potential for formation of small features
compared to conventional techniques such as photolithography.
Patterned arrays of gold nanoparticles (2 to 4.5 nm in diameter) were
prepared by electron beam reduction and subsequent thermolysis of
Au(I)-thiolate complexes on silicon surfaces.159 Variation of electron
dose allowed the control of the interparticle distances. High-resolution
transmission electron microscopy (HRTEM) results suggested that
small gold nuclei are formed during the electron beam reduction step
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Fig. 6. Schematic view of the formation process of metallic nanoshells around
organic micelles in aqueous solution.150,151

Fig. 7. Schematic view of the formation process of a metal nanofilm at the air–water
interface.152

        



of Au(I)-thiolates, while the nanoparticles growth occurs during the
thermolysis step.

12. Conclusion

Radiation chemistry methods are of high potentiality not only in gen-
erating small clusters and metal nanoparticles of homogenous size and
shape, but also in studying the nucleation steps and clusters growth.
Pulse radiolysis is a powerful tool to study the first nucleation reac-
tions, which are the key parameters to better control the shape and
size of nanoparticles. It also provides the means to directly observe,
by time-resolved techniques, their nuclearity-dependent properties
during the clusters growth, such as the optical absorption spectra and
the redox potentials. The dose rate, which determines the number of
seeds and the reduction rate, has a large effect on nanoparticles size,
structure and shape. In particular, irradiation at high dose rate gener-
ates small and homogeneous nanoparticles. Formation of anisotropic
shapes needs in general slow reduction on seeds which is achieved at
low dose rate in the presence of ligands or surfactants. Irradiation of
mixed solutions containing two salts of different metals leads to the
formation of bimetallic nanoparticles of controlled structure
(core–shell or alloyed), depending on the dose rate. As ionizing rays
are highly penetrating, composite materials can also be obtained by
radiolytic synthesis. These nanoparticles and nanomaterials can have
important applications in several fields: catalysis, electrocatalysis,
sensors, electronics, optical limitation, and SERS.
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Chapter 14

Radiation-Induced Oxidation
of Substituted Benzenes:

Structure–Reactivity Relationship

B. S. M. Rao*

1. Introduction

Radiation-induced oxidation of benzene and its derivatives in aqueous
solution has been extensively studied and well documented (see Ref. 1
for a collection of rate constants and visit www.ndrl.edu for an
update). However, it still continues to be a fascinating area of research
for several reasons. Radiation chemical methods are ideal for genera-
tion of the •OH or one-electron oxidizing radicals in known yields
and therefore the evaluation of the kinetics and the stoichiometry
becomes easy. Low solute concentrations (≤1 mM) — the usual
solubility limit of an aromatic compound in water — can be easily
employed. The electrophilic nature of the •OH/oxidizing radical and
the availability of a large number of aromatic systems containing
electron-donating substituents and/or electron-withdrawing
substituents make them particularly suitable for investigating the
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structure–reactivity relationship. This chapter is not a comprehensive
review of the published work on radiation-induced chemical oxida-
tion of benzene derivatives, nor does it cover redox properties and
energetics of radical cations of substituted benzenes. The latter
aspects have already been reviewed by Jonsson2(a) earlier. In a series of
papers,2(b)–2(d) Jonsson and co-workers have clearly shown correlations
between substituent pattern and redox properties of radical cations of
substituted benzenes. Further, it has been shown by them that the
product pattern is governed by the charge distribution on the radical
cation and the electron density distribution on the corresponding
substituted benzene. This chapter is an overview of the work carried
out on radiation-induced oxidation of substituted benzenes with
emphasis on the contribution to the area from our research group.

The •OH radical can be easily produced by radiolysis of aqueous
solutions saturated with N2O to scavenge e−

aq [reactions (1) and (2)]:

H2O → •OH, •H, e−
aq, H2, H2O2, H3O

+, (1)

e−
aq + N2O → N2 + OH− + •OH. (2)

The one-electron oxidant reactive species SO4
•− (E° = 2.5 V) is another

radical commonly employed by radiation chemists to mimic the direct
effect of radiolysis in dilute aqueous solutions.

2. Experimental Methodology

The experimental methodology in radiation-induced oxidation of ben-
zene systems involved the measurement of rate constants and the
transient absorption spectra by pulse radiolysis and the determination
of yields of hydroxylated products on oxidation of the hydroxycyclo-
hexadienyl radicals under steady-state conditions. The two commonly
used oxidants — K3Fe(CN)3−

6 and IrCl6
2− — convert quantitatively the

OH adducts to the corresponding phenolic products. Thus, the pulse
radiolysis technique in combination with product analysis using
analytical techniques such as UV–VIS spectroscopy, HPLC, GC–MS,
etc. under steady state conditions has provided valuable information in
the understanding of the oxidation reaction mechanism of aromatics in
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aqueous solution (see Ref. 3 for a review of elucidation of peroxyl
radical reactions).

The transient absorption spectrum reported recently4 in the reaction
of •OH radical with benzene in aqueous solutiuons is given in Fig. 1.
The weakly electrophilic •OH radical generally reacts by addition4–11 to
the aromatic ring, forming the corresponding hydroxycyclohexadienyl
radical. The first step in the addition of •OH is the formation of the π
complex, which immediately rearranges to σ complex, leading to the
formation of the different isomeric OH adducts. For example, the
•OH addition to C6H5X (X = –OH, –NH2, etc) preferentially occurs to
the para position of the electron-donating group (Scheme 1).
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Fig. 1. The transient spectrum of the benzene OH adduct radical monitored at
10 µs after the pulse. [Reprinted with permission from Ref. 4. Copyright 2006,
American Chemical Society.]
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+ OH
. .. OH

X

H OHOHH

X

.
OHH
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Scheme 1. The addition of •OH radical to monosubstituted benzene system.

        



A fine example of the use of pulse radiolysis technique in combi-
nation with steady-state product distribution is the recent study by
Schuler and co-workers12 to probe charge distribution in aromatics.
Their initial studies on biphenyl13 which were extended recently to
phenol12 have been concerned with the determination of relative
yields at o-, m- and p-positions to examine the substituent effects on
charge distribution. For example, Fig. 2 shows the contour plot of
HPLC chromatographic data obtained in the •OH radical reaction
following the irradiation of phenol in the presence of the oxidant
ferricyanide. Figure 3 shows the transient absorption spectra recorded
in the reactions of •OH and •N3 radicals with phenol. The absorption
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Fig. 2. Contour plot (50 contours from 0 to 0.1 mAU) of a 5-mM solution
of phenol containing 2.7-mM ferricyanide irradiated to a dose of 834 Gy:
(A) hydroquinone, (B) hydroxyquinone, (C) quinone, (D) resorcinol, (E) catechol.
[Reprinted with permission from Ref. 12. Copyright 2007, American Chemical
Society.]

        



band measured in the •OH reaction at 335 nm is a mixture of
isomeric phenol–•OH adducts and the weak absorption in the
370–410 nm region was attributed to the phenoxyl radical formation
based on its spectrum obtained in the •N3 reaction. Further, it has
been shown that the relative yields for •OH addition to each of the
ortho, meta, para and ipso positions are in the ratio of 0.25: 0.04:
0.34: 0.08, respectively, and the phenoxyl radicals were formed from
the adducts at diffusion controlled rates (t1/2 ~ 20 ns).

Studies have been reported by our group14,15 in the case of
chlorotoluenes and cresols, where relative yields of phenolic products
were determined to obtain information on the sites of •OH attack.
(vide infra).
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Fig. 3. Absorption spectra observed in the pulse radiolysis of (A) 5 × 10−3 mol dm−3

phenol solution at pH7 and (B) also containing 20 × 10−3 mol dm−3 sodium azide.
(C) Spectrum A magnified by a factor of 10. (A) was recorded 250–750 ns and
(B) 2.5–7.5 µs after the pulse at which time oxidation was complete. [Reprinted with
permission from Ref. 12. Copyright 2007, American Chemical Society.]

        



Another important aspect that has been well addressed3,16–21 is on
the radiation-induced degradation of benzene and its derivatives in
aqueous solution. The Advanced Oxidation Processes (e.g. O3–H2O2,
H2O2–UV, electron beam) make use of the highly reactive •OH radical
in the degradation of water pollutants. Radiation chemical methods
are superior to other methods (Fenton or photolysis) in the generation
of peroxyl radicals from the reaction of OH adducts.

(ROH) • + O2 �kf

kr

(ROH)O•
2, (3)

kobs = kf [O2] + kr. (4)

The addition of molecular oxygen to carbon-centered radicals in
aqueous solutions is usually fast, with rates close to those of diffusion-
controlled mechanisms. The cyclohexadienyl radical, for example,
reacts very rapidly, which is followed by rapid elimination of HO2 with
other competing processes (e.g. bimolecular decay by disproportion-
ation). On the other hand, its addition to OH adducts of benzene and
its derivatives was reported to be slower and reversible [reaction (3)].
By monitoring the decay of absorption of OH adducts in the presence
of oxygen at lower doses, Fang et al.18 determined the rate constants
using Eq. (4). It has been further shown by them that the forward (kf)
and backward (kr) rates depend on the nature of the substituent, with
kf values lying between 8 × 108 for anisole and 1.6 × 107 dm3 mol−1 s−1

for terephthalate ion and the corresponding values of kr are between
7.5 × 104 and 0.35 × 104 s−1. This was further extended to halotoluenes
by us14 and Fig. 4(A) depicts the spectrum recorded in oxygenated
solutions of 3-chlorotoluene where the formation of the peroxyl
radical can be clearly seen.

The decay of absorption at 325 nm in the presence of oxygen
[Fig. 4(B)] and plots of kobs determined from such traces as a function
of [O2] for chlorotoluenes and cresols are shown in Fig. 4(C).

Recently, Al–Sheikhly et al.4 studied the radiation-induced
destruction of benzene and dienes. Their pulse radiolysis work gave a
rate constant k = 7.8 × 109 dm3 mol−1 s−1 to form the hydroxycyclo-
hexadienyl radical, absorbing at 315 nm with a molar extinction
coefficient of 4.2 × 103 dm3 mol−1 cm−1 (Fig. 1). The OH adduct
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radical decays by second-order self reactions, but the decay is acceler-
ated and increases linearly with [O2] and reacts with a rate constant of
3 × 108 dm3 mol−1 s−1 in a reversible fashion. The authors proposed, in
addition to O2

•− elimination, a chain reaction involving peroxyl radical
with benzene at low doses under gamma radiolysis. These studies
have provided a basis for understanding the mechanism of degradation
of volatile organic compounds such as benzene in waste and drinking-
water treatment streams.

3. Kinetics: Hammett Correlation

The rates of the reaction of the •OH radical with benzene derivatives
are generally studied from the build-up of the transient species
(OH adducts) at the absorption maxima under pseudounimolecular reac-
tion conditions at concentrations ≤ 10−3 mol dm−3 and the second-order
rate constants were evaluated from the plots of kobs versus [solute].
The •OH radical is reactive towards arenes with diffusion-controlled
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Fig. 4. (A) Time-resolved absorption spectra obtained from pulse radiolysis
of N2O/O2 (4:1 v/v) saturated solutions of 3-chlorotoluene at 3 (O), 40 (∇), and
90 µs (�). Dose per pulse = 600–700 rad. (B) Decay trace at 325 nm in the presence
of oxygen in 3-cresol. (C) Plot of kobs as a function of [O2] in (O) 2- and
(∆) 3-chlorotoluenes and (�) 3-cresol. [Reprinted with permission from Ref. 14.
Copyright 1997, American Chemical Society.]

        



rates having k values between 109 to 1010 dm3 mol−1 s−1 depending on
the substituent. The rate constants measured in the reaction of the
••OH and SO4

•− radicals with some selected benzene systems reported
by us22–24 are tabulated in Table 1.

The earlier work on the reaction of the •OH radical with substi-
tuted benzenes has shown the correlation of second-order rate
constants with the Hammett parameter (ρ+).25 The Hammett treat-
ment [Eq. (5)] involves the relation between the rate constants and
the electronic parameters (σ and ρ+).

log k = σρ + + A, (5)

where k and k0 are the rate constants for the substituted and the
unsubstituted compounds respectively, σ is a constant, characteristic
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Table 1. k (109 dm3 mol−1 s−1), λmax (nm), and ε (mol dm−3 cm−1) obtained in the
reactions of •OH and SO4

•− with some selected substituted benzenes. Data taken from
Refs. 14 and 15.

k

Compound •OH SO4
•− λmax(

•OH) ε λmax(SO4
•−)

Bromobenzene 4.4 1.8 320, 400
Chlorobenzene 5.5 1.5 325 4600 325, 400
1-bromo-2-chlorobenzene 2.0 0.7 330 3800 325, 425
1,2-Dibromobenzene 2.3 0.4 330 3200 330, 435
1,3-Dibromobenene 1.9 0.5 330 4800 330
1,2-Dichlorobenzene 2.5 0.6 325 3800 320
1,3-Dichlorobenzene 2.2 1.1 330 5300 330
2-Bromotoluene 1.7 2.3 330 3450 315, 435
3-Bromotoluene 4.9 1.7 330 5200 320
4-Bromotoluene 2.9 1.0 315 3700 275, 325
2-Chlorotoluene 6.5 1.7 325 3600 320
3-Chlorotoluene 3.5 0.9 330 4200 325
4-Chlorotoluene 5.5 1.1 310 4000 270, 315
2-Cresol 12.0 3.4 295 3060 290, 380–400
3-Cresol 10.0 3.8 325 4970 290, 390
4-Cresol 9.2 6.1 305 4210 290, 390

        



of the substituted group, ρ+ is a constant for a given reaction under a
given set of conditions and A = log k0.

For the compounds obeying the Hammett equation, the distri-
bution pattern for the •OH attack can be estimated by assuming that
the position on the ring with the maximum σ value has the least prob-
ability, while the one with the minimum has the greatest probability.
In our recent work26,27 on cinnamate derivatives where the addition of
the •OH radical to the olefinic double bond is an additional pathway,
a ρ+ value of −0.3 was estimated from the Hammett plot (Fig. 5).
This value is in agreement with those reported earlier23,25 for several
substituted benzenes (ρ + = −0.52 to −0.4). However, the Hammett
treatment for reactions with rate constants close to diffusion-controlled
ones may not be satisfactory due to limited variation in kinetic data
and large experimental uncertainty. In contrast, better correlation is
expected in the corresponding gas phase reactions.

Among the various radiation chemical studies, our work14,15,22–24,26–33

has been concerned with reactions of oxidizing radicals (•OH, SO•−
4, X2

•−
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Fig. 5. Hammett plot for the reaction of •OH radical with cinnamate derivatives:
(1) m-hydroxycinnamate, (2) p-hydroxycinnamate, (3) m-methoxycinnamate,
(4) p-methoxycinnamate, (5) m-chlorocinnamate, (6) p-chlorocinnamate,
(7) m-nitrocinnamate, and (8) p-nitrocinnamate; pH 7, Dose/pulse ~ 15 Gy. [Taken
from P. Yadav, Ph.D. Thesis, University of Pune, 2006.]

        



(X = Br− or Cl−) with substituted benzenes of the type C6H5−nXnY,
where X = halogen and Y = NH2, Cl, Br, CH3, CH2Cl or OCH3 and
results from some individual systems are discussed here.

4. Halobenzenes and Halotoluenes

Among benzene derivatives, halogen-substituted compounds have
been extensively studied and in the structure–reactivity studies15,22–24

carried out on the reaction of •OH and SO4
•− with the ortho and meta

isomers of dichloro and dibromobenzenes and mono-bromotoluenes,
the formation of substituted hydroxycyclohexadienyl radical was
observed to be the major reaction channel. The bimolecular rate
constants obtained for the reaction of •OH with substituted haloben-
zenes are in the range (1.7 to 9.3) × 109 dm3mol−1s.−1 The rate
constants obtained are found to follow the Hammett relationship for
the reaction of •OH with substituted halobenzenes24 and the ρ+ was
found to be −0.5, indicating that •OH radicals react by addition to the
benzene ring.

In the reaction of SO4
•− with halobenzenes the correlation of the

rate constants with the Hammett parameters gave ρ+ values of −1.2
and −1.6 with halotoluenes. Studies on product distribution in sub-
stituted toluenes14 have shown that H atom abstraction from –CH3

group is an additional reaction pathway, especially in toluenes
containing substituent at para-positions (e.g. 4-chlorotoluene and
3,4-dichlorotoluene).

The spectra of the intermediate transients formed in the reaction
of •OH with dichloro- and dibromo-benzenes and chloro- and
bromo-toluenes exhibited absorption maxima around 325–330 nm15

with both ortho- and meta-isomers of dichlorobenzenes, dibromoben-
zenes, and bromotoluenes (Fig. 6). The transients were assigned to the
isomeric OH adducts formed from the addition of •OH to the
benzene ring. A blue shift was observed in the absorption maximum
of p-bromotoluene (315 nm) when compared to its ortho- and meta-
isomers which have maxima at 330 nm. Such a behavior was also seen15

in the absorption spectra of OH adducts of o- and m-chlorotoluenes
(325–330 nm) and m-xylenes (326–328 nm) as compared to their
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Fig. 6. Transient absorption spectra recorded 2 µs after the pulse obtained in the
reaction of •OH with (A) 1,2-dichlorobenzene (×), 1,3- dichlorobenzene without
(∆) and with 0.2 M tert-butyl alcohol (�), (B) 2-bromotoluene (�), 3-bromotoluene
(�) and 4-bromotoluene (•). Dose per pulse = 2 krad; pH = 7; [solute] = 10−3 mol
dm−3. [Reprinted with permission from Ref. 15. Copyright 1994, American Chemical
Society.]

        



para-isomers (310 nm). This is also reflected in the more intense
absorption observed in the spectra of their meta-isomers.

The extinction coefficient for the OH adducts of m-bromotoluene
(5200 dm3 mol−−1 cm−l) is higher than that observed for its para-isomer
(3700 dm3 mol−−1 cm−1). The red shift in ortho- and meta-substituted
isomeric OH adducts was attributed to the stabilization of their
excited states because the unpaired spin, especially in the OH
adducts of meta-isomers, is delocalized on both –C1 and –CH3 sub-
stituents and they are therefore, relatively more stable than the
para-isomers.15

The stabilization of hydroxycyclohexadienyl radicals by –CH3 and
halogen groups is apparent from the bathochromic shifts in the spectra
of OH adducts of chloro- and bromo-benzenes (325 nm) and toluene
(317 nm) relative to benzene (313 nm). This is in accordance with the
work of Chen and Schuler13 where the phenyl substituent leading to a
more intense and a strong red shift in the transient absorption spectra
was seen in the reaction of •OH radical with biphenyl.

The transient absorption spectra maxima of substituted benzenes
are usually in the range 310–330 nm. This is evident from the spectra
reported in the case of halobenzenes and halotoluenes (Fig. 6) and for
benzene (Fig. 1).

5. Cresols

Reactions of •OH, O•− and SO4
•− radicals with cresols were studied in

detail by pulse radiolysis and laser flash photolysis techniques com-
bined with product analysis.14 The rate constants of the •OH reaction
with cresols are very high (k ∼ 1 × 1010 dm3 mol−1 s−1) whereas O•− was
found to be less reactive (k ∼ 2.4 × 109 dm3 mol−1 s−1). The second-
order rate constants of the reaction for SO4

•− reaction with cresols are
in the range of (3 to 6) × 109 dm3 mol−1 s−1. The transient absorption
spectra obtained in the reaction of •OH with isomers of cresols have
peaks in the region 295–325 nm. Merga et al.15 and Choure et al.14

carried out a detailed product analysis by HPLC on radiolysis of
chlorotoluenes and cresols. Table 2 lists the products obtained in
deoxygenated and oxygenated solutions of these systems.
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Table 2. Product distribution obtained in γ-radiolysis of deoxygenated and
oxygenated solutions of chlorotoluenes and cresols. Taken from Ref. 14 [The num-
bers are the G values of the individual phenolic products formed in deoxygenated
(given in parantheses) and oxygenated solutions of chlorotoluenes (X = Cl) and
cresols (X = OH). The total yields are based on G(•OH) = 5.6 per 100 eV. n.f = not
formed].

        



5.1. Substituent effects in ••OH reaction

The partial rate constants for the attack of •OH at different positions
of isomers of monochlorotoluenes were determined from the
observed yields and rate constants (Fig. 7).15 The relative rate
constants of 1.18 and 1.39 at positions 3 and 6 of 2-chlorotoluene
have shown the effects of activation of the ortho-positions and the
deactivation of the meta-positions by –CH3 and –Cl groups. A similar
trend was found for 4-chlorotoluene where the relative rate constants
at positions 2 (ortho to –CH3 and meta to –C1) and 3 (ortho to –C1
and meta to –CH3) are comparable. Further, the deactivation of the
meta-position by the methyl and phenyl groups in toluene and
biphenyl (the respective relative rate constant values being 0.61
and 0.63) is compensated by the ortho-directing –C1 group. The
relative rate constant values of 2.25 and 2.47 at positions 4 and 6 of
3-chlorotoluene which are either ortho or para to the –CH3 and –C1
groups revealed that both positions are activated to the same extent.
A comparison of these values with those observed at the ortho- (1.28)
and para- (1.34) positions of toluene show the cumulative effect of
activation by –CH3 and –C1 groups. Further, this total activation is
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Fig. 7. (A) Partial 109 dm3 mol−1 s−1 and (B) relative rate constants for the reaction
of •OH with 2-, 3-, and 4-chlorotoluenes. Values in (B) are given relative to benzene.
[Reprinted with permission from Ref. 15. Copyright 1994, American Chemical
Society.]

        



nearly equal to the para-directing effect of the highly electron-donating-
OH group in phenol, having a relative rate constant of 2.12. 

Similarly, the deactivation of both –CH3 and –Cl groups for the
meta-attack is evident from the complete inactivation of position 5 of
3-chlorotoluene. On the other hand, position 2, though ortho to both
substituents, has a value close to that of benzene which is lower than
one would expect and may be due to the steric hindrance. The simi-
larity in the magnitude of the activating effects of the –CH3 and –Cl
groups is in line with the expected behavior of the free radical
aromatic substitution where all substituents enhance reactivity at
ortho- and para-positions over that of benzene. This is because the
•OH radical, though slightly electrophilic, is predominantly neutral in
nature. In the case of cresols, the analysis was limited to the para-isomer
and the results are in accordance with the strong activation of ortho-
and deactivation of meta-positions by the –OH group.

6. Benzaldehyde, Acetophenone, Aniline
and Their Derivatives

The k values for the reaction of •OH with benzaldehyde, acetophenone
and benzophenone are between (2.6 to 7.7) × 109 dm3 mol−1 s−1.28,29

The increase in the values on going from benzaldehyde to benzophe-
none agrees with the increase in electron density due to the replacement
of –H by –CH3 or –C6H5 in the functional group. Studies carried out
on hydroxylation of benzaldehyde and acetophenone revealed that
the •OH addition to the functional group of benzaldehyde predomi-
nates over the addition to the benzene ring while addition to the ring
is predominant in the case of acetophenone.33 The reaction mecha-
nism involved the addition of the •OH radical to the –CHO group of
benzaldehyde followed by disproportionation of the exocyclic OH
adduct as its addition to the benzene ring is considerably reduced due
to its deactivation by the –CHO group. The reaction mechanism for
the •OH and SO4

•− reactions with p-hydroxybenzaldehyde is shown in
Scheme 2.

In a theoretical study of the •OH radical reaction with a series
of halogenated acetaldehydes, Rayez et al.34 have shown that the
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H abstraction from the functional –CHO group is more probable
than the addition/elimination reaction.

The second-order rate constants for the reaction of •OH radical
with meta- and para-isomers of hydroxy-, methoxy-, chloro- and
nitro-benzaldehydes are in the range (2.8 to 12) × 109 dm3 mol−1 s−1.
The higher rate in methoxybenzaldehyde is attributed to the activation
of the ring by the electron-donating –OCH3 group.
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Scheme 2. Reaction pathways for •OH radical attack on benzaldehyde. [Taken from
Ref. 33].

        



The spectral nature for the transients formed in the •OH reaction
with p-hydroxybenzaldehyde (Fig. 8) was found to be different from
those recorded with its ortho- and meta-isomers. In addition to a
single peak around 370–410 nm observed with the latter, a more
intense peak at 325 nm by four folds was seen. Furthermore, this peak
decayed faster with a first-order rate constant k = 5.5 × 105 s−1. This
decay was found to be acid-catalyzed. In the reaction of •OH radical
with hydroxybenzaldehydes,28 the time resolved spectral changes are
interpreted in terms of the formation of phenoxyl radical via inter-
mediate radical cation in the case of ortho- and para-isomers whereas
phenoxyl radical formation by dehydration seems to be the predomi-
nant reaction pathway for the meta-isomer.

The charge distribution at different carbon atoms of the ring and
the aldehyde group for isomers of hydroxybenzaldehyde and hydrox-
yacetophenone was determined using semiempirical quantum chemical
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Fig. 8. Time-resolved transient absorption spectra obtained in the reaction of •OH
with p-hydroxybenzaldehyde 1 × 10−3 mol dm−3 at 1.5 (�) and 10 (•) µs after the
pulse; dose/pulse = 1.5 krad. [Reprinted with permission from Ref. 28. Copyright
2001, Elsevier.]

        



calculations. The analysis revealed that the electron density distribu-
tion is in accordance with the activation and deactivation effects of the
–OH and –CHO groups. The probable positions for the •OH attack
are, thus, different for the three isomers. Furthermore, there is no
single unique site for the exclusive attack of •OH, implying the
formation of different isomeric OH adducts. 

A general feature of this analysis is that the electron density at the
carbon attached to –CHO group is significant whereas it is minimum
at the exocyclic carbon. The order of the charge distribution at the
carbon attached to –CHO, among the three isomers, is ortho > para >
meta. The absorption maxima of transients formed with o-, m- and
p-hydroxyacetophenones were reported to be similar to those obtained
with the corresponding isomers of hydroxybenzaldehydes.

The reaction mechanism reported in the reaction of •OH with
benzaldehydes is shown in Scheme 2. The •OH radical attacks the
ring [reaction (2)] and the –CHO group [reaction (4)]. The attack of
•OH on the ortho-position of benzaldehyde was considered negligible
because of the lack of formation of salicylaldehyde under steady-state
conditions. The two hydroxycyclohexadienyl radicals (structures 2
and 3) were oxidized to the corresponding phenols in the presence
of an oxidant [reaction (3)], while the ipso OH adduct (structure 4)
was not.

Since the measured yields of the phenolic products corresponded
to 30% •OH yield, the ipso adduct formation is limited to 10% •OH
yield. Since the combined G value of m- and p-hydroxybenzaldehydes
in N2O-saturated solutions in the presence of IrCl6

2− is 1.7, only 30%
•OH seems to add to the ring. The reason for low phenolic yields in
the case of benzaldehyde is the possibility of another reaction channel
leading to the formation of the exocyclic OH adduct (structure 5)
from the addition of •OH to the carbonyl group of benzaldehyde
[reaction (4)].

Radiation chemical oxidation of benzaldehyde to benzoic acid is
interpreted in terms of the disproportionation of the exocyclic OH
adduct (structure 5) to give benzoic acid [reaction (5)], which can
account for the complete consumption of •OH. Dimerization of this
adduct seems to be a minor process.
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•OH, O•− and N3
• radicals were reported30 to react with chloro-

and hydroxy-derivatives of aniline at diffusion-controlled rates with
k > 109 dm3 mol−1 s−1 and the rates are nearly identical for all isomers
of chloroaniline. The •OH radical reaction involves both addition and
direct H abstraction and the extent of the two reactions is determined
by the position of the substituent. The initially formed OH adduct
then undergoes dehydration to give the anilino radical. The attack of
the •OH radical at the carbon bonded to Cl is a minor pathway (not
more than 15%) as was confirmed by the detection of Cl− ions.

7. Cinnamic Acid/Cinnamate Derivatives

There is a growing interest in naturally occurring phenolic compounds
that display biological antioxidant properties such as p-hydroxycinnamic
acid,35 ferulic acid,36 caffeic acid,37,38 and curcumin39–41 which are ubiq-
uitous in plant food. It has been demonstrated38,42,43 that the interaction
of the oxidizing OH adduct of DNA, poly-A and poly-G with hydrox-
ycinnamic acid derivatives proceed via electron transfer. Cinnamic acid
derivatives have been shown to be able to scavenge superoxide, peroxyl,
and hydroxyl radicals.38,44,45

The •OH radical, in benzene derivatives with a substituent having
a double bond, can add either to the benzene ring or to the side
chain. Bobrowski and Raghavan45 have performed experiments on the
cinnamic acid and shown that the •OH radical adds to both the ring
and the olefinic group, the relative extent being 3:7 respectively. 

The pulse radiolysis technique combined with quantum chemical
calculations have been carried out by our group27 to examine the
effect of substituent and its position on the reactivity of both oxidiz-
ing and reducing radicals with derivatives of cinnamic acid containing
either an electron-donating (–OH or –OCH3) or electron-withdrawing
substituent (–Cl or –NO2). The reactions were studied both at pH3
and pH7 in order to examine their nature in undissociated and
dissociated forms (pKa ~ 4). The absorption spectrum recorded in the
reaction of •OH radical with cinnamate at pH7 exhibited two peaks
centered at 310 and 365 nm (Fig. 9). This spectrum is in agreement
with that reported earlier.45 The two peaks at 310 and 365 nm are
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assigned to the benzylic and hydroxycyclohexadienyl radicals
following the addition to the double bond of the substituent and
the ring respectively. The molar extinction coefficients for the
former radical determined by the two groups are in the range
9700–9900 dm3 mol−1 cm−1.

The extent of the •OH radical attack at the side chain in cinna-
mate derivatives was estimated to be significant (60–80% •OH yield),
which is in accordance with the theoretical calculations. Among the
addition products of o-, m-, and p-methoxycinnamic acids, the DFT
calculations have shown that the addition of •OH to the olefinic
carbon atom C8 is the most stable followed by C7 while the product
obtained from •OH addition to the ring carbon atom C1 (ipso with
respect to the acid functional group) is the least stable. The most sta-
ble structure among the ring addition products is the (C4OH)•

adduct. The relative stabilities of the addition products of o-, m- and
p-methoxycinnamic acids with respect to (C8OH)• adduct is shown
in Fig. 10.
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Fig. 9. Transient absorption spectra obtained in the reaction of •OH with cinnamate
at pH 7, at (�) 2.5 and (O) 40 µs. [cinnamate] = 1 × 10−3 mol dm−3, Dose/pulse =
14 Gy. [Reprinted with permission from Ref. 27. Copyright 2008, Elsevier.]

        



The higher stability of addition products on olefinic carbon atoms
C8 and C7 was explained based on loss of aromaticity because addi-
tion to the ring breaks the cyclic delocalization leading to the loss of
accounting to around 30 kcal/mol of destabilization of the system.
Further excellent linear correlation between the relative stabilities of
the OH adducts (after accounting for the aromatic stabilization in
olefinic adducts) and the maximum spin density values was also
obtained.

8. Summary

The radiation chemical reactions of oxidizing radicals with substituted
benzenes of the type C6H5−nXnY, where X = halogen and Y = NH2, Cl,
Br, CH3, CH2Cl or OCH3 are discussed. They form an interesting
class of compounds for structure–reactivity studies as they contain
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both electron-donating/electron-withdrawing groups, and radiation
chemical methods are suitable as known amounts of oxidizing radicals
can be generated selectively. The methodology involves both pulse
radiolysis and product analysis under steady-state conditions in com-
bination with theoretical calculations. Despite extensive work carried
out on pulse radiolysis of substituted benzenes since its advent more
than four decades ago, product distribution data are still limited for
the quantitative estimation of the extent of the radical attack at
different sites in several systems.
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Chapter 15

Femtosecond Events in Bimolecular
Free Electron Transfer

Ortwin Brede*,† and Sergej Naumov ‡

1. Introduction

In recent years, much work has been done on the electron transfer
phenomenon called free electron transfer (FET).1 FET stands for an
electron transfer process where the molecule oscillations of the donor
are reflected in a bimolecular reaction. This is reasoned by an unhin-
dered electron jump proceeding in the first encounter of the
reactants. So “free” means unhindered and concerns the transfer, not
the electron.

In non-polar solvents such as alkanes and alkyl chlorides (RX),
ionizing irradiation produces metastable parent radical cations2,3 of
high reactivity [Eq. (1)]. Usually, these species decay by neutralization,
deprotonation and fragmentation. At room temperature such parent
radical cations exhibit lifetimes up to 200 nanoseconds. In the presence
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of additives (S) of lower ionization potential as the solvents, a rapid
electron transfer in the sense of an ion–molecule reaction3 takes place
[see Eq. (2)].

RX −vvv → RX•+ + e−
solv, etc., X = H, Cl. (1)

RX•+ + S → RX + S•+. (2)

This reaction represents a universal tool for the generation of scav-
enger radical cations also in such cases where these species have rather
low pK values under polar conditions.5

Investigating the electron transfer very thoroughly, it has been
found that for some substituted aromatics (S), a parallel generation of
two products was observed such as the expected S•++ and unexpected
S-derived radicals. First discovered for phenols6 as electron donors, cf.
Eq. (3), this phenomenon appeared to be a general one for electron
donors consisting of an aromatic moiety substituted with larger polar-
izing groups.1

C4H9Cl•+ + C6H5–OH 
→ C4H9Cl + C6H5–OH•+(50%), C6H5 –O•• (50%) + H+. (3)

Here, this special kinetic behavior named “free electron transfer”
(FET) should be discussed in more detail in this chapter.

2. Properties of Solvated Parent Ions

Parent radical cations derived from alkanes and alkyl chlorides can be
directly observed in the nanosecond time domain by time-resolved
spectroscopy such as laser flash photolysis and electron pulse radioly-
sis. Especially the latter one enables the direct ionization of the
solvents independently on the optical properties of the sample and a
well-defined electron transfer regime according to Eq. (2) or (3).
Representative examples of the radiolytic generation of solvent radical
cations are given in Eqs. (4) and (5a) for the cases of 1-chlorobutane7

and n-decane.8
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n-C4H9Cl –vvv → n-C4H9Cl•+ + Cl− + n-C4H9
•. (4)

n-C10H22 –vvv → n-C10H22
•+ + e−

solv. (5a)

e−
solv + CCl4 → Cl− + CCl3

•. (5b)

Figure 1 shows the corresponding optical absorption spectra of these
radical cations as taken in the pulse radiolysis of the pure solvents.
To avoid the influence of solvated electrons, in the case of alkanes, an
electron scavenger such as tetrachloromethane is usually added [see
Eq. (5b)]. Alkyl chlorides are internal electron scavengers and do not
need further additives. In most of the cases, for the study of electron
transfer reactions of type 2 or 3, the solvent derived radicals do not
disturb because of their much lower reactivity compared with those of
the ions.

Because of the non-polarity of the media, the mentioned
solvent parent ions have no real solvation shell. They represent
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Fig. 1. Optical absorption spectra of parent radical cations taken in the pulse
radiolysis of the pure solvents n-decane or 1-chlorobutane. The inset shows a time
profile of the 1-chlorobutane radical cation at a characteristic wavelength.

        



pure sigma-bonded systems where spin and charge are equally dis-
tributed over the whole molecule.9 This is shown in Fig. 2 for the
example of the 1-chlorobutane radical cation.

The rate of the electron transfer 2 depends on the free energy of
the reaction which can be approximately expressed by the difference
of the ionization potentials (∆IP) of the reaction partners. Using a
diversity of additives, reaction (2) has been found to be reaction-
controlled up to ∆I ≈ 0.8 eV. At higher values the diffusion-controlled
rate limit is reached.10 This can be seen from Fig. 3 where the

414 O. Brede and S. Naumov

Fig. 2. Spin density (left) and charge distribution (right) of the radical cation
derived from 1-chlorobutane calculated by DFT method.9

Fig. 3. Plot of the rate constant k3 vs. ∆I for the electron transfer of Eq. (6). The
scavengers used are named in the figure. Abbreviations mean: BP — benzophenone,
NA — naphthaline, TEA — triethylamine, TMPD — dimethyl-p-phenylene-
di-amine. [From Ref. 11, with permission of the editors.]

        



dependence of the rate constant of the electron transfer from various
scavengers to the 1-chlorobutane radical cation is demonstrated; see
also Eq. (6).

n-C4H9Cl•+ + S → n-C4H9Cl + S•+. (6)

3. Products of the Electron Transfer Involving Phenols

As already mentioned, the electron transfer [Eq. (3)] shows an
unusual product pattern. Therefore from here we are using the
term free electron transfer (FET) indicating peculiarities of this
reaction type elucidated later on. Taking phenols (ArOH) as elec-
tron donors, a 1:1 product ratio of radical cations ArOH•+ and
phenoxyl radicals ArO• has been observed. These species were
produced in a parallel manner as shown in the reaction sequence
given in Eqs. (7).

AROH ArOH ArOH

RX Ar- -OH + RX

ArOH

planar
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As a representative example, Fig. 4(a) gives the results of pulse
radiolysis experiments with 4-chlorophenol as electron donor, which
was chosen because of the good separation of the optical transient
absorption.12 Starting 10 ns after the electron pulse, the products of
FET exhibit three marked absorption maxima at λmax = 310, 420 and
460 nm. The different time behavior indicates that at least two tran-
sients are involved. Focusing the interest on the absorptions in the
visible range, the 420-nm peak is caused by the phenoxyl radical ArO•

whereas the 460 nm one is due to the phenol radical cation ArOH•+.
Although the optical absorptions are superimposed, looking into
the time profiles taken in these maxima and considering a different
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Fig. 4. (a) Transient optical absorption spectra obtained in the pulse radiolysis of
nitrogen saturated solution of 0.01 mol dm−3 4-Cl-ArOH in n-C4H9Cl after (-o-)
10 ns, (-∆∆-) 100 ns and (-�-) 500 ns. The inset shows the time profiles of nitrogen
saturated solution of 0.01 mol dm−3 4-Cl-ArOH in n-C4H9Cl at different wave-
lengths. The simulations of the time profiles (o) obtained using the ACUCHEM
program12a,12b are as shown at 420 nm (b) and at 460 nm (c) with the solid line being
the original measurement curve. The additional curves represent the results of simu-
lation for the formation of the phenoxyl radicals (∆) and the decay of the radical
cations (�), cf. Ref. 12.

        



chemical behavior of radicals and radical cations, the time profiles of
Figs. 4(b) and 4(c) are clearly different, which means that one of the
species is dominating.

However, with a mathematical fit procedure12 the kinetic connec-
tions can be visualized: both absorptions are formed within 10 ns, i.e.
with the rate of the diffusion-controlled FET of k7 ≈ 1010 dm3mol−1s−1.
They are direct products of FET. ArOH•++ decays in the nanosecond
range whereas ArO• lives at least tenths of microseconds. The fit
curves describe the single transient behavior and indicate that half of
the radicals exist from the very beginning. The other half is formed in
a time-resolved manner by the decay of the radical cations. So the fit
of the radical kinetics enables the conclusion that ArOH•++ and ArO•

are primarily generated with an estimated ratio 1:1.
Exactly this kinetic behavior has also been observed for a large

variety of phenols, independent of the characteristics of substituents
and also of deuteration of the polar group. Thiophenols13 and
selenols14 show an analogous effect, however, with other product
ratios. This is concluded in Table 1.

4. Mechanism of FET

To understand the reason of the unusual product distribution of
FET, some general considerations about reaction dynamics should
be undertaken. The donor molecules consist of aromatic moieties
substituted with hetero-atom containing groups such as –OH, –SH
and –SeH. In the ground state, of the intramolecular oscillations of
those molecules, the deformations caused by bending motions (tor-
sion, wagging etc., simplified treated as rotation) of the substituent
are connected with electron fluctuation of the electrons in the
HOMO and n-orbitals. As a result of a quantum-chemical calcula-
tion, this is shown in Fig. 5 for the n-orbital of phenol depending on
the angle of rotation of the hetero-group around the arrow-marked
bond Ar-�-OH.6,15

From the dynamic point of view, the motion (rotation) of the
substituent takes place in the femtosecond range with a frequency of
≥ 1013 Hz. If any chemical reaction is faster than this motion, the
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permanent changing electron distribution could be detected by it,
and this seems to be the case in FET.

Although it looks like an elementary reaction, Eq. (2) stands
for FET as a sum of single reaction steps. In the classical under-
standing,16 such reaction steps can be written as a sequence given
in Eq. (8). Diffusion brings the reactants together to something
like an encounter situation. Then the electron jump can happen
resulting in a successor situation. Subsequently diffusion separates
the products.

RX•+ + S → approach → RX•+ … S  → e-jump → RX … S•+

→ diffusion → RX + S•+. (8)

In the description of diffusion-controlled reactions, the reactants
interact by several collisions (up to 100) before the successor situation
can be reached. However, if each collision results directly in products,
in the case of a rapid electron transfer, such an efficient process takes
place in times ≤ 1 fs. This is at least one hundred times faster than the
mentioned rotation of the substituent in the donor molecule and,
therefore, the variety of rotation states, i.e. of electron distributions,
might be recognized. For the example of phenol, it means that dif-
ferent ionization products would be formed1:

• one derived from the planar state of the molecule where the
electrons of the n-orbital are equally distributed over the molecule

Fig. 5. Phenol: quantum-chemically calculated (B3LYP/6-31G(d)) distribution
of n-electrons of the oxygen atom depending on the rotation angle of the OH-
group.

        



(Fig. 5, 0°, structure on the left) which in FET results in a
metastable product radical cation, and

• and one derived from a twisted (deformed) state where the
electron density is shifted more to the hetero-atom (Fig. 5, 90°,
right hand side) which in the prompt ionization should result in
an extremely unstable and dissociative radical cation with high
charge density at the hetero-atom.

In the reactions shown in Eqs. 7(a) and 7(b), we tried to symbolize
this dynamic behavior in a simplified manner. Certainly, the rotation
motion around the Ar-�-OH axis generates a diversity of momentary
electron distributions and thus very mixed conformer states. This
diversity can hardly be introduced into an all-comprising chemical
model. Hence, for simplification we define and further consider only
two borderline states: the planar state stands for the donor molecules
with low angle of twist, whereas the perpendicular state includes the
molecules with higher deformation angle. 

At least two points should be especially emphasized. (i) From the
solvent part, the parent radical cations exist in a non-polar surround-
ing. Hence, the cations have practically no solvation shell which makes
the electron jump easier in respect to more polar solvents.17 In a rough
approximation the kinetic conditions of FET stand between those of
gas phase and liquid state reactions, exhibiting critical properties such
as collision kinetics, no solvation shell, relaxed species, etc. (ii) The pri-
mary species derived from the donor molecules are two types of radical
cations with very different spin and charge distribution. One of the
donor radical cations is dissociative, i.e. it dissociates within some fem-
toseconds, before relaxing to a stable species. The other one is
metastable and overcomes to the nanosecond time range. This is the
typical behavior needed for (macroscopic) identification of FET.6,18

5. Energetics of the Cation Dissociation

In most of the cases the electron transfer2 from functional donors to
parent radical cations of alkanes and alkyl chlorides is highly exer-
gonic. Taking phenol as electron donor and 1-chlorobutane radical
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cations as acceptor, based on the ionization potential difference, an
excess energy of ∆H = −2 eV results; see Eq. (9).

C4H9Cl•+ + ArOH → C4H9Cl + ArOH•+. (9)

This amount of energy can be splitted into two parts: 1.3 eV for
the electron transfer and 0.7 eV as relaxation (reorganization)
energy.6

The energetics of he postulated prompt deprotonation of the
unstable part of the donor radical cations [existing in the perpendicu-
lar conformation, cf. Eq. 7(b)] can be explained by the proton affinity
of the solvent as well as of the different level and the depth of the
potential curves. This situation is illustrated in Fig. 6. The potential
curve of the rotating ground state Ar-�-OH is rather flat whereas
that of the phenol radical cation is considerably deeper, which also
means that rotation of the substituent is non-probable because of
the rigidity of the critical bond. Here it can be seen that a substan-
tial energy difference between the metastable cation state and the
perpendicular one exists. The dissociation (vibration) potentials of
the phenol radical cations given on the right hand side of Fig. 6
show that the perpendicular radical cation crosses the level of the
proton affinity of the solvent at a distance of L > 1.3 Å. This criti-
cal length is easily reached during the first vibration motion of the
bond ArO•–H+ and, as a consequence, dissociation (deprotonation)
takes place.

6. Generalization of the FET Phenomenon

The concept of the free electron transfer is based on the hypotheses
that molecule-deformation motions happening in the time range
≥ 100 femtoseconds are directly connected with electron shifts in the
HOMO-π- and n-orbitals of the donor molecules. Hence, free and
non-hindered electron jumps visualize this dynamic situation by for-
mation of different primary product radical cations, which can be
experimentally distinguished if one of the product cations is stable
and the other one is dissociative, forming a radical and a solvent-
stabilized proton.
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Fig. 6. Potential diagrams describing the energetic situation of phenol as donor in
the ground state and for the different conformer radical cations. The left part shows
the potentials dependent on the rotation angle, and the right part demonstrates
energy changes dependent on the bond length (L) of Ar-OH.

This concept has been proofed for other compounds than phenols
such as thiophenols,13 selenols14 and also secondary aromatic amines.19,20

And indeed, an analogous reaction behavior has been found. FET
ionization resulted in two products: metastable radical cations and rad-
icals corresponding to the dissociative cation structure. Furthermore,
the concept is also working for compounds where instead of protons,
another leaving group has been used as symbolized for the following
structures:21–23,a

a Structure formulae, with rotating arrow indicating the characteristic bending
motion. Instead of the methyl substituents, phenyl can also be written.

        



So a variety of molecules following the same reaction principle has
been investigated. Table 1 gives a survey about the substance groups
indicating also product yields and dynamic parameters quantum-
chemically calculated with DFT B3LYP/6-31G(d).1 As an example
demonstrating the common validity of the FET concept, the ioniza-
tion of trimethylarylsilanes is shown.21,22 In contrast to phenols and
amines where the n-electrons are shifted towards the aromatic moiety,
in such silanes, π-electrons of the aromatic ring are shifted towards
the hetero-group (Scheme 1). Therefore, the plane structure is the
dissociative one, and the twisted radical cation is metastable up to
microseconds.

As an experimental proof of the interpretation of the observed
product control by femtosecond dynamics, the ionization of those
molecules has been studied, which contain hetero-atom groups
that are immobile because of structural restrictions such as
hydrogen bonding (o-salicylate)24 or real chemical bonding 
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(carbazol, fluorenylsilanes, etc.).20,22 As expected, in these cases
only one product was found, i.e. only the metastable donor radical
cation has been formed. Corresponding examples are given in
Table 1.
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Table 1. Calculated time of one motion of bending (wagging) and valence (stretching)
oscillations (B3LYP/6-31G(d)). Texp. gives the experimental lifetime of the part of
the metastable cations. Ea denotes the energy barrier of rotation along the Ar–X axis
for the singlet ground state, as well as for the radical cation (in brackets).

Texp. ob- t bending t streching Ea singlet product
Electron donor served S·+ rotation vibration (cation) ratio [%]
molecules (S) [ns] [fs] [fs] [kJ/mol] (•+):(•) Ref.

280 97 9.3 12.6 50:50 5, 15
(62)

250 89 9.3 17 50:50 24

400* 294 12.8 61 100:0 24

150 294 12.8 1.7 35:65 13, 27
(89)

100 347 14.8 2.9 10:90 14
(82)

400* 334 9.3 25 50:50 19
(112)

450* 608 9.2 13 50:50 19
(torsion)

500* — 9.1 — 100:0 20

150 ns 1–2 µs 37 14–24 40:60 21
−2 µs (60–90)

≤100 ns 850 55 5(39) 70:30 23S CH

SiMe
3

N
H

ArHN

MeHN

HSe

HS

O

O

OMe

H

O

OMe
HO

HO

        



7. Quantum-Chemical Justifications

As already shown for phenol (see Fig. 2), the effect of the electron
shift in the ground state molecules depending on the angle of the
rotating substituent can be well illustrated by electron distributions
obtained by quantum-chemical calculations. Today the dynamic
parameters are also available using DFT methods.25,26 Hence for all
examples investigated, the relevant data of oscillations have been
obtained such as stretching and rotation frequencies, activation barri-
ers, etc. These data help to judge the mobility of the hetero-atom
containing substituent and, therefore, to estimate the product ratio.
The data are given in Table 1. Here most of the donor structures
stand for a variety of similar molecules with slightly modified substi-
tution pattern. To gain more insight into the experimental details, the
second column provides the experimental lifetime of the part of the
metastable donor radical cations. The columns belonging to bending
and stretching motions provide the time needed for one cycle, i.e. the
reciprocals of frequencies. The activation energies of the bending
motions show clearly that in the ground state the barrier is low
whereas in the radical cation state the critical bond is rigid. The last
column gives the estimated ratios for the relation of both the reaction
channels. Certainly, because of technical difficulties (spectral superpo-
sitions) these values are determined only semi-quantitatively. But they
allow us to draw some conclusions:

(1) For all phenol type compounds, a 50:50 ratio between ArOH•+

and ArO• has been found, independent of the nature of further
substituents at the aromatic ring, neither of sterical nor of elec-
tronical character. This holds also for deuteration at the phenoxyl
group. Changing the hetero-atom (substituting oxygen by
sulphur or selenium), the product ratio of FET changes on costs
of the yield of the donor radical cations. These facts speak for the
major influence of the bending motions and certainly also for the
role of the preferred stable configuration (plane or twisted) in
the ground state.1 Concerning the latter point, phenols prefer

424 O. Brede and S. Naumov

        



the planar state whereas for thiophenols and much more for
selenols the twisted state is favored.

(2) Also the product ratio observed for donor molecules with other
leaving groups than protons can be understood under the above
mentioned aspects. So for the compounds of trimethylbenzylsi-
lane and of sulphide type, the product distribution of FET
depends on the mobility of the critical bond (bending frequency
and activation barrier of this motion). Details of these observa-
tions should be taken from the publications cited in the last
column of Table 1. 

8. Time Regime of the Single Steps of FET

The reaction steps of FET are governed by physical and chemical
processes. Already indicated in Eq. (8) are the following processes:
diffusional approach of the reactants, electron jump, and separation of
the products. The fate of the gross reaction, however, will be decided
in the encounter situation of the reactants. If any primary encounter
is directly connected with a prompt electron jump, then it leads to a
donor radical cation being in the momentary rotation conformation
of the ground state molecule. Here it is decided whether or not the
product radical cation is metastable or unstable (dissociative). This
“one collision — one product” scenario is typical for the free electron
transfer. It would mean that no defined encounter complex exists and
ionization products are formed in a non-delayed way. Then the dis-
sociation of the unstable donor radical cations is assumed to happen
during the first stretching motion of the critical bond. This would
mean that the dissociation is faster than the relaxation (reorganiza-
tion) of the product cations. 

Figure 7 gives an idea of the time regimes of the physical and
chemical steps of an electron transfer reaction. Above the time axis
common knowledge about the time range of some principal processes is
given.27 More specifically, below the axis you will find the processes which
are in particular involved in the free electron transfer. It can be seen
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that the electron jump is faster than any molecular motion. This is
also the necessary condition for identifying the actual rotation (con-
former) state of the molecules. Dissociation of the unstable
conformer part of the radical cations takes place before relaxation of
the electron transfer products. The slowest process is the approaching
of the reactants by diffusion which then is identical with the observed
gross reaction of FET, described by the common rate constant of the
diffusion (here around 1010 dm3mol−1s−1). The delayed deprotonation
of the metastable cation part happens in most of the cases in times
slower than those of the FET gross reaction.

9. FET at Low Excess Energies, Change
in the Mechanism

As mentioned in the very beginning, at low free energies of the electron
transfer reaction (∆H ≤ 0.6 eV), activation-controlled rate constants
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were measured. Recently it has also been found that the product pat-
tern of FET changes from the typical two product situation (donor
radical cation and donor derived radical) to a uniform product such
as the donor radical cation. This observation is of importance for the
interpretation of the mechanism of FET. As a consequence of the low
energy excess, the electrons are not jumping at each collision of the
reactants. The reactants approach and interact in the form of an
encounter complex. During this interaction and within the encounter
complex, an energetic optimization takes place resulting in the stable
donor conformer state (planar for phenols) combined with the elec-
tron accepting solvent radical cation. The electron transfer in this
complex did not proceed as a prompt jump. It is a more smooth
transfer from the donor part to the acceptor which requires times
defined by the lifetime of the encounter complex, which is typically
in the range of tenths of femtoseconds. The deciding point, however,
is the optimization of the energy of the donor molecule and its
structural fixation. In the course of the slightly delayed electron tran-
sition, the originally rotating bond becomes more and more rigid. In
the consequence only one (metastable) product radical cation is
formed. From the experimental side this effect has been observed for
the electron transfer from phenol to benzene radical cations15 as
shown in Eq. (10).

C6H6
•+ + Ar –OH � [C6H6

•+… Ar–OH] → C6H6 + Ar–OH•+. (10)

Because of the low excess energy, a multi-collision interaction leads
to an encounter situation combined with structural optimization to
something like an asymmetric charge transfer complex which here
is identical with an encounter complex. Then the delayed electron
transfer takes place, as mentioned above. This can be well illus-
trated in terms of the quantum-chemically calculated electron and
charge distributions of the involved orbitals as shown in Fig. 8.

A similar observation has been made in the study of the energy-
dependent transfer from aromatic sulfides to various acceptor
radical cations as derived from benzene, alkylbenzenes and
biphenyl.23 Whereas the reaction in the case of the first two cations
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is exergonic by more than 0.8 eV and the typical two product
situation is found, in the latter case only one reaction channel has
been observed (∆H = −0.4 eV).

The mentioned effect seems to be of general importance for the
detailed interpretation of the kinetics of electron transfer reactions.
In the present case we have two reaction lines:

• one governed by the intramolecular motions (bending, rotation, … ,
FET) of the donor molecule which are indicated by the prompt
electron transfer. Then two products are formed standing for the
different kinds of rotation (conformer) states, and

• another one where an encounter complex causes energetic optimization
and delays the electron transition to a more smooth process.

Such clear change in the elementary steps of a bimolecular chem-
ical reaction seems to be seldom and is unknown to the authors of this
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Fig. 8. Electron transfer from ground state phenol to benzene radical cation via a
sandwich-like charge transfer complex [calculated at B3LYP/6-31G(d) level].

        



article. In the common understanding of a diffusion-controlled reac-
tion, more than one encounter is assumed, up to ten or more. In the
case of the discussed free electron however, the one collision situation
can be clearly distinguished from a mechanism where more encoun-
ters and also encounter complexes exist.

10. Conclusion

The unrestricted and free electron transfer (FET) from donor mol-
ecules to solvent radical cations of alkanes and alkyl chlorides has
been studied by electron pulse radiolysis in the nanosecond time
range. In the presence of arenes with hetero-atom-centered sub-
stituents, such as phenols, aromatic amines, benzylsilanes, and
aromatic sulfides as electron donors, this electron transfer leads to
the practically simultaneous formation of two distinguishable prod-
ucts, namely donor radical cations and fragment radicals, in
comparable amounts.

This unusual behavior is interpreted as a reflection of the fem-
tosecond dynamics of the donor molecules and an extremely rapid
electron jump within the FET. Because this jump is much faster than
the rotation and bending motions of the substituents, the donor pres-
ents himself as a dynamic mixture of the conformers. Ionization of
these conformers results in the formation of two types of radical
cations, one of which is metastable whereas the other one dissociates
immediately into radicals and cations. In line with this interpretation,
donor molecules with restricted bending motions as well as rigid
structures form only one ionization product, which is normally the
metastable radical cation. 

At low free energy of the electron transfer reaction, the mecha-
nism changes. Instead of prompt electron jumps in each collision
(see above), an encounter complex appears which delays the electron
transition and controls the energetics of the process. This results in
the formation of only one uniform and metastable donor radical
cation.
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Chapter 16

Chemistry of Sulfur-Centered Radicals

Krzysztof Bobrowski*

In the past few years, unprecedented progress has been made in the
recognition and understanding of the role and structure, and reaction
mechanisms of sulfur-centered radicals. Relevant examples include rad-
ical processes connected with repairing and protective mechanisms,
oxidative stress, aging, and various diseases.

1. Introduction

Radiation chemistry, and pulse radiolysis in particular, is now a mature
subject that is available as a very valuable and a powerful tool by
which fundamental problems in free radical reaction mechanisms can
be addressed. This chapter is restricted to studies concerning sulfur-
centered radicals and radical-ions performed by radiation chemistry
techniques in the first eight years of XXI century (2001–2008).
Sulfur-centered radicals represent a very interesting class of radicals
since they exhibit very interesting redox chemistry, including biological
redox processes, and different spectral and kinetic properties as
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compared to carbon-centered radicals. This is due to the fact that the
lone electron pairs present in sulfur atom influenced the overall
electronic structure of radicals.

Moreover, sulfur-centered radicals and radical ions often represent
a special class of radicals with odd-electron bonds and they can serve
as convenient models for the evaluation of the characteristic features
of such bonds.

In the past few years, unprecedented progress has been made in
the recognition and understanding of the structure and reaction
mechanisms of sulfur-centered radicals. Research on these transients
flourished particularly in systems that are relevant in biology, bio-
chemistry, and medicine. Relevant examples include radical processes
connected with repairing and protective mechanisms, a damage of
biological material, oxidative stress, aging, inflammation processes,
and various diseases including cancer and neurodegenerative diseases.

The chapter is divided into four main parts: Sec. 2 “Thiols”, Sec. 3
“Thioethers”, Sec. 4 “Disulfides”, and Sec. 5 “Sulfoxides and Sulfonyls”.
They describe how sophisticated radiation-chemical techniques
have been applied to address the role of sulfur-free radicals derived from
these three classes of sulfur-containing compounds, in particular, in the
biological environment. Important outputs from these studies are new
directions for improving our knowledge of how sulfur-centered radicals
interact with major cellular targets during oxidative stress, i.e. proteins,
DNA, and lipids.

This chapter highlights only the very recent achievements emerg-
ing from radiation chemical studies. There are several excellent and
comprehensive reviews and books which present and discuss the topic
of sulfur-centered free-radical chemistry in a more general and
detailed manner; see Refs. 1–7.

2. Thiols

The most well-known function of thiols (RSH) in free-radical biology is
the repair of damage by donating a hydrogen atom, e.g. in “repairing”
a carbon-centered radical [reaction (1)]

R1R2R3C• + RSH → R1R2R3CH + RS•. (1)
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Hydrogen-atom donation from thiols to carbon-centered radicals was
too often assumed to be the only property of thiols that is important
in free radical processes in biology. Moreover, it was a common pre-
sumption that reaction (1) was the end of the biological pathway in
which thiols “repair” radicals. Equilibria turned out to be much more
important in sulfur radical chemistry than was first thought. For
instance, the hydrogen-donation reaction was found to be a reversible
equilibrium over 30 years after it was first observed.8,9

2.1. Thiols as repairing agents

Much research has been carried out towards the identification of
DNA-derived radicals formed after reaction with •OH radicals or
other one-electron oxidants. The main features of DNA free radical
chemistry have been reasonably well established from studies per-
formed on DNA itself as well as on model systems including
nucleobases, sugars, nucleosides and nucleotides, poly-U, poly-A, and
DNA oligomers.10

Knowledge of the interaction of thiols with DNA-derived radicals
is much less extensive. Moreover, one function of endogenous thiols is
to repair radical damage in nucleic acids. Surprisingly, little was known
about the rate constants for the thiol-repair reactions with pyrimidine-
derived radicals having well-defined structures (Pyr•) [reaction (2)]:

Pyr• + RSH → PyrH + RS•. (2)

The rate constants of repair reactions of pyrimidinyl radicals of
various structures (Pyr•) by different thiols — RSH = cysteamine
(CysAmSH), 2-mercaptoethanol (MerSH), cysteine (CysSH) and
penicillamine (PenSH) — were determined by means of pulse radiol-
ysis in aqueous and alcohol-containing solutions.11

2.1.1. Repair reactions of hydroxyl radical adducts
to the pyrimidine C5–C6 double bonds

The following •OH radical adducts to the pyrimidine C5–C6 double
bonds (Pyr•OH) were selected, U•(C5OH), U•(C6OH), T•(C5OH),

Chemistry of Sulfur-Centered Radicals 435

        



T•(C6OH), C•(C5OH), C•(C6OH) (see Chart 1), to monitor their
repair reactions [reaction (3)]:

Pyr•OH + RSH → Pyr(H)OH + RS•. (3)

The rate constants are shown in Table 1.
The repair rate constants do not differ significantly between the -

various thiols used and they are in the range from 1.6 × 106 dm3mol−1s−1

to 3.4 × 106 dm3mol−1s−1. Only cysteine (CysSH) seems to react
slightly slower than the other thiols.
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Chart 1. Structures of the •OH adducts to the pyrimidine C5–C6 double bonds.

Table 1. Repair rate constants of OH adducts to the pyrimidine C5–C6 double
bonds.

CyAmSH MerSH CysSH PenSH
Radical k3 × 10−6 k3 × 10−6 k3 × 10−6 k3 × 10−6

(Pyr•OH) dm3mol−1s−1 dm3mol−1s−1 dm3mol−1s−1 dm3mol−1s−1

U•OH 2.6 2.6 2.1 2.5
T•OH 2.8 2.2 1.6 2.5
C•OH 2.7 3.4 2.5 3.2

        



2.1.2. Repair reactions of C6-uracilyl radical with
carbonyl group at the C5 position

The repair reactions of C6-uracilyl radical, U•(C=O) (Chart 2), with
carbonyl group at the C5 position [reaction (4)] were monitored at
two wavelengths: λ = 320 and 400 nm, close to the wavelengths
where U•(C=O) exhibits optical absorption maxima (λmax = 330 nm
and the spectral region 400–425 nm:

U•(C=O) + RSH → UH(C=O) + RS•. (4)

The rate constants are shown in Table 2. The repair rate constants
do not differ significantly between the various thiols used and they are
in the range from 1.4 × 107 dm3mol−1s−1 to 4.8 × 107 dm3mol−1s−1.

Only penicillamine (PenSH) seems to react slightly slower than
the other thiols. A limiting value of k4 was estimated for PenSH (k4 ≤
1 × 107 dm3mol−1s−1).

Chemistry of Sulfur-Centered Radicals 437

N

O

HN

O
H

H⋅
U⋅(C=O)

O

Chart 2. The structure of C6-uracilyl radical.

Table 2. Repair rate constants of C6-uracilyl radical with carbonyl group at C5
position.

CyAmSH MerSH CysSH
k4 × 10−7 k4 × 10−7 k4 × 10−7

Radical Lambda pH dm3mol−1s−1 dm3mol−1s−1 dm3mol−1s−1

U•(C=O) 320 2.8–3.0 2.8 3.0 1.7
400 2.8 2.2 1.4

320 5.0–5.5 4.4 4.1 1.8
400 4.8 3.2 1.8

        



2.1.3. Repair reactions of pyrimidine radical anions protonated
at the C6 position

The following pyrimidine radical anions protonated at the C6 position
were studied, U•(C6H), T•C6H, and C•(C6H) (Chart 3), to monitor
their repair reactions [reaction (5)]:

Pyr•(C6H) + RSH → PyrH2 + RS•. (5)

The rate constants measured at pH2.5 and 100 Gy/pulse dose are
shown in Table 3.

The rate constants for the repair of U•(C6H) radicals were found
to be smaller than those for the repair of C•(C6H) radicals. However,
the repair rate constants for the particular Pyr•(C6H) do not differ
significantly between the various thiols used and they are in the range
from 0.5 × 107 dm3mol−1s−1 to 1.6 × 107 dm3mol−1s−1 for U•(C6H)
and from 3.8 × 107 dm3mol−1s−1 to 5.7 × 107 dm3mol−1s−1 for
C•(C6H).
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Chart 3. Structures of pyrimidine radical anions protonated at the C6 position.

Table 3. Repair rate constants of C6H radical anions protonated at C6 position.

CyAmSH MerSH CysSH PenSH
k5 × 10−7 k5 × 10−7 k5 × 10−7 k5 × 10−7

Radical dm3mol−1s−1 dm3mol−1s−1 dm3mol−1s−1 dm3mol−1s−1

U•(C6H) 0.5 1.3 1.1 1.6
C•(C6H) 4.8 5.7 5.0 3.8

        



2.1.4. Repair reactions of uracil- and thymine-derived
N1-centered radicals

The following uracil- and thymine-derived N1-centered radicals,
U•(N1) and T•(N1) (Chart 4), were studied to monitor their repair
reactions [reaction (6)]:

Pyr•(N1) + RSH → Pyr + RS•. (6)

The rate constants measured at pH 3.0–3.5 and 100 Gy/pulse dose
are shown in Table 4.

In the measured pH range, pH variation does not affect the rate
constants. The rate constants of the repair reactions are very similar
for both the U•(N1) and T•(N1) radicals, with the exception of the
repair of the U•(N1) radicals by MerSH.

The differences in the rate constants of repair were rationalized by
the combined effects of the energy gap between the interacting
molecular orbitals, the charge distribution within the radicals being
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Chart 4. Structures of uracil- and thymine-derived N1-centered radicals.

Table 4. Repair rate constants of Pyr•(N1) radicals.

CyAmSH MerSH CysSH PenSH
k6 × 10−6 k6 × 10−6 k6 × 10−6 k6 × 10−6

Radical dm3mol−1s−1 dm3mol−1s−1 dm3mol−1s−1 dm3mol−1s−1

U•(N1) 1.5 31.0a 2.4 2.5
T•(N1) 2.9 3.9 2.0 1.2

a Measured at λ = 540 nm.

        



repaired, and the coefficients of the atomic orbitals using quantum
chemical calculations, at the B3LYP/6-31g(d,p) and SCRFPCM
level.

2.1.5. Influence of dithiothreitol and cysteamine on the protection
and repair of radiation-induced damage to DNA

The effect of dithiothreitol (DTT) on DNA radiolysis at cryogenic
temperatures was investigated by the EPR technique in order to elu-
cidate its properties as a radioprotector and to establish which DNA
radicals can be repaired.12 The DTT, even at concentrations up to
1 M, does not repair more than 30% of DNA radicals. However, the
ability of DTT to donate hydrogen atoms to damaged DNA in frozen
aqueous solutions is limited to the allyl radical of thymine [reaction (7)]
and guanine radical cation [reaction (8)]:

TCH2
• + RSH → T + RS•, (7)

G+• + RSH → G + RS• + H+. (8)

If the concentration of DTT is high enough to provide a sufficient
amount of disulfide radical anions (RSSR)•−, reaction (9) becomes
important:

G+• + RSSR•− → G + RSSR. (9)

Contrary to the system containing DTT, the protective effect of
cysteamine (CyaSH) on DNA was observed at 77 K.13 These differ-
ences in protection and repairing efficiency between DTT and CyaSH
illustrate the distribution of both thiols in the vicinity of DNA helix.
The cysteamine (H3N

+CH2CH2SH) positive charge (+1) at physio-
logical pH facilitates condensation in the vicinity of the polyanionic
DNA helix and thus allows efficient hole transfer from DNA. In the
case of DTT, the increase in the local concentration of the −SH
groups around the strands during freezing is not sufficient to protect
DNA at 77 K. The positively charged thiols seem to be more effective
in this regard.
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2.2. Chemistry of thiyl radicals

For a long time, thiyl radicals (RS•) have been considered as rather
unreactive species. They were formed as a result of a hydrogen atom
donation from thiols (RSH) to carbon-centered radicals, in a process
responsible for the “repair” of damage in biological environment.
However, the H-atom donation or “repair” reaction is now known to
involve a reversible equilibrium: the RS• radicals are able to abstract
H-atoms. Hence, the common presumption that H-atom donation
by RSH is the end of the biological pathway in which RSH repairs
radicals is incorrect.

The RS• radicals are able to abstract H-atoms, though in a ther-
modynamically unfavorable process. The equilibrium constant
involving penicillamine (PenSH) and the 2-propanol radical was esti-
mated to be around 104 [reaction (10)]:

(CH3)2C
•OH + PenSH � (CH3)2CHOH + PenS•. (10)

The consequences of such equilibria are profound since alternate
reaction pathways involving other reactants may pull the equilibrium
in either direction.

More recently, several reactions of RS• radicals generated chemi-
cally have been characterized and kinetically described, such as
H-atom abstraction from the αC−H bonds14 and from amino acid side
chain C−H bonds15 in model peptides, and from bisallylic methylene
groups in polyunsaturated fatty acids (PUFA).16

2.2.1 Intramolecular addition to aromatic rings

The intramolecular addition of cysteine thiyl radicals (CysS•) to pheny-
lalanine yielding alkylthio-substituted cyclohexadienyl radicals was
observed in Cys–Phe and Phe–Gly–Cys–Gly peptides.17 CysS• radicals
were generated by pulse irradiation of aqueous solution containing the
respective disulfide-linked peptide [reactions (11)−(14)]:

eaq
− + PheCysS−SCysPhe → [PheCysS∴SCysPhe]−, (11)

[PheCysS∴SCysPhe]− → PheCysS− + PheCysS•, (12)
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H + PheCysS−SCysPhe → [PheCysS∴SCysPhe]H•, (13)

[PheCysS∴SCysPhe]H• → PheCysSH + PheCysS•. (14)

Formation of the intramolecular CyS• adduct to Phe [reaction (15)]
is accompanied by a build-up of an absorbance with λmax = 324 nm
and a shoulder around 315 nm with t1/2 ≈ 0.5 µs.
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This process occurs when Phe and Cys are separated by a Gly
residue and might be of great biological significance since it presents
a possible free radical pathway to thioether-containing peptide and
protein cross-links.

2.2.2. Reversible intramolecular hydrogen transfer in peptides

The reversible H-transfer reactions between αC-centered radicals in
glycine (GlyC•) and cysteine (CysSH) play an important role in various
enzymatic processes [reaction (16)].18

GlyC• + CysSH � Gly + CysS•. (16)

The extent to which equilibrium (16) is located on either side
depends predominantly on the local environment around the Gly
residue.18

Experimental data on the rate constants of equilibrium 16 and the
intramolecular reaction of CysS• radicals with amino acids are rather
sparse. An intramolecular H-transfer reaction between CysS• radicals
and the N-terminal γ-glutamic acid was quantified for glutathione
(γ-Glu–Cys–Gly).19

(15)

        



However, the rate constants for intramolecular H-transfer reac-
tion between CysS• radicals and amino acids within a peptide chain
were unknown.

The absolute rate constants for these reversible H-atom transfer
reactions [reaction (17)] in three model peptides (N-Ac–Cys–Gly6,
N-Ac–Cys–Gly2–Asp–Gly3 and N-Ac–Cys–Ala2–Asp–Ala3) were meas-
ured by means of pulse radiolysis.20
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For the first two peptides, CysS• radicals abstract hydrogen atoms
from the α-carbon of glycine with k17 = (1.0 to 1.1) × 105 s−1, while
the reverse reaction proceeds with k−17 = (8.0 to 8.9) × 105 s−1. For the
latter peptide, CysS• radicals abstract hydrogen atoms from the α-carbon
of alanine with k−17 = (0.9 to 1.0) × 104 s−1 while the reverse reaction
proceeds with k−17 = 1.0 × 105 s−1. The order of reactivity, Gly > Ala,
is in accordance with previous studies on intermolecular reactions of
thiyl radicals with these amino acids. The fact that k17 < k−17 suggests
that some secondary structure prevents the adoption of extended
conformations for which calculations of homolytic bond dissociation
energies would have predicted k17 > k−17.

2.2.3. Addition to the C5–C6 double bond in pyrimidines

Knowledge of the mechanism of interaction between RS• radicals
and the double bond C5–C6 in pyrimidines (Pyr) was rather scarce.
There was, however, chemical evidence that RS• radicals add to the
C6 position of the pyrimidine ring on the basis of steady-state prod-
uct analysis.21 The phenyl-cyclopropyl substituent at the C5 position
was used to leave the “fingerprint” of the RS• radical addition. This
kind of addition is probably coupled with the elimination reaction

(17)

        



via the equilibrium [reaction (18)] which is strongly shifted to the
left-hand side,

Pyr + RS• � Pyr•(RS). (18)

Addition and elimination reactions of RS• radicals derived from
cysteamine and 2-mercaptoethanol involving C5–C6 double bond in
various pyrimidines (thymine, uracil, and cytosine) were studied by
the pulse radiolysis technique in aqueous solutions.22 For this purpose
the kinetic parameters, i.e. the rate constants of the addition and elim-
ination reactions, were determined using two chemical-monitoring
systems.

The first system was based on the (RS∴SR)− absorption at λmax =
420 nm for various Pyr concentration. The RS• radicals formed in
reaction (19):

(H3C)2C
•–OH + RSH → (H3C)2CH−OH + RS• (19)

react subsequently in a competitive mode with RS− [reaction (20)]
and Pyr [reaction (18)] vide supra:

RS• + RS− � (RS∴SR)−. (20)

The second monitoring system was based on the pentadienyl radi-
cal (LA•) absorption at λmax = 275 nm derived from PUFA, for various
Pyr concentrations. The RS• radicals once generated via reaction (19),
react subsequently in a competitive mode with PUFA [reaction (21)]:

RS• + LA → RSH + LA•. (21)

The rate constants for addition and elimination of RS• radicals
were determined by applying the modified version of ACUCHEM for
simulations of the experimentally observed kinetic traces in (RS∴SR)−

and LA• systems (Table 5), at the specified wavelengths:
Aliphatic RS• radicals react with the pyrimidine C5–C6 double

bond by adding reversibly to the C6 position in the ring. Addition
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occurs with k18 = (1.0−3.0) × 107 dm3mol −1s−1 and elimination with
k−18 = (0.7−2.0) × 105 s−1.

The addition occurs at the C6 position of the pyrimidine ring.
The energy of interaction of RS• radicals and the pyrimidine C5−C6
double bond is weak as shown by quantum mechanical calculations at
the B3LYP/6-31G(d)/PCM level.

2.2.4. Catalyzed cis/trans isomerization of lipid double bonds
in monounsaturated fatty acids

In the previous decade, RS•-initiated cis/trans isomerization of the
double bonds in membrane phospholipids, producing trans-isomers of
unsaturated fatty acid moieties, had been demonstrated (Scheme 1).
RS• radicals derived from biologically relevant thiols such as glutathione
(GSH) and cysteine (CysH) initiate the isomerization process that
results in the incorporation of trans-isomers into membranes to give
more rigid packing of the bilayer.

There was little information on the rate constants of the individual
reactions of Scheme 1 which could help to model biological
processes.
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Table 5. Addition (reaction 18) and elimination (reaction –18a) obtained in the
(RS∴SR)− and LA• (in parentheses) monitoring systems.

Addition k18 × 10−7 Elimination
dm3mol −1s−1 k−18 × 10−5 s−1

Pyrimidine CystSH MerSH CystSH MerSH

Thymine 1.0 (3.0) 1.2 (1.0) 1.5 (1.0) 1.6 (1.0)
Uracil 1.0 (1.0) 1.2 (3.0) 1.5 (1.0) 2.0 (0.7)
Cytosine 2.5 (3.0) 1.8 (1.0) 1.5 (0.9) 1.2 (1.0)
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Scheme 1.

        



Therefore, the kinetics and the product yields of isomerization
and thiol adduct formation for a variety of Z- and E-monounsaturated
fatty acid (MUFA) esters were studied.23 The reactions were initiated
by continuous 60Co γ-irradiation of N2O-saturated tert-butanol
solutions containing β-mercaptoethanol and MUFA esters. The time-
dependent isomerizations and thiol additions were analyzed on the
basis of the radiation chemical yields of radicals and established rate
data. The rate constants for the reversible RS• addition, within exper-
imental error, do not depend on the double bond position in the alkyl
chains (vide Table 6).

The rate of β-elimination of RS• radical to the E-isomer kf
E is

larger than the β-elimination of RS• radical to the Z-isomer k f
Z. This

fact indicates that the barrier for the fragmentation to the more stable
E-isomer is smaller than that to the less stable Z-isomer. Different
energies required for the formation of the transition states from the
equilibrium structure of the intermediate radical MUFA(RS)•

(Scheme 1) might explain this phenomenon. A faster addition of RS•

radicals to E- than to Z-isomers was observed (k a
E/ ka

Z = 1.3) similarly
as for C-centered radicals.24

2.2.5. Catalyzed cis/trans isomerization of lipid double bonds
in polyunsaturated fatty acids

Radical processes involving membrane phospholipids are mainly refer-
ring to the peroxidation of polyunsaturated fatty acids (PUFA). In the
previous decade, reactions of PUFA with a variety of RS• radicals were
studied.16 Pentadienyl-type radicals (Chart 5, left structure) and radical
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Table 6. Rate constants for the isomerization of MUFA methyl esters catalyzed by
RS• radicals at RT (symbols as in the Scheme 1).

ka
E × 10−5 ka

Z × 10−5

k f
E × 10−8 s−1 kf

Z × 10−7 s−1 dm3mol−1s−1 dm3mol−1s−1

Z → E 1.6 ± 0.3 2.2 ± 0.9 2.0 ± 0.8 1.5 ± 0.3
E → Z 1.4 ± 0.4 2.2 ± 0.6 1.4 ± 0.5 1.1 ± 0.4

        



adducts (Chart 5, right structure) to the double bonds were identi-
fied among transient products.

The RS•-induced cis-trans isomerization in PUFA was reported,
however, it was rationalized in terms of reactions between pentadienyl
radicals and thiols.25

Therefore, the cis-trans isomerization mechanism in PUFA was
revisited.26 The reactions were initiated by continuous 60Co γ-irradiation
of N2O-saturated tert-butanol solutions containing β-mercaptoethanol
or benzenethiol and PUFA esters. Product studies led to a proposed
detailed mechanistic scheme (Scheme 2).

The initial disappearance of the cis,cis isomer is replaced by the
two mono-trans isomers, which in their turn are the precursors of the
trans,trans isomer, i.e. a step-by-step isomerization.

Arachidonic acid residue (5c,8c,11c,14c-20:4) was studied in
order to assess whether the cis-trans isomerization induced by
RS• radicals depends on location of a cis double bond.27 Thiyl radicals
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were generated by γ-radiolysis in homogeneous i-PrOH solutions and
in unilamellar vesicles in aqueous solutions containing phospholipids.
The cis-trans isomerization was found to be a random process in homo-
geneous solutions. However, in the case of vesicles, the supramolecular
organization of lipids produced a regioselective cis-trans isomerization.
This effect indicates that RS• radicals entering the hydrophobic region
of the membrane bilayer start to isomerize PUFA residues having the
double bonds nearest to the membrane surfaces.

The cis-trans lipid isomerization induced by thiols was tested in
human monocytic leukemia cells, where free radical stress was
induced by γ-irradiation.28 These results offer the first evidence that
trans lipids can be formed in eukaryotic cells and confirm the damag-
ing role of RS• radicals to the integrity of cis lipid geometry.

Two excellent and comprehensive reviews which present and dis-
cuss these problems in a more detailed manner have been published
recently.29,30

2.3. Reduction potential of GS•radicals

Glutathione (GSH) is the most abundant low-molecular-weight
thiol protectant and antioxidant present in intracellular concentra-
tions of several millimoles. This concentration affords protection
against oxidative free radical damage by H-transfer or redox reac-
tions. The glutathione thiyl radicals (GS•) are produced when GSH
either donates a H-atom or electron to “repair” free radicals and
are themselves oxidizing.31 Therefore, the reduction potential for
reduction of GS• to GSH, represented by the mid-point electrode
potential Em = (GS•, H+/GSH), is a key property. Because of the
relevance of GS• radicals in chemical biology, it was desirable to
obtain experimental values of the reduction potential of the GS•

radicals around physiological pH and thus avoid extrapolation from
other pHs. The dependence of reduction potential upon pH was
expected to reflect the ionization of the RSH to thiolate ion (RS−)
[reaction (22)]:

RSH � RS− + H+, (22)
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with pKa ~ 9, with the electrode potential Em = (GS•, H+/GSH)
expected to increase by ~0.06 V per pH unit with decreasing pH.

The method involved measuring the equilibrium constants for the
electron transfer reactions of the type [reaction (23)]:

GS• + Ind(+H+) � GSH + Ind•+, (23)

where Ind = a redox indicator (aniline or phenothiazine) of known or
measurable reduction potential E(Ind•+/Ind). GS• and Ind•+ were
generated by pulse radiolysis, and the position of redox equilibrium
or the kinetics of the approach to an apparent equilibrium were meas-
ured by fast kinetic spectrophotometry.32 The electrode potential
Em = (GS•, H+/GSH) varied with pH, with the expected decrease of
∆Em ~ 0.06 V per pH unit as pH was increased from ~6 to 8, reflect-
ing GSH/GS− dissociation, and permitting interpolation of a value of
Em = 0.92 ± 0.03 V vs. NHE at pH 7.4. However, the oxidizing
power (reduction potential) of GS• radicals did not appear to increase
with decreasing pH in the region ~6 to 3 as expected. Apparently
almost invariant potentials between pH ~3 and 6, with potentials
significantly lower were measured using a similar approach by
applying both anilines and phenothiazines as redox indicators.
Deviations in reduction potential Em were assigned in part to
errors arising from radical decay during the approach to the redox
equilibrium or slow electron transfer of thiol (GSH) compared to
thiolate (GS−).

2.4. Aromatic thiols

Free electron transfer (FET) from thiophenols (ArSH) to molecular
radical cations of some selected nonpolar solvents was studied using
the pulse radiolysis technique [reaction (24)]33–35

RX•+ + ArSH → RX + [ArSH]•+. (24)

For thiophenols, along with the expected radical cations
[ArSH]•+, a comparable amount of thiyl radicals (ArS•) was observed
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(see Table 7), which arises in a parallel reaction channel of the type
shown in the reaction (25):

RX•+ + ArSH → RX + [ArSH]•+, ArS•, H+
solv. (25)

The appearance of [ArSH]•+ and ArS• was attributed to two alterna-
tive, locally different pathways for FET resulting from the existence of
two different types of short-living solute radical cation intermediates,
which either relax to a relatively stable state [ArSH]•+ or promptly
deprotonate to the ArS•. A femtoseconds dynamics of the donor mol-
ecules and an extremely rapid electron jump within the FET is
responsible for this unusual behavior.36 The donor is present as a
dynamic mixture of conformers because this electron jump is much
faster than the rotation and bending motions of the substituents.
Ionization of this dynamic conformer mixture results in the formation
of two types of radical cations, one which is metastable whereas
the other is dissociative. Rotation and bending motions (especially
around the Ar−SH axis) cause maximal changes of the molecular
geometry and lead to substantial changes of the electron distribution,
especially of the n-electrons of the sulfur in thiophenols.35 In the pla-
nar structure, due to the strong resonance with the π-electrons of the
aromatic ring, the n-electrons are shifted from the heteroatom (S) to
the aromatic ring. Rotation around Ar−SH axis disturbs this coupling,
and the molecular orbital in the perpendicular stucture assumes 
n-symmetry and is almost localized at the heteroatom. A detailed
survey of aspects and consequences emerging from these observations
is presented in an excellent original feature article, i.e. Ref. 36.
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Table 7. Average product ratio (in percent) of the ET reaction (25) in organic
solvents.

Donor (ArSH) [ArSH]•+ ArS• ArO•

Thiophenol (PhSH) 34 66
4-methylthiophenol (4-CH3-PhSH) 34 66
4-methoxythiophenol (4-CH3O-PhSH) 44 56
4-hydroxythiophenol (4-OH-PhSH) 20 40 40

        



3. Thioethers

One-electron oxidation of organic sulfides (thioethers) leads prima-
rily to a sulfur-centered radical cation, R2S

•+, which is stabilized
either by resonance (e.g. if R = Aryl) or interaction with a free elec-
tron pair provided by a second sulfur atom (typically in the case
of aliphatic sulfides). The latter stabilization occurs inter- or intra-
molecularly with the former depending on the sulfide concentration,
while the intramolecular process requires a geometry of the two
interacting p orbitals which is favorable for overlap. This concept has
been verified in numerous experiments and supported by theoretical
calculations.3

3.1. Multi-sulfur–centered molecules

3.1.1. OH-induced oxidation

An interesting extension occurs for molecules containing more than
two not-directly-connected sulfur atoms in the same molecule, the
simplest example being 1,3,5-trithiane (1,3,5-TT). The one-electron
oxidation product, namely, the 1,3,5−TT••++ has been reported to
absorb in the visible range with λmax = 610 nm.37 The position of the
maximum does not differ much from the radical cation derived from
1,3-dithiane (1,3-DT) where λmax = 600 nm. This observation
indicates that the sulphur–sulfur interaction in 1,3,5-TT••++ involves
mainly two S atoms, thus resembling the situation in 1,3-DT••++. The
contribution of the third S atom is revealed in a significant broaden-
ing of the absorbtion band of 1,3,5-TT••++ as compared with
1,3-DT••++, which might indicate electronic participation. The recent
radical chemistry studies on 1,3,5-TT performed by radiation chemi-
cal techniques, have provided further insight into the one-electron
oxidation of this compound by ••OH radicals in aqueous solutions.38

Of particular interest are consecutive reactions of 1,3,5-TT••++. The
most characteristic feature in the oxidation of 1,3,5-TT is the forma-
tion of the C-centered radical with a dithioester function
••CH2SCH2SCH=S (1,3,5-TE)•• (reactions in Scheme 3).
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The oxidation leads, via a short-lived hydroxysulfuranyl radical
(1,3,5-TT-OH)••, to the radical cation 1,3,5-TT••++ [λmax = 610 nm,
ε610 = (1000 ± 150) dm3mol−1cm−1)]. A defined pathway of the decay
of 1,3,5-TT••++ is proton elimination which yields the cyclic C-centered
radical 1,3,5-TT(-H)••. The latter radical decays via ring opening
(β-scission) with an estimated rate constant of 105 s−1 to the (1,3,5-TE)••

(λmax = 310 nm).
The disappearance of the (1,3,5-TE)•• radical is mainly associated

with the hydrolysis of the dithioester functionality and the loss of the
chromophore (reactions in Scheme 3).

The formation of (1,3,5-TE)•• can be supressed in the presence of
oxygen, the rationale for this being that reaction of the 1,3,5-TT
(-H)•• with O2 leads to 1,3,5−TT(-H)(OO)••.

3.1.2. •H-atom induced degradation

H atoms (H•) tend to abstract hydrogen atoms from C−H bonds,
particularly if these are activated by neighboring functionalities such
as sulfur atoms. The sulfur atom in thioethers was not usually consid-
ered as the primary target of H• atom despite some, mostly recent,
reports showing that bimolecular homolytic substitutions with
H• atom might occur with thioethers. Because these sulfur atoms are
hypervalent, they can form adducts with H• atoms. Radical chemistry
studies on 1,3,5-trithiane (1,3,5-TT), performed by pulse radiolysis,
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have provided further insight into the role of sulfur atom as a poten-
tial target of H• atom attack. This reaction yields a strongly absorbing,
three-electron-bonded 2σ/1σ* radical cation [1,3,5-TT(S∴S)−H]+

[λmax = 400 nm, ε400 = (4700 ± 500) dm3mol−1cm−1)].38

Its formation is based on an addition of H• atom to one of the
sulfur atoms, followed by β-scission, intramolecular sulfur–sulfur
coupling (constituting a ring contraction), and further stabilization of
the S∴S-bond thus formed by protonation (Scheme 4).

[1,3,5-TT(S∴S)−H]+ formation can be supressed by the addition
of oxygen which scavenges the H• atoms prior to their reaction with
1,3,5-TT.

3.2. Aromatic sulfides

3.2.1. Free vs. reaction-controlled electron transfer

Aromatic sulfides analogous to thiophenols constitute a group of
molecules that fulfils the structural conditions necessary for the obser-
vation of FET (Sec. 2.4), i.e. they exhibit a low barrier to rotation
about the Csp2–S bond. Thus, the torsion motions of the substituents
can be accompanied by considerable fluctuation of the electrons
in the highest molecular orbitals with two extreme examples of
conformers, planar and vertical. The presence of two radical cation
conformers was deduced as primary products of the bimolecular free
electron transfer (FET) from aromatic sulfides PhSCH2Ph,
PhSCHPh2, and PhSCPh3 to n-butyl chloride radical based on the
nanosecond pulse radiolysis experiments.39

The FET products observed in the nanosecond time scale such as
the metastable radical cations (Ar-S-CR3)

•+, the dissociation products
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R3C
+ and R3C

•, and their experimentally nondetectable respective
counterparts ArS• and ArS+ can be rationalized by the existence of two
distinct channels for the dissociation of the C−S bond of the radical
cations (Scheme 5). These radical cations are characterized by the
same configuration but different spin distribution.

The variation of the free energy of the FET by stepwise electron
transfer using mediator radical cations (benzene, butylbenzene,
biphenyl) allows the energetic distinction between the diffusion-
controlled (free) and the reaction-controlled electron transfer
process.

3.2.2. Redox properties of organic sulfides

The one-electron reduction potentials of the radical cations of
thioanisole, benzyl methyl sulphide, and 2-hydroxyethyl benzyl
sulfide in water and several organic solvents were investigated by
cyclic voltammetry. For comparison, the one-electron oxidations in
water were also measured using pulse radiolysis.40 The two meth-
ods are complementary and the reversible potentials determined by
pulse radiolysis are fairly close to the peak potentials determined by
cyclic voltammetry (Table 8) indicating that the peak potentials do
correspond to the formation of sulfur radical cations for all three
sulfides.
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3.2.3. Radiation-induced radicals in polycrystalline aromatic
carboxylic acids containing a thioether group

Radicals and radical ions, formed on γ-radiolysis of several polycrys-
talline aromatic carboxylic acids containing a thioether group in
various positions with respect to the aromatic ring and to the car-
boxylic function, were identified using the electron spin resonance
technique at 77 K and on subsequent warming over the temperature
range of 95–293 K.41

The sulfur monomeric radical cations (X−S+•−Y−COOH) were
formed from direct ionization of the sulfur atom in parental aromatic
carboxylic acids. These X−S+•−Y−COOH were found to decay by
three competitive pathways: (i) fragmentation via the cleavage of the
C−S bond producing thiyl-type radicals XS•, (ii) deprotonation
from the methyl/methylene groups adjacent to the sulfur producing
α-(alkylthio)alkyl radicals, and (iii) decarboxylation producing
C-centered radicals (for phenylthioacetic acid, vide Scheme 6). The
efficiency of each pathway is dependent on the structure of the
aromatic carboxylic acid studied.

3.2.4. Oxidation processes of aromatic sulfides in colloidal solutions

The oxidation mechanism of 4-methylthiophenylmethanol (MTPM)
and 2-phenyl-thioethanol (PTE) (vide Scheme 7) in colloidal TiO2

aqueous solution at pH2 was studied by pulse radiolysis.42

The •OH radicals generated during pulse radiolysis of the
colloidal TiO2 aqueous solution are strongly adsorbed on the TiO2
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Table 8. One-electron reduction potentials (in V vs. Fe+/Fe) for radical cations
measured by cyclic voltammetry and pulse radiolysis.

Method of Benzyl methyl 2-hydroxyethyl benzyl
generation Thioanisole sulfide sulfide

Pulse radiolysisa 0.83 0.86 0.86
Cyclovoltammetryb 0.906 0.982 0.932

a Uncertainty ± 20 mV; b Uncertainty ± 5 mV.

        



particles with an apparent association constant Kapp of 106 dm3 mol−1.
The obtained ksurf values are small compared to the k free values (see
Table 9), suggesting that the oxidation ability of the surface-bound
•OH radical is lower than the free •OH radical.

The reduction potential of the surface-bound •OH radical was
estimated as ≥1.6 V vs. NHE. The k d

surf values are roughly 5−10-fold
faster than k d

free, which was attributable to the random-walk on
two- or three-dimensional lattices of the TiO2 surface.
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Table 9. Kinetic parameters for the formation of sulfur radical cations in TiO2

colloidal solutions containing MTPM and PTE at room temperature.

kfree × 10−9 ksurf × 10−9

Sulfide dm3mol−1s−1 dm3mol−1s−1 k d
free × 10−4s−1 k d

surf × 10−5 s−1

MTPM 7.0 ± 1.2 2.3 ± 0.5 3.4 ± 0.5 2.6 ± 0.4
PTE 9.5 ± 1.8 2.8 ± 0.5 8.0 ± 0.9 3.2 ± 0.5
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3.2.5. Sulfur monomeric radical cations derived
from aromatic thioethers

Sulfur-centered radical cations derived from aromatic thioethers
(Ar-S-Ar) have been investigated much less extensively. An important
feature of one-electron oxidation of aromatic thioethers is the lack of
dimeric radical sulfur radical cations (ArS∴S-Ar)+ because of the spin
delocalization onto the aromatic ring.43 Oxidation of thioanisole
(Ar–S–CH3) by •OH radicals was studied using pulse radiolysis.44

At neutral pH, •OH addition led to the prompt formation of
monomeric sulfur radical cations and hydroxycyclohexadienyl radicals
(see Scheme 8).

The latter radicals decay into products which do not include the
corresponding radical cations with the delocalized positive charge on
the aromatic ring. At low pH, •OH addition, both to the thioether
functionality and to the aromatic ring, led promptly only to the
monomeric sulfur radical cations. These observations were rational-
ized in terms of the highly unstable nature of Ph+•−S−CH3 radical
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cations and their rapid conversion into Ph−S+•–CH3, and were
supported by quantum mechanical calculations using DFT.

Monomeric sulfur radical cations derived from various carboxylic
acids containing thioether functionality were generated in aqueous
solutions using •OH radicals.44–47 Three decay pathways (decarboxyla-
tion, deprotonation, and β-fragmentation), similar to those presented
for phenylthioacetic acid (vide supra, Scheme 6), were identified
and found to be dependent upon the structure of sulfur radical
cations.

3.3. Substituted aliphatic sulfides

3.3.1. •OH-induced reactions

Neighboring group participation is an important concept for under-
standing how the oxidation of organic sulfides is controlled. These
neighboring groups can provide a lone pair of electrons which can be
shared with the sulfur radical cation center, >S•+, forming a three-
electron-bonded species which effectively stabilizes the radical. The
same applies to the •OH-induced oxidation of organic sulfides where
the •OH radicals directly attack the sulfur, forming hydroxysulfuranyl
radicals (>S•-OH), but their subsequent reactions are strongly
influenced by the presence of neighboring groups.

The reactions of the •OH radicals with two model thioether
compounds, S-ethylthioacetate (SETAc) (H3C–CH2–S–C(=O)–CH3)
and S-ethylthioacetone (SETA) (H3C–CH2–S–CH2–C(=O)–CH3,
containing electron withdrawing acetyl groups in the α and β posi-
tions, with respect to the sulfur atom have been studied by pulse
radiolysis.48 The α-positioned acetyl group in SETAc destabilizes
>S•−OH radicals within the five-membered structure that leads to the
formation of alkyl-substituted radicals H2C

•–CH2–S–C(=O)–CH3

and H3C–CH2−S−C(–O)–•CH2. At high proton and SETAc concen-
tration, the •OH-induced oxidation does not lead to intermolecularly
three-electron-bonded dimeric radical cations SETAc(S∴S)+, only the
α-(alkylthio)alkyl radicals H3C–•CH–S–C(=O)–CH3 were observed
(λmax = 420 nm). These observations are rationalized in terms of the
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rapid deprotonation of sulfur monomeric radical cations SETAc(>S+•)
[reaction (26)]:

H3C–CH2–S•+–C(=O)–CH3

→ H3C–•CH–S–C(=O)–CH3 + H2O. (26)

A different picture was observed for SETA, which contains a
β-positioned acetyl group. The main pathway involves the formation
of hydroxysulfuranyl radicals SETA(>S•–OH) (λmax = 340 nm), and
highly stabilized through captodative effect α-(alkylthio)alkyl radicals
H3C–CH2–S–•CH–C(=O)–CH3 (λmax = 380 nm). At low pH, SETA
(>S•–OH) radicals undergo efficient conversion to intermolecularly
three-electron-bonded dimeric radical cations SETA(S∴S)+ (λmax =
500 nm), especially for high SETA concentrations. In contrast, at low
proton concentrations, SETA(>S•–OH) radicals, even at high con-
centrations of SETA, decompose via elimination of water, formed
through intramolecular H-transfer within the six-membered structure
that leads to the formation of C-centered radicals which further
undergo a 1,3-H shift and/or intra-molecular H-abstraction within
the six-membered structure leading to the α-(alkylthio)alkyl radicals
(Scheme 9).

Quantum mechanical calculations using ab initio method
(Møller–Plesset perturbation theory MP2) and DFT-B3LYP method
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were performed for optimizations and energy calculations of the
parent molecules and radicals and radical cations derived from them.
The low activation energies of the transition states pointed toward the
efficient direct conversion of the hydroxysulfuranyl radicals derived
from SETAC and SETA into the repective C-centered radicals.49

3.3.2. •H-atom induced reactions

A convenient way to study the kinetics and the mechanisms of •H atom
reactions in solution is to generate them by the pulse radiolysis of
aqueous solutions at a low pH. Acetamide radicals, •CH2C(=O)NH2,
were identified in the pulse radiolysis of aqueous solutions of
α-(methylthioacetamide), H3C–S–CH2C(=O)NH2, by time-resolved
electron spin resonance (TRESR) spectroscopy.50 Only three mecha-
nisms seemed plausible for such an observation. The first possibility is
a two-step mechanism with an H-abstraction [reaction (27)]:

H• + H3C–S–CH2–C(=O)–NH2

→ •H2C–S–CH2C(=O)NH2 + H2. (27)

followed by a β-scission [reaction (28)]:

•H2C–S–CH2C(=O)NH2 → H2C=S + •CH2C(=O)NH2. (28)

The energetics of the H abstraction reaction [reaction (27)],
∆G = −11.4 kcal mol−1, and the β-scission [reaction (28)], ∆G = +8.1
kcal mol−1, are from DFT calculations. The two-step mechanism was
excluded because of the endothermic step in reaction (28). However,
a concerted reaction [combining reactions (27) and (28)] would
be spontaneous, but with only a small exothermicity, ∆Gconcerted =
−3.3 kcal mol−1. Therefore, the source of these radicals appears to be
a bimolecular homolytic substitution (SH2) of the acetamide, by
hydrogen atoms [reaction (29)]:

H• + H3C–S–CH2–C(=O)–NH2

→ H3C–S–H + •CH2C(=O)NH2. (29)
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This reaction is exothermic by a significant amount and is driven by
the strong S−H bond formation while only breaking a relatively weak
C−S bond. From DFT calculations, ∆G = −29.7 kcal mol−1.

Similar SH2 mechanism takes place when •H atoms react with two
other thioethers, each containing either carbonyl or carboxyl groups.51

The pulse radiolysis of acidic aqueous solutions of 2-(methylthio)-
ethanoic acid and S-ethylthioacetone yielded carboxymethyl radicals,
•CH2COOH, and acetylmethyl radicals, •CH2–C(=O)–CH3, respec-
tively. Support for this assignment was given by DFT calculations and
radical scavenging experiments with tert-butanol. DFT calculations
indicated that the thermochemistry of the SH2 reactions should be
feasible with ∆G between −29 and −33 kcal mol−1 in both cases.

3.4. Methionine and its derivatives

3.4.1. •OH-induced oxidation of methionine derivatives

One-electron oxidation mechanism of methionine methyl ester
(MME),52 N-acetylmethionine (NAM),53 N-acetylmethionine amide
(NAMA),54 and N-acetylmethionine methyl ester (NAMME)55

employing •OH radicals were studied by means of pulse radiolysis in
aqueous solutions.

The transient observed in neutral solution containing MME by
optical absorption with λmax = 380 nm was assigned to a monomeric
radical cation characterized by a three-electron-bond between sulfur
and nitrogen atoms in a five-membered ring configuration and
confirmed by quantum chemical calculations (Chart 6).

At low pH and higher concentration of MME, a dimeric radical
cation with intermolecular three-electron bond between sulfur atoms
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was observed by optical absorption with λmax = 480 nm, resembling
the optical absorption features in methionine.52

The effect of N-acetyl substitution in methionine on the nature of
transients formed after one-electron oxidation was studied as a func-
tion of pH and NAM concentration. The observed absorption bands
with λmax = 290 nm, 360 nm, and 490 nm were respectively assigned
to α-(alkylthio)alkyl, hydroxysulfuranyl and dimeric radical cations
with intermolecular three-electron bond between sulfur atoms.53

N-acetylmethionine amide (NAMA) (Chart 7) represents a simple
chemical model for the methionine residue incorporated in a peptide.
Pulse radiolysis studies coupled to time-resolved UV-Vis spectroscopy
and conductivity detection of N-acetyl methionine amide delivered the
first experimental evidence that a sulfur radical cation can associate
with the oxygen of an amide function (vide infra).54,55

In a neutral amide –C(=O)–NH2, the carbonyl oxygen atom rep-
resents the better nucleophile compared to nitrogen atom. This fact is
corroborated by pulse radiolysis studies of N-acetylmethionine methyl
ester (NAMME) (Chart 7) showing similar kinetic and spectral
features to NAMA.55 The theoretical parameters calculated by DFT
(including TD-DFT) methods support to a large extent the experi-
mentally identified one-electron oxidation mechanism of NAMA.56

3.4.2. Reactions of dimeric radical cations with S–S three electron
bonds with selected compounds

The electron transfer reactions between sulfur–sulfur three-electron-
bonded complexes derived from methionine and four hydroxycinnamic
acid (HCA) derivatives (caffeic acid, ferulic acid, sinapic acid, and
chlorogenic acid) were studied by pulse radiolysis with spectrophoto-
metric detection.57 These HCA derivatives are widely distributed

462 K. Bobrowski

S
CH3

O

R
NH

O
C

⋅⋅⋅+
H3

R = NH2 NAMA

R = OCH3 NAMME

Chart 7. The structure of the S∴O-bonded radical cation.

        



phenolic acids in fruits and vegetables and were identified as good
antioxidants. The high reaction rate constants between HCA deriva-
tives and dimeric sulfur–sulfur three-electron-bonded radical cations
(see Table 10) imply that oxidized methionine residues present in the
form of dimeric radical cations can be efficiently repaired by HCA
derivatives via electron transfer mechanism.

3.4.3. Oxidation processses in the S-acetylated L-cysteine
ester derivative

The mechanism of the •OH-induced oxidation of N,S−diacetyl-L-cys-
teine ethyl ester (SNACET) was investigated in aqueous solution using
pulse radiolysis and steady-state γ-radiolysis.58 The adjacent electron-
withdrawing acetyl group destabilizes hydroxysulfuranyl radical
because of a very fast fragmentation (kfragm ≥ 7.9 × 107 s−1) into acyl rad-
icals and the respective sulfenic acid. Subsequently, these intermediates
react via a hydrogen-abstraction reaction that yields acetaldehyde and
the respective sulfinyl radical (RSO•) [reaction (30)].
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Table 10. Rate constants for the reaction of HCA derivatives with dimeric
Met(S∴S)+ radical cations.

kdecay(Met(S∴S)+) × 10−8 k form(HCA+•) ×
Compound dm3mol−1s−1 10−8 dm3mol−1s−1

Caffeic acid 8.3 9.5
Ferulic acid 6.9 8.1
Sinapic acid 8.1 9.2
Chlorogenic acid 9.7 11.0
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The efficiency of that process depends on the extent to which hydrox-
ysulfuranyl radicals undergo OH− elimination by external proton
catalysis, leading to the formation of monomeric sulfur radical cations
(λmax = 420 nm). The latter species, in contrast, is stabilized by the
adjacent acetyl group because of spin delocalization in the carbonyl
group. The monomeric sulfur radical cation decays by two pathways:
cleavage of the C–S bond producing acetyl thiyl radical [reaction (31)],
and deprotonation producing a carbon-centered [(α-alkylthio)alkyl
type] radical.
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3.5. Peptides

3.5.1. Oxidation of methionine in β-amyloid peptide

The first experimental evidence that Met35 in β−AP1-42 is more easily
oxidized than in other peptides and proteins comes from one-electron
oxidation of βAP1-40 using azide radicals (N3

•) produced by pulse
radiolysis.59 Thermodynamic considerations indicate that •N3 should
not oxidize Met residues unless the one-electron reduction potential of
Met is lowered because of favorable environment. It was shown that
Met35 is the target in β−AP(1-40) oxidation. Conversely the oxidation
of β−AP(40-1) with a reversed sequence of amino acids has shown
that Tyr10 is the target of •N3 radicals. These observations are the first
experimental evidences that: (i) Met35 in β−AP(1-40) is more easily
oxidized than in other peptides or proteins, and (ii) a change in a pri-
mary sequence drastically affects the one-electron reduction potential
of Met, even in a small peptides.

Recent molecular modeling studies showed that βAP26-40
(a representative fragment of the native βAP1-42) has a high

(31)

        



probability of forming S−O bonds between Ile31C=O and Met35S
due to the specific structural properties of the polypeptide fragment
(an α-helical motif).60 Such a stabilization could drive the CuII-
catalyzed oxidation of Met35 in native βAP1-42 leading to the formation
of βAP Met radical cations, Met(S+•).

3.5.2. Stabilization of sulfide radical cations with
N- and O-atoms of peptide bonds

As it has been already mentioned (vide Sec. 3.3), neighboring groups
containing electron-rich heteroatoms play a significant role during the
one-electron oxidation since they stabilize the forming sulfide radical
cations. In oligopeptides, very often heteroatoms in peptide bonds
are the only nucleophiles present in the vicinity of the sulfide radical
cation site Met(S+•).

In this regard, pulse radiolysis studies with UV/Vis spectro-
photometrical and conductometric detection were performed in
model peptides containing a single methionine residue, N-Ac–Gly–
(Gly)n–1–Met–(Gly)n

55 They show for the first time that:

(i) MetS+• in peptides can be stabilized intramolecularly through
bond formation with either the oxygen or the nitrogen atoms of
adjacent peptide bonds (Chart 8);

(ii) the formation of transients with S∴O-bonds (λmax = 400 nm;
ε400 = 3250 dm3mol−1cm−1 is kinetically preferred, but on longer
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time scales transients with S∴O-bonds convert into transients
with S∴N-bonds (λmax = 390 nm; ε390 = 4500 dm3mol−1cm−1) in
a pH-dependent manner;

(iii) the ratio of intramolecularly S∴N-bonded species vs. inter-
molecularly S∴S-bonded species increases with increasing
peptide size suggesting that in a peptide as large as β-amyloid
peptide the intramolecularly S∴N-bonded species will be the
dominant form of sulfur-centered radicals present; and

(iv) ultimately transients with sulfur-nitrogen bonds transform
intramolecularly into C-centered radicals (λmax = 350 nm;
ε350 = 3700 dm3mol−1cm−1) located on the Cα moiety of the
peptide backbone. Another type of C-centered radical, located in
the side chain of Met residue, is formed via deprotonation of
MetS+•. Carbon-centered radicals are precursors for peroxyl
radicals that might be involved in chain reactions of peptide
and/or protein oxidation. Support for spectra assignments was
additionally given by DFT calculations.61

Neighboring group participation was investigated in the •OH-
induced oxidation of S-methylglutathione (γ-Glu–S-Me–Cys–Gly) in
aqueous solutions by means of nanosecond pulse radiolysis.62 The
following sulfur-centered radicals and radical cations were identified:
an intramolecularly bonded [>S∴NH2]

+ intermediate, an intermolec-
ularly S∴S-bonded radical cation, and an intramolecularly (S∴O)+-
bonded intermediate (Chart 9).

The latter radical is of particular note in that it supports recent
observations of sulfur radical cations complexed with the oxygen
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atoms of peptide bonds, and thus has biological and medical implica-
tions. This (S∴O)+-bonded intermediate had an absorption
maximum at λmax = 390 nm, is formed with the rate k ≥ 6 × 107 s−1,
and exists in an equilibrium with the intermolecularly S∴S-bonded
radical cation. The S∴S-bonded radical cation is formed from
the monomeric sulfur radical cation (>S•+) and an unoxidized
S-methylglutathione molecule with the rate constant of 1.0 × 109

dm3mol−1s−1. The short-lived [>S∴NH2]
+ intermediate is a precursor

of decarboxylation, absorbs at λmax ~ 390 nm, and decays on the time
scale of hundreds of nanoseconds.

Additional insight into the details of a sulfur radical cation associ-
ation with the oxygen atom of a peptide bond was gained by
comparing the behavior of the S-methylglutathione (S∴O+-bonded
five-membered ring) with the peptide γ-Glu–Met–Gly (S∴O+-
bonded six-membered ring). Methionine is the homologue of
S-methylcysteine (S-Me–Cys), and contrasting the behavior of these
two residues provides insight into the kinetic and thermodynamic
preference for six- versus five-membered ring configurations,
respectively, in the formation of intramolecularly (S∴O)+-bonded
species.

In order to define the potential reactions of Met(S+•) in long
oligopeptides and proteins containing multiple and adjacent Met
residues (e.g. prion proteins PrP, calmodulin CaM), an attempt was
made to isolate some of the mechanistic steps during •OH-induced
oxidation of a cyclic dipeptide (L-Met–L-Met). Cyclic dipeptides
are suitable model compounds for the study of peptide free-radical
chemistry. While appearing very small to be models for proteins,
they have the unique feature of having no terminal groups. This
makes them invaluable for studying interactions between side
chains and peptide bonds. A small model cyclic dipeptide, c-(L-Met–
L-Met), was oxidized by •OH radicals generated via pulse radiolysis,
and the ensuing reactive intermediates were monitored by time-
resolved UV/Vis spectroscopic and conductometric techniques.63

An efficient formation of the Met(S∴N) radicals was observed, in
spite of the close proximity of two sulfur atoms, located in the side
chains of methionine residues, and in spite of the close proximity of
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sulfur atoms and oxygen atoms, located in the peptide bonds.
Moreover, the formation of Met(S∴N) radicals can proceed
directly, via H+-transfer, with the involvement of hydrogen from
the peptide bond to an intermediary hydroxysulfuranyl radical
[see reaction (32)].
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Ultimately, the Met(S∴N) radicals decayed via two different pH-
dependent reaction pathways, (i) conversion into sulfur–sulfur,
intramolecular, three-electron-bonded radical cations, Met(S∴S)+,
and (ii) a proposed hydrolytic cleavage of the protonated form of
the intramolecular, three-electron-bonded radicals {Met(S∴N)/Met
(S∴NH)+}, followed by electron transfer and decarboxylation.
Surprisingly, α-(alkylthio)alkyl radicals also enter the latter mechanism
in a pH-dependent manner.

In order to look more closely at the conditions under which
sulfur radical cations in Met can be stabilized by lone pairs of elec-
trons from neighboring sulfur atoms, two other cyclic model
dipeptides, c-(D-Met–L-Met) and c-(Gly–L-Met), were studied with
combined optical and conductometric detection following radiolytic
oxidation.64 Little or no intramolecular stabilization by the unoxi-
dized sulfur in the neighboring Met was observed in c-(D-Met–
L-Met) (Fig. 1, right) in contrast to the previously observed
intramolecular sulfur stabilization of the sulfur radical cation in the
isomer c-(L-Met–L-Met) (Fig. 1, left).63 This oxidation pattern
observed in c-(D-Met–L-Met) was confirmed using the oxidation of
c-(Gly–L-Met) which has no chance for intramolecular stabilization
of sulfur radical cation.

(32)

        



This contrasting behavior between the two cyclic Met–Met
dipeptide isomers was shown to be due to the structural differences
between the two isomers as computed by molecular modeling (vide
infra).

The most important recent results obtained by means of time-
resolved techniques (pulse radiolysis and laser flash photolysis) on
model peptides containing single or multiple Met-residues and in
selected naturally occurring peptides (Met-enkephalin and β-amyloid
peptide) and proteins (thioredoxin and calmodulin) have been
recently reviewed.65

3.5.3. Reactions of sulfide radical cation complexes with O2
•−

The reactions of superoxide radical anions (O2
•−) with sulfide radical

cation complexes might represent an important and efficient reaction
pathway for the formation of sulfoxides in peptides and proteins
containing methionine residues. Absolute rate constants for
two sulfide radical cation complexes (S∴S)+ from 1,5-dithia-
3-hydroxycyclooctane and (S∴N)+ from Met–Gly dipeptide with
O2

•− were measured using pulse radiolysis.66 The rate constant for the
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Fig. 1. Native configurations of the two optical isomers c-(Met–Met) (L,L on the
left and D,L on the right).

        



reaction of O2
•− with the (S∴N)+ complex (k34 = 5.3 × 109 dm3mol−1s−1)

was found to be ca. 3-fold slower as compared to that of the reaction
with the (S∴S)+ complex (k33 = 1.6 × 1010 dm3mol−1s−1),
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This drop in reactivity may, in part, reflect the lower probability
of O2

•− to encounter S atom in the (S∴N)+ complex as compared
to the symmetrical (S∴S)+ complex. It is important to note that the
reactions of O2

•− with the sulfide radical cation complexes proceed
2.5- to 8-fold faster than the reaction of O2

•− with superoxide dismu-
tase (k ≈ 2 × 109 dm3mol−1s−1). From a biological point of view, it
means that sulfide radical cation−O2

•− reactions might represent a
potential source for sulfoxide formation when the system is exposed
to high concentrations of reactive oxygen species.

3.5.4. Reactions of H-atoms with peptides containing methionine

The role of H• atoms in biology has not yet been completely assessed.
Their involvement is not limited to the effect of ionizing radiation in
water but can be placed in the context of biological tandem protein–
lipid damage. This is due to the fact that H• atoms are formed effi-
ciently in the reaction of electrons with dihydrogen phosphate anion
(H2PO4

−) present in biological environment.67 The reductive attack of
H• atoms on Met causes degradation, with formation of α-aminobutyric
acid and CH3S

• (Scheme 10).
The sulfur-centered radicals involved in such degradation have been

recently connected with a type of tandem peptide–lipid damage, based
on the reaction of RS• radicals with unsaturated fatty acids.68,69

The reactions of the H• atoms with Met-enkephalin (Tyr–Gly–
Gly–Phe–Met) and related peptides containing methionine (Gly–Met,

        



Tyr–Met, Trp–Met and Met–Met) have been studied by pulse
radiolysis and steady-state γ-radiolysis in aqueous and lipid vesicle
suspensions.68 In Met-enkephalin, the attack of the H• atoms occurs
to ~50% on Met with formation of methanethiyl radicals (CH3S

•)
(Scheme 10; peptide = Tyr–Gly–Gly–Phe–). The remaining percent-
age is divided roughly evenly between Tyr and Phe. The formation of
diffusible CH3S

• derived from the reaction presented in Scheme 10 was
monitored using trans lipids as a biomarker in the peptide–liposome
(1-palmitoyl-2-oleoyl phosphatidyl-choline (POPC) vesicles) system.
The cis-trans isomerization of phospholipids was detected due to the
catalytic action of thiyl radicals (vide supra, Scheme 1).

The same approach was used to study the reductive modifica-
tion of a methionine residue (Met35) in the amyloid-β peptide
[Aβ (1-40)] and its reversed sequence [Aβ (40-1)].69 The Aβ
peptide suffers the highly selective attack of H• atoms on the
Met35 residue, with the formation of a modified peptide containing
an α-amino-butyric acid residue. Formation of trans-lipids in
POPC system as a marker of radical damage to Aβ peptide clearly
shows the transfer of radical damage from the peptide to the lipid
domain.

These phenomena suggest a link between lipidomics and
proteomics, due to the known interaction of the Met-enkephalins and
Aβ peptide with cell membranes.70
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3.6. Proteins

3.6.1. Stabilization of sulfur-centered radical cations

The nine Met residues in calmodulin (a regulatory “Ca-sensor
protein”) find themselves in a variety of local environments, so the
stabilization of Met(S+•) can be realized in various ways depending
upon local structure. For example, two pairs of Met residues are
adjacent (i.e. Met71/Met72 and Met144/Met145). On the other hand,
the individual Met residues have proximity to different nucleophilic
groups located either in peptide bonds or in side groups of amino acid
residues. The one-electron oxidation of calmodulin (CaM-Ca4, wild
type) using pulse radiolytically generated •OH radicals has led to the
first experimental evidence for the formation of Met(S+•) which
complexes to amide groups in adjacent peptide bonds.71 The transient
optical absorption spectrum recorded 0.6–1.1 µs after the pulse is
broad with λmax ≈ 390 nm and shows a close similarity to that charac-
teristic for (S∴N)-bonded sulfide radicals. At longer times, 5–5.5 µs
after the pulse, the absorption maximum is shifted to λmax = 405–415
nm and shows characteristic features of the tyrosyl radical (TyrO•)
spectrum. This observation is rationalized in terms of the conversion
of (S∴N)-bonded sulfide radicals into TyrO• radicals via intramol-
ecular electron transfer from Tyr to Met radical cation complex
[reaction (35)].
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Importantly, pulse irradiation of mutants lacking Met144 and/or
Met145 residues did not generate TyrO• radicals, suggesting that
(S∴N)-bonded sulfide radicals are precursors of TyrO• radicals.

Thioredoxin Ch1 (Trx) from Chlamydomonas reinhardtii
contains two Met residues: Met41 and Met79. The one-electron oxida-
tion of W35A mutant of Trx by pulse-radiolytically generated azide

(35)

        



radicals N3
• leads to the transient absorption spectrum with three

absorption maxima located at λ = 390, 420, and 480 nm.72 The peak
at 420 nm indicated formation of tyrosyl radicals (TyrO•). On the
other hand the bands with absorption maxima at λ = 390 and 480 nm
indicated the formation of sulfur-centered radicals probably either
complexed to an oxygen atom of the carbonyl function of Phe31

or with the sulfur atom of Cys39, respectively. However, at the end
of the process, no oxidized products derived from methionine
were detected. An intramolecular electron migration from a Tyr
residue to Met-derived radicals might be responsible for the latter
observation.

3.6.2. Reactions of H-atoms with proteins containing methionine

The reaction of H• atoms with bovine pancreatic ribonuclease A
(RNAse A) has been studied by steady-state γ-radiolysis of lipid vesi-
cle suspensions containing RNAse A.73 The inactivation of RNAse A
caused by interaction of H atoms with protein involved selective
attack on methionine residues and was connected with release of
diffusible thiyl radicals [reaction (36)]:

RNAse A + H• → RS•. (36)

RS• radicals enter the bilayer, then reach and isomerize the lipid dou-
ble bonds from cis to trans (vide supra, Scheme 1). The conclusion
that Met residues in RNAse A are the major source was further con-
firmed by monitoring of vesicle γ-irradiation containing RNAse T1
(two S–S bridges, no Met residues) where the formation of the trans
isomer was found only to 0.6% after 1 kGy.

4. Disulfides

4.1. S–S bond mesolysis in aromatic sulfides

The sulfur–sulfur bond plays an important role in the tertiary structure
of polypeptides and proteins. Moreover, dialkyl (RS−SR) and diaryl
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(ArS−SAr) disulfides behave as radiation protection agents in biolog-
ical systems. A large number of steady-state and pulse-radiolysis
studies have been performed on the formation and decay of the disul-
fide radical anions (RS∴SR)− in cystine and related compounds.3

Depending on the nature of R, absorption maxima range from
380−430 nm and molar absorption coefficients are about (8 to 9) ×
103 dm3mol−1cm−1. These species are generally formed either by an
attachment of hydrated electrons (eaq

−), generated from water radioly-
sis [reaction (37)], which occurs with rate constants at the diffusion
controlled limit.

eaq
− + RSSR → (RS∴SR)−, (37)

or from the oxidation of thiols (RSH) and/or thiolate anions (RS−)
by •OH radicals, yielding thiyl radicals (RS•), which are involved in
the equilibrium [reaction (38)]:

RS• + RS− � (RS∴SR)−. (38)

The inherent lifetime of the (RS∴SR)− radical anion (i.e. in the
absence of RS−) is generally very short (typically τ1/2 = 200 ns to
2 µs) that corresponds to first-order rate constants that range from
105–106 s−1. This species undergoes rupture of the disulfide linkage,
[reaction (39)]:

(RS∴SR)− � RS• + RS−. (39)

Most of the studies concerning the formation and decay mecha-
nisms of (RS∴SR)− radical anions have been performed on aliphatic
disulfides in aqueous solutions. Since the solubility of aromatic
disulfides (ArS–SAr) is very poor in water, their radical anions
(ArS∴SAr)− can be easily investigated in organic solvents. A dissociation
mechanism of the S−S bond in the α,α ′-dinapthyl disulfide radical
anion (NpS∴SNp)− in dimethylformamide (DMF) solutions was
investigated by pulse radiolysis and in methyltetrahydrofuran
(MTHF) rigid glasses by γ-radiolysis.74
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The (NpS∴SNp)− radical anion generated in MTHF glasses at 77 K
showed an absorption band with λmax = 430 nm which, upon an
increase of the ambient temperature to 273 K, shifted to λmax = 560 nm.
This shift was interpreted with the aid of DFT calculations in terms of
molecular conformational changes of (NpS∴SNp)− radical anion due
to the elongation of the S−S bond from 0.213 nm in a rigid matrix at
77 K up to 0.290 nm in fluid phase at 273 K. The (NpS∴SNp)−

radical anion dissociates into napthylthiyl radical and thionaphtholate
anion [reaction (38)] in DMF solution at 293 K with a first-order rate
constant k ≅ 106 s−1.

(NpS∴SNp)− � NpS• + NpS−. (40)

The activation energy, ∆Ea for the S−S bond cleavage in (NpS∴SNp)−

radical anion was determined to be 1.8 kcal mol−1, along with a fre-
quency factor of 3.4 × 107 s−1. Assuming that the stretching between
the S−S bond promotes the S−S bond cleavage in the radical anions
and considering that the force constant of the (NpS∴SNp)− radical
anion is much larger than those of the smaller (RS∴SR)−, the napthyl
groups of the (NpS∴SNp)− radical anion due to their steric hindrance
upon the S−S bond stretching motion may prevent a fast separation
of the (NpS∴SNp)− radical into NpS• and NpS− due to the viscosity
of the sorrounding solvent.

The stabilization of a disulfide anion through formation of a
sandwich-type structure involving heterocyclic substituents providing
the possibility for π interaction was observed in bis-[1-(2′,3′,5′-tri-O-
acetylribosyl)uracilyl-4-yl] disulfide (USSU) (Chart 10) by means of
pulse radiolysis.75

The (US∴SU)− radical anion was generated via the one-electron
reduction of USSU, initiated by hydrated electrons [analogous to
reaction (37)], and is characterized by a broad optical absorption
band with λmax = 450 nm, ε450 = 6000 M−1cm−1, and a half-width of
1.0 eV. It exists in equilibrium with the conjugated thiyl radical (US•)
and the corresponding thiolate ion (US−) [reaction (41)]

(US∴SU)− � US• + US−. (41)
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The rate determining step for the disappearance of that remarkably
stable (US∴SU)− radical anion is the protonation of both radical
anion [reaction (42)] and the free thiolate [reaction (43)] by reaction
with H+.

US− + H+
aq → U(H)S, (42)

(US∴SU)− + H+
aq → (US∴SU)H → U(H)S + US• . (43)

Absolute rate constants have been measured for these protonation
processes which are in the range of (0.85 to 4.15) × 104 s−1 at
pH range 8.1−4.9, respectively, and for the electron transfer
between the (US∴SU)− radical anion and molecular oxygen
(k44 = 3.7 × 107 M−1s−1).

(US∴SU)− + O2 → USSU + O2
•−. (44)

The elongation of the disulfide bond after electron attachment
from 2.02 to 2.73 Å in (US∴SU)− radical anion seems to facilitate the
interaction of the heterocycles and leads to an increase in stabilization
energy of 100–140 kJ mol−1 as evaluated by theoretical ab initio
calculations.75

The relatively long lifetime of the (US∴SU)− radical anion impli-
cates the redox properties of the equilibrium 41 which, in contrast to
aliphatic systems, reveal a much higher reducing capacity.
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Chart 10. Structure of the bis-(1-substituted-uracilyl) disulfide.

        



5. Sulfoxides and Sulfonyls

5.1. Aryl sulfoxides radical cations

Aromatic sulfoxide radical cations have been generated by pulse radi-
olysis from the parent sulfoxides (Chart 11).76

The radical cations were produced in argon-saturated aqueous
solution by reaction with the strongly oxidizing sulphate radical anion
(SO4

•−) via the sequence of the following reactions:

e−
aq + S2O8

2− → SO4
2− + SO4

•−, (45)

SO4
•− + ArSOCH3 → SO4

2− + [ArSOCH3]
•+. (46)

They are characterized by an intense absorption band in the UV
region (≈ 300 nm) and a broad, less-intense band in the visible region
(from 500 to 1000 nm) whose position depends on the nature of the
ring substituents: H/550 nm, OCH3/900 nm, CH3/670 nm, Br/660
nm, and CN/560 nm. At low radiation doses the radical cations
decayed by first-order kinetics with the decay rate increasing with pH.
The decay involves a nucleophilic attack of H2O or OH− on the posi-
tively charged sulfur atom resulting in the formation of
[ArSO(OH)CH3]

•, as suggested earlier for dialkyl sulfoxide radical
cations.77

DFT calculations were carried out for aromatic sulfoxide radical
cations showing that in the lowest energy conformers the S–O bond is
almost coplanar with the aromatic ring. In all radical cations the major
fraction of charge and spin density is localized on the −S(=O)-Me
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group and on the ring (~50% for OCH3 derivative and ~30% for the
other radical cations). This suggests some conjugative interaction
between the –S(=O)-Me group and the aromatic group.

5.2. Sulfonyls

Unambiguous evidence was provided for a relatively long-lived
electron adduct to methylsulfonyl chloride formed in reaction
(47) (k47 = (3.3 ± 0.3) × 1010 M−1s−1 and involving pulse radiolytically
generated hydrated electron78:

e−
aq + MeSO2Cl → MeSO2Cl•−. (47)

In the absence of a suitable redox partner, it eliminates chloride
ion (Cl−) forming the sulfonyl radical (MeSO2

•) [reaction (48)] with
k48 = 1.5 × 106 M−1s−1.

MeSO2Cl•− → MeSO2
• + Cl−. (48)

In the presence of oxygen, MeSO2Cl•− establishes equilibrium
with superoxide radical anion [reaction (49)]:

MeSO2Cl•− + O2 � MeSO2Cl + O2
•−. (49)

The rate constant for the forward reaction (k49) was measured to
4.1 × 109 M−1s−1, while for the back reaction only an interval of 1.7 ×
105 s−1 to 1.7 × 106s−1 for k−49 was estimated. These data together with
reference value of the reduction potential E0(O2/O2

•−) = −155 mV
enable the calculation of the reduction potential of the sulfonyl
chloride couple, which is equal to E 0(MeSO2Cl/MeSO2Cl•−) = −355
and −414 mV (vs. NHE).

The MeSO 2
• radical reacts with oxygen [reaction (50)] with a rate

constant k50 = 1.1 × 109 M−1s−1, however, the back reaction is very
slow with k−50 << 105 s−1.

MeSO2
• + O2 � MeSO2OO•. (50)
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MeSO2
• radicals also act as the catalyst for the cis-trans isomeriza-

tion of several Z- and E-monounsaturated fatty acid methyl esters
(see Sec. 2.2.4) in homogeneous solutions.
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Chapter 17

Radiolysis of Metalloproteins

Diane E. Cabelli*

1. Introduction

This review covers the interaction of radicals generated from low LET
radiation in water with protein components, proteins and, finally, the
metallocenters themselves. It commences with a discussion of the
experimental techniques that have been the most amenable to these
studies, those of gamma and pulse radiolysis. It then addresses, very
generally, the radiolysis of the building blocks of proteins, amino
acids, and follows with the radiolysis of the proteins themselves. In
both cases, the discussion is limited to radiolysis of dilute solute in
water, where the initial radiation is absorbed totally by water and does
not directly interact with the amino acids/proteins.

The final part of the review describes two instances where radi-
ation chemistry has been used to probe enzymatic systems with
metals at the active sites. The first case involves use of a radical formed
in the radiolysis of water, in this instance the strongly reducing carbon
dioxide anion radical, to shift the oxidation state of redox active metal
center(s) of the enzyme and thus probe the nature of long distance
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electron transfer in a protein. This has been demonstrated very nicely
in classic pulse radiolysis studies of copper proteins: very elegantly and
simply in azurin. The second case is that where the radical generated
in the radiolysis process is actually the substrate of the enzyme and
thus enzymatic activity can be probed directly via pulse radiolysis.
This is best illustrated with superoxide dismutases, where the super-
oxide radical is both the substrate and a radiolytically generated
secondary radical.

2. Experimental Techniques

The use of radiation chemistry to study proteins in water can be accom-
plished through slow or fast techniques: gamma radiolysis and pulse
radiolysis, respectively. The difference between these two applications of
radiation chemistry is that, in the former case, a continual irradiation of
the water produces a steady-state flux of radicals and usually involves a
gamma-ray generator such as a 60Co source to produce the radicals. In
the latter case, an electron accelerator is used to deliver short bursts of
electrons to water in the nanosecond (10−9 s) to picosecond (10−12 s)
time scale.

2.1. Gamma radiolysis

Gamma radiolysis involves the use of a radiation source such as 60Co
or 137Cs that produces gamma rays as they are energetic enough to
ionize water.1,2 Upon irradiation of water with gamma rays (or pulses
of electrons, as will be described in Sec. 2.2), water is ionized and
then cleaved, yielding the following species:

H2O −/\/\/\ → OH•, eaq
− , H•, H2O2, H2. (I)

The primary radicals formed in greatest yield are eaq
− (2.8) and OH (2.8)

radicals, the former a strong reductant (−2.87V)3 and the latter a strong
oxidant (Eo(OH/OH−) = 1.89V),3,4 where the values in brackets are
G values, that is the number of species formed per 100 eV energy
dissipated in solution. The other primary radical, the H atom (0.6), is
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produced in far lower yield and is interconnected in aqueous solution
with the hydrated electron via a pH-dependent equilibrium with
water:

eaq
− + H3O

+ ↔ H• + H2O. (1)

The judicious choice of scavenging chemicals for the primary rad-
icals can lead to the production of solely oxidizing or solely reducing
conditions as shown below:

eaq
− + N2O + H2O → OH• + N2 + OH−, (2)

OH• + HCO2
− → H2O + CO2

•−, (3)

where CO2
•−, produced in a deoxygenated, N2O saturated solution

containing formate, is a strongly reducing radical [Eo(CO2/ CO2
•−) =

−1.9V].5 In contrast, an oxidizing radical that has been used
with increasing frequency lately, in large part because of the recog-
nition of the increasingly important role of bicarbonate/CO2 in
in vivo systems, is the carbonate anion radical, CO3

•−, produced
in a deoxygenated, N2O saturated solution containing bicarbonate/
carbonate.

OH + HCO3
−/CO3

2− → CO3
•− (+H+). (4)

Finally, one of the most highly studied acid–base radical pairs is
the superoxide/perhydroxyl (HO2

•/O2
•−) radical.6 In the presence of

oxygen, the electron is scavenged in a diffusion-controlled reaction:

eaq
− + O2 → O2

•−. (5)

The addition of formate allows reaction (3) to occur and that is then
followed by the very fast reaction between the carbon dioxide anion
radical and oxygen to yield, again, O2

• −:

CO2
•− + O2 → O2

• −, (6)
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where superoxide is in equilibrium with its conjugate acid, HO2
•:

O2
•− + H+ ↔ HO2

• pK = 4.8. (7)

As gamma irradiation produces a steady-state source of radicals upon
radiolysis, it is a very powerful tool when a low steady concentration
of radical is desired to limit any secondary bimolecular reactions that,
of course, occur at faster rates as the radical concentrations increase.

A system for the detection of the changes resulting from gamma
radiolysis is the greatest challenge in these studies. As gamma radiolysis
affords a production of radical that can be generated homogeneously in
aqueous solution, product analysis has been a very sensitive and much
used methodology. As will be discussed later, changes in enzymatic
activity and determination of sites of protein modification are well-
established measures of changes upon protein radiolysis. Observing an
optical change, where the protein has an observable chromophore,
upon gamma radiolysis is also a well-established detection system that
has been used very successfully with metalloproteins.2,7

2.2. Pulse radiolysis

Pulse radiolysis, in contrast to gamma radiolysis, involves the rapid
production of radicals via a pulse of electrons deposited into an aque-
ous solution, usually delivered by a van de Graaff or electron
accelerator.8 The production and distribution of radicals are identical
to that described in gamma radiolysis, but here the radicals are gen-
erally produced in sub-microsecond pulses with current fast limits of
picosecond pulses. This affords the advantage of following reaction
kinetics and not just looking at overall yields.

Again, the challenge involves a suitable detection system. As illus-
trated in Fig. 1, many radicals produced upon pulse irradiation of an
aqueous system have UV/Vis absorption bands that can be moni-
tored. Clearly, it is suitable to directly follow absorbance changes in the
hydrated electron and the carbonate radical anion, with absorption
maxima of 715 nm and 600 nm respectively, through the use of an
UV/vis spectrophotometer with fast response time. The OH radical,
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H atom, carbon dioxide radical anion and even HO2
• and O2

•− have
low molar absorptivities and absorption bands in the region where
the protein itself has a large absorbance, making optical detection a
challenge. Competition kinetics has proven very useful, using a
competitor with a well-defined chromophore. Both direct obser-
vation and competition kinetics have been used with great success to
understand the chemistry that ensues upon radiolysis of proteins in
water.

3. Radical Reactions with Amino Acids

As discussed previously, the radicals produced upon irradiation of
water [Eq. (I)] have very different characteristics. Primary radicals
(OH•, H• and eaq

− ) and their interactions with amino acids will be
addressed first.9–15 The two secondary radicals that will be discussed
here are superoxide radical and carbonate radical (O2

•−, CO3
•−), in

large part because oxygen is omnipresent when discussing cellular
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systems and bicarbonate/carbon dioxide concentration is known to
be very high in mammalian cells.

3.1. Amino acids and primary radicals

The oxidation of amino acids by hydroxyl radical has received much
attention.9,11,12 In water, hydroxyl radical is a strong oxidant that can
abstract hydrogen atoms. Amino acids can have many sites of attack
depending upon the particular functional group. The reactivity of
OH radicals with glycine has received the most attention because it
is the template for all amino acids, having only the amino and the
carboxylate groups with one carbon linker. Here, the zwitterion was
shown to react rather more slowly than the anion.9–11 Initial OH
radical attack involves both abstraction of the alpha hydrogen and
electron abstraction from the nitrogen. Rate constants for OH radical
reaction with amino acids can be found in the compendium compiled
by Buxton et al.3

Once the amino acid has some functionality in the group bridging
the amino and the carboxylate moieties, the scenario becomes more
complicated. The reaction between OH radical and an aromatic group
on an amino acid occurs primarily via OH radical addition to the ring,
initially forming a hydroxycyclohexadienyl radical.12 This reaction is
extremely rapid, of the order of 1010 M−1s−1. The subsequent reactions
can be very complicated, depending upon the particular amino acid.
The other class of amino acid with specific reactivity is sulfur-containing
amino acids (methionine and cysteine).14 Here, the OH radical is again
an H atom abstractor.

The reaction of amino acids with the hydrated electron occurs
at a range of different rates depending upon the side chain.
Aliphatic amino acids tend to react very slowly with eaq

− whereas
aromatic amino acids react at a somewhat more rapid rate and
cysteine has a very facile reaction to lose HS−; see Table 1. The
caveat in these systems is that reaction (5), the reaction of eaq

−

with oxygen, is diffusion controlled and oxygen is omnipresent in
most systems at a relatively high concentration (250 µM in air and
1.2 mM in O2-saturated water).
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3.2. Amino acids and secondary radicals

A very comprehensive study of superoxide radical with all amino acids
was carried out by taking advantage of a technology where O2

•− could
be produced by photolyzing water at 157 nm in a Xenon plasma.19

The photolytic water cleavage to H• and OH• in the presence of
ethanol or formate and oxygen was combined with stopped flow tech-
nology to allow rapid mixing of the resultant O2

•− with the amino acid
substrate. In these studies, carried out at near molar amino acid, no
reactions were observed for the reaction of O2

•−/HO2
• with amino

acids, leading to upper limits of 0.1 M−1s−1 at pH > 10 and 10 M−1s−1

at pH ∼ 2.19
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Table 1. Rate constants for the reaction of some amino acids with eaq
− .

Amino Acid k, M−1s−1 (pH)a Amino Acid k, M−1s−1 (pH)a

Cysteine 8 × 109 (5–7)b Serine < 3 × 107 (6.1)
Cystine 1.0 × 1010 (5–7)b Valine < 5 × 106 (6.4)
Histidine 9 × 108 (6.5) Leucine < 1 × 107 (6.5)

6.7 × 107 (8.0)c

Tryptophan (2.2–3) × 108 (6–8) Glycine 8.0 × 106 (6.2–6.4)
1.7 × 106 (pH11.8)

Tyrosine 2.8 × 108(< 9.1)d Alanine 1.2 × 107 (7.4)
6 × 106 (6.4)

Phenylalanine (1.1–1.6) × 108 (6.3–7) Aspartate 1.8 × 107 (7.0)f

Asparagine 1.5 × 108 Glutamate 2 × 107 (5.7)
2.4 × 107 (11.7)

Arginine 1.5 × 108 (6.1) Lysine 2.0 × 107 (7.4)
5 × 107 (11)e

Methionine (3.5–4.5) × 107 (6–7.3) Threonine 2.0 × 107 (7.0)
Valine 2.0 × 107 (6.7)

a All values from Ref. 3 unless otherwise specified.
b Rate constant dropping off at higher pH, Ref. 14.
c Strong pH dependence with rapid reaction only for protonated histidine (pKs generally in the
pH 6–7 range in proteins), Refs. 15 and 16.
d Below the pK of 9.1 for tyrosine OH and slows down after that, Ref. 17.
e Rate constant falls off rapidly for anion, Ref. 18.
f No observed reaction for the dianion and higher rate constant for the acid (6 × 108 M−1s−1),
Ref. 3.

        



H2O →ν OH• + H•, (8)

H• + O2 → HO2
•, (9)

OH• + H3CCH2OH → H3CC•HOH + H2O, (10)

H3CC•HOH + O2 → H3CCH(OO•)OH, (11)

H3CCH(OO•)OH + OH−− → H3CCHO + O2
•− + H2O. (12)

The carbonate anion radical has received a great deal of attention
recently, as it has been shown to be produced upon the decay of per-
oxynitrite in the presence of CO2. NO, also known as the endothelium-
derived relaxing factor (EDRF), was shown to react very rapidly with
superoxide to yield peroxynitrite.20,21

NO + O2
•− → ONOO•−. (13)

In the presence of CO2, an adduct is formed and the adduct then
rapidly decomposes to form both NO2

• and CO3
•−.22,23

ONOO•− + CO2 → ONOOCO2
•− → NO2

• + CO3
•−. (14)

The acid–base equilibria between carbonate/bicarbonate/carbon
dioxide clearly show that in vivo systems sufficient amounts of CO2 will
be present such as to allow reactions to occur and point out the relevance
of the reactivity of CO3

•− with biologically significant compounds. The
carbonate radical anion is a strong oxidant the reacts by either H-atom
abstraction or electron transfer (E0(CO3

•−, H+/HCO3
−) = 1.78V,24 where

the former is generally slower than the latter.

H2O + CO2 ↔pK 6.1
HCO3

− + H+ ↔
pK 12.

CO3
2− + 2H+ (II)

The reactivity of carbonate radical anion, CO3
•−, with amino acids

in neutral aqueous solution is not high25 with k = 105M−1s−1 for amino
acids with aliphatic side chains and somewhat higher for amino acids
with sulfur moieties, k = (106–107) M−1s−1. The reactivity of aromatic
moieties vary considerably but indole rings tend to react most rapidly
with k ≈ 108 M−1s−1.26 Hydrogen abstraction likely occurs through an
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initial adduct formation with cystine and methionine, such that CO3
−

addition to the sulfur produces the corresponding perthyil radical and
thyil radical cation, respectively27; see Table 2 for a compilation of the
kinetics data for various amino acids.

4. Radical Reactions with Proteins

One great strength of protein radiolysis as a tool for exploration of
protein structure/function is that radiolysis is a very “clean” tech-
nique, offering exquisite control over physical parameters such as pH,
temperature, pressure, etc. The other great strength of radiolysis
is that it can be carried out both as a continuous process, allowing
for quantitative product analysis, as well as a fast kinetic technique,
allowing the actual observation of reaction mechanisms under
pre–steady-state conditions.

4.1. Radiation targeting

Extensive studies were carried out by Garrison et al.31 in the early
stages of development of radiation chemical techniques for the study of
proteins. Amino acids combine to form peptides and these ultimately
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Table 2. Rate constants for the reaction of some amino acids with CO3
•−.

Amino acid k, M−1s−1 (pH)

d/l Histidine 8.5 × 106 (10)a 1 × 106 (5)a

d/l phenylalanine 5 × 104 (7)c

d/l methionine 2 × 107 (7)a 5 × 107 (11)a 1.2 × 108 (11.4)c

tyrosine 1.4 × 108 (11)a 2.9 × 108 (11.2)d

d/l tryptophan 6.2 × 108 (9)e 4.4 × 108 (11.2)d 4.9 × 108 (11.4)c

d/l tryptophan 4.3 × 108 (12)e

Arginine 9 × 104 (7)b

Aspartate 1 × 104 (7)b

Glycine <1 × 103 (7)b

Cysteine 4.6 × 107 (7)b 3.5 × 108 (10)a 1.8 × 108 (11.4)c

2.7 × 108 (11.2)d 2.5 × 108 (12)a

Cystine 1.2 × 107 (11.4)c

a Ref. 28; b Ref. 26; c Ref. 27; d Ref. 29; e Ref. 30.

        



fold into proteins. It is this folding that renders amino acids in the
interior of the protein, inaccessible to radiation induced radical attack.
In the early days of radiation biology, this inaccessibility allowed links to
be made between radiation damage of proteins and protein size.
Empirical rules were devised to describe this phenomenon, and it was
called “radiation targeting.”32

Radiation targeting involved exposing proteins to (OH/eaq
− ) or

exclusively OH radical attack and then correlating activity loss with
radiation dose. This correlation, using a set of empirically designed
relationships, allowed a determination of protein size.33 It was, how-
ever, dependent upon a number of parameters such as temperature
and protein concentration. Recent research carried out by
Houee–Levin and co-workers33–37 as well as other groups have shown
this technique to be dependent upon the judicious choice of protein
and the empirical correlations fail in a wide number of systems.

4.2. Radiation footprinting

More recently, studies have been carried out linking OH radical
attack with various analytical techniques to determine protein modi-
fication, allowing a definitive assignment of exposed areas on a
folded protein or protein–substrate complex. This is becoming
known as “radiation footprinting.”38–43 The concept behind this
technique is that OH radicals are quite energetic and relatively
promiscuous and will attack many surface exposed amino acid
residues. If the protein is examined by mass spectrometry after OH
radical attack, inferences can be made about the relationship between
the site of attack and the surface exposure. This allows some sense
of where one protein might be docking on the surface of another
protein or how a protein is folding in the absence of a crystal
structure. This technique elicits complementary information to that
obtained in studies of hydrogen/deuterium exchange in a protein to
determine surface exposed protonation sites.38,39

There are a few important points to make with the concept
behind this technique. The first is that the most effective method
involves OH radical attack on the protein surface. The OH radical can
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be generated chemically, for example using a Fenton-type system
involving the reaction of a reduced metal with hydrogen peroxide
(M(n−1)+ + H2O2 → Mn+ + OH• + OH−), radiolytically as described
above or taking advantage of the radiation produced in a synchrotron
light source. The significant advantage in the latter method is the
rapid deposition of energy, thus allowing rapid OH radical attack. The
other important point is that the reactivity of the modified residue
and the products that are formed lead to characteristic mass spectral
signatures.42,43 Understanding that reactivity allows the unambiguous
assignment of modification using mass spectral tools.

This has been illustrated in some recent studies carried out by the
Chance group.38,39 Here, a protein–substrate complex was allowed
to form. The complex was then irradiated. After allowing a sub-
stantial portion of OH radical attack, the enzymes were treated to a
cleaving/digestion system and the modified amino acid residues
were determined. The crucial information here involves understanding
which residues are likely to be exposed on the surface and which
are buried because the surface amino acids that are modified are
contrasted with those surface amino acids that are covered by the
substrate and thus inaccessible to attack. This allows structural infor-
mation on large systems that are not amenable to conventional
crystallography and solution information instead of rigid crystal
information.

5. Radical Reactions with Metalloproteins

Metalloproteins, where the active site includes one or more metals,
represent a very different class of proteins than those discussed above.
The particular kinds of metalloproteins discussed here are those
where the metal is redox active and represents a functional and not
structural component of the system. Many mechanistic studies of
metalloproteins have been carried out using radiation chemistry in the
past 50 years. Two different ways of using radiation chemistry to
query mechanisms will be illustrated here. The first, as described in
the earliest of these studies using blue copper proteins such as azurin,
involves using pulse radiolysis to change an oxidation state and thus
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allows intramolecular electron transfer between the metal site and
other redox active sites in a protein to be interrogated. The second,
described in studies of superoxide dismutases, involves using radiation
chemistry to actually generate the substrate and then following the
subsequent reactions mechanism in detail. Another use of pulse radi-
olysis, that will not be discussed here, to collect mechanistic data in
metalloproteins involves changing the oxidation state of the active site
in the presence of the substrate and then monitoring change on a fast,
pre–steady-state timescale. Studies of the mechanism of various cata-
lases have been addressed very effectively this way.

5.1. Enzymes with type (I)/type (2) copper centers: Azurin

Some of the first protein systems where pulse radiolysis was used to
help determine mechanism were those of blue copper proteins.44,45

These are proteins that are blue in solution and contain what are
known as type (I) and type (2) copper centers. Two of the most well-
known and well-characterized examples of these are azurin and
cytochrome c. It was the studies of these systems that opened up the
field of long-distance electron transfer in proteins and, by using
the protein structure as a framework for electron transfer through
space and through bonds, allowed for the development of a broad
theoretical basis and many fascinating experiments on long-range
electron transfer. Here, I will limit the discussion to electron transfer
studies in azurin as illuminated by pulse radiolysis studies.46

Azurin is a protein that functions as an electron transfer mediator
and has a single copper center possessing a strong absorption band at
600 nm, hence the inclusion as a “blue copper protein.” The copper
binding ligands are a cysteine, two histidines and a methionine, and
the copper redox potential is 260–300 mV (vs. NHE) for azurins
isolated thus far. The intense blue color results from a sulfur (cysteine)
to Cu2+ ligand-to-metal charge transfer band. In addition, a single
disulfide exists approximately 26 angstroms (2.6 nm) from the copper
center. This disulfide is not thought to have a functional role in the
electron transfer of the protein mediates. However, upon reduction of
the disulfide, it is expected that electrons will flow from the reduced
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disulfide to the oxidized copper center. This has led to its use in
studying the protein influence on intramolecular electron transfer.

Both the CuII (absorbing at ca 620 nm) and the disulfide (RSSR)
can be reduced easily with CO2

•− (generated as described in Sec. 2),
producing CuI or (RSSR)•− (absorbing at 410 nm). The initial loss
of CuII or formation of (RSSR)•− by CO2

•− can be followed by moni-
toring the disappearance in absorbance at 600 nm or concomitant
growth at 410 nm on a very rapid time scale and the subsequent
intramolecular electron transfer can then be monitored by following
the dis-appearance in 410 nm or concomitant disappearance at
600 nm) on a somewhat slower time scale. Studies of the observed
rates as a function of Azurin concentration serve to distinguish
between the initial reduction (concentration-dependent) process
[reactions (15) and (16)] and the intramolecular electron transfer
(concentration-independent) process [reaction (17)].47,48 These stud-
ies have shown that the bimolecular rate constants for reactions (15)
and (16) are virtually diffusion-controlled whereas the rate constant for
reaction (17) is relatively slow, with a half life of tens of milliseconds,
depending upon the particular species of enzyme origin.

RSSR∼AzCuII + CO2
•− → RSSR∼AzCuI + CO2, (15)

RSSR∼AzCuII + CO2
•− → RSSR•−∼AzCuII + CO2, (16)

RSSR•−∼AzCuII → RSSR∼AzCuI. (17)

The coupling of fast kinetic resolution using pulse radiolysis with
site-directed mutagenesis of specific protein residues allowed resolu-
tion of many structure–function questions in azurin as well as allowed
the discussion to be broadened to questions of electron transfer over
distances. The way the rate is modulated upon specific changes in the
copper binding ligands and protein between the redox centers, as
well as physical parameters such as temperature and pressure, have
been used to test theories developed to describe long-range electron
transfer and address issues such as solvent reorganization,50 nature
of the protein (e.g. beta sheet) spacers,46 ligands around the redox
center and the effect on the redox potentials of the redox-active
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centers,49 tunneling and proton involvement in the electron transfer
process.51

5.2. Copper, zinc superoxide dismutase

Excess electrons in cellular systems may occur as a consequence of
oxidative phosphorylation in the mitochondria, where estimates
suggest that 1–2% of all electrons required for phosphorylation leak
into solution. As oxygen is the most prevalent and reactive molecule
in aerobic cells, superoxide radical (O2

•−) is easily formed, as described
in Sec. 2.1. The superoxide radical does disproportionate but in a
highly pH-dependent process that slows down significantly as the pH
is increased above 5.7

HO2
• + HO2

• → H2O2 + O2, (18)

HO2
• + O2

•− (+H+) → H2O2 + O2, (19)

O2
•− + O2

•− → does not react, (20)

HO2
• ↔ O2

•− + H+ pK = 4.8. (21)

The superoxide radical itself, as described earlier,7 is not particularly
reactive with amino acids and proteins but it does react with redox-
active metals, particularly copper, iron and manganese.

Superoxide dismutases (SODs), enzymes that convert superoxide
radical to oxygen and peroxide,52 are found in the majority of aerobic
organisms. The redox-active metal has an oxidation potential suffi-
cient to both oxidize and reduce the superoxide so they are capable
of carrying out the catalytic process without any need for an exoge-
nous electron donor. Superoxide dismutases represent the rare group
of enzymes where radiation chemical techniques are able to generate
the substrate for enzyme function. This was recognized immedi-
ately upon assignment of SOD function to the blue copper protein,
erythrocuprein, by McCord and Fridovich in 196953 and the first
pulse radiolysis papers defining the details of the mechanism appeared
in 1972.54,55
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Superoxide dismutases56,57 come in four “flavors”: (1) copper,
zinc superoxide dismutase with redox active Cu+/Cu2+ at the center,
(2) manganese superoxide dismutase with Mn2+/Mn3+ as the redox
active center, (3) iron superoxide dismutases with Fe2+/Fe3+ as the
redox center, and (4) nickel superoxide dismutases, where a combi-
nation of Ni2+/Ni3+ and liganded sulfur gives redox activity.58,59 In all
cases, the higher oxidation state metal (also the resting state of the
enzyme) accepts an electron for the superoxide [reaction (22)] while
the lower oxidation state metal gives up an electron to the superoxide
[reaction (23)] in what has become known as a “ping-pong” mechanism
leading to overall dismutation.56,57

M(n+1)+ + O2
•− → Mn+ + O2, (22)

Mn+ + O2
•− (+2H+) → M(n+1)+ + H2O2, (23)

Overall: 2O2
•− + 2H+ → O2 + H2O2. (24)

The overall advantage of enzymatic dismutation of superoxide is
illustrated in Fig. 2, where the rate constants for dismutation for three
of the enzyme classes are plotted as a function of pH on a graph that
also has the self-dismutation rate constants for superoxide/perhy-
droxyl radical plotted as a function of pH. It should be noted,
though, that the enzymatic rate constants are catalytic and therefore
only depend upon the enzyme concentration whereas the self-dismu-
tation is bimolecular in superoxide. This leads to very important
ramifications with regards to the enzyme–substrate concentrations.
Figure 3 illustrates three different scenarios and shows the relative
rate constants at different extremes of [SOD]:[O2

•−]. The in vivo
implications of this are profound.

As stated above, there was a rapid realization among different
groups that pulse radiolysis was an ideal method to examine the
details of the enzyme function. This is because the natural substrate,
superoxide, is one of the secondary radicals that can be formed rap-
idly and efficiently upon the radiolysis of water, as discussed in Sec. 2,
over a very wide pH range. The classic method for superoxide gener-
ation, using the xanthine/xanthine oxidase system, has pH range
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Fig. 2. Rate constants for dismutation of superoxide in the absence (closed circles)
and presence of superoxide dismutases [NiSOD (open circle), E. coli MnSOD (open
diamond), bovine CuZnSOD (open square)] as a function of pH.
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limitations as generation of superoxide comes from reaction of an
enzyme and substrate(s).

The very well established chemical technique of using potassium
superoxide or ammonium superoxide suffers from the pH instability
described in reactions (15) to (17): the superoxide is only stable at
very high pH, or the use of an organic solvent, most often dimethyl-
sulfoxide (DMSO).60,61 Still a great number of very impressive
studies were carried out using stopped flow technique combined
with potassium superoxide in dimethylsulfoxide, particularly by Fee
and co-workers61 and then by Silverman and co-workers.62,63

The discussion here is limited to CuZnSOD for a number of
reasons. First, in this system the “ping-pong” mechanism described in
reactions (22) and (23) is operative as written whereas both
MnSOD62–65 and FeSOD66,67 carry out catalysis by mechanisms that
involve observable enzyme–substrate complexes under certain
conditions. Secondly, this enzymatic system has been studied as a model
to look at such factors as electrostatic guidance of substrate (see below).
Finally, the link that was demonstrated between over 100 point
mutations in CuZnSOD and the inherited version of amyotrophic
lateral sclerosis (Lou Gehrig’s Disease) has made underscored the
importance in understanding details of enzyme function.68,69

CuZnSOD is a function dimer with each monomer containing
one copper and one zinc in the active site bridged by the imidazole
group of a histidine. The copper is also bound by three histidines and,
in the oxidized state, a water molecule. In addition to the bridging
histidines, the zinc is also bound by two histidines and an aspartate.
Both oxidized and reduced enzymes are structurally similar except for
a loss of the bond to the bridging histidines and a shift in position for
the reduced copper. Copper is the only redox active metal; zinc plays
a structural role only.

Cu2+Zn2+SOD + O2
•− → Cu+Zn2+SOD + O2, (25)

Cu+Zn2+SOD + O2
•− (+2H+) → Cu2+Zn2+SOD + H2O2. (26)

The initial pulse radiolysis studies established that enzymatic
catalysis was pH-independent (pH 5–9.5) and occurred with virtually
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diffusion-controlled rate constants; k22 = k23 ≈ 2 × 109 M−1s−1.54,55

It was suggested that the very rapid rate constant between O2
•− and

CuZnSOD, in light of the roughly two order of magnitude size
differential between the enzyme and substrate, was a result of ele-
ctrostatic funneling of the superoxide anion to the copper center.70–72

Pulse radiolysis studies73 measuring the catalytic rate constant for a
number of CuSODs where various residues near the active site were
modified by site-directed mutagenesis have shown that the arginine
situated at the top of the active site channel is responsible for much
of the electrostatic guidance. In these studies, the arginine was sele-
ctively mutated to a lysine (reflecting the same positive charge but
with a different pH for protonation of the amine) with no reflected
change in the rate constant for catalysis, an isoleucine/alanine (neu-
tral charge) with a resultant catalytic rate constant of 108 M−1s−1 and
to a glutamate/aspartate (negatively charged residues at pH > 7) with
a resultant catalytic rate constant of 107 M−1s−1. In another study, an
enzyme that was, startlingly, faster than the naturally occurring
enzyme was produced by modifying a negatively charged glutamate
residue near the active site to a glutamine. Pulse radiolysis studies
of activity as a function of ionic strength and pH allowed a careful
characterization of this modified enzyme.74

Another catalytic cycle in this enzyme is a peroxidative cycle,
described by reactions of peroxide with both the reduced and
oxidized enzyme.75–78

Cu2+Zn2+SOD + H2O2 → Cu+Zn2+SOD + HO2
• + H+, (27) 

Cu+Zn2+SOD + HO2
− → Cu2+Zn2+SOD−OH• + OH−, (28)

H2O2 = HO2
− + H+ pK = 11.9. (29)

The significant point here is that reaction (28) is a Fenton-type reaction
where a reduced metal reacts with H2O2 to yield the OH radical (see
Sec. 4.2 on radiation footprinting). Reactions (27) and (28), when
combined with reactions (25) and (26) that remove the HO2

•− pro-
duced in reaction (27), lead to catalytic generation of O2 and OH• with
regeneration of 1/4 of the H2O2. The OH• generated in reaction (27)
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can react with and deactivate the CuZnSOD, or react with an external
substrate. That this peroxidative cycle occurs in the wild-type enzyme
is well documented. This mechanism describes a method for con-
verting the more benign superoxide radical into the much more
reactive OH radical, albeit at a very slow rate in the wild-type enzyme.
Oxidative damage resulting from this cycle has been addressed with
regards to the connection between Lou Gehrig’s Disease and mutant
CuSODs.79,80

6. Conclusion

As has been discussed here, the reactions that occur upon radiolysis
of dilute solutions of proteins in water are very much dependent
upon the amino acid composition of the protein, protein folding
(i.e. residues that are surface exposed), the presence of metal catalytic
centers and the particular radicals that are generated in solution. As
has been illustrated in the last two examples, radiation chemistry can
serve as a probe of the redox processes that occur upon catalysis and,
under very specific systems, can also serve to generate the substrate
for enzyme catalysis.
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Chapter 18

Mechanisms of Radiation-Induced
DNA Damage: Direct Effects

David Becker †, Amitava Adhikary †

and Michael D. Sevilla*,†

1. Introduction

DNA is recognized as the principal cellular target for all forms of
ionizing radiation such as γ-radiation, X-rays, and ion-beams.1–4

Effects such as mutagenesis, oncogenesis, transformations and cell
death can originate with damage to the cellular DNA.5–7 Of the
variety of DNA damage induced by ionizing radiation, strand breaks
are known to be among the most biologically significant, with the
double strand break being a potentially lethal lesion.6,7 Free radicals
on the deoxyribose moiety of DNA are the immediate precursors to
DNA strand breaks.1–8 As a consequence, the focus of this review will
be the chemical origins of DNA irradiation damage, especially the
damage that originates with radicals produced by the direct and quasi-
direct effects of ionizing radiation and that leads to strand breaks.
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High-energy radiation traversing a solvated DNA molecule results
in ionizations and excitations,1–5,8–10 in approximate proportion to
the number of electrons present at any specific site. Low linear
energy transfer (LET) electromagnetic radiations such as γ-radiation
and X-rays, which ionize molecules via direct absorption and the
Compton effect, are relatively sparsely ionizing. Higher LET charged
particles, such as alpha particles, protons and ion beams, produce a
dense trail of ionizations.5,8–12 The different spatial characteristics of
the energy deposition from these different radiations (high LET vs.
low LET) have significant effects on the resulting damage.5,8–17

After the initial ionization from impinging radiation, high-energy
electrons are ejected. These high-energy electrons produce further
ionizations, resulting in a cascade of medium and lower-energy elec-
trons that cause still further ionizations as well as numerous excited
states.1–5,8–23 The resulting DNA radicals (cationic, anionic and
neutral) and excited states are responsible for most of the subsequent
damage to the DNA. In addition, low-energy electrons with energies
below the ionization threshold (LEE) can also directly damage DNA
through a dissociative electron attachment process,18–23 causing
sugar–phosphate bond cleavage leading to strand break formation.23

Recently, it has been discovered that purine cation-radical excited
states also lead to free radical damage to the DNA–sugar–phosphate
backbone.20,22 Free radicals, although highly reactive, can be stabilized
at low temperatures and studied using ESR spectroscopy.1,3,9,14–20

Since there are many charge transfer and spin transfer processes
that occur after an initial ionization, the specific location of the
chemical damage and, consequently, the ultimate biological damage
from DNA irradiation may be removed from the initial ionization
site.20 The pertinent charge and spin transfer processes have recently
been reviewed.20

DNA waters of solvation play a significant role in the DNA damage
process from ionizing radiation.24–31 In fully hydrated DNA, approxi-
mately 8–10 water molecules per nucleotide (Γ = 8–10 H2O/
nucleotide) form a primary solvation shell of molecules directly in
contact with the DNA and its counterion. When these molecules are
ionized, hole transfer to the DNA molecule is faster than deprotonation
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of the H2O
•+ formed and these molecules act as antennae, funneling

damage into the DNA itself. In addition, DNA is a good electron
scavenger and the electrons ejected from these water molecules by
ionization are largely scavenged by the DNA.8,18–20,24–28 The primary
solvation shell increases the damage to the DNA from ionizing radia-
tion by about 50% (based on valence electron count).20 Reactions (1)
and (2) show the pertinent reactions.

H2O → H2O
+ + e−, (1)

H2O
+ + DNA → DNA+ + H2O, (2a)

e− + DNA → DNA−. (2b)

This review focuses primarily on results from recent efforts in our
laboratory and from the laboratories of other investigators that have
amplified and elucidated the mechanisms of action described above.
Several other reviews should be consulted for a more complete back-
ground to these efforts.8,18–20,24

We note that the acid–base properties (pK a value) of the one-
electron-oxidized guanine moiety suggest an equilibrium between
the protonated (G•+) and deprotonated forms (G(−H)•).3,8 Steenken
originally pointed out that in the GC cation radical, the equilibrium
between the N1 hydrogen on G and N3 position on C will slightly
favor G(−H)• (i.e. G(−H)•–C(N3)H+), by ca. −0.6 kcal/mol.3b–d

Numerous theoretical calculations also show evidence for proton
transfer in GC cation radical but predict that it is endothermic by
ca. +1 kcal/mol thereby slightly favoring G•+.22,38b,c Readers are
requested to keep in mind that in double stranded DNA, one-
electron oxidized guanine has been shown to be the deprotonated
species G(−H)•:C(+H+).38d

2. Electron-Loss (Oxidative) Pathways

2.1. Introduction

As mentioned earlier, the initial ionizing radiation results in a cascade
of electrons that, through inelastic collisions, cause ionization of
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DNA. For high-energy electrons, the probability of ionization is
proportional to the local electron density. As the energy degrades to
medium and low-energy electrons, the probability of ionization at
a specific locale becomes proportional to the number of valence
electrons present. Since the numerous moderate and low-energy elec-
trons vastly overwhelm the few initial high-energy electrons, overall
ionization is related mainly to valence electron count. For DNA,
about 43% of the ionizations occur at the bases, which have an aver-
age of 48 valence electrons and 57% at the sugar phosphate backbone,
which contains 63 valence electrons.20

However, the location and concentration of the radicals stabi-
lized at 77 K in γ-irradiated DNA indicate that considerable charge
and spin transfer occurs after the original ionizations.8,18–20,24 Because
there is substantial evidence that electron-loss radicals are a signifi-
cant source of strand breaks,8,18–20,22 the processes that lead to these
radicals at 77 K must be understood if the origins of radiation-
induced strand breaks are to be elucidated. In addition, even in those
circumstances in which strand breaks do not result from an electron-
loss damage site, the site may be part of a localized multiply damaged
site (MDS),4 for which normal cellular DNA repair mechanisms are
impaired.

2.2. Radical trapping and hole transfer at 77 K

Figure 1(A) shows the ESR spectrum, at 77 K, that results from
hydrated DNA (Γ = 12 ± 2), γ-irradiated, at 77 K, to a dose of
8.8 kGy; the spectrum is a composite resulting from a number of
radicals stabilized and trapped at 77 K. An analysis of the composition
of the underlying radicals is done by a least-square fitting of the
appropriate individual radical benchmark spectra to the composite
spectrum. An error parameter is calculated for each spectrum fit and
a visual comparison of the computer simulated composite spectrum is
done with the experimental spectrum to assure that deconvolutions
are properly performed.19,20,24,32
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Fig. 1. (A) ESR spectrum of hydrated DNA at 77 K after 8.8 kGy γ-irradiation at
77 K. The three markers at the bottom are the positions of the Fremy Salt resonances,
with g = 2.0056 and AN = 2.0056. (B) to (E) are spectra used as benchmarks for
deconvolution of the DNA spectrum. (B) One-electron oxidized guanine. (C) One-
electron reduced cytosine (i.e. the protonated anion radical). (D) Thymine anion
radical. (E) Composite spectrum of neutral sugar radicals.

The benchmark spectra used to analyze composite γ-irradiated
DNA spectra are shown in Figs. 1(B) to 1(E). By determining the low-
dose yield [G value (µmol/J)] of each radical using dose-response
curves, the low-dose composition of the free radical cohort is deter-
mined to be: G•+ (35 ± 5%), T• − (25 ± 5%), C• − [C(N3)H•] (25 ± 5%),
ΣNi (15 ± 5%). Scheme 1 presents the structures of the first three rad-
icals. ΣNi represents a composite spectrum of neutral radicals, which
is assumed to originate mostly with the sugar–phosphate backbone
(C1′•, C3′•, C5′•, C3′•dephos). A semi-quantitative analysis indicates
that, of the 15% of assumed backbone radicals, about 11% originate
with electron loss and about 4% with low-energy electrons (Sec. 3.3).
Thus, about 46% of the stabilized radicals at 77 K are electron-loss
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radicals, with 35% of these identified as G•+ and 11% as sugar radicals.
Thus, ca. 78% of the electron-loss radicals are G•+ and ca. 22% sugar
radicals.

These analyses indicate that 78% of holes that are trapped end up
on the bases even though less than half of the original ionizations
occurred there. Since the sites of hole stabilization are different from
the locations of the original ionizations, ESR results provide strong
evidence that charge and spin transfer occurs in irradiated DNA at
77 K.20 In addition, rapid short time-scale charge migration results in
extensive recombination of electrons and holes so that only 25% to
50% of the initial ionizations are trapped as radicals.19,20,25,26,32 For the
electron-loss path, this is shown in Scheme 2.

2.3. Electron and hole transfer in DNA

In a series of papers, Cai and co-workers presented an explication of
electron and hole transfer in γ-irradiated DNA that clarified some
confusion and some inconsistencies that existed in the literature at the
time.33–40 Using ESR at 77 K, Cai co-workers analyzed hole and
excess electron transfer by observing, simultaneously, the concentra-
tion of both the electron/hole donor and the electron/hole acceptor
as a function of time, thereby verifying that the underlying transfer
occurs in the specific manner assumed for the mathematical analysis
used. Because the analysis for excess electrons is identical to that for
holes, we present both analyses here.
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Scheme 2. Hole and spin transfer (ht) in the electron-loss path after γ-irradiation of
DNA. It should be noted that extensive recombination occurs after the initial ion-
izations. This scheme assumes that fast recombination is equally efficient for all
cationic radicals. Net hole transfer occurs from the adenine, cytosine and thymidine
base cation radicals to guanine and from the sugar phosphate backbone to the
bases.19,20,25,26,32

        



In the relevant experiment to determine electron transfer, the
DNA intercalator mitoxantrone (MX) is used.34 MX binds well to
DNA and has a high electron affinity.34 MX appears to intercalate
randomly if used at an intercalator:base-pair ratio of 1/20 or less.
In a 7-M LiBr glass at 77 K, γ-irradiation produces electrons that
attach randomly onto the DNA and MX, and the holes are
sequestered as Br2

•−.33,34 The electrons are trapped on the DNA bases
in the form of T•− and C(N3)H• (Scheme 1). Over time, the elec-
tron transfers from T•− and C(N3)H• to MX to form MX•−. The
ESR spectrum of MX•− can be distinguished from those of T•– and
C(N3)H•,33,34–38,40 so the transfer can be experimentally monitored.
For hole transfer studies, hydrated DNA is used, so after irradiation,
many of the holes are trapped on the DNA as G•+, and the transfer
of holes from G•+ to MX can be monitored. This involves the analysis
of composite ESR spectra for individual radical contributions and
the original work by Cai et al. should be consulted for details.34–38,40

The transfer distance with time, Dt, and the value of the tunneling
decay constant, β were determined in the rate constant expression
for tunneling, k = k0e

−β Dt. Table 1 shows the results for these studies
for both hole and electron transfer with MX as both the electron
and the hole acceptor.
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Table 1. Transfer distance and distance decay constant for hole/electron transfer.a

Ploynucleotide Medium Donor D1(1′) (bp) β (Å−1) Ref.

Electron Transfer
(polydAdT)2 D2O glass T•− 9.4 ± 0.5 0.75 ± 0.1 38
(polydIdC)2 D2O glass C(N3)D• 5.9 ± 0.5 1.4 ± 0.1 38
DNA D2O glass T•− + C(N3)D• 9.5 ± 1.0 0.9 ± 0.1 41

Hole Transfer
polyA-poly U D2O ice A•+ 13b 0.7c 38
polyC-polyG D2O ice G•+ 8b 1.1c 38
DNA D2O ice G•+ 8b 1.1c 42

a Distances transferred in one minute at 77 K.
b In ices, transfer in three-dimensions is observed.
c Estimated assuming k0 = 1 × 1011 s−1.

        



For hole transfer at 4–77 K, the value of β obtained in DNA
(ca.1.1 Å−1) is consistent with transfer over distances of ca. eight bases
in one minute. The low temperature of the transfer and the fact that
the kinetics follows the relationships predicted from tunneling are
reasonable assurances that the transfer occurs through tunneling
rather than through an activated process.33,43

In this body of work,33–38,40 it was also shown that: (1) Electron
transfer occurs over longer ranges with intercalators of higher electron
affinity. (2) As DNA duplexes are separated from each other using
waters of hydration or complexing agents, the rate of interduplex
electron and hole transfer decreases. (3) There is no significant deu-
terium isotope effect associated with the transfer rate. (4) The
base sequence in polynucleotides markedly affects the transfer rates
(Table 1). For example, the difference between (polydAdT)2 and
(polydIdC)2 was explained by invoking a rapid proton transfer process
that greatly slows electron transfer in (polydIdC)2, whereas for
(polydAdT)2 no such transfer occurs.38a–c The proton transfer from
base-paired I to C•− forming C(N3)H• was actually shown by theory
to be essentially barrierless and be quite exothermic (−9 kcal/
mole).22,38b,c In GC•−, proton transfer between N1 on G and N3 on
C is predicted to have a small barrier and be only slightly exothermic
(−3 kcal/mol).22,38b,c Since at low temperatures, a difference in activa-
tion energies will be especially significant, proton transfer in IC•−

results in a far lower rate of electron transfer than proton transfer in
GC•−. For hole transfer, a similar proton transfer process occurs
between the GC base pair cation radical (G•+C) forming •G(−H)CH+

and this tends to limit the rate of transfer as evidenced by a relatively
high value of β (1.1 Å−1). For electron transfer in polyGpolyC,
Cai et al. also showed that at temperatures below 130 K tunneling
dominated, whereas above 130 K, electron transfer occurs through an
activated process.19,20,33–38,40

Finally, we should note that there is a vast literature regarding the
study of hole and electron transfer in DNA using a variety of experi-
mental methods other than ESR spectroscopy of irradiated samples.
Recent reviews33,43 regarding these other methods should be consulted
for further information.
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2.4. Electron loss mechanism for production
of strand breaks

As the significance of radiation damage to DNA via direct effects
became understood,1–5,8,14,15,18–22,24 it became important to under-
stand the origin of strand breaks from direct type effects (i.e. direct
and quasi-direct effects).3a It was well understood that free radicals
on the sugar–phosphate backbone were responsible for strand
breaks,1–3,5,14,15 but it was unclear whether these radicals originated
from direct ionizations of the backbone or whether base radical dam-
age might transfer to the sugar moiety to form the radical precursors
leading to strand breaks. In two papers involving product analyses,
Swarts et al. showed that the base release in γ-irradiated DNA could
be quantitatively accounted for through ionization of the sugar
moiety alone.25,26

This was accomplished by estimating the percentage of ioniza-
tions that occur at the bases as well as at the sugar–phosphate
backbone, and then tracking the fate of these ionizations to endpoints
as damaged bases or as base release. It was assumed that approxi-
mately 56% of the original ionizations occur on the sugar–phosphate
backbone and 44% on the bases (for salmon sperm DNA).25,26 Using
the model proposed, 37% of the ionizations on the backbone ended
up as released bases and 18% transferred to the bases to eventually
track to base damage (37% + 18% = 55%).24–26 Since there is thought
to be a close correlation between base release and strand breaks,1–5,8

this work was significant in showing that there is no need to invoke a
mechanism through which strand breaks form through the reactions
of damaged bases. It is possible to account for all base release (as a
surrogate for strand breaks) by the initial ionizations that occur at the
sugar–phosphate backbone. Recently, it has become clear that low-
energy electron damage to the deoxyribose–phosphate backbone is
also a contributor to strand cleavage processes (Sec. 3). Work regard-
ing the identification of specific radicals associated with LEE-induced
damage suggests that it contributes about 4% of all radicals. This small
yield was not included in our calculations shown above, since these
calculations assumed that only electron-loss processes were a source
of strand breaks.
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2.5. Reactions of dG •+ as a possible radioprotective process

The guanine moiety has the lowest ionization potential of any of the
DNA bases or of the sugar–phosphate backbone.1,3,8 As a result, radia-
tion-produced holes are stabilized as dG•+ for hydrated DNA irradiated
at 77 K. There is an extensive literature describing the role of dG•+ in the
radiation chemistry of DNA as studied by pulse radiolysis, flash photol-
ysis, and product analysis.8,33,43,44 In order to explicate the oxidative
reaction sequence in irradiated DNA and to more firmly identify the rel-
evant radical intermediates, ESR spectroscopy was employed to
investigate γ-irradiated hydrated DNA (Γ = 12 ± 2). Some experiments
were also performed on hydrated (Γ = 12 ± 2) DNA in which an elec-
tron scavenger [thallium(III) (Tl3 +)] was employed to isolate the
oxidative path.44 Oxygen-17 isotopically enriched water was also used to
confirm a proposed water addition step to G•+ and the subsequent trans-
formations that follow.44 These experiments were run in oxygen-free
samples under conditions for which indirect effects were unimportant.

ESR spectra of these γ-irradiated samples were recorded as the tem-
perature was increased from 77 K to 258 K in steps.44 Computer analyses
of the spectra were performed using benchmark spectra for the radicals
involved, dG•+, T• −, dC(N3)H•, dGOH•, 8-oxo-dG•+, T(C6)H•,
T(C6)D•, and various sugar radicals (as a group).44 dGOH• and 8-oxo-
dG•+ were detected in irradiated DNA after annealing to ca. 200 K. As
the temperature was increased to 273 K for 30 minutes (in samples with
Tl3+), the ESR spectrum obtained corresponded to almost pure 8-oxo-
dG•+.44 Scheme 3 shows the proposed reaction sequence that best fits the
observed ESR spectra as samples undergo step-wise annealing.

The reaction sequence in Scheme 3 has implications for radia-
tion damage mechanisms in DNA. Since the electron-loss path is
a major source of DNA damage, the transfer of multiple holes to
a single guanine site would act as a radioprotective mechanism.44

For doses that would be biologically relevant (a few Gray), elec-
tron-loss sites may be thought to be too sparse for this mechanism
to be effective from inter-track reactions because the transfer
distance required for a mobile hole to encounter a dGOH•, 8-oxo-dG
or 8-oxo-dG•+ would be too large. However, even low LET
radiation often deposits energy as multiple proximate ionizations.
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Thus, a single track may form a multiply damaged site (MDS)4 and
such a site can result in a biologically unrepairable strand break on
DNA. However, if, in such a cluster, several holes were to be funneled
into a single guanine base (Scheme 3), a protective effect would result
because only one damaged base would form from four proximate
potential damage sites. Thus, the reactions in Scheme 3 may be oper-
ative as a radiation protective process even at low doses.

This work involving DNA at low temperatures44 shows that for-
mation of 8-oxo-G readily occurs at temperatures as low as 250 K.
From this, it is clear that the activation barriers for these multiple
one-electron oxidative processes (shown in Scheme 3) are small and
the corresponding one-electron oxidations will be fast at biologically
relevant temperatures.

2.6. Ion-beam irradiation of DNA

2.6.1. Ion-beam irradiation of DNA and high LET processes

In γ-irradiated samples, radiation damage is predominantly caused by
the cascade of electrons that result from the interaction of the γ-ray
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photons with matter. The (weighted) average linear energy transfer
(LET) of these electrons is 0.43 keV/µm.5,20,24 Current models pro-
pose that energy from such low LET radiation is deposited in widely
separated spurs, occasional blobs and rare short tracks. On the other
hand, ion-beams, which have high LET, generally deposit energy in
a much more heterogeneous fashion.3,5,8–15,18–20 The nature of the
radical cohort stabilized in DNA samples at 77 K changes substantially
with the LET and the associated track structure of the ionizing parti-
cles. In fact, in recent work,16,17 new radiation chemical processes not
found with X- or γ-radiations are proposed for ion-beam radiations.

In a continuing study of ion-beam irradiation of hydrated DNA,
both oxygen and argon ion-beams were used to investigate the radi-
cal yields and composition of the stabilized radical cohort in hydrated
DNA at 77 K. For the argon ion-beam irradiated experiments, com-
puter analysis of the DNA composite ESR spectra allowed
quantification of the yields of G•+, T•−, C(N3)H• and a mix of neutral
(presumed) sugar radicals ΣS•.16,17 Qualitatively it is evident that ΣS•

includes radicals formed by hydrogen atom loss from each of the
three carbon atoms on the sugar ring, i.e. C1′, C3′, and C5′, and a
radical formed by C–O bond cleavage at C3′ (Sec. 3).16 We note that
the mixture of sugar radicals connoted by ΣS• is similar but not iden-
tical to that earlier called ΣN • for γ-irradiated samples. A full
quantitative analysis of the composite spectrum of ΣS• for each of
these species has not yet been accomplished. It was found that the
overall yield of radicals in argon ion-irradiated samples was substan-
tially lower than that in comparable γ-irradiated samples (Table 2).16

However, the neutral sugar radical yield G(ΣS•) was higher as a per-
centage of overall yield, relative to estimated yields of sugar radicals
from γ-irradiated samples (Table 2).16

The dose response of the neutral sugar radical cohort was also
quite different from that of the three base radicals. The base radical
yield departed from linearity at ca. 20–30 kGy and reached a firm
plateau by ca. 250 kGy. However, the neutral radical mixture dose
response was linear up to the highest dose used, 500 kGy.16

These results were interpreted to be a direct result of the ion-
beam track structure, in which the high-energy ion-beam produces a
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densely ionized core, and energetic electrons emitted from the core
(“delta rays”) produce dispersed spurs in much the same manner that
the energetic electron cascade does in low LET irradiated samples
(Fig. 2).3,5,8–17,45

The relatively low overall yields of radicals were attributed to the
high recombination rate of closely spaced base ion radicals in the
densely ionized track core. The proximity of these radicals coupled with
Coulomb attractions facilitates fast core ion radical-ion radical recom-
bination. However, neutral sugar radicals in the core are not affected by
Coulomb attractions, thus they do not recombine as readily. Therefore,
most of the neutral sugar radicals stabilized at 77 K are presumed to
form in the core. On the other hand, most of the base radicals that are
stabilized at 77 K are assumed to form in the isolated, low LET-like
spurs formed by delta-rays.45 The similarity in the behavior of the base
radicals in argon ion-beam irradiated samples and in γ-irradiated
samples lends support to this picture.16 In this model C(N3)H• is in
equilibrium with C•− and is found to act as an ion-radical.16,45

Based on this model, it was estimated in five samples (16 ≥ Γ ≥ 9
D2O/nucleotide, LET ≤ 650 keV/µm) that ca. 50% of the energy of
the argon ion-beam was deposited in the core and ca. 50% in low LET
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Table 2. Yields of radicals in argon ion-beam irradiated and γ-irradiated
hydrated DNA.a

Γ (H2O/ LET GAr (ΣS•)/
nucleotide) (keV/µm) GAr (total)b Gγ (total)b GAr (total)b,c

7 600 0.049 0.156 0.20
9 650 0.106 0.172 0.20

12 350 0.148 0.207 0.22
12 600 0.136 0.207 0.24
12 800 0.063 0.207 0.24
14 400 0.139 0.234 0.27
16 500 0.211 0.267 0.29

a Adapted with permission from Ref. 16.
b All G values in µmol/J.
c For γ-irradiated samples the yields of sugar radicals are ca. 10% to 15% of the total
yield, i.e. Gγ (ΣS•)/Gγ (total) = 0.10 to 0.15.

        



like spurs and for the remaining two samples (Table 2), ca. 75% of the
energy appears to be deposited in the core and 25% elsewhere.16

These values are in good agreement with the track structure models
of Chatterjee and his co-workers.9–11

An investigation into the spatial orientation of the trapped radicals
in argon ion-beam irradiated hydrated DNA provided a further remark-
able confirmation of previously published track structure model
predictions. Pulsed Electron Double Resonance (PELDOR) experi-
ments analyzed using the theoretical construct of Tsvetkov and
co-workers45 concluded that the stabilized radical concentration (77 K)
in the track core was higher than the average radical concentration,
leading to the conclusion that multiply damaged sites existed in the
DNA.45 The mathematical model available did not allow treatment of a
cylindrical track, so the parameters of a spherical cluster were evaluated
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Fig. 2. Schematic of track of an Argon ion-beam in DNA. A high-energy density
core is generated by deposition of ca. 50% of the energy of the ion in a relatively small
volume. At 77 K, neutral sugar radicals are stabilized largely in the core. A much
larger region of space formed by delta rays from the core is characterized by low LET-
like spurs. Ion base radicals are stabilized in the spurs, with one-electron-reduced
cytosine actually existing as a protonated species.

        



(Table 3). Based on the experimental design (neutral sugar radicals
were probed), the sphere modeled is best thought of as a section of
the track core.45 The diameter of the core thus determined is, again,
in good agreement with predictions from theoretical track structure
models.9–11 Thus, these experiments provided the first quantitative
experimental confirmation of the track structure models proposed by
Chatterjee and his co-workers.9–11

In a recent study of strand-break yields in He2+ irradiated hydrated
(ca. Γ = 31 H2O/nucleotide) pUC18 plasmid DNA at 5.6°C, it was
found that the yield of prompt single-strand breaks does not signifi-
cantly change as LET increases from 18 keV/µm to 95 keV/µm, but
the yield of double-strand breaks does increase (Table 4).31

The same group found yields for similarly hydrated γ-irradiated
pUC18 plasmid DNA samples to be (7.2 ± 0.5) × 10−11 ssb/Gy/Da and
(0.72 ± 0.07) × 10−11 dsb/Gy/Da.30 These yields for γ-irradiated sam-
ples are not very different from those obtained from He2+ ion-irradiated
samples (Table 4). Therefore, as noted by these authors,30,31 with an
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Table 3. MDS track parameters from argon ion-beam irradiated
hydrated DNA.a

Track parameter Average (3 doses, 1.7–50 kGy)

NR (Radicals per MDS) 17.7 ± 0.7
Spherical cluster radius (nm) 6.79
[R•] in cluster (1018 cm−1) 13.5 ± 0.5

a Adapted with permission from Ref. 45.

Table 4. Yield of prompt strand breaks in hydrated, He2+

irradiated pUC18.a

LET ssb/Gy/Da dsb/Gy/Da
(keV/µm) (× 10−11) (× 10−11) ssb/dsb

19 6.85 0.37 18.3
63 7.21 0.75 9.6
95 6.74 1.09 6.2

a Adapted with permission from Ref. 31.

        



increase in LET, more clustered lesions are formed and a higher yield
of double-strand breaks induced. In addition, the number of base
lesions susceptible to enzymatic cleavage to form single-strand breaks
by Nth and/or Fpg decreases as the LET increases.30,31 This, again, is
tentatively interpreted to be a result of the clustering of damage, with
the base lesions being less readily cleaved by the enzymes when they
are part of a clustered damage site.30,31

2.6.2. New mechanisms for radiation damage in ion-beam
irradiated DNA

A comparison of the nature of the DNA-radicals produced with
γ-radiation relative to those produced by ion-beams shows that some
radical species which are found in low amounts using γ-radiation
(low LET) increase by an order of magnitude in absolute yield with
ion-beam (high LET) irradiation. For example, work using oxygen
ion-beams found evidence for a phosphoryl radical (ROPO2−•, Scheme 1)
in DNA. This radical, formed by dissociative electron attachment
(Sec. 3), is clear evidence for a prompt strand break.16 In addition,
formation of sugar radicals via exited states was proposed (Sec. 2.7).

2.7. Role of excited states in DNA damage: experimental
and theoretical results

As described earlier, formation of substantially increased amounts of
DNA-backbone-sugar and -phosphate radicals are observed in argon
and oxygen ion-beam irradiated hydrated DNA samples relative to
those found with low LET γ-irradiation.16,17 The usual mechanism
suggested for formation of sugar radicals, i.e. hole deprotonation
from direct ionization of the sugar3,4,8,14,15,18–20,24,46a cannot explain the
higher yield of such radicals observed in high LET irradiated samples.
This led to the proposal that excited states, formed in the densely
ionized ion-beam track core, may be responsible for their forma-
tion.16,20,22 One proposed mechanism for sugar radical formation
hypothesizes that excitation of a base cation radical leads to charge
and spin transfer to the adjoining sugar group. Deprotonation of
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the resulting sugar cationic radical, results in a neutral sugar
radical.20,22,46a,47–50 This hypothesized mechanism is illustrated in
Scheme 4, using excited-state guanine cation radical (G•+*).

For verification of the proposed hypothesis, photo-excitation of
the one-electron oxidized guanine in guanine deoxynucleosides and
deoxynucleotides in aqueous (D2O) glassy systems was performed.
In agreement with the hypothesis, photo-excitation produces sugar
radicals in abundant yields (80 to 90%).47 For example, in dGuo,
primarily C5′• and C3′• are found, for 3′-dGMP C5′• and C1′• are
found, and for 5′-dGMP only C1′• is produced.47 Photo-excitation of
one-electron oxidized adenine in deoxynucleosides and deoxynu-
cleotides also led to sugar radical formation (ca. 80–100%).48a The
identification of the specific sugar radicals was achieved by employing
dGuo derivatives with selective isotopic substitution (e.g. deuter-
ation47 and 13C substitution48a in the sugar moiety). From the ESR
of C3′• in 5′-13C-dAdo, the first instance of a β–13C coupling (ca. 16 G)
in the literature was reported.48a

The specific site of deprotonation at the deoxyribose sugar var-
ied with the site of phosphate substitution (either 3′ or 5′), with
deprotonation less likely when a phosphate group is pres-
ent.20,22,47,48a,52 However, this was not the only determining factor in
the mechanism of action. As is shown below pH/pD, excitation
energy and oligo length all affect which sugar radical(s) forms as well
as its yield.46a,49

The pH (or pD in D2O) was found to have a great effect on sugar
radical formation from excited states of one-electron oxidized
guanine (in dGuo) but not for one electron oxidized dAdo and its
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derivatives.47,48a The N1 hydrogen in G•+ has a pKa of ca. 5 to 6 in
glassy D2O at low temperatures,51 so at pD ≥ 7 the N1 proton is largely
dissociated.51 Since the native pD of aqueous (D2O) 7–7.5-M LiCl
glassy systems is ca. 5, the proton at N1 in the guanine cation radical
(G•+) is about 50% retained. Thus about half the radicals in one-
electron oxidized guanine are in the deprotonated form, G(−H)•.51

In aqueous (D2O) 7-M LiCl glassy systems, sugar radical formation via
photo-excitation of one-electron oxidized guanine was found to occur
from pD 2 to 6, but is suppressed for pDs above 7. In summary, the
photo-conversion of one-electron oxidized guanine to sugar radicals
was effective for its cation radical (G• +) in dGuo,47 in dinucleoside
phosphates, DNA oligomers and presumably in DNA,46a,47,49 but not
for its N1-deprotonated state [G(−H)•] (Scheme 5).47

In G(−2H)• − (Scheme 5), both the N1 hydrogen and one of the
hydrogens at the exocyclic nitrogen deprotonate.51 At pDs for which
G(−2H)•−− exist, no significant photo-conversion is found.47

A recent study employing ESR spectroscopy and density func-
tional theory calculations has shown that the adenine cation radical
(A•+) in aqueous glassy solutions of dAdo and of the DNA oligomer
(dA)6 is stabilized by base stacking interactions.48b The pKa of the
adenine cation radical in isolated dAdo in aqueous solutions is ca. 1
and, therefore, A•+ readily deprotonates from its exocylic amine
group,3a,3b,8 nevertheless, these researchers find that the pKa of the
adenine cation radical in stacked systems to be ca. 8 at 150 K.
It appears that the hole delocalizes over several bases, which stabilize
it by charge resonance interactions. Calculations show that in the
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adenine dimer cation radical, A2
• +, full delocalization of the hole over

both bases occurs and, also, that the dimer cation radical is stabilized
by ca. 12–16 kcal/mol relative to the monomers, A• + and A. As found
for G•+ in dGuo and its derivatives, sugar radicals (C1′•, C3′• and
C5′•) are formed on excitation of A•+ in dAdo and its derivatives.48a

However, photo-excitation of G(−H)• shows no appreciable sugar
radical formation, whereas photo-excitation of A(−H)• results in
complete conversion to C3′•.48a

In model compounds i.e. in deoxynucleosides, deoxynucleotides
and even in the DNA-oligomer TGGT, wavelengths of light from
320 nm to 650 nm are found to be highly effective in the formation
of sugar radicals from one-electron oxidized guanine excited states.46a

On the other hand, sugar radical formation from photo-excitation of
one-electron oxidized guanine in γ-irradiated, hydrated (Γ = 12 ± 2
D2O/nucleotide) DNA is wavelength dependent.47 In the 310–480
nm range, conversion of one-electron oxidized guanine to C1′• in
substantial yields occurs from 77 K to 180 K.46a,47 However, above
500 nm, no observable sugar radical formation occurs.47 The extent
of photo-conversion of one-electron oxidized guanine to sugar radi-
cals, as well as its initial rate of conversion, decreases with increasing
size of the oligonucleotides, although it still remains substantial (50%)
even for high molecular weight salmon testes DNA.46a As might be
expected from the above, for the oligo TTGGTTGGTT, there is a
relative increase in the formation of C1′• compared with shorter
oligos, as well as a decline in the overall extent of sugar radical for-
mation via photo-excitation of one-electron oxidized guanine at
wavelengths >500 nm.46a

A general observation is that light with wavelengths >500 nm
becomes less effective at forming sugar radicals from one-electron
oxidized guanine (G•+) as the oligomer length increases.46a This is
thought to result from an increase in the relative effectiveness of base-
to-base hole transfer for the larger oligomers. At longer wavelengths,
base-to-base hole transfers compete effectively with base-to-sugar
hole transfer.46a

Theoretical studies using time-dependent density functional theory
(TD-DFT) of one-electron oxidized guanine in dGuo and A(−H)• in
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dAdo47,48a showed that all the electronic transitions in the near-
UV/visible range originate from the inner shell (core) molecular
orbitals (MOs) and many of these involved hole transfer to the sugar
ring. Therefore, from the TD-DFT studies and experimental results,
it was established that excitation of one-electron oxidized purine base
radicals results in delocalization of a significant fraction of the spin
and charge onto the sugar moiety.20,22 Subsequent deprotonations
leads to the formation of a neutral sugar radical as shown in
Scheme 4.20,22 TD-DFT studies in TpdG• + 49 and also in other one
electron oxidized dinucleoside phosphates (TpdG, dGpdG, dApdA,
dApdT, TpdA, and dGpdT)50 show that the lower energy (i.e. longer
wavelength) transitions in all these systems involve base-to-base π–π*
hole transfers. Thus, theoretical calculations for dinucleoside phos-
phates provide some support for the hypothesis that the excitation
process induces base-to-base hole transfer at long wavelengths and
low excitation energies in stacked DNA base systems, whereas shorter
wavelengths induce base-to-sugar hole transfer.20,22,49,50 Also, sugar
radical formation has been observed via photo-excitation of G• + in
Guo, as well as in RNA-oligomers.46b

2.8. The role of trapped free radicals in strand break
formation

It is a standing proposition of the free radical chemistry of DNA that
radiation-induced strand breaks originate with sugar radicals.1–5,8

In recent work investigating the connection between sugar free
radicals and strand breaks, it was observed that, at the lowest hydra-
tions (ca. Γ ≤ 10), the yield of strand breaks (observed at room
temperature) exceeded the yield of trapped sugar radicals (at 4.2 K)
in the same samples for X-ray–irradiated pUC18 plasmid DNA
films.53 Polycrystalline samples of d(CGCGCG)2 at Γ = 2.5 or 7.554

behaved similarly. These observations were interpreted as an indica-
tion that, even at 4.2 K, chemical reactions occur which result in a
diamagnetic precursor to strand breaks.53,54

Both single and double strand breaks were measured in X-ray–
irradiated pUC18 plasmid DNA films at different doses as well as at
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different levels of hydrations (Γ = 2.5–34.5 H2O/nucleotide) by gel
electrophoresis and these data were correlated with the free radical
yields in these samples obtained by Q-band ESR studies.53 Employing
DNA along with its solvation shell as the target mass, and neglecting
the amount of the excess salt present, the yields of the trapped DNA-
sugar radicals were found to be the same as the total yields of strand
breaks for fully hydrated DNA (Γ > 10) but significantly smaller
than the corresponding yields of single strand breaks at the lowest
hydration, Γ ca. 2.5 (Table 5).53

On the basis of these data, it was proposed that precursors other
than trapped sugar radicals are responsible for causing a significant
fraction of strand breaks at low hydrations.53 A new mechanism was
proposed in which two one-electron oxidations of a sugar at the same
site lead to a diamagnetic product (which cannot be detected by
ESR).53 Mechanistically, it was later proposed that the diamagnetic
product is a carbocation formed by direct ionization followed by an
oxidation by a mobile or nearby base cation radical.54

The prompt strand breaks, the (prompt + heat labile) strand
breaks, and the strand breaks due to abasic lesions were measured by
Yokoya, O’Neill and co-workers30 in γ-irradiated pUC18 films at very
similar hydration levels (Γ = 4.5–34.5 H2O/nucleotide). They found
that, in these samples, the maximum yield of base lesions (quantified
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Table 5. Yields in X-irradiated pUC18 plasmid DNA.53

G(ssb) µmol/J (Room temperature)

Hydration (H2O/ G (sugar free radicals) G(ssb) Prompt +
nucleotide) (Γ) µmol/J (4.2 K)a G(ssb) Prompt G(ssb) Heat labile

2.5 ± 0.2 0.033 ± 0.005 0.069 ± 0.014 0.092 ± 0.016
7.5 ± 0.6 0.040 ± 0.006 0.058 ± 0.012 0.081 ± 0.014

11.5 ± 0.3 0.056 ± 0.008 0.060 ± 0.008 0.078 ± 0.008
15.0 ± 0.7 0.069 ± 0.010 0.063 ± 0.008 0.077 ± 0.009
22.5 ± 1.1 0.079 ± 0.012 0.054 ± 0.007 0.066 ± 0.008

a G(sugar free radicals) have been obtained using a semi-empirical model which predicts
that 89% of the total free radicals are trapped on the bases and 11% on the sugar phosphate
backbone (Ref. 53).

        



by enzymatically-induced ssbs) is almost identical to those of radiation
-induced prompt ssbs (Table 6). They found a similar trend with dsbs
as well (Table 1 in Ref. 30). Therefore, they suggested that radiation-
induced clustered DNA-damage (i.e. two or more lesions, closely
located, one on each DNA strand) in enzyme sensitive sites in these
DNA samples is responsible for high yields of total strand breaks.30 In
this case the diamagnetic precursor would be the damaged bases
rather than a carbocation. In Table 5, G(ssb) (either prompt or total)
tends to decrease with increasing Γ whereas, in Table 6, the opposite
effect is observed. However, the results in Tables 5 and 6 for G(ssb)
are in agreement within error limits for all values except that at the
lowest hydration. Given the experimental difficulty in measuring
strand breaks, this is excellent agreement. For the two different expla-
nations given for the observed data, i.e. double oxidation versus
clustering of damage, damage clustering includes a variety of types
of damage at different. DNA moieties which could include double
oxidations, whereas the double oxidation mechanism evokes a specific
process.

3. Low-Energy Electron Pathways

3.1. Introduction

Early investigations of DNA irradiation damage from the indirect
effect clearly indicated that hydrated electrons (eaq

– ), formed as a result
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Table 6. Yields in X-irradiated pUC18 plasmid DNA.30

G(ssb) µmol/J (Room temperature)

G(ssb) Prompt +
Hydration (H2O/ G(ssb) Prompt + G(ssb) Heat labile +
nucleotide) G(ssb) Prompt G(ssb) Heat labile G(ssb) Fpg

4 ± 1.5 0.054 ± 0.009 0.047 ± 0.007 0.094 ± 0.006
8 ± 2.2 0.065 ± 0.008 0.053 ± 0.007 0.130 ± 0.015

14.5 ± 4.1 0.069 ± 0.005 0.062 ± 0.004 0.130 ± 0.016
24.5 ± 6.9 0.071 ± 0.006 0.068 ± 0.006 0.130 ± 0.014
34.5 ± 9.7 0.072 ± 0.005 0.067 ± 0.008 0.16 ± 0.009

        



of the irradiation of water, add to the DNA bases and do not result in
DNA strand breaks.1–5,8 Thus, it became a consensus model that
the electron-loss path is the major source of strand breaks from the
indirect effect, due primarily to hydroxyl radical (•OH) attack.1–5,8

For many years, this view was extrapolated to direct-type effects,
and the role of the electron as a possible source of strand breaks was
minimized. However, more recently, two disparate lines of investiga-
tion have shown that although aqueous electrons are ineffective in
causing strand breaks, unsolvated electrons with residual kinetic
energy, defined as low-energy electrons (LEE), can do so. In 1996 a
phosphoryl radical (ROPO2

•–) in oxygen-16 ion-irradiated hydrated
DNA was reported from a direct effect process.17 This radical is likely
formed via dissociative electron attachment, and is indicative of a
prompt strand break. This same phosphoryl radical was found in later
work using argon-beam irradiated hydrated DNA. Thus, the reduc-
tive path was implicated in DNA strand break formation.

In a ground-breaking paper in 2000, it was shown by the Sanche
group that sub-ionization low-energy electrons could cause DNA
strand breaks.21,23 Later work (vide infra) confirmed and expanded
this original finding to near thermal, but unsolvated, electrons. It is
now well accepted that low-energy electrons can cause both single
and double strand breaks in DNA.

3.2. Electron spin resonance experiments in ion-beam
irradiated samples

Ion-beam irradiation (77 K) of DNA hydrated to Γ = 18 D2O/
nucleotide resulted in a DNA-phosphorus-centered radical.16,17

Samples were irradiated with 60 MeV/u, O8+17 or 100 Mev/u Ar18+.16

The ESR results showed the presence of an axially symmetric spectrum
with large phosphorus couplings (A|| = 77.5 mT and A⊥ = 61.0 mT, g|| =
2.000, g⊥ = 2.001), from a radical that constituted ca. 0.1% to 0.2% of
the total radical concentration. Earlier literature regarding the origin
and ESR spectra of such radicals existed16–18,24 and it was concluded that
the radical was a phosphoryl radical (ROPO2

• –, Scheme 6), formed from
the electron gain path. In DNA, such a radical could result only from
P–O bond cleavage at either the C3′ or C5′ of the deoxyribose sugar
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and a concomitant prompt strand break. The formation of this radi-
cal(s) is direct evidence that strand breaks originate with the direct
effect-electron gain path.16,17

In argon ion-beam irradiated hydrated DNA,16 a sugar radical
formed by PO–C bond cleavage [C3•

dephos] (Scheme 6), was found in
substantially higher concentrations than the phosphoryl radical. This
radical displays hyperfine coupling to four hydrogen atoms and,
thereby, results in an ESR spectrum with a larger breadth than any
other known DNA deoxyribose sugar radical. This radical can form
only as the direct product of a prompt strand break.16 The overall pic-
ture of low-energy electron attack at the sugar group in hydrated,
irradiated DNA as deduced by ESR investigation is shown in Scheme 7.

The set of reaction paths shown in Scheme 7 was deduced from
results in ion-beam irradiated samples.16,17 However, both the phos-
phoryl radical and C3′•dephos have been found in γ-irradiated samples at
lower concentrations.55 This mechanism might be expected to result
in similar yields for both low and high LET radiation, but there is
increasing evidence that along the track core, both electronic and
vibrational excitations act jointly with LEE to cause the strand cleav-
age processes shown in Scheme 7.

3.3. Strand breaks in plasmid DNA via dissociative
electron attachment (DEA)

The role of low-energy electrons in causing strand breaks was demon-
strated unequivocally with experiments that measured strand breaks in
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plasmid DNA. Boudaïffa et al. showed that low energy electrons
(1–20 eV) caused single strand breaks in dry (Γ = 2.5 H2O/
nucleotide) plasmid DNA [pGEM 3Zf(−)].21,23 Strand breaks are
caused by electrons below the ionization limit (ca. 7.5 eV), thus their
formation is consistent with a dissociative electron attachment (DEA)
mechanism.21,23 In addition, a resonance phemomena was observed.
This suggests that the damaging electrons add to a specific portion of
the DNA structure as the initial step in the DEA process. At the ca. 7
eV peak, approximate yields of 8.2 × 10−4 single strand breaks per
electron and 2 × 10−4 double strand breaks per electron were found.23

Later work showed that even electrons close to 0 eV could induce
single strand breaks.21

More recent study of the effect of LEE on the tetramers CGTA
and GCAT resulted in the quantitative observation of products which
enabled the authors to assign the distribution of bond cleavage caused
by the electrons.56,57 The strand cleavage occurred at each phosphate
sugar O–C bond. Later investigations of the tetramer GCAT and
variants containing abasic sites in which the base is replaced by a
hydrogen atom, (e.g. GCXT, XCAT), were carried out using 3–15 eV
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electrons with no water present.56,57 For 6-eV electrons, the yield of
strand breaks for XCAT and GCXT were significantly lower than for
GCAT. This was interpreted to suggest that, for 6-eV electrons, the
original electron attachment occurs at the base to form an excited
transient anion, and that subsequent transfer of an electron to the
coresponding phosphate group results in C–O bond cleavage and a
concomitant strand break.56,57

Recent studies by Illenberger and co-workers regarding the LEE
induced decomposition of D-ribose,58 phosphoric acid esters59 and
thymidine60 have added more interesting results and complexity to
this picture. These results show that direct electron attachment to the
phosphate and sugars can result in fragmentations even at low ener-
gies. The authors suggest that migration of the excess electron from
the π* orbital of the anion of the nucleobase to the DNA-backbone
is inhibited and, hence may not contribute to ssb as proposed by
Simons et al.61 To account for ssb formation in DNA at subexcitation
energy (<4 eV), it was proposed that the initial electron directly
attached to the phosphate group.59,60

3.4. Mechanisms of LEE action

The studies described here indicate that significant amounts of bond
cleavage from LEE occur on the sugar–phosphate backbone.
Although a mechanism in which the initial low-energy electron
attachment is to a base is indicated by some experimental results,
other experimental results suggest that direct attachment to the phos-
phate group is also a viable mechanism.22 These processes have been
intensively modeled via theoretical calculations with some interesting
insights.22,61–66a

Simons and co-workers proposed the first theoretical model of
LEE-induced strand break formation by modeling C5′–O sugar–phos-
phate bond dissociation in 5′-dTMP and 5′-dCMP.22,61 According to
Simons et al., the initial attachment of the electron occurs in a π*
valence molecular orbital (shape resonance) in the pyrimidine base.61

Electron transfer occurs from the base to a σ* molecular orbital of the
C5′–O bond as C–O bond elongation takes place, thereby leading to
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sugar–phosphate bond cleavage and strand break formation.61 An
alternative mechanism of direct attachment of the electron to the
sugar–phosphate moiety leading to the C–O sugar–phosphate bond
dissociation was also proposed on the basis of B3LYP/6-31+G(d)
and ONIOM studies in a sugar–phosphate–sugar model without
any base.62 Barrier heights for the C–O bond dissociations at both the
3′- and 5′- sites were calculated and were found to be similar at ca.
10.0 kcal/mol.62 Recent calculations by these authors regarding the
spin and density distribution of the excess electron indicate that the
electron is initially in a dipole bond state and that the attachment of
the LEE occurs in a σ* molecular orbital on bond elongation. This
results in dissociation of the C–O bond in the sugar-phosphate
moiety.22,63 Also, recent calculations using the B3LYP/DZP++ level of
theory by the Leszczynski group on C5′–O5′ bond dissociations at the
5′-end in 5′-dTMPH (5′-phosphate protonated at 5′-dTMP) and in
5′-dCMPH64 and again on C3′–O3′ bond dissociations at the 3′ end
in 3′-dTMPH and in 3′-dCMPH65 supported the mechanism already
proposed by Simons et al.61

Recently, DFT calculations of C5′–O cleavage by LEE using 6–31
G* and 6–31++G** basis sets were performed again for 5′-dTMPH
anion radical.22,66a In this set of calculations, the vertical potential
energy surface was compared to the adiabatic surface for C5′–O5′′
bond elongation. Surprisingly, the vertical activation barrier is found
to be no larger that the adiabatic barrier for bond dissociation (ca.
12 kcal/mol).66a Furthermore, the electron transfer process occurs
earlier on the vertical PES. An adiabatic calculation for electron-
induced bond dissociation for 5′-dTMP with sodium ion and
11 molecules of water of hydration was also performed.66a The barrier
to bond cleavage (strand break) was increased several fold to ca.
30 kcal/mol. These results show that the adiabatic pathway is not a
likely route for strand cleavage in aqueous DNA and they provide a
clear explanation for why solvated electrons do not cause DNA strand
breaks.66a

Although the adiabatic pathway appears unlikely, we note that
the “shape resonance” or “single particle resonance” at low energy
(ca. 0–7 eV) have several interacting pathways, including vibrational,

536 D. Becker et al.

        



rotational, and electronic excitation of the molecule as well as disso-
ciative electron attachment (DEA).22,66a It is clear that excitations
induced by LEE are critical to the cleavage process21–23 as shown
in the recent theoretical calculations on the transient negative ions in
5′-dTMPH.66b

4. Conclusion

The work described in this review reflects the current interest in the
mechanistic aspects of direct effects of radiation on DNA. Evidence is
presented for migration of holes and excess electrons through DNA
by tunneling over only short ranges < 10 bp and by activated
processes over longer distances.18–20,34–40 A variety of reactions such as
protonations/deprotonations and reactions with water compete with
charge transfer to produce the ultimate molecular damage in DNA
molecules.20 Apart from the plausible “direct ionization” pathway in
the sugar–phosphate moiety,1–5,8,18–20,46a this review points out that
pathways involving one-electron-oxidized purines20,46a,47–50 and low-
energy electrons,16–23,56–66a in combination with excitations, are crucial
in causing DNA damage induced by high LET radiations.
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Chapter 19

Radiation-Induced DNA Damage:
Indirect Effects

Clemens von Sonntag*

1. Introduction

In living cells, ionizing radiation may cause severe damage such as
chromosomal aberrations and reproductive cell death. The target of
these effects is largely the cell’s DNA.1,2

In the interaction of ionizing radiation with cellular DNA, two
effects contribute: the direct effect [reactions (1) and (2)], where
the energy of the ionizing radiation is absorbed by DNA itself; and the
indirect effect, where the water that surrounds the DNA absorbs
the energy of the ionizing radiation [reactions (3) and (4)].

(1)

(2)DNA DNA*ionizingæ Ææææ ,

DNA DNA eionizingæ Ææææ +∑+ - ,
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(3)

(4)

Both processes contribute to the observed DNA damage in cellu-
lar systems; for attempts to disentangle the individual contributions
experimentally, see Ref. 2.

The electron produced in reactions (1) and (3) may still contain
enough energy to cause further ionizations in the very near neighbor-
hood. These areas, containing a number of ionization and occasionally
also electronic-excitation events [reactions (2) and (4)], are called
spurs. In the case of sparsely ionizing radiation, these spurs do not
overlap. In densely ionizing radiation however, they form cylinders of
spurs that are called tracks.

The water radical cation, produced in reaction (3), is a very strong
acid and immediately loses a proton to neighboring water molecules
thereby forming an •OH radical [reaction (5)]. The electron becomes
hydrated by water [reaction (6)]. Electronically excited water can
decompose into •OH and H• [reaction (7)]. Thus, three kinds of free
radicals are formed side by side in the spurs, •OH, eaq

− , and H•. To
match the charge of the electrons, an equivalent amount of H+ is also
present.

H2O
•+ → •OH + H+, (5)

e− + nH2O → eaq
− , (6)

H2O* → •OH + H•. (7)

A spur may contain more than one reactive intermediate, and
they can interact with one another, e.g. •OH + eaq

− → OH−; H+ +
eaq

− → H•; •OH + H• → H2O; 2•OH → H2O2; 2eaq
− + 2H+ → H2;

2H• → H2, in competition with a reaction with a neighboring
solute such as DNA.

DNA has two main targets for the water-derived radicals, the
nucleobases and the sugar–phosphate backbone (Fig. 1).

H O H O2
ionizing
radiation 2æ Ææææ *.

H O H O e2
ionizing

2
+æ Ææææ +∑ - ,
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In the following, a brief account will be given of what is known
about the indirect effect of ionizing radiation on DNA (for the direct
effects see Chap. 18 by Becker, Adhikary and Sevilla). Although most
information has been obtained using radiation techniques, major
insight in mechanistic details has been provided by experiments where
specific radicals were generated by other means.3 As the present
report can only be a brief and thus highly selective account, the inter-
ested reader is referred to a recent book that covers this subject in
much more detail2 and an earlier one that also discusses the very early
literature.1

2. The Reactions of the Solvated Electron

The solvated electron, eaq
− , reacts with the nucleobases by electron

attachment. The ensuing nucleobase radical anions are of considerably
different basicity. The pKa values of the conjugate acids of the uracil
and Thy radical anions are near seven,4 while those of Cyt, Ade, Gua
and their nucleosides react so fast with water that the pKa values of
their conjugate acids must be very high (>11, see below). Protonation
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Fig. 1. Chemical structures of the DNA backbone (2-deoxyribose phosphate
unit) and of the nucleobases thymine (Thy), cytosine (Cyt), guanine (Gua), and
adenine (Ade).

        



occurs first at a heteroatom, preferably at the site of the highest
electron density. For Thy, this is O2 and O4 [e.g. reaction (8)].
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(11)

(12) (13)
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O O

The pKa value of ThyO2H• is very low (estimated at −2.3)5, and
the species that is observed by pulse radiolysis is ThyO4H•. This
species is not thermodynamically stable and rearranges into ThyC6H•

[reaction (9)] whose pKa value is much higher. The driving force for
this rearrangement has been calculated at 49 kJ mol−1, and from this
value the pKa value of ThyC6H• is estimated at 15.5.5 The transforma-
tion of ThyO4H• into Thy6CH• is accompanied by a marked change
in the redox properties of the radicals. While ThyO4H• (like Thy•−−) has
reducing properties, ThyC6H• is an oxidizing radical. This is also
reflected in the reactions of these radicals with O2. Thy•−− and ThyO4H•

give rise to Thy and O2
•−/HO2

• [reactions (10) and (11)], that is, with
no resulting damage.6 Addition of O2 to ThyC6H•, however, results in
a destruction of the Thy moiety [reactions (12) and (13)]. The slow-
ness of reaction (9) and the ready “repair” of Thy•−− and ThyO4H• by
O2 to Thy [reactions (10) and (11)] is of relevance for DNA, where
damage by the solvated electron is minor as compared to •OH.

With Cyt•−−, rapid protonation occurs at N3 [reaction (14)].5 The
pKa value of CytN3H• must be higher than 13.7,8 A transformation
to a carbon-protonated radical (CytC6H•) in analogy to reaction (9)
does not occur here. According to quantum-chemical calculations,
CytC6H• is higher in energy than CytN3H•.5

        



Similar to Cyt, the purine radical anions are also rapidly protonated
by water [cf. reaction (15)].9,10 The primary H• adducts thus formed
undergo a series of tautomerization reactions, eventually reaching
thermodynamically more favorable H• adducts [cf. reactions (16)
and (17)].11
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A re-oxidation of dAdo•−− yields, besides dAdo, a product that is
characterized by a pKa value of 8.8.12 The nature of this product is as
yet not known.

3. The Reactions of the Presolvated Electron with the
2-Deoxyribose Phosphate Moiety

While eaq
− does not react with the sugar–phosphate moiety, presol-

vated electrons that retain some excess energy may also undergo
dissociative attachment to the phosphate group of DNA [reactions
(18)–(20)]:13,14
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Both reactions lead to a DNA strand break. In the major pathway
(95%), the O–C bond is broken, whereby the radical site is at
C3′ [reaction (19)]. To a much lower extent (5%), a cleavage of the
O–P bond [reaction (20)] is observed. Here, the phosphate group is
reduced.13

4. The Reactions of ••OH with the Nucleobases

The •OH radical adds readily to C–C and C–N double bonds and
undergoes H-abstraction reactions; for a recent review on •OH reac-
tions, see Ref. 2. Based on its high reduction potential (2.3 V at
pH 7),15 it could, in principle, one-electron-oxidize all four nucle-
obases, but electron transfer is typically a minor process unless the
competing addition is hampered by a bulky substituent.16 Its rate of
reaction with the nucleobases is close to diffusion controlled. Yet, a
considerable regioselectivity as to the site of attack is observed.2 This
has been explained by the marked electrophilicity of •OH, and in the
pyrimidine bases, the pattern of •OH-addition is indeed reflected by
the sites of highest electron density (frontier controlled). This simpli-
fied explanation breaks down for the purines, and it has been shown
by quantum-chemical calculations of the distribution that here the
effect of Mulliken charge now determines the regioselectivity
(Naumov and von Sonntag, unpublished); for reviews on quantum-
chemical calculations in DNA free-radical research, see Refs. 17 and 18.
In Thy, the preferred site of attack is thus C5 [60%, reaction (21)],
and addition to C6 is markedly lower [30%, reaction (22)].
H-Abstraction occurs to about 10% [reaction (23)]:19
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An even more pronounced regioselectivity has been observed for
Cyt with 87% for reaction (27) and about 10% for reaction (28).20
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(28)

OH
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In the purines, there are more sites for •OH attack, and the
situation as to where •OH adds preferentially is not as clear-cut as it is
in the pyrimidines. On the basis of the oxidizing/reducing properties
of the primary •OH adduct radicals, additions at C4 and C8
have been suggested to dominate dAdo: 50% at C4 (oxidizing), 37%
at C8 (reducing);21–23 dGuo: 60–70% at C4 (oxidizing), 17% at C8

        



(reducing).23,24 According to quantum-chemical calculations, •OH
addition to C2 may also have to be considered in the contribution to
the oxidizing radicals [reactions (29) and (30)] (Naumov and von
Sonntag, unpublished).

550 C. von Sonntag

N

N N

N

R
H2N

O

H
H OH

N

N N

N

R
H2N

O

H
H

N

N N

N

R

O

H
H

N

N N

N

R
H2N

O
H

OH

H2N
HO

dGuo4OH

dGuo2OH

OH
H

dGuo8OH

- H2O

N

N N

N

R
H2N

O

H
H

- e-

N

N N

N

R
H2N

O

H

G

dGuo

G

N

N NH

N

R
H2N

O
H CH

O

N

N NH

H
N

R
H2N

O
H CH

O

Reduction

2,6-Diamino-4-hydroxy-5-
formamidopyrimidine (FAPY-G)

(29)

(30)

(31)

(32/33)

(34)

(36)

(37)

(35)

5. Unimolecular Transformation of Nucleobase
••OH Adduct Radicals

As the •OH addition reactions are controlled by kinetics rather
than by thermodynamics, the primary •OH adduct radicals are not
necessarily the thermodynamically most stable radicals. Thus, a
number of rearrangement and water elimination reactions take place.
For example, Thy6OH• is more stable than Thy5OH• by 42 kJ
mol−1,5 but Thy6OH• is formed preferentially.19 As has been shown
in the case of 1,3-dimethyluracil in a detailed product study, acid
catalysis converts the kinetically favored C6 •OH adduct into the

        



thermodynamically favored C5 •OH adduct.25 Similar experiments
are missing for the Thy system. Here, a water elimination reaction
that gives rise to the Ura5CH2

• radical [reactions (24)–(26)] may be
even thermodynamically more favorable if experiments with SO4

•−

are a good guide.26 Quantum-chemical calculations put the exother-
micity of the formation of Thy6OH• and of Ura5CH2

• plus water
at similar energies.5

In the purine series, water eliminations such as reactions (32) and
(33) give rise to the guanyl G• and adenyl A• radicals2,27 (for the struc-
ture of G• see Refs. 28 and 29). The same radicals are formed upon
one-electron oxidation followed by deprotonation [cf. reactions (36)
and (37)]. The C8 •OH adducts undergo rapid ring opening. Among
the various possibilities including a β-fragmentation,2 only reaction
(34) is exothermic.5 Upon reduction, the well-documented30,31 FAPY
products are formed [cf. reaction (35)].

6. Reactions of Nucleobase Radicals with O2, Oxidants/
Reductants and Thiols

The •OH adduct radicals and the allyl type Ura5CH2
• radical react at

about 2 × 109 M−1 s−1 with O2 [e.g. reaction (38)], but the heteroatom-
centered radicals G• and A• do not react with O2.

32 In this respect, they
behave like the structurally related phenoxyl radical.
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The pyrimidine C5 •OH adducts have reducing properties
(note the electron-donation by the α-nitrogen), while the C6 •OH
adducts are oxidizing (note the spin density at the heteroatom). This
property has been used to determine the yields in pulse radiolysis
experiments using oxidants (e.g. tetranitromethane) and reductants
(e.g. N,N,N ′,N ′-tetramethyl-phenylenedimine) as probes.19,20 The
adenyl A• (E7 = 1.56 V) and guanyl G• (E7 = 1.29 V) radicals are both
oxidizing.33

The reaction of nucleobase radicals with thiols is of importance in
the context of “chemical repair” of DNA in cells that have been
exposed to ionizing radiation. The thiol that is mainly responsible for
this reaction is glutathione (GSH) that is present in cells at a concen-
tration of 1–2 mM (unevenly distributed, average value).34 The
reaction of GSH with the nucleobase radicals is not very fast, in
the order of 106 M−1s−1.2 Moreover, this reaction rarely restitutes the
nucleobase [e.g. reaction (39); for the mechanism of such H-transfer
reactions see Refs. 35–37].

It has thus been concluded that the “chemical repair,” that is in
competition with a reaction of the DNA radicals with O2, may reduce
the severity of DNA damage by preventing damage amplification
reactions induced by peroxyl radicals (see below).38

7. Bimolecular Decay of Nucleobase Radicals

In the absence of O2 or GSH, the nucleobase radical will have to
decay bimolecularly. On the model level, i.e. with nucleobases or
nucleosides in aqueous solution, this reaction is close to diffusion
controlled. In cells, the reaction may also be fast at sites where the
free-radical density is high, a condition that may prevail when a
spur overlaps with DNA. Otherwise, considerable segmental
movements will be required to reach another DNA radical for
bimolecular decay. Here, our knowledge is rather limited, but
some information may be obtained from studies of simpler
polymers.2 In general, there are two reactions, dimerization and
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disproportionation. As to these reactions in nucleobase free-radi-
cal chemistry, the most complete material balance has been
obtained with 1,3-dimethyluracil that also allowed the quantification
of the dimmers.25 Disproportionation requires that a hydrogen
is available in β-position [e.g. reaction (40); for the potentials
of a dimer as an intermediate in a disproportionation reaction
see Ref. 2].
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Hydrogen atoms in β-position may not always be available, and
thus for a number of nucleobase radicals (e.g. A• or G•) dispropor-
tionation is not possible. The dimers that result form the
recombination of two A• or two G• have not been detected as yet. This
is one of the reasons why the purine free-radical chemistry is so poorly
understood.

8. Bimolecular Decay of Nucleobase
Peroxyl Radicals

In the bimolecular decay of peroxyl radicals, a short-lived tetroxide
is an intermediate. When a hydrogen is present in β-position to the
peroxyl function, a carbonyl compound plus an alcohol and O2

[Russell mechanism, e.g. reaction (42)] or two carbonyl compound
plus H2O2 (Bennett mechanism, not shown) may be formed in com-
petition to a decay into two oxyl radicals plus O2 [e.g. reaction (43);
for details of peroxyl radical chemistry in aqueous solution, see
Refs. 2 and 39].

        



The most detailed information as to the decay of nucleobase
peroxyl radicals may be obtained from a study on uracil.40 The limited
space here does not allow for the discussion of details, but some
aspects are shown in reactions (41)–(47). With the pyrimidine nucle-
obases, isopyrimidines are typical intermediates in these and other
oxidation reactions cf. reaction (41). For their chemistry see Ref. 2.

Some peroxyl radicals release HO2
•/O2

•− spontaneously and/or
base-induced [OH− and/or buffers; cf. reactions (41), (45) and
(47)], and nearly all peroxyl radicals give rise in one of their bimole-
cular routes (the oxyl radical pathway) to radicals that are capable of
undergoing such reactions. For DNA free-radical chemistry, the
formation of HO2

•/O2
•− is an interesting reaction insofar as O2

•− that
dominates at neutral pH [pKa(HO2

•) = 4.8] is a freely diffusing radical
and may react with the much less mobile DNA radicals. O2

•− is a rather
long-lived radical, as in a cellular environment there are only few sinks
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such as superoxide dismutase (SOD) and ascorbate.2 Very little is
known about the reaction of O2

•− with other radicals. O2
•− has a low

reduction potential2 and reacts fast with most strongly oxidizing rad-
icals such as G•32 or strongly oxidizing peroxyl radicals such as the
acetylperoxyl radical,41 but markedly slower with less oxidizing per-
oxyl radicals.2 It is remarkable that with the oxidizing phenoxyl radical
O2

•− reacts by addition rather than by electron transfer, although the
difference in the reduction potentials provides ample driving force for
an electron transfer to occur.42 Whether or not addition is also the
major route in the reactions of A• and G• with O2

•− is not yet known.
Electron transfer would result in a repair of the damaged Ade and
Gua moieties, addition would not.

9. Reactions of Alkyl Radicals

In contrast to •OH and •H that are electrophilic radicals, alkyl radicals
are nucleophilic and their preference of addition to the pyrimidines is
reversed (preferred addition at C6).43 The rate of reaction is several
orders of magnitude lower than that of •OH and •H.2 In the case of
purines that are more readily protonated than the pyrimidines, the
effect of protonation could be studied. Protonation lowers the elec-
tron density, and thus the rate of reaction of the nucleophilic alkyl
radicals goes up markedly upon protonation.44

10. Damage Amplification Reactions

There are a number of damage enhancement reactions in the presence
of O2, and these reactions are thought2,38 to contribute to or essen-
tially cause the so-called “oxygen effect,” that is, an increase in the
cellular sensitivity in the presence of O2. In these reactions, a single
•OH radical attacks the DNA. Oxygen adds to the DNA radical and
the peroxyl radical thus formed reacts with a neighboring DNA moi-
ety, e.g. a nucleobase. For example, the reaction of •OH with Thy
gives rise to Thy6OH• [reaction (22)] that is subsequently converted
into the corresponding peroxyl radical which subsequently attacks
a neighboring Gua moiety at C8 [reaction (48)]. The N-centered
radical undergoes a 1,2 H-shift [reaction (49)] followed by a
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β-fragmentation [reaction (50)]. The resulting oxyl radical can undergo
a 1,2 H-shift or a β-fragmentation [cf. reactions (44) and (46)].
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(50)

As a consequence, two damaged bases, a damaged Thy and a
damaged Gua are formed by a single •OH as precursor. As at this
point, the peroxyl radical has not been terminated bimolecularly, so
the peroxyl radical chain could continue. So far there is no experi-
mental information as to the formation of higher damaged sites, but
they must occur, albeit with a lower probability than the vicinal lesion
(tandem lesion) mentioned above. One prerequisite for such a dam-
age amplification reaction is an adequate steric condition in this
essentially topochemical reaction. Another prerequisite must be the
rate of reaction. If this is too slow, other competing reactions may
occur. For example, there is a marked oxidation of the sugar moiety
by base radicals and base peroxyl radicals in polyU,45–47 where the
C2′H is only loosely bound. The analogous reaction has not yet been
observed with DNA.

The tandem lesion discussed above is only one example; for
other examples the reader is referred to the literature.48–53 For the
vast literature on the formation of purine 8,5′-cyclonucleosides that
also belong to that group of lesions see Ref. 2.

        



11. Strand Breakage and Base Release by ••OH Radicals

For strand breakage and release of unaltered bases to be induced by
•OH, the sugar moiety must be attacked. For this reaction, the
•OH radical has to pass largely through the major groove of DNA,
and as its width depends strongly on the base sequence, there is a
marked sequence dependence of •OH-induced reactions with the
sugar moiety.54

With respect to DNA strand breakage, the reactions that follow
an abstraction of the C4′H [reaction (51)] are understood best.55,56
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The C4′ radical releases a phosphate group in β-position either
at C3′ or at C5′, whereby the phosphate release at C3′ is preferred
[cf. reaction (52)]. In this reaction an (oxidizing) radical cation is
formed. If there is a Gua moiety in the close neighborhood, it may
become oxidized [e.g. reaction (53)].57,58 In competition, the radical
cation reacts with water. One possibility is shown in reaction (54).
Upon reduction, a deoxy function is formed at the C3 position
[reaction (55)] and subsequently the base is released [reaction (56)].
In the presence of O2, DNA stand breakage is also induced by 

        



H-abstraction at C5′ (and also, most likely, at C3′; experimental
evidence missing). The space here does not allow discussing these
reactions and the reader is referred to Ref. 2 where this and many
other aspects are discussed in detail.
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Chapter 20

Radiation Chemistry Applied
to Antioxidant Research

K. Indira Priyadarsini*

1. Introduction

1.1. Free radicals, oxidative stress and antioxidants

In living cells, free radicals are regularly produced during normal
cellular metabolism, and are known to contribute to healthy functions
of eukaryotic cells.1–8 Due to the presence of unpaired electron, free
radicals are reactive and sometimes induce small chain reactions. In
normal and healthy human beings, the free radical production
is maintained in balance with the help of intracellular defense com-
prising of endogenous antioxidants like superoxide dismutase (SOD),
catalase and glutathione peroxidase, glutathione, urate, etc. An
antioxidant is defined as a compound, that when present in small
quantities, prevents the oxidation of the bulk.1,3,6
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Under pathological conditions or during exposure to pollutants,
stress, etc., this balance is disturbed and there is an excessive pro-
duction of oxidizing free radicals, leading to a change in the redox
environment of the cells. This condition of the shift from reducing
status to oxidative status of the cells is known as oxidative stress.4,7,9

Free radicals or molecular species involved in oxidative stress
are broadly classified into two types, known by two collective terms:
reactive oxygen species (ROS) and reactive nitrogen species (RNS).
These species, differing in their reactivity and oxidizing ability, par-
ticipate in a variety of chemical reactions and their reactions with
biomolecules can provoke irreversible chemical changes in cells.10–15

Change in the cellular redox environment can lead to several
biological effects ranging from altered signal transduction path-
ways, gene expression, mutagenesis and cell death (apoptosis).7,9

Oxidative stress has now been implicated in many diseases such
as atherosclerosis, Parkinson’s disease, Alzheimer’s disease, cancer,
etc.1,8 For the protection of cells from oxidative stress, supplementation
with exogenous antioxidants becomes necessary.

Antioxidants, depending on the chemical structures, have diverse
mechanism of action. Preventive antioxidants, like desferrioximine or
desferal, are compounds which form chelates with metals, thereby help
in preventing the free radical production.1,8 Antioxidants showing free
radical scavenging ability are some dietary compounds like vitamin E
(α-tocopherol), and vitamin C (ascorbic acid). α -Tocopherol is a lipid-
soluble chain-breaking antioxidant, which is often considered as a
“Golden standard” in evaluating the antioxidant capacity of new
compounds.6,16 Ascorbic acid is a water-soluble antioxidant and helps in
recycling chain-breaking antioxidants like vitamin E. Some antioxidants
in addition to scavenging free radicals also exhibit catalytic activity and
thereby act as antioxidant enzyme mimics.

In the last two decades there has been a substantial progress in
understanding the nature and reactions of biologically relevant free
radicals, and the development of new antioxidants. Both biochemical
methods and free radical scavenging techniques have been widely
employed. Fast reaction kinetic techniques have been found to be
very useful in directly probing the reactions of antioxidants with free
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radicals with short lifetimes (few nanoseconds to seconds). Radiation
chemical methods, including radiolysis of aqueous solutions and
pulse radiolysis technique, had provided valuable information on such
reactions.17,18

Here in this chapter, some important and significant contribu-
tions from radiation chemical studies on the selective generation of
biologically relevant ROS and RNS and their reactions with a few
important antioxidants have been presented.

2. ROS and RNS: Precursors, Properties and Reactions

2.1. Precursors of ROS and RNS in living cells

Superoxide radicals (O2
•−) and nitric oxide (•NO) are the two impor-

tant precursors leading to the overall production of ROS and RNS in
the body.10–15 Generation of both of these radicals is essential for
normal physiological functioning and body defense. For example,
during phagocytosis, macrophages and neutrophils produce large
amount of O2

•− (oxidative burst), thereby providing cellular defense
from bacterial infection.1 •NO is the most important signaling mol-
ecule that participates in vasodilation, neurotransmission and immune
response.13,14

Both O2
•− and •NO, if produced in excess, can be toxic and their

excessive production has been implicated in several pathological
conditions. The major source of O2

•− radical in the cells is the electron-
transport-chain reaction of mitochondria,5 wherein a single electron
leakage takes place on oxygen producing O2

•−. Other sources of O2
•−

radicals are enzymatic reactions involving xanthine oxidase, perox-
idase, autoxidation of biomolecules, and peroxyl radical-induced
reactions.1 In cells, •NO is produced by the enzyme nitric oxide
synthases (NOS), which catalyse the NADPH and oxygen-dependent
oxidation of L-arginine to citrulline and •NO.14

Interestingly, the redox potentials of both O2
•− and •NO are such

that they are not so reactive towards biomolecules. However, as both
of them have long lifetimes (few seconds to minutes, sometimes a few
hours) under physiological conditions, they participate in a number of
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catalyzed reactions, and are converted into new radicals, which can
act as more powerful oxidants.10–15 Important properties of ROS
and RNS that are critical to biological systems are given below along
with their kinetic and thermodynamic properties. Table 1 lists the
important physico-chemical properties of ROS and RNS.

2.2. Properties and inter-conversion reactions of ROS

The prototropic equilibrium constant (pKa) for the equilibrium
between O2

•− and HO•
2 radicals is 4.7.11,17 Therefore at physiological

pH, the superoxide radicals exist predominantly in the form of O2
•−

radicals. HO•
2 radicals are more reactive than O2

•− radicals, and react
with substrates by hydrogen abstraction or by addition to the double
bonds. O2

•− radicals do not exhibit these reactions but participate in a
number of redox reactions with metal ions and substrates like quinone,
ascorbate, etc.10,11 The rate constants for these reactions are consider-
ably lower than diffusion-controlled limits (104 to 107 M−1 s−1). O2

•−

radicals decay either by radical-radical dismutation reaction [Eq. (1)]
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Table 1. Redox potential and absorption maximum of some important ROS
and RNS.

E° (V versus Absorption
Name of the radical Symbol NHE)* Couple Maximum, nm

Hydroxyl •OH 1.9 •OH/OH− 230
Superoxide radicals O2

•− −0.33 (O2/O2
•−) 245

1.80 (O2
•−, 2H+/
H2O + O2)

Singlet oxygen 1O2 0.65 1O2/O2
•− 1270**

Alkoxyl radical RO• 1.0 to 1.6 (RO•, H+/ROH) <250
Alkyll peroxyl ROO• 0.6 to 1.0 ROO•, H+/ROOH) <250
Nitric oxide NO• 1.21 NO+/NO 253

0.39 NO/NO−

Nitrogen dioxide NO2
• 0.99 NO2/NO2

− 398
Peroxynitrite ONOO− 302
Carbonate CO3

•− 1.78 CO3
•−/CO3

2− 600

* References 1, 11, 12, 17, 18, 27, 28; ** Emission maximum.

        



or by reaction of O2
•− with HO•

2, [Eq. (2)] producing H2O2. The
respective rate constants for these reactions are 0.39 and 108 M−1 s−1.

O2
•− + O2

•− + 2H+ → H2O2 + O2, (1)

HO2 + O2
•− + H+ → H2O2 + O2. (2)

H2O2 can be converted into •OH radicals in presence of transition
metal ions like Fe+2 by Fenton reactions [Eq. (3)].1,10

H2O2 + Fe2+ → •OH + OH− + Fe3+. (3)

Hydroxyl radicals (•OH) are powerful oxidants17–19 and partici-
pate in a number of reactions such as addition to the double bonds
forming radical adducts, electron transfer reactions, and H-atom
abstraction reaction. The rate constants for the reaction of •OH
radicals with organic substrates are mostly diffusion controlled
(109–1010 M−1 s−1). When •OH radical reacts with cellular organic
molecules (RH) either by hydrogen abstraction [Eq. (4)] or by
addition reaction, it leaves a radical site on the molecule (R•) and
sometimes these radicals can add to the oxygen present in the cells, to
be converted to peroxyl radicals [ROO•, Eqs. (4) and (5)]. Rate
constants for these reactions vary between 105 to diffusion-controlled
limits depending on the nature and substitution on RH.20

RH + •OH → H2O + R•, (4)

R• + O2 → ROO•. (5)

Different types of peroxyl radicals are produced in the cells. For
example membrane lipids having unsaturated fatty acids are often
converted to lipid peroxyl radicals, which are implicated in lipid per-
oxidation.1,3,17,20 Other biologically important peroxyl radicals are
alkyl peroxyl radicals, glutathione peroxyl radicals, sugar peroxyl
radicals, peroxyl radicals generated from the hydroxyl radical adducts
of nucleic acids, etc.17 Some of the peroxyl radicals are converted into
O2

•− radicals [Eq. (6)] and sometimes the tetroxides formed by the
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bimolecular decay of peroxyl radicals are converted into alkoxy radicals
(RCO•), and singlet molecular oxygen (1O2) or O2

•− radicals [Eq. (7)].

RCOO• → RCOR + HO2/O2
•−, (6)

2RCOO• → RCOOOOR → 2RCO• + 1O2/(H+ + O2
•−). (7)

Both alkoxy and peroxyl radicals react with substrates by a
number of ways causing small chain reactions, and their reactivity
depends on substitution and chemical structure of the radicals.17,20

In general, the alkoxy radicals are more oxidizing than the peroxyl
radicals, however, rates of reactions of alkoxy radicals have been
found to be much slower than that of the peroxyl radicals. Both
alkoxy and peroxy radicals react with substrates either by hydrogen
atom abstraction or by electron transfer. In general their rate
constants with substrates vary between diffusion-controlled limits to
several orders of magnitude less. 1O2 is also a powerful oxidant and
reacts with many organic and inorganic substrates by addition to
double bonds, oxygen atoms transfer, and electron transfer.1 In some
of these reactions, 1O2 is converted to O2

•−.

2.3. Properties and inter-conversion reactions of RNS

Important reactions of •NO are binding to transition metals like heme
iron as in hemoglobin to produce nitroso-hemoglobin, addition to
thiols to produce nitrosothiols as given in Eqs. (8) and (9).14,21 The
rate constants for the two reactions are reported by several groups and
found to be in the range (3–5) × 107 and (1–3) × 109 M−1 s−1.

Hemoglobin-Fe(II) + NO → Hemoglobin-Fe(II)-NO, (8)

RS• + NO → RSNO. (9)

•NO is converted into other powerful oxidants like NO2 radical and
peroxynitrite in the cells, which cause nitrosation reactions and these
reactions are mainly responsible for the elevation of oxidative stress
through the formation of RNS.12,15,21,22
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Alternatively, NO2 radical is produced in the body by the reaction
of •NO with oxygen [Eq. (10)] and also by peroxidase-catalyzed
oxidation of nitrite salts.8

2NO + O2 → 2NO2. (10)

NO2 radical is also one of the most important constituent free
radicals of cigarette smoke and vehicular exhausts.15 NO2 radical does
not react with oxygen but reacts with •NO with rate constant of 1.1 ×
109 M−1 s−1 to form another oxidant N2O3. However, this reaction
may not be very significant at the low steady-state concentrations of
NO and NO2 produced in the cells. Unlike NO, the NO2 radical can
directly react with biomolecules such as polyunsaturated fatty acids,
and participate in a number of reactions including addition, hydrogen-
abstraction and one-electron oxidation.21–26 The rate constants for the
reaction of NO2 radical with substrates can vary between diffusion-
controlled limits to several orders of magnitude less. The reactions
of NO2 with substrates often lead to chain reactions causing lipid
peroxidation, and so on.

Peroxynitrite (ONOO−) is produced by the diffusion-controlled
reaction [∼ (4 to 19) × 109 M−1 s−1] of NO with O2

•− radicals [Eq. (11)].27

Peroxynitrite is converted to its protonated form, peroxynitrous
acid (ONOOH) with a pKa of 6.8. This acid form undergoes
isomerization to form nitrate anion with a rate constant of 1.3 s−1

[Eq. (12)]. Peroxynitrite is a powerful oxidant and during oxidation
reactions with substrates, it undergoes homolysis, generating two
powerful oxidants •OH and NO2 radicals (∼28%) [Eq. (13)], which
can mediate oxidation, nitration and nitrosation reactions leading to
impaired function of biomolecules.12,15,22,27

NO + O2
•− → ONOO− + H+ → ONOOH, (11)

ONOOH → NO3
− + H+, (12)

ONOOH → NO2 + •OH.a (13)
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In the presence of physiological levels of carbon dioxide in the
cells, peroxynitrite is converted to nitrosoperoxocarboxylate adduct
(ONOOCO2

−), which decays with a rate constant of 4.6 × 104 M−1 s−1

to form two oxidants carbonate radicals (CO3
•−) and NO2 radicals

[Eq. (14)]. In biological systems, the decomposition of ONOO− yields
30–35% of CO3

•−.15,28

ONOO− + CO2 → [ONOOCO2
−] → NO2 + CO3

•−. (14)

CO3
•− radicals are one of the most powerful one-electron oxidants and

they often react by electron transfer or hydrogen atom transfer, caus-
ing one-electron oxidation of the substrates and the rate constants
with substrates vary from 106 to 109 M−1 s−1.16 The one-electron
reduction potential for important ROS and RNS are listed in Table 1.

Peroxyl radicals can also react with NO2, when present in enough
concentrations, to produce peroxynitrates (ROONOO) [Eq. (15)]
with rate constants in the range of 108 to 109 M−1 s−1. These peroxy
nitrates are long-lived, in equilibrium with the parent radicals. Peroxyl
radicals can also react with NO to produce less reactive peroxynitrites
[Eq. (16)], a reaction that is considered to be responsible for the
antioxidant properties of •NO. However, a small fraction of the
peroxynitrites may decompose and undergo O–O bond cleavage
[Eq. (17)] to produce NO2 and alkoxy radicals.29

ROO• + NO2 → ROONO2, (15)

ROO• + NO → ROONO, (16)

ROONO → RO• + NO2. (17)

Recently another radical, nitroxyl (HNO), which is a reduced from
of NO, is attracting considerable attention. Its pharmacological pro-
perties are distinct from those of NO, and it is being considered to
be significant in the treatment of heart failure.21 HNO is produced
during the hydrolysis of some nitroso compounds.

In addition to these commonly observed free radical inter-
conversion reactions, the above radicals, when react with the cellular

570 K. Indira Priyadarsini

        



organelles, may produce secondary radicals such as those obtained
from DNA bases, amino acid radicals, thiyl radicals (RS•), and thiyl
peroxyl radicals. The possible damage induced by these radicals
depends on the chemical structure of the radical and the site of their
production as they often cause localized damage.17

3. Radiation Chemical Methods to Study Reactions
of ROS and RNS

3.1. Generation of ROS and RNS

Irradiation of aqueous solutions by ionizing radiation has been found
to be a very important and selective method for the generation of
ROS and RNS. Interaction of ionizing radiation with dilute aqueous
solutions causes excitation and ionization of water molecules which
undergo subsequent changes, mainly due to ion–molecule reactions,
dissociation reactions, and solvation reactions to produce a number of
radical and molecular species [Eq. (18)].

H2O ^^^^ → eaq
− , •OH, •H, H2O2, H2, H3O

+. (18)

Out of these radical species, H• and eaq
− are reducing in nature, while

•OH radicals are oxidizing in nature. Employing suitable additives,
such as inorganic salts and dissolved gases, it is possible to convert
these primary radicals of water radiolysis to new radicals. The radiation
chemical reactions leading to the conversion of these primary species
into different ROS and RNS are given below.17–20,23,30

3.1.1. •OH radicals

Radiolysis of N2O-saturated aqueous solutions in the pH range from
3 to 10 produces predominantly •OH radicals [Eq. (19)]. The satu-
ration solubility of N2O in water is 25 mM.

(19)N O e OH OH N2 aq
M s1 1

+ æ Æææææææ + +- ¥ ∑ -- -9 1 10
2

9. .

Radiation Chemistry Applied to Antioxidant Research 571

        



Wherever necessary, the •OH radical reactions can be eliminated by
using tertiary butanol [Eq. (20)] as •OH radical scavenger, where the
resultant tertiary butanol radicals are often not very reactive.

(20)

3.1.2. O2
•− radicals

O2
•− radicals are produced by the radiolysis of oxygen saturated aque-

ous solutions containing formate ion.26 Under these conditions,
formate ions (HCOO−) react with both •H and •OH radicals to pro-
duce CO2

•− radicals and these radicals in turn react with oxygen to give
O2

•− radicals [Eqs. (21)–(23)]. Alternatively, O2
•− radicals can be gen-

erated by the direct reaction of e−
aq with oxygen [Eq. (24)].

(21)

(22)

(23)

(24)

3.1.3. Peroxyl radicals

Although many different types of peroxyl radicals can be generated by
radiation chemical methods,17,20,26,31 the most commonly used ones
are linoleic acid peroxyl (LOO•) radicals, methyl perxoyl (CH3OO•)
radicals, trichloromethyl peroxyl radicals (CCl3OO•), and thiylperoxyl
radicals (RSOO•). LOO• radicals can be generated by the radiolysis
of linoleic acid (LH) dissolved in aqueous solutions at alkaline pH 

e O Oaq
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2 2
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- -
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3.5 10  M s
2 2OH HCOO CO H O,

9 1 1
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[Eqs. (25) and (26)], CH3OO• radicals, by the reaction of •OH with
dimethylsulfoxide [Eqs. (27) and (28)] and CCl3OO• radicals by the
radiolysis of aqueous solutions containing 48% 2-propanol, 4% CCl4
according to [Eqs. (29) to (33)].

(25)

(26)

(27)

(28)

(29)

(30)

(31)

(32)

(33)

RSOO• are generated by the hydrogen abstraction from thiols by
•OH radicals, alcohol radicals, etc.,17,26 producing thiyl radicals (RS•)
which on reaction with oxygen produce RSOO• [Eqs. (34) and (35)].
Alternatively, reaction of alkylsulfonyl chloride with e−

aq produces alkyl
sulfonyl peroxyl radicals [Eq. (36)].

∑ ∑+ ÆCCl O CCl O3 2 3 2.

CCl CH C OH

CCl CH CO Cl

3

M s
3

1

4 2

3 8 10
3 2

9 1

+ -

æ Æææææææ + +

∑

¥ ∑ -- -

( )

( ) ,.

CCl e CCl Claq
M s1

4
1 3 10

3
10 1

+ æ Æææææææ +- ¥ ∑ -- -. .

∑

¥ ∑

+ -

æ Æææææææ - +
- -

H CH CH OH

CH C OH H

3

M s
3 2

1 1

( )

( ) ,.

2

7 4 10
2

7

M s
3 2

OH CH CH-OH

CH C OH H O
1 1

+

æ Æææææææ - +¥ ∑- -

( )

( ) ,.

3 2

1 9 10
2

9

CH O CH OO3 2 3
∑ ∑+ Æ ,

∑ ∑

¥ ∑

+ Æ

æ Æææææææ +
- -

OH CH SO CH SO OH

CH CH SOO

3 2 3

M s
3

1 1

( ) ( ) ( )
.

2

6 5 10
3

9

H,

L O LOO• •+ →2 ,

LH OH/H L H O/H~10 M S
2 2

8 1 1

+ æ Æææææææ +∑ - ∑- -109

,

Radiation Chemistry Applied to Antioxidant Research 573

        



(34)

(35)

(36)

3.1.4. NO2 radicals

These radicals are produced by the reaction of •OH radicals with
nitrite anion in N2O-saturated solutions or by e−

aq reaction with nitrate
in N2-saturated solutions under mild acidic conditions (pH 5).26,27

Due to limited solubility of N2O gas and the competing reactions
of e −

aq with nitrite, often a mixture of nitrite (∼ 10 mM) and nitrate
solutions purged with N2 gas is employed to generate high yields of
NO2 radicals [Eqs. (37)–(39)]:

(37)

(38)

(39)

3.1.5. Nitric oxide radicals

Reaction of hydrated electrons and hydrogen atom with nitrite to
produce NO2

2−, which undergoes hydrolysis to produce NO.27
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3.1.6. Carbonate (CO3
•−) radicals

These radicals are produced by the reaction of •OH radicals with car-
bonate ions and bicarbonate ions [Eqs. (43) and (44)].

(43)

(44)

3.1.7. Peroxynitrite

Generation of peroxynitrite by pulse radiolysis involves very
tricky adjustments of concentrations of additives and many other
experimental conditions. Radiolysis of aerated aqueous solutions
containing sodium formate and potassium nitrite in the pH range
3 to 10 produced peroxynitrite according to Eqs. (21) to (23), (40),
(41) and (11). For this, initial concentrations of nitrite and formate
have to be adjusted in such a way that the radiolytically produced
concentration of the radicals of [O2

•−] + [HO2
•] > NO.27 However,

reactions of peroxynitrite with antioxidants are not generally studied
by pulse radiolysis technique. Chemical methods such as ozonolysis
of alkaline sodium azide solutions are commonly used to produce
peroxynitrite in large quantities and its reactions studied by mixing
techniques.12

3.1.8. Secondary radicals from proteins and DNA

It is necessary that an antioxidant protects cells at all stages of oxida-
tive stress, and therefore an antioxidant should be able to scavenge
the secondary radicals produced by the reaction of primary radicals
with biomolecules. Radiation chemists designed methods to study
reactions of secondary radicals from amino acids of proteins and base
and sugar radicals of DNA with antioxidants.17,32–35 The most com-
monly employed aromatic amino acid radicals generated by radiation
chemical experiments are the indolyl radicals of tryptophan (TRP•), the
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tyrosine phenoxyl radicals (TYRO•), and sulfur-centered radicals from
amino acids like hystidine, methionine, glutathione, etc. These radi-
cals are generated by the reaction of either the amino acids or the
proteins containing these amino acids with •OH radicals and one-
electron oxidants like Br2

•−. When proteins containing both
tryptophan and tyrosine react with one-electron oxidants, initial oxi-
dation takes place on the tryptophan moiety producing TRP• radicals,
which subsequently undergo electron transfer to tyrosine to give
TYRO• radicals. Reactions of antioxidants with these radicals are used
to evaluate their ability to protect proteins from oxidative damage,
especially for hydrophobic antioxidants, which show preferential
affinity towards proteins. Sulfur-centered amino acid radicals are gen-
erated by the reaction of these compounds with hydroxyl radicals and
one-electron oxidants. To evaluate the ability of an antioxidant to
protect DNA from oxidative damage, studies on the repair and elec-
tron transfer reactions of several antioxidants have been carried out
with secondary DNA radicals. Using pulse radiolysis reactions of
radicals such as hydroxyl radical adducts of deoxyguanosine
monophosphate (dGMP-OH•), deoxyadenosine monophosphate
(dAMP-OH•), polyadenylic acid (poly A-OH•), polyguanylic acid
(poly G-OH•), single or double stranded DNA (DNA-OH•) and rad-
ical anions of thymine (T•−) and thymidine monophosphate (TMP•−),
radical cations of dGMP and dAMP (dGMP•+ and dAMP•+) have been
studied with antioxidants. These radicals are generated by the reaction
of •OH radicals, one-electron oxidants and hydrated electrons with
monomeric and polymeric nucleotides.

3.2. Fast reaction techniques to monitor the reactions
of ROS and RNS

As most of the free radicals are short-lived, direct monitoring of their
reactions is not an easy task and powerful tools based on fast reaction
techniques are required to follow such processes.17,18,36 Thus, fast
reaction techniques utilize either short pulses of high-intensity flash
of light or laser (in flash photolysis), or short pulses of charged parti-
cles and high-energy photons from accelerators (in pulse radiolysis).
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These short pulses induce a non-equilibrium situation in a very short
time scale, such that a sufficiently high concentration of transient free
radical species is formed. These short-lived free radical species are
detected in their lifetimes, by following the changes in their charac-
teristic properties such as optical absorption, electrical conductivity,
spin density, Raman spectroscopy, etc.36 Pulse radiolysis has been
found to be extremely useful in studying several of these free radical
reactions. Although modern pulse radiolysis techniques are capable of
producing much shorter pulses (<10−12 seconds), most of the relevant
studies with antioxidants have been performed in the time scale of
nanoseconds to a few seconds. Alternatively, it is possible to exploit
known chemical methods to produce stable radicals like ABTS•− and
non-radical species like peroxynitrite and follow their reactions by
stopped-flow kinetic methods. Other techniques like electron spin
resonance (ESR) spectroscopy can be employed for direct monitoring
of free radicals.37 This technique, although very selective, is limited to
long-lived radicals. Other methods employed to overcome these
problems are by using flow systems, freezing at low temperature and
spin trapping. Pulse radiolysis and flash photolysis techniques coupled
with ESR detection have been developed, but not many studies with
antioxidants have been reported.36

4. Pulse Radiolysis Studies of Antioxidants

Recently, many laboratories involved in radiation chemistry pro-
grammes have initiated antioxidant research and several papers are
published on reactions of ROS and RNS with antioxidants using pulse
radiolysis. The rate constants for the scavenging reactions of ROS and
RNS by antioxidants were determined, at near physiological condi-
tions. Studies on radical dynamics and their subsequent reactions with
other additives have been found to be useful to quantify reaction kinet-
ics and estimate the reactivity of antioxidant substances and measure
the reduction potentials of the couples. Determining the transient
spectra of radicals of antioxidants produced during these reactions has
been useful in characterizing the nature of the radical species, and
identifying the site of free radical attack on the antioxidant molecule.
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4.1. Different classes of antioxidants and vitamin E

The antioxidants studied can be classified into two broad types: phenolic
antioxidants and non-phenolic antioxidants. Phenolic antioxidants
have been found to be more promising as they are obtained from
dietary sources.3,16 Vitamin E (α-tocopherol), the first known chain-
breaking antioxidant, is also an o-methoxy phenol. Pulse radiolysis
studies of vitamin E and its water-soluble analogue, trolox C, have
been reported several years ago.38,39 α-tocopherol reacts with almost
all the oxidizing free radicals, and the phenoxyl radicals produced dur-
ing oxidation reactions absorb at ∼460 nm (Fig. 1). The regeneration
reaction of α-tocopherol phenoxyl radicals back to α-tocopherol
by water-soluble antioxidant ascorbic acid was also first reported by
pulse radiolysis method.40 The one-electron reduction potential
of vitamin E is ∼0.48 V vs. NHE.10 Both α-tocopherol and trolox C
are used as standards for evaluating the antioxidant ability of new
compounds.

Important phenolic antioxidants reported by pulse radiolysis in the
recent past are hydroxy-flavonoids,41 catechins,42 methoxy phenols,43,44

tea polyphenols,45 curcuminoids,46 cinnamic acid derivatives,47 hydrox-
ystilbene,48 ellagic acid,49 seasamol,50 tocopherol-glucosides,51

phenylpropanoid glycosides,52 tannins53 and many other plant-derived
polyphenols.43,54 In most of these oxidation reactions, the phenol
reacts with the free radical either by hydrogen abstraction to produce
a phenoxyl radical or by initial electron transfer to generate a radical
cation, which subsequently undergoes fast proton loss to produce
phenoxyl radicals. Some of the radicals like •OH radical, add to the
aromatic ring of the phenol to produce a cyclohexandienyl-type
radical, which undergoes loss of water or some other group to generate
phenoxyl radicals. The phenoxyl radicals are resonance-stabilized and
in general are not reactive enough to propagate the chain reactions
induced by peroxyl radicals.

Carotenoids,55 cyclic nitroxides,56 retinoids,57 deferrioxamine,28

thiols, dithiols58 are some of the well-known non-phenolic antioxidant
systems recently studied.

A complete review of the application of radiation chemistry to the
overall antioxidant research is beyond the scope of this chapter.
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Therefore this present chapter is limited only to discussion on pulse
radiolysis studies of promising compounds that exhibit potent bio-
logical activities; for example, hydroxyl-flavonoids, resveratrol,
curcumin, β-carotene and cyclic nitroxides are reported here.
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4.2. Flavonoids

Flavonoids are phenolic compounds present in many plant products.41

More than 2000 flavonoids are known with variations both in the
nature of the chromane rings and substitutions. Hydroxy-substituted
flavonoids mostly exhibit potent antioxidant ability. The chemical
structure of flavonoids is denoted by the three rings A, B, and C (e.g.
quercetin, in Fig. 1). Pulse radiolysis studies on reactions of oxidizing
radicals with several structurally related hydroxy-flavonoids have been
performed and the absorption spectra of the flavonoid phenoxyl
radicals from compounds with different ring substitutions have been
reported.59–71 The absorption spectra of the phenoxyl radicals of
flavonoids show distinct features. The phenoxyl radical spectra of
hydroxy-flavonoids are closely related to catechol, or resorcinol, or
3,5-dihydroxy anisole, or 2,4-dihydroxyacetophenone.59 This spectral
similarity has been found to be useful in identifying the site of free
radical attack on the flavonoid molecules, and also in characterizing
different flavonoid phenoxyl radicals like if they are produced from
the oxidation of the hydroxyl group from the A, B and C rings.
Although hydroxyl substitution on the three rings makes them reac-
tive towards peroxyl radicals, the catechol hydroxyl group of the
B-ring makes it a more effective scavenger of oxidizing radicals. The
one-electron reduction potentials for a number of hydroxy flavonoids
at the biologically relevant pH conditions have been reported.41,59

The reduction potential is significantly reduced when the 3-hydroxy
group in the C ring is in conjugation with the catechol moiety.
Accordingly, quercetin, a hydroxyl-substituted flavonol, is the best
electron donor with reduction potential of E7 = 0.33 V vs. NHE and its
3-rutinosylated derivative rutin has the reduction potential of E7 = 0.6 V.
Both quercetin and rutin are chain-breaking antioxidants and several
biochemical studies confirmed that both of them exhibit potent bio-
logical activity. Reactions of radicals such as •OH, N3

•, NO2, O2
•−,

peroxyl radicals, 1-hydroxylethyl radicals have been reported with
quercetin. The transients have been characterized by absorption spec-
troscopy, conductivity measurements, and Raman spectroscopy.41,59,60

Based on such studies, the role of 2,3-double bond of the C ring and
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the ring opening reactions61 on overall antioxidant activity under dif-
ferent oxidative stress-induced conditions has been reported.62–68

Quercetin could repair TRP• radicals produced during the oxidation
of human serum albumin (HSA), and low density lipoprotein
(LDL).64 HSA-bound quercetin could repair urate radicals by elec-
tron transfer both in the presence and absence of copper (II). In
the presence of oxygen the same reaction could not be observed, indi-
cating that both copper (II) and oxygen modulate the antioxidant
activity of quercetin.62,65 Rutin and quercetin could repair the
deoxythymidine radical anion and dGMP-OH radical adduct,66,67

indicating their usefulness to the non-enzymatic DNA repair path-
ways. Other flavonoid compounds like catechins, epigallocatecin,
proanthocyanidins, xanthones, gallotanins, ellagotannis ginstein, etc.
have also been reported by pulse radiolysis69–71 and the phenoxyl
radicals have been studied by transient spectra, decay kinetics, DFT
calculations and also their reactions with other biomolecules. The
antioxidant potential of these compounds was significantly influenced
by the functional group substitutions, prototropic equilibria, O–H
bond dissociation energies, etc.

4.3. Trans resveratrol

Trans-resveratrol (trans-3,5,4′-trihydroxystilbene) is a non-flavonoid
polyphenol found in grapes, mulberries, and other food prod-
ucts.48,72,73 It is responsible for the antioxidant activity of red wine.
Intake of moderate amount of red wine has been found to reduce the
risk of cardiovascular diseases. In addition to antioxidant activity,
resveratrol could inhibit platelet aggregation, and showed anticancer
activity. The phenoxyl radicals of resveratrol produced during oxida-
tion by hydroxyl radicals, one-electron oxidants, and peroxyl radicals
showed absorption maximum at 410 nm (Fig. 1). Reports indicate
that trans-resveratrol is a better radical scavenger than vitamins E and
C and its activity is similar to that of the flavonoids epicatechin and
quercetin. From the comparison of the spectral and kinetic properties
of the transients derived from trans-resveratrol and its analogues, it could
be concluded that in the neutral and acidic solutions, the para-hydroxy
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group of trans-resveratrol is more reactive than the meta-hydroxy
groups. Resveratrol could repair the DNA and amino acid radicals
with rate constants ranging from 109 to 108 M−1 s−1.73

4.4. Curcumin

Curcumin is a major phenolic pigment derived from turmeric, which
is commonly used as a spice and a household medicine in India.
Recent scientific research has shown that curcumin is 10 times more
effective as an antioxidant than vitamin E. It is also a potent anti-
tumor agent and at present, several Phase I and Phase II clinical trials
are going on for the treatment of different types of cancers. The
greatest advantage of curcumin is the pharmacological safety to
humans even at a dose of 8 g/day.74,75 Pulse radiolysis studies on reac-
tions of superoxide radicals, CCl3OO• radicals, lipidperoxyl, methyl
and methyl peroxyl radicals, glutathione radicals, tryptophan radicals,
etc. with curcumin have been reported.35,76–79 The rate constants for
the reactions of these radicals and several other oxidants have been
reported in aqueous/aqueous-organic solutions. In all these reac-
tions, a transient absorbance from 250 to 600 nm with maximum
absorption at 500 nm was characterized as the phenoxyl radicals,
which have resonance stabilization through the β-diketone structure.
The lifetime of the phenoxyl radicals is of a few hundred microsec-
onds. The phenoxyl radicals could be regenerated back to the parent
curcumin by water-soluble antioxidants like ascorbic acid. Although
there were some apprehensions on the actual site for free radical
attack in curcumin such as the central methylenic (CH2) group and
the phenolic OH group, recent quantum chemical calculations con-
firmed that the O–H bond dissociation energy of the phenolic group
of curcumin is 6.5 kcal/mol lower than the C–H bond dissociation
energy of the central CH2 group,79 and therefore the phenolic-OH
group should be involved in the free radical reactions in curcumin.
Also several experimental studies comparing the antioxidant activity
and free radical reactions of curcumin with many substituted ana-
logues, confirmed that the phenolic OH is only responsible for both
free radical scavenging activity and the antioxidant activity of curcumin.
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The β-diketone moiety in conjugation with the phenolic groups con-
tributes greatly to the anti-inflammatory and anti-tumor activity of
curcumin.74,75 The rate constants for the reactions of several oxidizing
free radicals with quercetin and curcumin are given in Table 2.

4.5. ββ-carotene

Carotenoids represent one large class of natural non-phenolic antiox-
idants present in many vegetables, fruits, and flowers. Several different
types of carotenoids have been examined as antioxidants80; important
among these are all-trans-β-carotene, zeaxanthin, lycopene, canthax-
anthin, lutein, etc. Most of the carotenoids exhibit very low solubility
in water, but they are soluble in micellar solutions. β-carotene has
been found to be an excellent scavenger of peroxyl radicals and is a
powerful chain-breaking antioxidant.81 Reaction of β-carotene with
peroxyl radicals produced β-carotene radical cation showing strong
absorption at 950 nm. β-carotene could also neutralize thiyl, thiyl
peroxyl radicals, NO2 radicals, peroxynitrite. It is a very efficient scav-
enger of singlet oxygen.26,81–84 The reaction of β-carotene with these
different types of oxidizing radicals produced both radical cations
absorbing at 950 nm and radical adducts absorbing in 300 to 500 nm
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Table 2. Rate constants for the reaction of different radicals with quercetin (QC)
and curcumin (CR).

Rate constant Rate constant
Radical reaction M−1 s−1 Radical reaction M−1 s−1

QC + N3
• 6.6 × 109 CR + N3

• (10% acetonitrile) 3.4 × 109

QC + LOO• (pH 11.5) 1.8 × 107 CR + CCl3O2
• 1.2 × 108

QC + O2
•−(pH 10) 4.7 × 104 CR + LOO•(pH 10.5) 7.3 × 105

QC + (SCN)2
•− 4 × 108 CR (Tx-100) × O2

• − 4.6 × 104

QC (CTAB) + urate 6 × 106 CR + GS• 1.0 × 108

radical
QC + TyrO• (LDL) 6.8 × 107 CR + TryO. (lysozymes) 5.0 × 108

QC + dGMP-OH• 3 × 108 CR + CH3
• 3.5 × 109

QC + dAMP• − 4.1 × 109 CR + t-butoxyl radical 7.5 × 109

QC + 1-hydroxyethyl 4.0 × 104 CR + 1O2 1.3 × 106

radical

        



region. The one-electron reduction potential to form β-carotene
radical cation from β-carotene in Tx-100 was reported to be 1.06 V vs.
NHE.55,84 β-carotene radical cations are repaired by water-soluble
vitamin C by a rate constant of 107 M−1 s−1. All these studies initially
led to the assumption that the electron transfer reactions contribute
to the antioxidant activity of β-carotene. However, a randomized
double-blind study on the effect of β-carotene on the incidence of
lung cancer suggested that male smokers who received β-carotene
showed higher incidence of cancer, thus leading to the doubts on the
antioxidant ability of β-carotene.85 Later on a few other studies sug-
gested that the radical adducts, which are formed by radical addition,
may act as ROS inducers leading to the increased damage especially
inside the lungs with very high oxygen levels and in the case of ciga-
rette smokers, where the NO2 levels are much higher.24 These studies
point out that the biological activity of β-carotene is mediated not
only by free radical scavenging reactions, but also due to the involve-
ment of more complex reactions.82

4.6. Cyclic nitroxides

Cyclic nitroxides (>NO•) are stable free radicals, which are often used
as biophysical markers for monitoring membrane fluidity, and contrast
agents for in vivo MRI and ESR imaging. They have been found to
reduce the oxidative stress in different cellular models and provide
protection through oxidation of reduced transition metals, detoxifi-
cation of semiquinones and scavenging of ROS and RNS.86–90 Unlike
most low-molecular-weight antioxidants, which are depleted while
attenuating oxidative damage, nitroxides can be recycled. The antiox-
idative activity of nitroxides is associated with electron
transfer-induced switching between their oxidized and reduced forms.
Pulse radiolysis studies on reactions of five- and six-member cyclic
nitroxides with peroxyl radicals, •OH, O2

•−, NO2 and CO3
•− radicals

have been reported.56,86–90 Depending on the substitutions and types
of radicals, the electron transfer rate constants vary between 107 to
108 M−1 s−1. The one-electron oxidation reactions formed oxo-
ammonium cations (>N=O+), with the reduction potentials for the
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couple >N=O+/>NO, ranging from 0.7 to 0.9 V vs. NHE. The pro-
tective effect of nitroxides depends on the ring size and substitution.
A clear correlation has been obtained between the kinetic and redox
features of nitroxides and their biological antioxidant activities.
Nitroxides with lower oxidation potential exhibit greater protection
against cellular damage. The easy switching between the oxidized and
reduced forms of cyclic nitroxides makes them potential candidates
for antioxidant enzyme mimics89,90 such as superoxide dismutase
(SOD), which is discussed under Sec. 4.8. The rate constants for the
reactions of resveratrol, β-carotene and one representative cyclic
nitroxide with oxidizing radicals are given in Table 3. The chemical
structures of these compounds along with the corresponding oxi-
dized species are given in Fig. 1.

4.7. Drugs and herbal formulations as antioxidants

Recently there is great interest in the development of therapeutic
antioxidants from the existing allopathic drugs and formulations from
traditional medicine. Some of the drugs evaluated for antioxidant
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Table 3. Rate constants for the reaction of different radicals with β-carotene (β-C),
resveraetrol (RSV), and 2,2,6,6-tetramethylpiperidinoxyl (TPO).

Rate constant Rate constant
Radical reaction M−1 s−1 Radical reaction M−1 s−1

RSV + CCl3O2
• 9.6 × 107 β-C + CCl3OO• Tx-100) 2.2 × 105

(pH 6) isopropanol-water 7.8 × 107

RSV + N3 (pH 11) 4.0 × 109 β-C + NO2
•(pH 10.5) 1.1 × 108

RSV + O2
•− 4.0 × 108 β-C + HO(CH2)2S

• 2.5 × 109

RSV + •OH (pH 6) 1.3 × 1010 (t-butanol-water)
TPO + HO2 1.2 × 108 β-C + GS• 2.2 × 108

TPO + O2
•− <103 β-C + C2H5SOO• 3.9 × 109

TPO•+ + O2
•− 3.4 × 109

TPO + CO3
•− 4.0 × 108 β-C + CysS• 2.6 × 108

TPO + Phenylalanine-HO•• 4.0 × 106 β-C + CH3OO• 4.8 × 108

TPO + •OH 3.0 × 109

TPO + ONOO− 6.0 × 106 β-C + CBr3OO• ∼109

TPO + •NO2 7.0 × 108

        



properties by radiation chemical methods are selective and non-selective
β1-adrenolytics with α1-receptor blocking properties,91 anti-ulcer
agents,92 e.g. sulfasalazine, 5-aminosalicylic acid, and an expectorant,
ambroxol.93 Several plant extracts and herbal formulations have been
reported for antioxidant activity, and their free radical scavenging
ability has been evaluated by pulse radiolysis.94–98 Most of the studies,
when correlated with their biological activity, confirmed that free
radical scavenging kinetics is one of the main factors controlling their
antioxidant activity. Although these preliminary studies in this direc-
tion are very encouraging, due to the complexity of formulations and
involvement of mixtures of components, these studies have remained
only as screening techniques rather than for evaluating the reaction
mechanisms.

4.8. Development of SOD mimics

Another important contribution of pulse radiolysis is in the evaluation
of redox processes in native SODs and development of SOD mimics.
SOD is an endogenous antioxidant enzyme which catalyzes the con-
version of O2

•− radicals to H2O2. Different types of SODs are present
in cells such as Mn-SOD in mitochondria and Cu, Zn-SOD in the
cytosol and in extracellular surfaces.1 Reactions of O2

•− radicals with
the active site of native SODs from bacterial and animal sources have
been examined. In one recent study involving superoxide reductase
(SOR) from Desulfoarculus baarsii, the precise step responsible for
the catalytic action was examined.99 Its active site contains an unusual
mononuclear ferrous center. Since protonation processes are essential
for the catalytic action, the pH dependence of the redox properties of
the active site, both in the absence and in the presence of O2

•− radicals,
was studied using pulse radiolysis. The results confirmed that the
reaction of SOR with O2

•− radicals involves two reaction intermediates,
an iron(III)-peroxo species and an iron(III)-hydroperoxo species.
The protonation takes place in the second step, and therefore respon-
sible for its catalytic activity.

Under oxidative stress conditions, such as ischemic reperfusion injury,
the endogenous SODs are inadequate and need to be supplemented.
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However, the native enzyme suffers from several disadvantages such
as low shelf-life and non-availability, therefore new SOD mimics have
been developed as alternatives. Although most of the antioxidants
could scavenge O2

•− radicals, not many showed SOD-like catalytic
activity. Antioxidants having different functional groups that can
undergo both oxidation and reduction showed SOD-mimicking
activity. Flavonoids, curcumin, and cyclic nitroxides are some of the
examples that have been found to act as SOD mimics, by participat-
ing in the reversible redox reactions with O2

•− radicals.89,90,100,101

Several in vitro and in vivo studies confirmed their ability to protect
the SOD levels under oxidative stress conditions.

Since the catalytic effects in the native enzymes are due to
reversible redox reactions in metal centers, like copper, manganese
and iron, transition metal complexes of natural antioxidants are being
explored as new SOD mimics. Pulse radiolysis studies on reactions of
superoxide radicals with such complexes and the determination of
their one-electron redox potentials helped in the evaluation of such
complexes as SOD mimics. Copper, manganese, iron, and vanadium
complexes of hydroxy flavonoids, genistin, and curcumin were exam-
ined as SOD mimics and several in vitro and in vivo studies showed
very encouraging results.102–105 Recently unique SOR activity has been
reported from an adduct of a penta-coordinated ferrous iron complex
[Fe+2 (N-His)4(S-Cys)] and ferrocyanide. The adduct, while reducing
O2

•− radicals, did not generate H2O2 from this reaction. Since H2O2

formation could also contribute to oxidative stress, this particular
adduct may be superior to the other conventional SOD mimics.106

5. Future Scope

Radiation chemical methods and pulse radiolysis technique in parti-
cular, have been proved to be extremely useful in the selective
generation of ROS and RNS and the direct monitoring of their reac-
tions. Using these methods, a number of natural and synthetic
products have been evaluated as new antioxidant molecules.
Estimation of rate constants and one-electron reduction potentials in
most of the promising cases confirmed the role of electron transfer
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processes in the antioxidant activity. These studies also helped in the
development of new synthetic derivatives with target specificity and
efficacy better than that of the natural compounds.

Till now most of the scavenging studies have been carried out in
homogeneous solutions. Since biological systems are much more
complex and heterogeneous, extrapolating the existing results to
real biological models would be difficult. It is therefore necessary to
evaluate some of the parameters in experimental models in non-
homogeneous systems, taking into consideration of the presence of
other biomolecules like proteins and DNA, which can alter the
activity of the compounds. Some recent pulse radiolysis studies
reported with albumin, lysozomal, and LDL-bound antioxidants are
indicative of such models.35,60,62 Future studies have to be directed to
evaluate electron transfer reactions in cells and in vivo systems by
using pulse radiolysis coupled with multiple detection systems like
ESR, Raman, etc.

Physiological processes are very sensitive to small changes in the
overall potential of the cell. For example, change in the half cell
reduction potential of the cell from −240 mV to –200 mV can cause
proliferating cells to undergo differentiation, and further change
in potential can induce apoptosis.9 Till now the ratio of intracellular
oxidized and reduced glutathione levels is used to correlate the redox
status of the cells. Measuring transient electrochemical parameters would
be very useful to understand the step-wise redox-controlled processes in
cells. Hence pulse radiolysis facilities should be developed to measure the
redox status of the cell under different stages of electron transfer process,
which are responsible for the physiological changes. 

It has been found that many antioxidants, when administered at
large quantities, act as pro-oxidants and thereby increase oxidative
stress. Hence it is necessary to understand the free radical kinetic reac-
tions of antioxidants at concentrations that are close to their
physiological concentrations. Verification of the bio-availabity of the
antioxidants at the target site is essential for this.

Radiation chemical studies of antioxidants and their products of
radiolysis should be developed as markers for testing the irradiated
foods and spices, which are known to contain many different types of

588 K. Indira Priyadarsini

        



antioxidants. Although a recent report indicated monitoring changes
in hydroxy chalcones as markers for irradiated vegetables and fruits,107

many more such studies in this direction would be useful for evaluat-
ing the effect of antioxidant status in the irradiated food.

Thus, radiation chemistry and pulse radiolysis in particular have
become crucial and unique tools, giving a different direction to the
overall understanding and development of antioxidants. Proper coordi-
nation between the biochemists and the radiation chemists is therefore
obligatory to exploit these studies to greater biological advantage.
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hydrogen peroxide (H2O2) 3–5, 235,

241, 245, 247, 338, 339, 495
hydrolysis 452
hydrophobic 267, 268
hydroxycinnamic acid 462
hydroxycyclohexadienyl 457
hydroxycyclohexadienyl radicals 386,

387, 396, 402, 404
hydroxyl radical 12, 241, 243, 260,

261, 268–270, 336, 337, 340, 342,
386–388, 390–394, 396, 399–404,
435

attack at sugar moiety of DNA
557

base release from DNA by 557
DNA strand break formation by

548, 557
reaction with nucleobases 552

hydroxylation 399
hydroxysulfuranyl 452, 458, 459,

460, 462–464, 468

ice 162, 171–173, 192, 207
infrared reflection-absorption

spectroscopy (IR-RAS) 209
infrared spectrometer 204
inhibition 321
injector 126
instrumentation 97, 98, 113
interfaces 334, 340
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interfacial chemistry 303
interfacial processes 301, 302
interfacial reactions 305, 306, 312
intramolecular hydrogen transfer 442
ion beam irradiation (DNA) 520,

521, 532
argon beam 532
oxygen beam 521, 525
track core 522–525, 533

ionic liquid radiolysis 147, 148
ionic liquids 49, 50
ionization 26, 34, 35, 41, 43, 46, 47
ions 280
isomerization cis/trans 445, 446
isopyrimidine 554

jitter 123, 129, 134, 137, 143, 144,
152

kinetics 123, 137, 139, 147, 150, 153,
417, 419, 428

laser 22, 24, 26, 37, 41
laser flash photolysis 469
laser-simulated radiation chemistry 15
linear accelerator (linac) 123, 124
linear energy transfer (LET) 233–241,

244–247, 249, 362, 510, 521
long range electron transfer 496,

497
lysine 491, 502

macropulse 153
magnetic compression 124, 125
magnetic resonance 60, 75–77, 81
MCM 330, 332, 334
mechanism 36, 44–46, 48, 51
mercaptoethanol 435, 444, 
mesolysis 473
metal oxides 175, 309, 312, 313
metalloprotein 485, 488, 495, 496
Met-enkephalin 469–471

methanol 29, 31, 33, 44, 45
methionine 461–465, 467, 469–471,

473
methionine methyl ester 461
methyl sulfonyl chloride 478
methyl viologen 260, 272
methyltetrahydrofuran 474
microsecond 122, 134
microwave 124, 127, 129, 135,

144, 153
microwave conductivity 161, 162,

165, 184, 185, 192
mixed quantum-classical (MQC)

calculations 61
mobility 27, 28, 280
modified prescribed diffusion 10
molecular hydrogen 235, 241, 245
molecular products 265
monochromator 102
monounsaturated 445, 446, 479
Monte Carlo simulation 232, 240,

242, 245, 246
Mulliken charge 548
multichannel detector 104
myoglobin 223

N-acetylmethione methyl ester 461,
462

N-acetylmethionine 461, 462
N-acetylmethionine amide 461,

462
nanomaterials 218, 347, 372, 373
nanoparticles 319, 320, 348,

352–355, 357–372, 374–376
nanosecond 122, 123, 126, 153,

411, 412, 417, 419, 429
n-butyl chloride-derived 453
near infrared (NIR) detector 140
neighboring group 458, 465, 466
NH3 167, 171
nitrous oxide 163
NO 565, 566, 568–570, 574, 584
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NO2 566, 568–570, 574, 580,
583–585

noise 108, 110, 112, 116
non-linear optical devices 142
nuclear technology 301
nucleobases — reaction with solvated

electron 545

OH adducts 386, 387, 389, 390,
394, 396, 399, 402, 403, 405

•OH radical See hydroxyl radical
optical absorption 21, 24, 28–30, 32,

38, 39, 41, 122, 142, 145, 148,
152, 280

optical cell 259
optical delay 137, 142, 147
optical density 108, 115
optical emission 123
optical fiber 104, 109, 142, 147,

148
optical fiber single shot (OFSS) 138,

141, 147, 148, 153
optical limitation 347, 365, 376
optical parameter amplifier (OPA)

141
optical path 138, 150
organometallic chemistry 213
oscilloscope 137, 142, 152
oxidation 451, 452, 455–458,

461–468, 472, 474
oxidative dissolution 308, 310, 321
oxidative stress 563, 564, 568, 575,

581, 584, 586–588
oxidizing radicals 385, 393, 405
oxygen 452, 453, 462, 465–468,

470, 473, 476, 478
oxyl radicals 553

pair (cation–electron) 38, 40
palladium 358, 366, 368, 370, 372,

375
particle-in-a-box concept 61, 62, 73,

76, 80, 90

p-state 65
relaxation 60, 63, 65–69, 71,

87, 91
s-state 65, 69
stabilized multimer anion model

61
in tetrahydrofurane 60
transient hole burning

spectroscopy 79
ultrafast pump-proble

spectroscopy 79
vibrational features 87
weakly bound 69, 70, 90

PCBM 176
Pd 319, 321
penicillamine 435, 437, 441
pentadienyl 444, 446, 447
peptide bond 467, 468
peptides 441–443, 464, 465, 469,

470
peroxyl radical 386, 389–391, 567,

568, 570–573, 578¸ 580–584
of nucleobases 553–556

peroxynitrite 566, 568–570, 575,
577, 583

pH and sugar radicals 526
phenolic products 386, 389, 397,

402
phenols 415, 417, 421, 422, 424,

427, 429
phenoxyl radical 401
phenylalanine 441
phenylthioacetic acid 455, 458
photomultiplier tube (photocathode)

103, 126–130, 132, 134, 137, 141,
142, 149, 150, 152, 153

photocathode-injected accelerators
14, 16

photodetector 101–104, 107, 108,
137, 143

photodiode 103, 104, 110, 137,
142

photography 364, 365
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phthalocyanine 186, 189–191
picosecond (sub-nanosecond) pulse

radiolysis 2, 10, 13, 14
plasmid DNA 524, 529, 530, 531,

533, 534
platinum 352–354, 362, 367, 368,

369, 371, 372
polarization energy 285
polarograhy 118
polydiacetylenes 177
polyethylene 176, 177, 182, 184
polymers 162, 163, 172, 173,

176–180, 182, 184, 185, 189, 192,
211, 212

polysilanes 182, 183
polystannane 183
polythiophene 184
polyunsaturated 441, 446
pores 326, 328–332, 336, 337,

340
porphyrin 186, 189
PPV 180–182, 184, 185
pre-bunching 123, 124
preparation chamber 130, 133
presolvated electron 547
prion proteins 467
product ratio 415, 424, 425
propane-1,2,3-triol (glycerol, 123PT)

29, 45, 47
propane-1,2-diol (12PD) 29–31, 47
propane-1,3-diol (13PD) 29–31, 47
proteins 434, 464, 467, 469, 472,

473, 485, 486, 488, 489, 493–498,
503

PR-TRMC 161–168, 170, 172–180,
182–184, 186–189, 191, 192

pulse and probe detection 139, 140,
146

pulse width 124, 126, 134, 135
pulsed electron double resonance

(PELDOR) 523
pulse-pump-probe radiolysis 153
pyrimidine 435, 436, 438, 443–445

quantum chemical calculations
cytosine 546, 548, 550, 551
thymine 546, 548, 550, 551

quantum mechanical calculations
445, 458, 459

quantum yield 129, 130, 152
quartz master oscillator 129
quercetin 579, 580, 581, 583

radiation biochemistry 221
radiation chemistry 433
radiation footprinting 494, 502
radiation targeting 493, 494
radical anion 401, 438, 440, 469,

474, 475
adenine 545
cytosine 545
guanine 545
thymine 545

radical cation 386, 411–413,
415–417, 419–421, 424–427, 429,
449, 450, 453–460, 462–466, 468,
472, 477, 478

radicals 6, 7, 10–12, 433–435,
438–449, 451, 455, 457–461,
463–468, 470–474

radioactivation 131
radiolytic yield 232–237, 240, 242,

327, 328, 333, 338, 340, 342
Raman scattering 365
Raman spectroscopy 154
rapid scan 218
rare gases 279
rate constant 122, 257, 266, 267,

269, 272, 435–439, 442–446, 463,
469, 474, 476

reactivity 21, 22, 24, 34, 36
reactors 256, 268, 273
recombination 166, 167, 169, 175,

176, 185, 189, 192
reduction 37, 40, 348–351, 354,

358, 359, 361–365, 369–371, 373,
375, 376
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reduction potential 448, 449,
454–456, 464, 478

refractive index 138, 139
regioselectivity 548, 549
relaxation 40, 41, 44–48, 50
repair reactions 435–439
repetition rate 128, 129, 143, 150
resveratrol 579, 581, 582, 585
ribonuclease A 473
ribonuclease T1 473
RNS 564–566, 568, 570, 571, 576,

577, 584, 587
ROS 564, 565, 566, 570, 571, 576,

577, 584, 587
rotation 417–421, 423–426, 428, 429

S-acetylated L-cysteine ester 463
semiconductor 130, 149, 152, 162,

173
S-ethylthioacetate 458, 461
SF6 164, 166, 168
shape resonance 535, 536
shielding 126
silicon 175
silver 349, 351–356, 358–365¸ 369,

371, 372, 374
simulation 30, 32, 38, 51, 112, 113
sinapic acid 462, 463
single shot electro-optic diagnostic 135
single shot radiolysis 146
S-methylglutathione 466, 467
SOD see superoxide dismutase
solvated electron See electron —

solvated
absorption spectrum 71, 78,

80
s-p substructure 78

ammoniated 74, 76
anisotropy of 71
continuous blue shift in electron

salvation 67
encapsulated 89–91

“hot” states 65
in hydrocarbons 59
reaction with nucleobases 545

solvation dynamics 2, 4, 21, 26, 28
specific surface area 313
spectra 413, 416
spectral properties 257, 270, 272
spectral shifts 271, 272
spectrograph 149, 150
spent nuclear fuel 301–305, 308,

311, 315, 316, 318–321
spin distribution 454
spur 34, 258, 260, 273
steady-state 304, 311, 314, 316–319
step scan 218
strand breakage — of DNA by

presolvated electrons 547
streak camera 123, 135, 137, 138,

140, 143, 148–153
stroboscopic method 123
subpicosecond 134, 152
substituted aromatics 412
sugar radicals (DNA) 519, 521–530

dose response 513, 521
via photoexcitation 526–528

sulfenic acid 463
sulfides 451, 453–455, 458, 473
sulfinyl 463
sulfonyl 434, 477, 478
sulfoxides 434, 469, 477
sulfur-centered 433, 434, 451, 457,

466, 470, 472, 473
sulphate 477
superconductor 173
supercritical fluids 255, 270, 273
supercritical krypton 279
supercritical water 255–257, 265,

273
supercritical xenon 146
superoxide (O2

−−) 241, 244–246, 469,
470, 478, 498, 563, 565, 566, 582,
585–587
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superoxide dismutase (SOD) 470,
498–502, 555, 563, 585–587

superoxide radical 561
supersonic gas jet 134
suspensions 304–306, 309–312
swift heavy ions (SHI) 210
synchronization 127, 129, 137

tandem lesion 556
temperature 129, 131
tert-butanol 446, 447, 461
tetrahydrofuran (THF) 28, 29
tetrahydrofuran radiolysis 144, 146
thermionic cathode 124, 126, 143
thioanisole 454, 455, 457
thioethers 434, 451, 452, 457,

461
thiolate anions 474
thiols 434–438, 440, 441, 445,

447–449, 474
thiophenols 449, 452, 453
thioredoxin 469, 472
thiyl 441, 443, 447–449, 455, 464,

471, 473–475
three-electron-bond 461
three-electron-bonded 453, 458,

459, 463, 468
Three Mile Island 6
thymine 439, 440, 444, 445, 545

quantum chemical calculations
546, 548, 550, 551

radical anion 545, 547
reaction with •OH 548
reactions of •OH-adduct radicals

550
thymine-derived N1-centered 439
time jitter compensation 143, 144
time regime 425
time resolution 122, 130, 131,

134, 135, 137, 139, 142–144, 146,
149, 150, 154

time-of-flight 149
time-resolved infrared spectroscopy

212
TiO2 175
track structure 232, 239, 240, 241,

244, 247, 249, 521, 523, 524
trajectory 125
transient absorption spectrum 144,

150
transient species 122, 130, 138, 153,

257, 258, 260, 270–272
trolox C 578
tyrosyl 472, 473

unsaturated 445, 470
UO2 310
uracil 439, 444, 445, 545, 554
uracil-derived N1-centered 439

vibrational spectroscopy 153
vicinal lesion 556
viscosity 28, 32, 46, 50
vitamin E 564, 578, 582
volume changes 279
Vycor 330, 332, 334

wakefield accelerators 16
wastes 325
water 325–328, 331, 333–340
water radiolysis 257, 258, 266, 270
water structure 257, 258
white-light continuum 143

xenon 279
xenon lamp 110
X-ray generator 4

yield 129, 130, 146, 152, 153

zeolites 328, 329, 330, 333, 334,
336, 338–340, 371, 372
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