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PREFACE

Predictive computational modeling of biological processes is one of the most signifi-
cant and important present day challenges faced by the computational chemistry and
biology community. The complexity of these problems demands the use of methods
that are able to accurately model intra and intermolecular forces, adequately sample
relevant configurational space, and establish realistic solvated environments. At one
end of the spectrum, catalytic processes may require a high-level quantum chemical
description, whereas at the other end of the spectrum large-scale conformational rear-
rangements or molecular recognition events may require very long simulation times
or specialized methods for configurational sampling. These computational modeling
challenges are amplified when such processes are coupled. In order to address these
problems, so-called “multiscale” simulation models are required. Here, “multi-scale”
implies the integration of a hierarchy of methods that span a broad range of spatial
and temporal domains and work in concert to provide insight into complex problems.
This book aims to provide a collection of state-of- the-art multiscale quantum simu-
lation techniques recently developed and applied to tackle fundamental biocatalysis
problems.

With 14 contribution chapters from the experts in the field, this book has three
sections that group together different aspects of multiscale quantum simulations.
The first section consists of four chapters that describe strategies for “multiscale”
quantum models. In Chapter 1, Seabra, Swails, and Roitberg present an overview of
combined quantum-classical calculations. In Chapter 2, Lundberg and Morokuma
describe the generalized “ONIOM” method and its use in enzyme reactions. In
Chapter 3, Cisneros and Yang examine methods for free energy simulation of en-
zyme catalysis with ab initio QM/MM methods. Chapter 4, contributed from Gao
and co-workers, deals with coupled electronic structure and internuclear quantum
contributions to biochemical reactions.

Section 2 mainly focuses on the current efforts to improve the accuracy of quan-
tum calculations using simplified empirical model forms. McNamara and Hillier, in
Chapter 5, summary their work on improving the description of the interactions in
biological systems via their optimized semiempirical molecular models. Piquemal
and co-workers present recent advances in the classical molecular methods, aiming
at better reproduction of high-level quantum descriptions of the electrostatic inter-
actions in Chapter 6. In Chatper 7, Cui and Elstner describe a different semiempir-

xiii
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ical approach from the “traditional MNDO” methods, the Self-Consistent-Charge
Density-Functional-Tight-Binding (SCC-DFTB) method. Chapter 8 describes a
method, developed by Gordon and co-workers to obtain the approximate inter-
molecular potentials by merging potentials from molecular segments. Chapter 9, by
Lopes et al., formulates the explicit inclusion of electronic polarizability in molecular
modeling and dynamics studies.

The last section, Section 3, consists of 5 chapters focused on the applications of
important biological systems. In Chapter 10, Khandogin describes modeling pro-
tonation equilibria using constant pH simulation. Quantum Mechanical studies of
the photophysics of DNA and RNA bases are presented by Kistler and Matsika in
Chapter 11. In Chapter 12, Zhang applies a pseudo-bond QM/MM approach to study
histone modifying enzymes. In Chapter 13, Merz and co-workers rationalize the ex-
perimentally observed substrate selectivity and the product regioselectivity in Orf2-
catalyzed prenylation through multiscale quantum calculations. Finally, Chapter 14
is the contribution from Lee, York and co-workers that describe a multiscale simula-
tion strategy aimed at unraveling the mechanisms of ribozyme catalysis.

While all contributions are independent, they collectively paint a broad picture
of current developments in multiscale quantum model methods at the frontier of the
field. As such, this book will serve as an important reference to the scientific com-
munity. Finally, we are especially grateful to our authors who contributed excellent
chapters to this volume.

Tai-Sung Lee
Minneapolis, MN Darrin M. York
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CHAPTER 1

MIXED QUANTUM-CLASSICAL CALCULATIONS
IN BIOLOGICAL SYSTEMS

GUSTAVO M. SEABRA, JASON SWAILS, AND ADRIAN E. ROITBERG
Quantum Theory Project and Department of Chemistry, University of Florida, Gainesville,
FL 32611-8435, USA, e-mail: roitberg@qtp.ufl.edu

Abstract: The development and applications of hybrid quantum mechanical/molecular mechanics
calculations to the computational study of enzymatic reactions is a quickly growing field.
The present chapter describes some of our group’s efforts in this area over the last ten
years. Increases in computational power coupled to methods for increased sampling will
surely make this type of techniques a commonplace tool in the chemistry set

Keywords: QM/MM methods, Jarzynski approximation, Enzyme mechanisms

1.1. INTRODUCTION

Due to the large size of biological molecules, certain approximations need to be made
when using computational tools for their study. It is common to use approximate
classical molecular mechanics (MM) Hamiltonians coupled to molecular dynamics
(MD) or Monte Carlo (MC) sampling techniques for the computational studies of
such systems. These MM Hamiltonians apply parameterized force fields to describe
molecular properties, greatly reducing the computational complexity of the calcu-
lation. For example, Eq. (1-1) shows the functional form for the potential energy,
U(R), as a function of the position of all atoms (R) used by the MD program Amber
[1, 2]. The terms on the right hand side represent bond, angles, dihedrals, van der
Waals and electrostatic potential energies, respectively:

U (R) =
∑

bonds

Kr (r − req)
2 +

∑

angles

Kθ (θ − θeq)
2 +

∑

dihedrals

Vn

2

[
1 + cos(nφ − γ )

]

+
atoms∑

A<B

(
AAB

R12
AB

− BAB

R6
AB

)
+

atoms∑

A<B

Q A Q B

εRAB
. (1-1)

3

D.M. York and T.-S. Lee (eds.), Multi-scale Quantum Models for Biocatalysis, 3–20.
DOI 10.1007/978-1-4020-9956-4 1, © Springer Science+Business Media B.V. 2009
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In order to run a MM calculation, the parameters Kr , req , Kθ , θeq , Vn , γ , AAB,
BAB, and the charges Q A must be adjusted for different molecules or residues, usu-
ally to reproduce some experimental property or quantum calculation. The term
“force field” refers to a specific set of those parameters, derived to work together.
Besides the program, the name Amber is also used to refer to the particular family of
force fields according to Eq. (1-1), although in this case the proper reference to the
force field should also include the specific version details (e.g. Amber ff99SB [3],
ff03 [4], etc.).

Notwithstanding their approximated nature, these methods have provided invalu-
able insight to the understanding of a range of biologically relevant processes such as
ligand binding [5, 6], enzyme reaction mechanisms [7], protein folding [8], refolding
[9], and denaturation [10], supporting the analysis of complex experimental data and
structures.

Despite the continuous effort in the development of new and more reliable force
fields [3], processes essential for the study of enzymatic catalysis remain beyond the
reach of classical mechanics, such as bond breaking and forming and charge fluc-
tuations as a function of geometry [11], or describing parts of the potential energy
surface far from equilibrium, such as transition states [12]. Part of the difficulties
encountered by MM simulations comes from the quadratic nature of the two first
terms in Eq. (1-1), which pre-empts bond breaking. Also, effects due to electronic re-
arrangement are neglected by fixing the value of the atomic charges. This last hurdle
can be partially overcome by the use of polarizable force fields [13–15], however at
an increased computational cost. In some cases, although computationally expensive,
it is possible to treat a model system purely by quantum mechanics (QM) methods
[16, 17], but the effect of the environment is usually either neglected or simulated by
a continuum dielectric approximation.

In this contribution, we describe work from our group in the development
and application of alternatives that allow the explicit inclusion of environment
effects while treating the most relevant part of the system with full quantum
mechanics. The first methodology, dubbed MD/QM, was used for the study of the
electronic spectrum of prephenate dianion in solution [18] and later coupled to the
Effective Fragment Potential (EFP) [19] to the study of the Claisen rearrangement
reaction from chorismate to prephenate catalyzed by the chorismate mutase (CM)
enzyme [20].

A second approach is based on the methodology first explored in the seminal
work by Warshel and Levitt as early as 1976 [21], and is the use of hybrid quantum
mechanics/molecular mechanics (QM/MM) calculations whereby a subsection of the
system is treated by QM methods, the remainder (environment) is treated by standard
molecular mechanics (MM) methods, and a coupling potential is used to connect the
two regions [22]. This methodology will then be exemplified with work developed
in this group in recent years [23–26].
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1.2. MD/QM

The MD/QM methodology [18] is likely the simplest approach for explicit consid-
eration of quantum effects, and is related to the combination of classical Monte
Carlo sampling with quantum mechanics used previously by Coutinho et al. [27]
for the treatment of solvent effects in electronic spectra, but with the variation that
the MD/QM method applies QM calculations to frames extracted from a classical
MD trajectory according to their relative weights.

In the MD/QM technique each tool is used separately, in an attempt to exploit their
particular strengths. Classical molecular dynamics as a very fast sampling technique
is first used for efficient sampling of the conformational space for the molecule of
interest. A cluster analysis of the MD trajectory is then used to identify the main con-
formers (clusters). Finally QM calculations, which provide a more accurate (albeit
more computationally expensive) representation of the system, can be applied to
just a small number of snapshots carefully extracted from each representative cluster
from the MD-generated trajectory.

1.2.1. Chorismate Mutase

The Shikimate pathway is responsible for biosynthesis of aromatic amino acids in
bacteria, fungi and plants [28], and the absence of this pathway in mammals makes
it an interesting target for designing novel antibiotics, fungicides and herbicides.
After the production of chorismate the pathway branches and, via specific internal
pathways, the chorismate intermediate is converted to the three aromatic amino acids,
in addition to a number of other aromatic compounds [29]. The enzyme chorismate
mutase (CM) is a key enzyme responsible for the Claisen rearrangement of choris-
mate to prephenate (Scheme 1-1), the first step in the branch that ultimately leads to
production of tyrosine and phenylalanine.

Besides the obvious biological interest, chorismate mutase is important for being
a rare example of an enzyme that catalyses a pericyclic reaction (the Claisen rear-
rangement), which also occurs in solution without the enzyme, providing a unique

CO2
–

O

CO2
–

OH

O2C–

OH

O
CO2

–

Chorismate mutase

Chorismate Prephenate

Scheme 1-1. Conversion of chorismate to prephenate
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opportunity to compare the catalyzed and uncatalyzed reactions, and has been the
focus of numerous studies, both experimental and theoretical [18, 20, 23, 26, 28–41].

1.2.2. The Electronic Spectrum of the Prephenate Dianion

Although low energy structures for prephenate have been reported before [40], these
have been optimized using gas-phase quantum mechanics, and are not compatible
with the structure determined for the prephenate inside the active site of CM [41].
The first calculation of the electronic spectrum of prephenate inside the active site of
the enzyme was done by our group [18]. Using the MD/QM method described, we
were also able to obtain an electronic spectrum for prephenate in solution.

In that work, following the MD/QM methodology described, a 3 ns long (fully
classical) molecular dynamics run of prephenate in a box of TIP3P waters was used
to obtain a trajectory. Cluster analysis of the MD trajectory revealed two main con-
formers, differing mostly in the ring puckering and on the distance between the OH
and the COO− attached to the ring, as shown in Figure 1-1. The two conformers are
shown Figure 1-2, and were called “loose” (a), where the OH and COO− are inde-
pendently solvated and corresponding to a high value for the angle in Figure 1-1, and
“tight” (b), H bond between OH and COO−, and corresponding to low angle value.

(a)

(b)

Figure 1-1. (a) Value of the dihedral angle, H(20)-C(6)-C(5)-H(21), plotted versus time for the duration
of the dynamics run. (b) Histogram of the dihedral angles found in part (a). Adapted from Ref. [18]
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Figure 1-2. The two dominant conformers of prephenate in solution. Conformer (a) has both the OH and
COO− groups solvated by the environment. Conformer (b) has a strong H-bond between the OH and the
COO− groups. Adapted from Ref. [18]

As can be seen from the histogram in Figure 1-1(b), the “loose” conformation is
preferred over the tight one, a result only possible with inclusion of solvent effects.
Ab-initio calculations of those conformers show that, without the inclusion of sol-
vent effects, the “tight” conformer is preferred by 7.4 kcal/mol, while the inclusion
of solvent effects (with polarizable continuum model, PCM) shifts the preference
towards the “loose” conformer, which becomes more stable than the “tight” one by
0.1 kcal/mol.

To identify the chromophore, the structures in the ground and first excited state
were first partially optimized at the CASSCF level. Comparison of the two structures
allowed the identification of the chromophore as the CO COO− moiety. To calcu-
late the electronic spectrum of prephenate in solution, 6 structures were then chosen
from each cluster in the MD trajectory, being 2 where the CO COO− dihedral
angle corresponds to the average value and four within one standard deviation from
the average (2 at each side). To guarantee better statistics, the pairs were chosen at
different time frames. The electronic spectrum for each of the 12 conformers was
then calculated at the CASSCF/CEP-31G level and averaged, and the intensities
were obtained by weighting the results according to the relative abundance of each
conformer during the classical runs.

Figure 1-3 shows a comparison of the calculated and experimental spectra. There
are two high-energy transitions predicted by theory, around 190 and 240 nm. The
first one is clearly visible in the experimental spectrum at the same wavelength, and
roughly the same broadening. The second one was predicted to have intensity of
0.01 relative to the first peak, and is probably masked by the broad 200 nm band.
Both are π → π∗ transitions localized in the C C bond in the ring and are likely
to be present in most molecules found in the aromatic acid pathways, which hinders



8 G.M. Seabra et al.

Figure 1-3. Comparison between experimental and theoretically derived spectra for prephenate anion in
solution. The vertical lines correspond to the theoretical spectrum for 12 conformers (3 lines for each)
with intensities computed as described in the main text. The experimental spectrum is presented as a dark
line (with the highest energy intensity also normalized to 1). The inset shows the near-UV absorption in
greater detail. Adapted from Ref. [18]

its applicability for specific detection of prephenate. However, the theory also pre-
dicts a transition around 330 nm unique to the CO COO− chromophore, which
is restricted to prephenate and phenyl pyruvate, in the reaction catalyzed by CM
(Figure 1-3, inset). The agreement between experiment and theory, including tran-
sition energies, overall shape and broadening and relative intensity of the band, is
excellent, and was made possible only by the inclusion of solvent effects.

Since CASSCF calculations are necessary to obtain accurate excitation energies
the examination of a large number of snapshots would be intractable. The MD/QM
methodology instead allows the use of a few, carefully chosen representative struc-
tures for which to carry quantum simulations.

1.3. THE EFFECTIVE FRAGMENT POTENTIAL

Another method that has been applied by our group to the study of enzymatic re-
actions is the Effective Fragment Potential (EFP) method [19]. The EFP method
(developed at Mark Gordon’s group at Iowa State University) allows the explicit
inclusion of environment effects in quantum chemical calculations. The solvent,
which may consist of discrete solvent molecules, protein fragments or other ma-
terial, is treated explicitly using a model potential that incorporates electrostatics,
polarization, and exchange repulsion effects. The solute, which can include some
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number of solvent molecules as well, is treated in a fully ab initio manner, using an
appropriate level of electronic structure theory.

The EFP method was used to optimize and simulate the electronic spectrum of
the prephenate anion inside the chorismate mutase active site [18]. The optimiza-
tion was done with prephenate treated at the RHF level and the first shell of protein
residues represented by EFPs, and starting from a crystal structure of CM obtained
from B. subtilis [41]. The optimized structure agrees well with the observed structure
in the active site, still resembling the structure in Figure 1-2a but slightly more com-
pacted towards the tight conformation, which can be expected given the substantial
shielding of the repulsions between the carbonyl and carboxylate bonds by the en-
zyme environment. Using EFP allows the explicit inclusion of the environment in the
CASSCF calculations for the spectrum. The prephenate bound to CM was predicted
to absorb in the near-UV around 340 nm.

EFPs were also used as the QM part of the MD/QM method described above
to study the reaction path of the CM-catalyzed rearrangement [20]. In this study,
the CM active site was divided in a “chemically active” and “spectator” regions.
The chemically active regions, composed of the substrate and the protein residues
directly involved in the chemistry of the reaction, were optimized at the RHF/
4-31G SBK level and energies recalculated with MP2 at the same geometry, while
the spectator region was represented by EFPs and kept rigid. The starting structures
for the quantum optimizations were obtained from the experimental X-ray structures,
and also from molecular dynamics, as in the MD/QM method described above. The
use of MD snapshots allowed the consideration of water molecules that do not appear
in the X-ray structure because their residence time is small compared to the time
scale of the experiment, but turned out to be important for the reaction. The number
of water molecules in the first solvation shell of the reactant chorismate inside the
CM active site was around 7–8 from the MD calculation.

We were the first group to point to an important effect of Glu-78 in the
mechanisms of CM.

1.4. QM/MM

The second approach described here for inclusion of environment effects is the use of
hybrid quantum mechanics/molecular mechanics methods (QM/MM). In a QM/MM
calculation [21, 22], the system is partitioned in two regions: A QM region, typically
consisting of a relatively small number of atoms relevant for the specific process
being studied, and a MM region with all the remaining atoms.

The total Hamiltonian (Ĥ ) for such a system is written as:

Ĥ = Ĥ QM + Ĥ M M + Ĥ QM/M M , (1-2)

where Ĥ QM and Ĥ M M are the Hamiltonians for the QM and MM parts of the sys-
tem, and are calculated using either the QM method chosen or the usual force field
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equations, respectively. The remaining term, Ĥ QM/M M , describes the interaction
between the QM and MM parts:

Ĥ QM/M M = Ĥ QM/M M
vdW + Ĥ QM/M M

elect + Ĥ QM/M M
bonds . (1-3)

The first term on the right hand side of Eq. (1-3) stands for the van der Waals
interaction between quantum and classical atoms

E QM/M M
vdW =

QM∑

α

M M∑

A

[
AαA

R12
αA

− BαA

R6
αA

]
(1-4)

and is calculated using the standard 12-6 Lennard-Jones equation and parameters
derived from the force field in use for both the QM and MM atoms. It has been shown
that the use of the MM parameters in this interaction does not introduce significant
errors in the calculation [42].

The second term on the right hand-side of Eq. (1-3) accounts for the electrostatic
interaction between classical and quantum zones, and will depend on the specifics of
the QM implementation.

The final term in Eq. (1-3) becomes necessary if there are covalent bonds across
the boundaries of the QM and MM subsystems. The treatment of such covalent bonds
across boundaries is still the topic of active research and will not be discussed here
[43–46]. The method of choice in the work reviewed here is the link atom approach,
originally introduced by Singh and Kollman [47], which has found widespread use
in QM/MM calculations with a number of variations being developed later including
those by Bersuker et al. [48] and Morokuma et al. [49]. From all the methods to treat
frontier covalent bonds, the link atom approach is the simplest to implement, and
has been shown to give satisfactory results if used carefully [50]. In this treatment,
a “link atom”, which is usually – but not necessarily – a hydrogen atom, is placed
along the bond between the QM and MM atoms at a suitable distance from the QM
atom (e.g. ∼1Å for H-link atom) to fill its valence, and which is treated as a regular
QM atom by the QM calculation. The forces exerted on the link atom, as well as
its charge, must later be scaled and redistributed between the QM and MM regions
according to some rules that depend on the specific implementation.

This QM/MM approach was used in the implementation of an interface between
the MM program Amber and the DFT QM program SIESTA (Spanish Initiative
for Electronic Simulation of Thousands of Atoms) [23, 51]. The SIESTA program
can use flexible basis sets consisting of linear combination of finite atomic orbitals
defined in a real space grid, has been optimized to yield order-N scaling for large
systems, and is extremely faster than conventional Gaussian- or plane-wave-based
schemes for medium sized molecules. The nuclei and inner electrons are represented
by norm-conserving pseudopotentials.

In this implementation, the QM and MM parts are combined according to the
Hamiltonian described by Eq. (1-2), where the Ĥ QM term is the Kohn-Sham
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Hamiltonian which, in a nonlocal pseudopotential approximation, can be written as

Ĥ QM = T +
∑

α

V nl
α +

∑

α

V na
α (r)+ δV H (r)+ V XC (r), (1-5)

where α is the QM atom index, T is the kinetic energy operator, V nl is the nonlocal
part of the pseudopotential, V na is a “neutral atom” potential that combines the local
part of the pseudopotential and an isolated atom contribution, δV H is the Hartree
potential associated with a small density fluctuation from a neutral atom reference
[δρ = ρ(r)− ρna(r)], and V XC is the exchange correlation potential.

The environment affects the charge density of the QM zone in a self-consistent
way by the addition of a point charge potential (V M M )to the Hartree potential as in:

δV H
QM−M M (r) = δV H (r)+

M M∑

i=1

V M M
i (r), (1-6)

V M M
i (r) =

⎧
⎪⎪⎨

⎪⎪⎩

qi

|ri − rα| , for |ri − rα| > Rc

qi

Rc
, for |ri − rα| ≤ Rc

(1-7)

Here, Rc is a cutoff distance which is made necessary to prevent the potential
to become too steep in certain points of the grid and generate instabilities in the
numerical integration, and is generally between 0.2 and 0.3Å.

This interface between Amber and SIESTA (developed by the Estrin Group in
Buenos Aires, Argentina) was used to investigate the conversion of chorismate to
prephenate (Scheme 1-1) [23, 26]. The reaction coordinate was taken as the combi-
nation of the distances describing the breaking and forming of bonds, ξ = d1−d2, as
depicted in Scheme 1-1. In the first study [23] the reaction path was investigated by
restrained energy minimization, where a quadratic restraint term given by

VR = 1

2
k(ξ − ξ0)

2 (1-8)

where k is an adjustable force constant and ξ0 is the value of the reaction coordinate
for a particular configuration is added to the potential energy. A value of 200 kcal/mol
Å−2 was used for k. To construct the path, an unrestricted QM/MM minimization
was performed for the reactant or product, to generate an initial configuration for the
reaction path, which is then mapped out by adding VR to the potential energy, with ξ
varying from −2.0 to 2.0 Å, and performing energy minimizations at each step. The
restraint energy can be subtracted to obtain the actual energy at each configuration.

This method was used to obtain potential energy profiles for the reaction in vac-
uum, in aqueous solution and in the enzyme environment [23]. For the enzymatic
reaction, two different choices of the quantum system were considered: one where
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Scheme 1-1. Transition state for the conversion of chorismate into prephenate. Also indicated are the
Glu78 and Arg90 residues from chorismate mutase

only the substrate was considered quantum and the other where both the substrate
and the charged side chains glu78 and arg90 where also included in the QM zone
(Scheme 1-1), allowing the study of possible charge transfer and polarization effects
in these neighbor charged residues. In all cases, the QM zone was treated with the
PBE functional [52, 53] and DZVP basis sets with a pseudoatomic orbital energy
of 30 meV and a grid cutoff of 150 Ry. For the classical region, the force field from
Wang et al. [54] and the TIP3P model for water [55] were used.

The profiles obtained are shown in Figure 1-4. The computed activation energy
in vacuum was 32.4 kcal/mol, compared to 13.8 kcal/mol in solution and 5.3 and
4.3 kcal/mol in enzyme, for the smaller and larger QM subsystems, respectively.
The experimental activation energies in water and in enzyme are 20.7 [56] and
12.7 kcal/mol [57]. Although the computed activation energies are higher than the
experimental ones, the catalytic effect of the enzyme, calculated as the difference
between the activation energies in solution and in the enzyme environment, estimated
as 7.5–8.5 kcal/mol from the calculations, is very similar to the experimental value of
8.0 kcal/mol. Analysis of the individual energy contributions revealed that the major
contribution to the enzymatic activity is the stabilization of the transition state due to
more favorable electrostatic interactions between the transition state and the enzyme
and a minor steric compression (hence destabilization) of the substrate, which are
not present in the aqueous environment [23].

One weakness of this treatment, however, is that it neglects entropic contributions.
Entropic contributions were considered in the free energy profiles (FEP) calculated
earlier using umbrella sampling [58] and Monte Carlo Free energy Perturbation
[59], both using a QM/MM scheme and the AM1 Hamiltonian for the QM part.
Our group used the same SIESTA DFT-based QM/MM method described above
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Figure 1-4. Energy profiles for the reaction of chorismate to prephenate. (a) Profile in vacuum for the
forward (squares) and reverse ( filled circles) reactions. (b) Profiles for forward reaction in water ( filled
circles), and in the enzyme with only the substrate in the QM zone (squares) and with substrate plus
chorismate mutase side chains glu78 and arg90 in the QM zone (diamonds)
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to calculate the free energy potential for the chorismate to prephenate reaction
in the enzyme environment using Multiple Steering Molecular Dynamics (MSMD
[60–62]) simulations [26]. In MSMD, a time-dependent external potential is added
to the time-independent Hamiltonian, H0(r). Choosing this perturbation as a har-
monic potential with force constant k, and whose center λ0 moves at a constant
velocity v along a chosen reaction path represented by λ(r), the final Hamiltonian
can be written as

H(r, λ) = H0(r)+ 1

2
k [λ(r)− λ0 − vt]2 . (1-9)

Assuming an infinite number of realizations of the process, equilibrium properties
can be obtained from the non-equilibrium dynamics by the Jarzynski equality,

e−βG(λ) =
〈
e−βW (λ)

〉
, (1-10)

where ΔG(λ) and W (λ) are the free energy change and external work performed
onto the system as it evolves along the reaction path, respectively, and the brackets
indicate an ensemble average. In practice, a finite number of independent simulations
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Figure 1-5. Free energy profile for the reaction from chorismate (RC ≈ 1.75) to prephenate (RC ≈
−1.75), obtained using MSMD and Jarzynski’s equality and pulling speeds of 2.0 Å/ps (red) and 1.0
Å/ps (green), and using umbrella sampling (blue)
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using a slow enough pulling speed is performed, starting from initial structures se-
lected from a previously equilibrated ensemble.

In the MSMD calculations of Ref. [26], 20 initial structures were obtained from
the final 2 ns of a pure MM molecular dynamics run of the system at the reaction
coordinate corresponding to the reactant. Each structure was then equilibrated for
0.5 ps at the QM/MM level and 300 K with a time step of 0.5 fs, where the substrate
was treated as QM and the rest of the system as MM. The reaction coordinate was
then changed from 1.8 Å (chorismate) to −1.8 Å (prephenate) using a force constant
of 200 kcal/(mol Å) and a constant pulling speed of 2.0 Å/ps for 15 of the structures,
and 1.0 Å/ps for the remaining 5. The same process was repeated for the reverse reac-
tion, for a total of 40 realizations of the process, and the results combined to build the
profiles shown in Figure 1-5. For comparison, Figure 1-5 also shows the results from
an umbrella sampling simulation with a total of 12 windows of 5 ps each, centered at
snapshots taken from the constrained energy minimizations described above (from
Ref. [23]). There’s virtually no difference between the profiles calculated using the
different methods. Although the ΔG‡ values obtained (∼8 kcal/mol) are lower than
the experimental value (∼15 kcal/mol) a negative entropic effect is calculated, in
agreement with the experiment (−9.1 eu).

1.5. SEMI-EMPIRICAL QM/MM IN AMBER

Starting with release 9.0, the Amber package also includes a new, redesigned native
support for semi-empirical QM/MM Hamiltonians in its MD module, SANDER.
Our group has been involved in the implementation of the Density Functional Tight
Binding (DFTB), method, an approximation of the Density Functional Theory (DFT)
based on a second order expansion of the DFT Hamiltonian [63] and its Self-
Consistent-Charge variation (SCC-DFTB [64, 65]) into Amber’s QM/MM [24]. The
SCC-DFTB method was recently shown to reproduce MP2/cc-pVTZ geometries
with accuracy similar to other semi-empirical methods such AM1 and PM3 [66].

We have recently used the Amber/SCC-DFTB method for investigating the mech-
anism of action of an enzyme from Tripanosoma cruzi, the causative agent of Cha-
gas’s Disease [67]. Expressed on the parasite’s surface, the enzyme trans-sialidase
(TcTS) transfers sialic acid (SA) from host glycoconjugates to T. cruzi’s surface
mucins [68–70], thus providing T. cruzi with the means to evade the host’s initial
immune response. Strong experimental evidence supports this enzyme’s value to the
parasite’s survival [71–75], and its absence in mammals makes it a promising target
to treat Chagas’ disease.

The suggested mechanism of TcTS is shown in Figure 1-6. A Tyr342/Glu230 pair
acts as a unique nucleophile in this mechanism. Tyr342 attacks the anomeric C atom
of the sialic acid (SA). Glu230 helps Tyr342 by accepting its phenolic proton. At the
same time the C O bond between the donor sugar and the SA weakens, resulting
in a conformational change for SA. The acid forms a planar structure around the
anomeric C, corresponding to the transition state geometry. Debate in the literature
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Figure 1-6. The proposed mechanism of action of the Tripanosoma cruzi’s enzyme trans-sialidase (TcTS)

concerns whether the mechanism involves an oxocarbenium ion collapsing into a
covalent intermediate or being stabilized via electrostatic interaction with Tyr342
[76, 77].

The coordinates involved are depicted in Scheme 1-2. Two-dimensional Poten-
tial Energy Surface (PES) scans of the r1/r2 and r3/r4 surfaces were performed
where the r values were restrained to values in a grid, and the geometry of the
remaining atoms optimized, were followed by 10 ns windows of umbrella sampling
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Scheme 1-2. Quantum zone used for QM.MM calculations of the reaction catalized by trans-sialidase.
The relevant coordinates are shown in red
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Figure 1-7. Free energy surface for the first step of the trans-sialidase mechanism as obtained from
QM/MM calculations with SCC-DFTB

calculation starting from each of the minimized structures. The Free Energy Surface
(FES) obtained by the Weighted Histogram Analysis Method (WHAM) [78–80]
from the umbrella calculations for the r3/r4 scan is shown in Figure 1-7. The re-
sults support the 2-step mechanism, where the first step is a proton transfer from
Asp59 to the oxygen connecting the sialic acid to the sugar chain, followed by
the breaking of the glycosidic bond to form a planar carbocation (Figure 1-7),
and the second step is the carbocation attack by the nucleophile pair formed by
Tyr342/Glu230.

1.6. CONCLUSIONS

This chapter reviewed some of our group’s contributions to the development and
application of QM/MM methods specifically as applied to enzymatic reactions, in-
cluding the use of sequential MD/QM methods, the use of effective fragment po-
tentials for reaction mechanisms, the development of the new QM/MM interface in
Amber, as well as the implementation and optimization of the SCC-DFTB method
in the Amber program. This last implementation allows the application of advanced
MD and sampling techniques available in Amber to QM/MM problems, as exempli-
fied by the potential and free energy surface surfaces for the reaction catalyzed by
the Tripanosoma cruzi enzyme trans-sialidase shown here.
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CHAPTER 2

THE ONIOM METHOD AND ITS APPLICATIONS
TO ENZYMATIC REACTIONS

MARCUS LUNDBERG AND KEIJI MOROKUMA
Fukui Institute for Fundamental Chemistry, Kyoto University, Takano Nishihiraki-cho 34-4,
Kyoto 606-8103, Japan, email: morokuma@euch4e.chem.emory.edu

Abstract: ONIOM is a flexible hybrid scheme that can combine the most suitable computational
methods for a given system without previous parameterization. The reason for its flexi-
bility is that all calculations are performed on complete molecular systems, and the total
energy is obtained from an extrapolation scheme. Most commonly used is the combination
of a quantum mechanics and a molecular mechanics method (ONIOM QM:MM), and we
describe applications of this method to several enzymatic systems, e.g., glutathione per-
oxidase and methylmalonyl-CoA mutase. The role of the protein is highlighted by com-
paring models with and without explicit inclusion of the protein matrix. We also outline
future directions for the application of ONIOM to enzymes. One of the major deficiencies
of QM/MM models in general, including ONIOM QM:MM, is the poor description of
electrostatic interactions between the QM and the MM region. An attractive alternative to
QM:MM is to take advantage of the multi-layer capability of ONIOM and design three-
layer QM:QM’:MM models. In this scheme QM’ is a relatively fast molecular orbital
method that can describe charge transfer and mutual polarization between the reactive
region and the protein surroundings

Keywords: ONIOM, QM/MM protein environmental effects, Bacteriorhodopsin, Methane,
Monooxygenase, Isopenicillin N synthase, Glutathione peroxidase, Methylmalonyl-CoA
mutase, PLP-dependent b-lyase

2.1. INTRODUCTION

Despite advent of theoretical methods and techniques and faster computers, no single
theoretical method seems to be capable of reliable computational studies of reactiv-
ities of biocatalysts. Ab initio quantum mechanical (QM) methods may be accurate
but are still too expensive to apply to large systems like biocatalysts. Semi-empirical
quantum methods are not as accurate but are faster, but may not be fast enough for
long time simulation of large molecular systems. Molecular mechanics (MM) force
field methods are not usually capable of dealing with bond-breaking and formation
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pertinent with biocatalysis. Therefore hybrid methods combining different levels of
theoretical methods for different parts of large molecular systems have to play a role.

We have been involved in developing the ONIOM method, a versatile hybrid
scheme allowing multiple theoretical methods to be combined in multiple layers.
It allows combining more than one quantum mechanical (QM) methods as well as
an MM method. We have implemented the ONIOM method into a popular electronic
structure package Gaussian. We have been applying the ONIOM method to a variety
of problems, including thermochemistry, homogenous catalysis, solution chemistry
and carbon nanotube chemistry.

In the present article, we will at first briefly overview the ONIOM methodol-
ogy, with an illustration of a benchmark test of a three-layer ONIOM(QM:QM:MM)
method, which we consider a method of future. Then we will review our recent
studies of biocatalysis in which we used the ONIOM(QM:MM) method to examine
the effects of protein environments on the mechanisms of enzymatic reactions, with
an emphasis on metalloenzymes.

2.2. OVERVIEW OF THE ONIOM METHOD

2.2.1. ONIOM Method

ONIOM is a multi-layered hybrid method based on an extrapolation assumption,
combining different levels of methods for different parts of a system [1–10]. Taking
two-layer ONIOM as an example, the ONIOM(high level:low level) energy, EONIOM

real ,

is an approximation to the energy at the high level for the real system, Ehigh
real , referred

to as the target, and is given by:

EONIOM
real = Ehigh

model + Elow
real − Elow

model (2-1)

where high and low refer to the high and low level theoretical methods, respectively,
while model and real refer to the model and real systems, respectively. The model
system is a part cut from the real system. The model system is mended by link atoms
to satisfy the valencies if covalent bonds are cut. With the term “energy”, we typically
refer to a relative energy, such as the binding energy or the barrier height.

The accuracy of the ONIOM method is defined as the error of ONIOM relative to
the target calculation:

ErrONIOM
real = EONIOM

real − Ehigh
real (2-2)

ErrONIOM
real depends critically on the partitioning of the model system and the re-

liability of the low-level method used in ONIOM. The accuracy of any ONIOM
combination can be tested using the S-values, which are defined as:
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Slow
real-model = Elow

real − Elow
model

Shigh
real-model = Ehigh

real − Ehigh
model

(2-3)

With these definitions of the S-values, the ONIOM energy can be written as:

EONIOM
real = Ehigh

model + Slow
real-model (2-4)

Therefore:

ErrONIOM
real = Shigh

real-model − Slow
real-model

= Shigh-low
real-model

(2-5)

Thus, the error of the ONIOM approximation is zero if Shigh
real-model = Slow

real-model,
namely, if the S value (the energy difference between the real and the model) at the
low level is equal to the S value at the high level. This represents a situation where
the effect of the surroundings on the reactive region is equal in the two methods, a
condition that can be satisfied even if the two methods give different energies for
the reaction itself. The S-value is therefore a useful tool in the calibration of hybrid
methods.

ONIOM can combine two MO levels like ONIOM(QM:QM), which is a unique
feature that is not available to QM/MM methods. However, the most popular combi-
nation is ONIOM(QM:MM), combining QM with MM. This is essentially equivalent
to generic QM/MM. However, there are some subtle cancellation or double-counting
differences for the case where a covalent bond is cut. For this, we refer to a detailed
discussion published elsewhere [8]. QM:MM or QM/MM applications have typically
been used without appropriate accuracy or S-value tests, as the benchmark full QM
calculation for the real system is often impossible. In Section 2.2.2, we will examine
one such test in detail.

It is very crucial to make an appropriate cut of the QM region in a QM:MM or
QM/MM approach. In general, the larger the QM region, the more reliable the re-
sults, although the cost increases substantially. Our detailed examination also showed
that the potential surface can be discontinuous when there is bond breaking and
forming in the QM region closer than three bonds away from the MM region [8].

There are two ways of handling the interaction between the QM region and MM
region; one way is to calculate electrostatic QM–MM interaction with the MM
method (sometimes called mechanical embedding, or ME) and the other is to in-
clude the QM–MM interaction in the QM Hamiltonian (called electronic embedding
or EE). The major difference is that in the ME scheme the QM wave function is
the same in the gas phase and the electrostatic interaction is included classically,
while in the EE scheme the QM wave function is polarized by the MM charges. The
EE scheme is substantially more expensive than ME scheme, as the SCF iteration
needs to be performed until self-consistency is achieved for QM electron distribu-
tion. Although the polarization effects are called important, as we will show later,
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for structure and reactivities of metalloenzymes, we ourselves have not found a case
where ME and EE make decisive differences, at least in cases where the QM model
is appropriately selected.

To the authors’ opinion, (quite arbitrary) charge scaling at the border of the QM
and MM region is the most unpleasant feature of the QM/MM or QM:MM scheme.
The MM charges in the vicinity of QM region gives excessive electrostatic interac-
tion between QM and MM region. In the Amber MM force field, the electrostatic
interaction between the atom pairs separated by one and two bonds (first and second
neighbor atoms) is scaled to zero, that between the atom pairs separated by three
bonds (third neighbor atoms) is scaled by 1/1.2 and the others are unscaled. This
scaling is often used for ME calculations. Similar scaling is used for the QM–MM in-
teraction Hamiltonian in EE calculations to avoid excessive electrostatic interaction
and polarization, but for non-bonded interactions the full MM charge is still used.
For a given computational cost, it can therefore be beneficial to use a larger QM
region in ONIOM-ME, and thereby move the MM charges away from the reactive
region, than to use an ONIOM-EE system where the MM charges are very close to
the reactive region.

The 3-layer combination, ONIOM(QM:QM:MM), shown in Figure 2-1, is also
a unique combination not available in the generic QM/MM approach and we
recommend this method strongly, as the border between QM and MM regions is
pretty far away form the “active” part of the system and the effects of scaling is

Figure 2-1. Representation of the three-layer ONIOM method (Reprinted with permission from
Morokuma et al. [11]. Copyright © 2006 American Chemical Society.)
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minimal; in addition, the middle layer QM method, even if a semi-empirical method
is used, is fully polarizable. Because of lack of appropriate low-level QM methods,
especially for transition metals, this method has not yet been tested or used very ex-
tensively. In a QM:MM calculation the bonded terms of the model system in general
cancel out in the ONIOM extrapolation scheme (Eq. 2-1) since they appear in both
Elow

real and Elow
model. The results therefore are not very sensitive to the quality of the MM

parameters, and ONIOM QM:MM can therefore be applied to any type of system.
The situation is different when a semi-empirical QM method is used as mid or low
layer. In a molecular orbital description, the effect of the surroundings depends on
the orbital description of the reactive region. An accurate environmental effect thus
requires that these orbitals are at least qualitatively correct, also for the low-level
method.

In the next section, we show an example of test calculations of the three-layer
ONIOM method.

2.2.2. Benchmark Test of Three-Layered ONIOM Method

To illustrate the potential of the three-layer ONIOM method, we show results
from a systematic comparison of three- and two-layer ONIOM methods with full
QM benchmark calculations [11]. The system studied is a zwitterionic peptide,
NH3

+ CHnBu CO NH CH2 CO NH CHnBu COO−, and the parti-
tion scheme illustrated in Figure 2-2 is used. In this partition, both model and mid

Figure 2-2. The three-layer partition (B3LYP:AM1:Amber) used in the recent test (Adapted from
Morokuma et al. [11]. Reprinted with permission. Copyright © 2006 American Chemical Society.)
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systems have a charge of +1 while the real system is neutral. Three theoretical levels
adopted are high-level quantum HQ: B3LYP/6-31G∗, low-level quantum LQ: AM1
and MM: Amber 96. In Table 2-1 and 2-2, the combination HQ:HQ:HQ is nothing
but the full HQ calculation and serves as the target calculation which ONIOM combi-
nations are trying to approximate. Table 2-1 gives the root-mean-square (RMS) devi-
ations of all the bond distances, bond angles and dihedral angles of the model system
(excluding link hydrogens) and the real system, respectively, from those of the tar-
get calculation, One notices that both the pure Amber MM method, MM:MM:MM,
and the pure semiempirical AM1 method, LQ:LQ:LQ, give very large deviations
in optimized geometries of the entire peptide as well as those of the model sys-
tem; among the two, Amber seems to do a little better than AM1. Among various
ONIOM combinations, HQ:HQ:MM (equivalent to 2-layer HQ:MM with a large
QM region) gives the smallest error. All the ONIOM combinations using HQ in
the model system give rather small deviations in the model part of the geometry,
which is expected but not necessarily automatic. An interesting finding is that this
is true even for the geometry of the entire peptide, the real system; namely, the

Table 2-1. RMS errors of ONIOM optimized geometries (relative to the target calculation HQ:HQ:HQ)
of the NH+

3 — CnBuH — CO — NH — CH2 — CO — NH — CHnBu — COO− system (Reprinted with

permission from Morokuma et al. [11]. Copyright © 2006 American Chemical Society.)

Atoms in the model system only All atoms in the real system

ONIOM
combinationa

Estimated
Costb

9 Bond
lengths (Å)

13 Bond
angles
(deg)

10
Dihedral
angles
(deg)

47 Bond
lengths (Å)

87 Bond
angles
(deg)

98
Dihedral
angles
(deg)

HQ:HQ:HQ 10000 – – – – – –
HQ:HQ:LQ 200 0.009 1.34 9.04 0.014 1.27 6.32
HQ:HQ:MM 100 0.017 1.20 2.87 0.010 1.24 5.38
HQ:HQ:MM (EE) 500 0.017 1.19 2.85 0.010 1.24 5.38
HQ:LQ:LQ 110 0.012 1.62 14.27 0.022 1.70 8.04
HQ:LQ:MM 21 0.019 1.51 4.62 0.018 1.62 6.10
HQ:MM:MM 10 0.018 1.54 2.28 0.013 1.55 6.49
HQ:MM:MM(EE) 50 0.015 1.38 2.97 0.012 1.69 8.05
LQ:LQ:LQ 100 0.035 3.74 28.40 0.025 2.29 15.10
LQ:LQ:MM 11 0.033 3.77 23.87 0.022 2.22 11.62
LQ:MM:MM 2 0.032 3.87 17.41 0.018 2.20 9.33
MM:MM:MM 1 0.031 3.87 27.85 0.017 2.06 12.10

aHQ=B3LYP/6-31G∗, LQ=AM1, MM=Amber. For the combinations involving the MM method,
B3LYP/6-31G∗ RESP charges are adopted in the Amber calculation, and mechanical embedding (ME) is
used unless specified as electronic embedding (EE).
bVery rough estimate of relative cost for a very large system, based on assumed cost: MM=(10−3,
10−2, 1), LQ=(1, 10, 102), HQ=(10, 102, 104) for (model,mid,real) systems for ME, respectively. For
EE the time for HQ and LQ calculation was multiplied by a factor of 5 to reflect the charge-iteration
process.
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correct geometry of the model system seems to dictate the errors in the rest of the
system.

It is noted that when the MM is adopted already in the middle system (with small
HQ region), i.e. in HQ:MM:MM, the electronic embedding (EE) gives a substantially
better geometry than the mechanical embedding (MM), in particular in the geometry
of the model system. However, when the MM is used only in the real system (with
large HQ region), i.e. HQ:HQ:MM, the differences between EE and ME are negli-
gible, because, as suggested early, the problematic boundary between QM ad MM
layers is now on the outside peripheral of the middle system and is located far away
from the model system, and the polarization of the QM layer due to the MM charges
becomes less important.

Energies required to deprotonate the NH3+ COO zwitterion to
NH2 COO are shown in Table 2-2. This benchmark is extremely sensitive to
electrostatic effects, because it includes a change in the total charge of the system,
and not necessarily representative of enzymatic reactions. The deprotonation energy
of 322.09 kcal/mol at the pure B3LYP/6-31G∗ level is the target result which
ONIOM approximations are trying to reproduce. At first we pay attention to the
combinations without MM. The most expensive HQ:HQ:LQ combination, the
2-layer HQ:LQ method with large HQ region, as expected gives the smallest error
of only −4.4 kcal/mol, or only 1.3% underestimation of the deprotonation energy.
If one can afford a large HQ region (HQ:HQ) as well as LQ for the entire system,
obviously this is an excellent approximation. The next level of approximation,
HQ:LQ:LQ gives a little larger error of −6.9 kcal/mol, with smaller cost. The
LQ:LQ:LQ or pure semiempirical AM1 calculation is not worth considering as this
method is unable to describe the deprotonation reaction even qualitatively, with an
absolute error of over 80 kcal/mol. These combinations are all quantum calculations
and are likely to remain to be too expensive (See rough estimated cost in Table 2-1)
in the near future as tools for exploring potential energy surfaces of reactions of
most very large (>thousands of atoms) biological systems.

In most real biomolecular calculations, one will have to use MM as the low-
est level method for at least a part of the very large system. Of the methods that
use MM, HQ:HQ:MM with the RESP charges in the mechanical embedding (ME)
has an error in deprotonation energy of −40 kcal/mol, followed by HQ:LQ:MM of
−43 kcal/mol and then HQ:MM:MM of −47 kcal/mol. The HQ:HQ:MM contains
a large HQ region and is expensive. The three-layered HQ:LQ:MM method, which
is inexpensive because the mid layer is calculated by the inexpensive LQ method,
lost only 2.3 kcal/mol over the more expensive HQ:HQ:MM. Compared to the tar-
get calculation, the major error appears when the negatively charged carboxylate is
moved from a QM to an MM region. This division is not representative for a normal
QM:MM or QM/MM application.

HQ:MM:MM, the ONIOM(QM:MM) with small QM region, with ME gives an
error larger by 7 kcal/mol than QM:QM:MM with large QM region. The electronic
embedding in QM:MM:MM reduces the error by 9 kcal/mol from the correspond-
ing ME but is expensive because it has to iterate QM calculations to converge the
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polarized charges. Thus one can conclude clearly for this example that HQ:LQ:MM
is an excellent approximation to the impractical HQ:HQ:MM method and is the
method of choice which improves over QM:MM:MM or the standard QM/MM with
very little additional cost of semi-empirical calculation for the middle system. Again
the combinations that use AM1 for highest level, LQ:LQ:MM and LQ:MM:MM, are
in error over 120 kcal/mol and are not worth considering.

One notes that the results of QM:MM:MM depend sensitively on the choice
of the charges used in the Amber calculation. The use of the Mulliken charges,
for instance, in QM:MM:MM increases the error from −47 kcal/mol with RESP
charges to −86 kcal/mol. This implies that the results will also depend sensitively
on how to arbitrarily “scale” the near-border charges for the QM–MM interac-
tion, because the problematic QM–MM boundary is very close to the reaction
center.

The performance of different methods can be evaluated more systematically by
examining the S-values for the deprotonation energy. Looking at the S-value be-
tween the middle and model systems, S(med/mid-model) in Table 2-2, one sees that
the target S value is 3.8–4.4 kcal/mol for the HQ level, derived from HQ:HQ:HQ,
HQ:HQ:LQ and HQ:HQ:MM calculations. The S-value for LQ is in the range of
2.0–2.3 kcal/mol from a variety of combinations involving LQ for the middle and
model system. This implies that the LQ in this middle system introduce an error of
2–4 kcal/mol in the deprotonation energy, suggestion that AM1 in the middle sys-
tem is a good choice of the method. The S-value for MM is −2.8 to −1.3 kcal/mol
with the RESP charges and −36 to −38 kcal/mol with the Mulliken charges. MM
with RESP is not bad at least in this region, but is very sensitive to the choice of
charges.

Now we switch our attention to the S-value between the real and middle systems,
S (low/real-mid). The target S-value for the deprotonation energy is 77.6 kcal/mol for
the HQ level. The S-value for LQ is in the range of 69–78 kcal/mol from HQ:HQ:LQ
to LQ:LQ:LQ. LQ is not bad for the real system but is too costly. The S-value for
MM is 38–42 kcal mol/mol. Here we find a large source of error in deprotonation
energy by using the Amber method for the real system.1 The present results clearly
show that MM, even used as the low level method in the outermost region of a large
system, can introduce a substantial error in the energetics.

To summarize, we have systematically tested all possible three- and two-layer
ONIOM combinations of high-level QM (HQ=B3LYP/6-31G∗), low-level QM
(LQ=AM1), and MM (Amber) for the deprotonation energy and structure of a test
molecule, an ionic form of a peptide. We find the errors introduced in the ONIOM
approximation, in comparison with the target HQ (or HQ:HQ:HQ) calculation, gen-
erally increases in the order:

1 There is no well-defined way of calculating deprotonation energy with Amber. However, this does not
matter as it totally cancels out in ONIOM by taking the difference between the real and model system.
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HQ:HQ:HQ (target) < HQ:HQ:LQ < HQ:LQ:LQ < HQ:HQ:MM
< HQ:LQ:MM << HQ:MM:MM << LQ:LQ:LQ < LQ:LQ:MM < LQ:MM:MM

For realistic systems, the HQ calculation for the middle system and the LQ calcu-
lation for the real system can be expensive; we have no choice but using MM in the
real system. The AM1 as the highest level (semiempirical QM/MM) has too large an
error to be useful, while also a QM–MM boundary close to the region of the action,
in ONIOM(QM:MM:MM), produces large errors.

Although its capability has not been fully exploited, we recommend the three-
layer ONIOM(HQ:LQ:MM) method as the best trade-off between accuracy and
computational cost. It treats the inner-most active center (small model) with a high
level quantum mechanical (HQ) method. The active center plus nearby environment
(middle system) is handled with a low level quantum mechanical (LQ) method,
which provides a proper quantum mechanical description of the exchange as well
as charge–charge interaction, can polarize the wave function of the active center, and
allows charge-transfer between the active center and the environment. The real sys-
tem is handled with a molecular mechanics (MM) method. The problematic bound-
ary between the MM layer and the QM layer is sufficiently distant from the active
center where the bond breaking and forming takes place, and the intrinsically ar-
bitrary choice of charge assignment and scaling does not affect the outcome of the
calculations.

2.3. APPLICATIONS TO ENZYMATIC REACTIONS

2.3.1. Active-Site and Protein Models

The understanding of the catalytic function of enzymes is a prime objective in
biomolecular science. In the last decade, significant developments in computational
approaches have made quantum chemistry a powerful tool for the study of enzymatic
mechanisms. In all applications of quantum chemistry to proteins, a key concept
is the active site, i.e. a local region where the chemical reactivity takes place. The
concept of the active site makes it possible to scale down large enzymatic systems to
models small enough to be handled by accurate quantum chemistry methods.

The following two theoretical approaches have been widely employed in the in-
vestigation of enzyme-catalyzed reactions: (1) the “active-site QM-only” approach,
and (2) the hybrid Quantum Mechanics/Molecular Mechanics (QM/MM) approach.
In the “active-site QM-only” approach, the enzyme’s active site is modeled using
from tens to hundred atoms, and treated with high-level ab-initio, DFT or semi-
empirical methods. The neglected electronic effects of the surrounding protein can
be approximately incorporated using a homogenous dielectric medium. These mod-
els, in the present contribution called “active-site” or “active-site QM-only” models
have been particularly useful for metal-containing enzymes because the electronic
and geometric structure of their active sites are dominated by the metal and its first
coordination sphere [12–18].
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However, the active site is only a conceptual tool and the assignment of the active-
site atoms is more or less arbitrary. It is not possible to know beforehand which
residues and protein interactions that will turn out to be important for the studied
reaction. Hybrid QM/MM methods have been used to extend the “active site only”
models by incorporating larger parts of the protein matrix in studies of enzymatic
reactions [19–22]. The problem to select active-site residues appears both for active-
site and QM/MM models, but in the latter, explicit effects of the surrounding protein
(i.e. atoms outside the active-site selection) can at least be approximately evaluated.
As this and several other contributions in this volume show, this is in many cases
highly desirable.

The present chapter reviews applications in biocatalysis of the ONIOM method.
The focus is on studies performed in our research group, in most cases using the two-
layer ONIOM(QM:MM) approach as implemented in Gaussian [23]. The studied
systems include: methane monooxygenase (MMO), ribonucleotide reductase (RNR)
[24, 25], isopenicillin N synthase (IPNS) [26], mammalian Glutathione peroxidase
(GPx) [27, 28], B12-dependent methylmalonyl-CoA mutase [29] and PLP-dependent
β-lyase [30]. These systems will be described in more detail in the following sections.
ONIOM applications to enzymatic systems performed by other research groups will
be only briefly described.

In the ONIOM(QM:MM) scheme as described in Section 2.2, the protein is
divided into two subsystems. The QM region (or “model system”) contains the
active-site selection and is treated by quantum mechanics (here most commonly the
density functional B3LYP [31–34]). The MM region (referred to as the “real sys-
tem”) is treated with an empirical force field (here most commonly Amber 96 [35]).
The real system contains the surrounding protein (or selected parts of it) and some
solvent molecules. To analyze the effects of the protein on the catalytic reactions, we
have in general compared the results from ONIOM QM:MM models with “active-
site QM-only” calculations. Such comparisons make it possible to isolate catalytic
effects originating from e.g. the metal center itself from effects of the surrounding
protein matrix.

Studying the full protein system in the same way as an “active-site QM-only”
model introduces a variety of challenges. Since the conformational space of the
protein is very extensive, care must be taken so that changes in protein structure
are directly coupled to the reaction coordinate, and not to arbitrary conformational
changes during the optimization. A conservative solution is to use similar structures
for reactant and product, but even this is technically very difficult to achieve and
often requires repeated iterations between reactant and product. Improved ONIOM
optimization algorithms [9, 36] decrease the number of bad steps during the geome-
try optimization and improve the possibility of staying in the same local MM minima
during a reaction step.

However, in some cases the reaction coordinate actually extends from the ini-
tial active-site selection into the protein, and the “same-configuration” solution
is not adequate. One example appears in the study of Methylmalonyl-CoA mu-
tase described below. Another drawback of a static optimization scheme is that it
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neglects possible protein effects on free energies. To include these effects would
require extensive configurational sampling, which has not been accomplished with
the presently described DFT QM:MM potentials.

When comparing different computational approaches to enzyme systems, several
different factors have to be considered, e.g., differences in high-level (QM) method,
QM/MM implementation, optimization method, model selection etc. This makes it
very difficult to compare different QM/MM calculations on the same system. Even
comparisons with an active-site model are not straightforward. It can be argued that
adding a larger part of the system into calculaton always should make the calculation
more accurate. At the same time, introducing more variables to the calculation also
increases the risk of artificial effects.

Computational methods are normally evaluated by benchmarks where relative
energies are a dominating factor. This is not possible for applications to enzymatic
systems because relatively little energetic data is available. Experimental studies can
provide information about possible intermediates and reaction paths, but not about
relative energies. Spin states of metal centers in proteins are in many cases avail-
able from spectroscopic data, but again with little information on relative energies.
Instead, the main information comes indirectly from turnover rates (which can be
converted to reaction barriers using transition state theory). The problem is that an
accurate determination of a transition state in a protein system is still extremely dif-
ficult. With so many variables, cancellation of errors may lead to reasonable barriers
even if the true origin of the catalytic effect is not correctly described.

In contrast to energetics, there exists a large amount of structural data, either
from X-ray crystallography or NMR. For metal centers, accurate interatomic dis-
tances and local structures are also available from EXAFS. Computationally, ge-
ometries are also considerably easier to determine than transition state barriers and
relatively independent of the choice of QM method (within reasonable choices).
These facts make comparisons between experimental and optimized geometries
rather straightforward and reasonable criteria. In a majority of our studies, we there-
fore start by analyzing how the QM:MM description affects the geometries of the
active site.

In the end, what is unique about computational methods is their ability to describe
transition states and intermediates. This is why the calculation of reaction mech-
anisms has achieved such a prominent position in quantum biochemistry. We will
therefore spend a considerable amount of time to describe when improved active-site
geometries can be expected to give important beneficial effects on reaction energies.
In addition, we will try to describe how the non-bonded interactions between active
site and surrounding protein affect relative energies.

The next section contains the most relevant findings from ONIOM applications
to enzymatic systems performed in our group. This is followed by a discussion of
the important protein effects and how this information can be used to improve the
modeling of enzymatic reactions.

Whether the protein effect is considered important depends heavily on the type of
process that is being studied. If the target is to understand the color-tuning effects of
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different proteins involved in vision, a 5-kcal/mol protein effect constitutes more or
less the entire problem. However, for transition metal enzymes the limited accuracy
of the computational method does not allow for an accurate determination of barrier
heights and relative energies. Instead the target is usually to discriminate between
alternative reaction mechanisms. In mechanistic studies, an effect of 5 kcal/mol when
going from an active-site to a QM:MM model may not change the proposed mecha-
nism and must therefore be considered comparably less important.

2.3.2. Enzymatic Systems Studied with ONIOM

2.3.2.1. Bacteriorhodopsin

The protonated Schiff base of retinal (PSBR, see Figure 2-3) is the chromophore
in a large number of light-sensitive proteins. Well-known examples are rhodopsin,
which can be found in the human retina and bacteriorhodopsin, which is a light-
driven proton pump in the photosynthetic system of some archae bacteria. These
biological systems present interesting model challenges because the excited state
of the chromophore requires advanced methods (e.g. CASSCF or CASPT2), at the
same time as the color-tuning effect of the large surrounding protein must be taken
into account. This modeling complexity makes PSBR an ideal target for multi-scale
methods like ONIOM.

In our first ONIOM study, we showed the advantages of combining two molec-
ular orbital (MO) methods in calculations of the chromophore itself. Compared
to a full CASSCF treatment of a scaled chromophore (PSBN in Figure 2-3), a
two-layer ONIOM (CASSCF:CIS) calculation where only parts of the conjugated
system (PSBN8 in Figure 2-3) is included in the model system, reproduces the

Figure 2-3. Protonated Schiff-base of retinal (PSBR) and computational models used in ONIOM QM:QM
calculations (left). Electrostatic effects of the surrounding protein on excitation energies in bacteri-
orhodopsin evaluated using TD-B3LYP:Amber (right). (Adapted from Vreven and Morokuma [37]
(Copyright © American Institute of Physics) and Vreven et al. [38]. Reprinted with permission.)
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excitation energy of the S0 → S1 transition at one tenth of the computational cost
[37]. The ONIOM partition gives reasonable results even though the excitation in the
conjugated π system in part extends beyond the model into the real system. Other
alternatives for the low-level calculation are TD-HF or TD-B3LYP.

In a second study, the environmental effect of the protein was taken into account in
a (TD-B3LYP:Amber) calculation [38]. In this investigation, the whole chromophore
was treated by QM while the surrounding protein was treated by MM. Compared to
gas phase, large effects on the excitation energy (∼6 kcal/mol) could be observed
inside the protein. The largest effect came from changes in chromophore geometry,
but the electrostatic effects of the protein are also important. For a given geometry,
the surrounding amino acids cause a blue-shift of the emission energy, as seen in
Figure 2-3. The discrepancy between the experimental and the calculated emission
energy (8 kcal/mol) can partly be attributed by the lack of proper polarization of the
QM:MM interface. In ONIOM, this polarization effect can be included with the use
of a three-layer calculation, one attractive alternative being CASSCF:CIS:Amber.

2.3.2.2. Non-heme Di-Iron Enzymes: Methane Monooxygenase
and Ribonucleotide Reductase

Metalloenzymes with non-heme di-iron centers in which the two irons are bridged by
an oxide (or a hydroxide) and carboxylate ligands (glutamate or aspartate) constitute
an important class of enzymes. Two of these enzymes, methane monooxygenase
(MMO) and ribonucleotide reductase (RNR) have very similar di-iron active sites,
located in the subunits MMOH and R2 respectively. Despite their structural similar-
ity, these metal centers catalyze very different chemical reactions. We have studied
the enzymatic mechanisms of these enzymes to understand what determines their
catalytic activity [24, 25, 39–41].

Methane monooxygenase is a classic monooxygenase in which two reducing
equivalents from NAD(P)H are utilized to split the O O bond of O2. Later, one
oxygen atom is reduced to water while the second oxygen atom is incorporated into
the substrate to yield methanol [42–45].

Ribonucleotide reductase is responsible for the conversion of the four biological
ribonucleotides (RNA) into their corresponding deoxy forms (DNA). Although RNR
is not an oxygenase during its primary catalyzed reaction (the conversion of ribonu-
cleotides), it activates oxygen to generate a stable tyrosyl radical that is essential to
the overall mechanism [46–49]. The common link between the chemistry of MMO
and RNR is the activation of O2 by the di-iron active site.

The resting states of the of the two enzymes are the oxidized forms MMOHox
and R2met while the reduced forms MMOHred and R2red show the highest activity
towards oxygen. X-ray structures of all these states are available [50–52]. The pur-
pose of our initial ONIOM study [24] was to understand how the protein affected
the geometry of the dinuclear iron sites in MMO and RNR. We therefore optimized
the structures of these enzymes using: (1) an active-site model (B3LYP/lanl2dz),
(2) ONIOM2 (two-layer B3LYP:Amber) and (3) ONIOM3 (three-layer B3LYP:
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Figure 2-4. Comparison of optimized and X-ray structures for the active site of RNR. The X-ray structure
of R2met is superimposed on the optimized structures from “active-site QM-only” (left) and ONIOM2
(middle) models. The plot shows the quality of the optimizations evaluated as the root-mean-square de-
viations (in Å) compared to the X-ray structures of RNR and MMO (right). (Adapted from Torrent et al.
[24]. Reprinted with permission. Copyright © 2002 Wiley Periodicals, Inc.)

HF/STO-3G: Amber – for R2met only). In all models the QM part consists of the
two Fe centers and the first shell ligands of four formates, two imidazoles, and a few
oxo, hydroxo, and/or aquo groups (see Figure 2-4).

When one superposes the B3LYP-optimized “active-site QM-only” structures on
the experimental structures, as shown in Figure 2-4 for R2met, there are noticeable
differences in the geometry of the active site. In particular, the imidazole rings (rep-
resenting histidine ligands) rotate away from their experimental positions. The dif-
ference between the QM-only optimized structure and the X-ray structure has been
quantized as the root-mean-square (RMS) and maximum deviations. The results are
0.62 Å and 1.01 Å respectively. The ONIOM2 (B3LYP:Amber) model contains the
active site in a QM description and a large part of the four α-helical fragments that
surround the active site in an MM description. The most notable difference compared
to the to the “active-site QM-only” result is that the new ONIOM2 optimized struc-
tures agree much closer with experiment. The RMS deviation is reduced from 0.62 to
0.34 Å when the surrounding protein is added (corresponding value for MMOHox is
from 1.02 to 0.51 Å). Figure 2-4 shows this very clearly; now all the active-site atoms
are in closer vicinity of their experimental position. The local structure of the active
site of these metalloenzymes is thus in part controlled by the protein environment.

We also performed optimization for R2met using the three-layer ONIOM3
(B3LYP: HF/STO-3G: Amber). In addition to the atoms shown in Figure 2-4, an ad-
ditional 45 side-chain and backbone atoms were treated at the Hartree-Fock/STO-3G
level. The resultant RMS and maximum deviations are 0.23 and 0.36 Å, respectively,
compared to 0.34 and 0.52 Å for QM:MM. This indicates that the electronic effects
of the protein residues, evaluated only classically in the QM:MM (B3LYP:Amber)
treatment, can be further improved with the use of the ONIOM3 QM:QM:MM
method.

As briefly mentioned above, the reduced form of MMO reacts with oxygen to
initiate substrate oxygenation. To further analyze the protein effects on this reaction,
the dioxygen-binding step was treated with two-layer ONIOM (B3LYP:Amber) [25].
The overall setup was similar to the one used for evaluating active-site geometries.
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In these ONIOM calculations we optimized positions of all atoms of amino acids
that had at least one atom within 7 Å from either iron center.

As expected from the results above, including the protein has significant ef-
fects on the geometry of the O2-bound state. Looking at individual bond distances,
one important effect is that the distance between the iron (Fe2+) ions shortens
upon including the protein, from 3.88 Å in the active-site model to 3.46 Å in the
protein. In the crystal structures of MMOHred, the Fe Fe distance ranges from
3.26 Å to 3.31 Å for different protomers. Thus, the Fe Fe distance calculated by
ONIOM is in better agreement with experimental findings compared to active-site
model calculations. Possibly more important for O2 binding is that the Fe O2 and
O O distances change significantly. In the active-site model the Fe O2 distance
is very long, 3.22 Å, while in the protein environment it is much shorter, 2.16 Å (see
Figure 2-5). Further, the O O distance in dioxygen increases from 1.26 Å to 1.34 Å
upon insertion of the QM model into the protein environment, indicating a higher
degree of O O activation in the protein.

These geometrical observations are supported by the population analysis. Without
the protein the dioxygen remains essentially un-activated, with a net charge close to
zero and with spin corresponding to a pure triplet state. In the protein, the spin densi-
ties drop to 0.63–0.69 e while the charge becomes −0.4 e. These changes indicate a
partial electron transfer from the iron cluster, an important step in O2 activation. The
protein effect can be partly explained by the change in hydrogen-bond environment
between active-site and ONIOM model. In the protein, the dioxygen molecule ac-
cepts hydrogen bonds from two water ligands (O(7)H· · · O(14) and O(8)H· · · O(13))
and these hydrogen bonds facilitate the negative charge transfer to the dioxygen
molecule. In the active-site model (left in Figure 2-5), the ligands are oriented differ-
ently and these important hydrogen bonds never form. These results suggest that at
the early stages of the methane monooxygenase catalytic cycle the protein effectively

Figure 2-5. Geometries of the O2-bound state optimized using the active-site model (left) and an ONIOM
model (right). Note the large differences in geometry of the two calculations, especially the hydrogen
bonds donated to O2 in the ONIOM model (marked in grey) (Adapted from Hoffman et al. [25]. Reprinted
with permission. Copyright © 2004 Wiley Periodicals, Inc.)



The ONIOM Method and Its Applications 37

facilitates the activation of the dioxygen molecule, and thus, plays an important role
in the catalytic reaction.

2.3.2.3. Isopenicillin N Synthase

Oxygen activation is a central theme in biochemistry and is performed by a wide
range of different iron and copper enzymes. In addition to our studies of the dinuclear
non-heme iron enzymes MMO and RNR, we also studied oxygen activation in the
mononuclear non-heme iron enzyme isopenicillin N synthase (IPNS). This enzyme
uses O2 to transform its substrate ACV to the penicillin precursor isopenicillin N
[53], a key step in the synthesis of the important β-lactam antibiotics penicillins and
cephalosporins [54, 55].

As in MMO and other oxygen-activated enzymes, binding of O2 to the metal cen-
ter is a critical step. Active-site model calculations of mononuclear non-heme iron
enzymes using the B3LYP functional usually estimate O2 binding to be endoergic by
10 kcal/mol or more [56]. However, such a large endoergicity does not seem consis-
tent with the observed reactivity. In other studies, extensions of the QM treatment by
including the protein in a QM/MM model gave significant effects on the non-heme
Fe O2 interactions [57, 58] one example being O2 binding in MMO described
above [25]. We therefore modeled the O2 binding step using active-site and ONIOM
(B3LYP:Amber) models and compared calculated geometries and binding energies
[26]. The binding energy is obtained by comparing the O2-bound state (product) with
enzyme and O2 as two separate systems (reactant).

The active-site model (and the ONIOM “model” system) includes Fe, one as-
partate and two histidine ligands, a water ligand and selected parts of the substrate
(see Figure 2-6). The 2-histidine-1-carboxylate ligand theme is shared by several
other non-heme iron enzymes [59]. For the protein system, we used two different

Figure 2-6. Real and model system used in ONIOM calculations of the reaction mechanism in
isopenicillin N synthase
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X-ray structures, one representing a state prior to O2 binding (five-coordinate Fe)
and another X-ray structure with NO bound as an analogue for O2 (six-coordinate
Fe) [60]. In both cases the “real” system consists of the full protein.

The most important result of the B3LYP active-site calculations is that even in the
most stable state, O2 remains unbound by 10.7 kcal/mol, mainly due to large entropy
effects. Including the protein environment from the X-ray structure where iron is
six-coordinated stabilizes dioxygen binding by 8–10 kcal/mol. In methane monooxy-
genase, there were large differences in the geometry of the O2-bound state, with a
significantly shorter Fe O2 bond in the ONIOM model. However, in IPNS no such
change in geometry occurs. When the protein environment is added to the active-site
model, the Fe O2 distance changes by ≤0.02 Å and the O O distance changes by
≤0.01 Å. The electronic structure also looks very similar. Instead, the change in bind-
ing energy apparently comes from a different description of the reactant structure
(where O2 is not yet bound). As in MMO, the histidine ligands are prone to rotate
away from their original positions when using “active-site QM-only” models. For
the coordinatively unsaturated iron center, these artificial geometry changes become
much more pronounced especially for His270 (and the substrate) (see Figure 2-7).
The larger structural relaxation in the five-coordinate structure leads to an artificial
stabilization of the reactant and an underestimation of the binding energy. This ex-
aggerated flexibility of the active-site model appears even though the link atom hosts
have their Cartesian coordinates frozen to their relative positions in the X-ray struc-
ture. In the ONIOM calculations both states are geometrically well described and
the error is corrected. For O2 binding in IPNS, the geometric effect on the binding
energy is up to 6 kcal/mol, depending on binding mode of dioxygen.

To check whether including the protein simply stabilized the state most similar to
the X-ray structure (i.e. if the static optimization approach was too rigid), we per-
formed identical O2 binding calculations using an X-ray structure representing the
five-coordinate reactant state [60]. The results for the binding energy turned out to be
almost identical (within 1 kcal/mol). It seems that independent of starting structure,

Figure 2-7. Origins of the increased O2 binding energy in IPNS when the protein is included in an
ONIOM model. (A) A comparison of the optimized geometries from an active-site model (silver) and
an ONIOM protein model (dark grey), show that the artificial structural relaxation of the active-site model
is more pronounced for the reactant state than for the product state. (B) Contributions to O2 binding from
the surrounding protein, evaluated only at the MM level (Adapted from Lundberg and Morokuma [26].
Reprinted with permission. Copyright © 2007 American Chemical Society.)
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the protein environment provides the same stabilization of O2. This suggests that for
reactions with limited changes in the geometry of the active site, the static optimiza-
tion approach method is flexible enough.

Further stabilization of the O2-bound state is provided by interactions with the
surrounding protein, effects evaluated at the MM level. These effects are between 4.5
and 5.0 kcal/mol and the largest contributions come from van der Waals interactions
(see Figure 2-7). This is similar to the findings for O2-binding in hemerythrin, where
van der Waals interactions favored O2 binding by as much as 6 kcal/mol [57]. Since
O2 does not have any interactions with the protein in the reactant, any interactions in
the product state directly affects the binding energy. The active-site models neglect
these long-range interactions and therefore underestimate the binding energy.

We are also studying the full substrate reaction using the same active-site and
ONIOM models as described above. We started by modeling the reaction mecha-
nism without protein and later followed the same reaction path with the surrounding
protein included. In short, the reaction mechanism proposed from the active-site
model is valid also when the protein has been added. Transition state barriers do
not change significantly (except for the initial step that includes O2 binding), but
relative energies of some intermediates change significantly. One important effect
of the protein is a better description of the hydrogen bond network (as in MMO).
Another effect comes from strong non-bonded interactions between the protein and
a water molecule that is released during the catalytic reaction. These effects will be
discussed in more detail in Section 2.3.3.

2.3.2.4. Glutathione Peroxidase

Glutathione peroxidases (GPx) constitute a family of selenoproteins, which demon-
strates a strong anti-oxidant activity and protect cells against oxidative damage [61].
These enzymes use glutathione to reduce reactive oxygen species like hydrogen per-
oxide and organic peroxides. One of the peculiar features of the enzyme active site is
the occurrence of a selenocysteine residue. Biochemical [61], kinetic [62] and crys-
tallographic [63] studies indicate that this residue directly participates in the catalytic
process.

Although experimental studies provide significant amounts of information regard-
ing the structure and the catalytic activity of these enzymes, several issues concern-
ing the structure (presence of water in the active site) and the catalytic mechanism
remained unresolved. Based on the complete X-ray structure of human plasma GPx
(2.9 Å resolution) [64], we performed active-site and ONIOM QM:MM calculations
of structure and reaction mechanism [27, 28, 65].

The X-ray structure shows that enzyme is a tetramer, with two asymmetric units
containing two dimer. Each dimer has two selenocysteine residues. From this struc-
ture we extracted a full monomer (see Figure 2-8) to use as our “real” system in the
ONIOM calculations. The active-site selection includes the selenocysteine residue
because it is suggested to play a critical role in the catalytic cycle. Furthermore, the
residues Tyr48, Gly50, Leu51, Gln83, and Trp157 that form a part of the cage around
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Figure 2-8. (A) X-ray structure of GPx dimer, (B) monomer used as the “real” system in ONIOM calcu-
lations, and (C) structure of the active site including two water molecules (Adapted from Prabhakar et al.
[27]. Reprinted with permission. Copyright © 2004 American Chemical Society.)

the selenocysteine residue are also included in the active-site selection. The initially
constructed system consisted of 3113 atoms with 86 atoms in the QM region. As
discussed below, this system was later extended by adding two water molecules to
the active site (see Figure 2-8).

Comparisons between optimized and X-ray structures were once again made by
calculating root-mean-square (RMS) deviations. When comparing all heavy atoms in
the protein, the total RMS deviation is approximately 1.7 Å, irrespective of method
for the model system or the ONIOM implementation (mechanical, ONIOM-ME, or
electronic embedding, ONIOM-EE). The largest deviations occur for residues in the
vicinity of the second monomer. Therefore, adding the second monomer to the model
should improve the calculated geometries.

More critical for the modeling of the reaction mechanism is how the geometry of
the active site is reproduced. The most obvious differences between active-site and
ONIOM models is that with the protein environment included, Gln83 and Trp157
largely retain their positions from the X-ray structure. The effect of the protein en-
vironment on the structure of the active site is also reflected in the RMS deviations
between the optimized and the X-ray structures, which are 1.48 Å and 0.97 Å for
the “active site only” and ONIOM(B3LYP/6-31G(d):Amber)-ME calculations, re-
spectively. Using the cheaper ONIOM(HF/STO-3G:Amber)-ME method, the RMS
deviation of the active-site atoms increases significantly (to 1.22 Å). Slightly surpris-
ing, the treatment of the QM–MM interactions using electronic embedding scheme,
ONIOM(B3LYP/6-31G(d):Amber)-EE, also gives a larger RMS deviation (1.17 Å).

One reason for the relatively large RMS deviations, compared to the active sites
of MMO and RNR, is that the active-site residues are not coordinated to the selenium
(see Figure 2-8). The lack of a structural anchor leads to a relatively unstable active-
site geometry. An alternative formulation is that the presence of a metal center with
strong ligand interactions is one reason the active-site model works comparatively
well for many metal enzymes.
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Another important reason for the significant deviation between calculated and
X-ray structures can be the low resolution (2.9 Å) of the X-ray structure. It is well
known that X-ray structures may miss disordered water molecules inside the en-
zyme. The X-ray structure of the bovine erythrocyte GPx has a significantly higher
resolution (2.0 Å) and that structure contains two water molecules in the active site
[63]. Unfortunately that X-ray structure is not complete. In order to test for the pres-
ence of water molecules at the active site of the mammalian GPx, calculations were
performed with two additional water molecules at the active site. This reduced the
RMS deviation to from 0.97 to 0.79Å for ONIOM(B3LYP/6-31G(d):Amber)-ME
and suggests the presence of water molecules also in the active site of mammalian
GPx. In our investigation of the reaction mechanism, these water molecules turns out
to be critical.

The next step of the investigation was to model the mechanism of hydrogen perox-
ide reduction by two molecules of glutathione (H2O2+ 2GSH → GS-SG + 2H2O).
Initially, we used an active-site model to invest different reaction pathways [65]. We
then added the surrounding protein in an ONIOM calculation to analyze the effects of
the protein, not only on the structure but, more importantly, also on relative energies
[28]. The total catalytic reaction in GPx can be divided into three elementary reac-
tions. The first reaction of the catalytic process, (E SeH) + H2O2 → (E SeOH)
+ H2O, proceeds via a stepwise pathway with an overall barrier of 17.1 kcal/mol.
This is in good agreement with the experimental barrier of 14.9 kcal/mol [66]. During
the reaction, the Gln83 residue plays a key role as a proton acceptor, which is con-
sistent with experiments [63]. The second elementary reaction, (E SeOH) + GSH
→ (E Se SG) + H2O, proceeds with a barrier of 17.9 kcal/mol. The third, and
last, reaction, (E Se SG) + GSH → (E SeH) + GS SG, is initiated by the
coordination of the second glutathione molecule. The calculations suggest that the
amide backbone of the Gly50 residue directly participates in this reaction. The two
water molecules are absolutely vital because they act as proton shuttles between the
second glutathione molecule and the selenocysteine residue. This reaction proceeds
with the barrier of 21.5 kcal/mol, and is suggested to be a rate-determining step of
the entire GPx catalyzed reaction (See Figure 2-9).

To understand the effect of the protein on this modeled reaction mechanism, we
selected the first reaction step, H2O2 reduction by a glutathione molecule for further
investigations using the ONIOM (QM:MM) method [28]. The computational setup
was similar to the structural study, but the effects of the additional water molecules
were added from the active-site model. It is assumed that the reaction coordinate
is the same as in the active-site study and no additional reaction pathways were
investigated. An important point of the present ONIOM study is the full optimization
of QM:MM transition states using the novel ONIOM algorithms [9].

The initial step of the reaction is coordination of the hydrogen peroxide. In the
presence of the surrounding protein, Trp157 forms hydrogen bonds with H2O2,
whereas in the “active-site QM-only” model Trp157 is hydrogen bonded to Gln83.
Upon binding, H2O2 forms strong hydrogen bonds with Cso49 (selenocysteine),
Gln83 and Gly50 residues. The binding energy is 9.2 kcal/mol. The corresponding
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Figure 2-9. Reaction scheme for the complete catalytic cycle in glutathione peroxidase (left). Numbers
represent calculated reaction barriers using the active-site model. The detailed potential energy diagram
for the first elementary reaction, (E-SeH) + H2O2 → (E-SeOH) + H2O, calculated using both the active-
site (dashed line) and ONIOM model (grey line) is shown to the right (Adapted from Prabhakar et al.
[28, 65]. Reprinted with permission. Copyright © 2005, 2006 American Chemical Society.)

binding energy in the active-site model is 6.3 kcal/mol (see Figure 2-9). In the next
stage of the reaction the selenenic acid (E-Se-OH) is formed. The “active-site QM-
only” study suggest that this reaction proceeds by a two-step mechanism: first for-
mation of a selenolate anion (E Se−), and then O O bond cleavage. Formation
of the selenolate anion (E Se−) occurs via proton transfer from the Se through an
oxygen atom of hydrogen peroxide to the neighboring Gln83. The computed barrier
for the creation of the selenolate anion is 16.4 kcal/mol (12.8 kcal/mol in the active-
site model). When comparing the transition state geometries, no major geometrical
changes can be observed. In the protein, the Gln83H+ O1 and the Se O1H bond
distances (see Figure 2-10 for labels) are longer by 0.05 and 0.03 Å respectively.

In the second step of this reaction the O O bond of H2O2 is cleaved. During
this process, one hydroxyl fragment (O1H) is transferred to the selenolate anion
(R Se−) to form selenenic acid (R SeO1H), while simultaneously the second

Figure 2-10. Fully optimized ONIOM QM:MM transition states for the enzymatic reaction in glutathione
peroxidase. Labels (TS-II-III and TS-III-IV) correspond to labels in the potential energy diagram in
Fig. 3-7. Numbers show important bond distances in Å. (Adapted from Prabhakar et al. [28]. Reprinted
with permission. Copyright © 2006 American Chemical Society.)
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hydroxyl fragment (O2H) accepts the previously transferred proton from Gln83
to form a water molecule. The calculated barrier for this process is 6.0 kcal/mol
(7.6 kcal/mol in the active-site model). Since this step follows the 12.0 kcal/mol en-
dothermic selenolate anion formation step (see Figure 2-9), the overall barrier for
the formation of selenenic acid (E Se OH) becomes 18.0 kcal/mol (17.3 in the
active-site model). This is in reasonable agreement with the experimentally measured
barrier of 14.9 kcal/mol.

For the present reaction, the presence of surrounding protein only marginally af-
fects the barrier (it increases by 0.7 kcal/mol). A possible reason for the small protein
effects could be that in the present model, the active site is not deeply buried inside
the enzyme; instead it is located on the interface of two monomers. Still, addition of
the protein environment had effects on the active-site geometry. The reason this does
not affect the total barrier height is that when comparing transition state and reactant,
the protein effect appears to be relatively constant.

2.3.2.5. Methylmalonyl-CoA Mutase

Methylmalonyl-CoA mutase (MCM) catalyzes a radical-based transformation of
methylmalonyl-CoA (MCA) to succinyl-CoA. The cofactor adenosylcobalamin
(AdoCbl) serves as a radical reservoir that generates the 5′-deoxyadenosine radical
(dAdo•) via homolysis of the Co C5′ bond [67]. The mechanisms by which the
enzyme stabilizes the homolysis products and achieve an observed ∼1012-fold rate
acceleration are yet not fully understood. Co C bond homolysis is directly kineti-
cally coupled to the proceeding hydrogen atom transfer step and the products of the
bond homolysis step have therefore not been experimentally characterized.

Theoretical studies that has investigated the homolysis step in different enzymatic
systems [68–70] reveal that small models comprising only the corrin ring and two
ligands are insufficient and that inclusion of more amino acids are essential to stabi-
lize the radical intermediates. Recently, a QM/MM study of the initial phase of the
glutamate mutase-catalyzed reaction found a large electrostatic stabilization by the
surrounding protein [70]. In our study of MCM we employed the ONIOM QM:MM
approach to reveal the role of the protein in the rupture of the Co C5’ bond [29].

Four models of the MCM enzyme were used in the present study, one “active-site
QM-only” model and three different ONIOM QM:MM models. The first ONIOM
model “3req” represents the unreactive, open conformation of MCM (PDB ID:
3REQ) [71]. It does not contain the substrate molecule and the cobalt-carbon bond
is intact. The “4req” model is based on an X-ray structure of the closed and reactive
conformation of the enzyme (PDB ID: 4REQ) [71]. Results obtained with the 4req
and 3req models should give deeper insight into the effect of the conformational
changes that occur during substrate binding. The final ONIOM model, “4req-mca”,
is based on 4req but with the substrate removed from the active site. In both 4req
models, the cobalt-carbon bond is broken in the X-ray structure. Comparisons of the
4req and 4req-mca models should highlight the role of the substrate in the homolysis
step.
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The ONIOM protein system contains the substrate, methylmalonyl-CoA, bound
to the active site, the cofactor (AdoCbl) and all amino acids within a 15-Å radius
from the cobalt atom. The active-site selection contains a truncated AdoCbl and
the imidazole ring of its lower ligand. The QM part was calculated using the BP86
functional [31, 72] because it gives better agreement with experimental Co C bond
energies [73, 74]. This a different choice of functional compared to the other studies
in the present review.

Initially relaxed potential energy scans along the cobalt-carbon bond were car-
ried out. The “active-site QM-only” model (squares in Figure 2-11) shows a smooth
energy increase that reaches about 26 kcal/mol at a Co C5′ distance of ∼3.2 Å,
Similar results are obtained for the unreactive conformation of the enzyme (3req
model, triangles in Figure 2-11). For the closed form of the protein (4req-mca) a
stabilization of the forming radical pair can be observed (circles in Figure 2-11).
This is in agreement with earlier observations [68, 70]. These results indicate that the
conformational switch following substrate binding lowers the barrier for homolysis
by >10 kcal/mol.

The most interesting model is of course the 4req model with the substrate, which
corresponds to the reactive state of the enzyme. Upon reaching a maximum on the
potential energy surface, the 4req model shows a dramatic drop in energy, indicating
discontinuity in the energy profile. This change in energy is paralleled by dramatic
changes in the conformational features of the dAdo moiety (see Figure 2-12). This
indicates that the cobalt-carbon bond alone becomes inadequate as the sole reaction
coordinate in the region of greatest interest.

Figure 2-11. ONIOM protein model (left) with QM atoms shown as spheres and MM atoms as sticks
(substrate MCA atoms are shown as tubes). The graph to the right shows potential energy profiles obtained
by relaxed scans along the Co — C5′ bond in MCM for different computational models (see text for
details) (Adapted from Kwiecien et al. [29]. Reprinted with permission. Copyright © 2006 American
Chemical Society.)
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Figure 2-12. (A) Overlay of the initially optimized 4req structure (white) with the TS structure (dark
grey). The displayed atoms include the QM part and fragments of the MCA substrate (treated by MM).
(B) Energy profile and stationary points for homolysis of the Co−C5′ bond in MCM calculated using the
4req model (Adapted from Kwiecien et al. [29]. Reprinted with permission. Copyright © 2006 American
Chemical Society.)

The search for the true transition state was started from the points on the 4req
potential energy surface that encompass the maximum energy point and the disconti-
nuity point. We succeeded in finding a transition state for the homolysis step with one
imaginary frequency that corresponds to Co C5′ bond breaking. It is worth noting
that this is the first time the convergence of the transition state of AdoCbl homolysis
has been achieved despite numerous previous attempts. The intrinsic reaction coordi-
nate (IRC) calculations ascertained that the product (labeled P in Figure 2-12) is the
homolysis radical pair. On the reactant side on the IRC path we reached a stationary
point, which we refer to as the intermediate (I), which differs from the initial structure
(S) in the dAdo conformation. In the intermediate (I) the conformational change has
caused slight Co C5′ bond elongation, which is connected to a destabilization of
the AdoCbl. The subsequent homolysis from (I) is characterized by a very small
energy barrier of ∼3 kcal/mol and is exothermic by ∼7.5 kcal/mol as illustrated in
the energy profile in Figure 2-12. Thus overall, the homolysis step has a barrier of
∼10 kcal/mol and is endothermic by ∼2.5 kcal/mol. In the case of MCM, inclusion
of the protein environment around the active site is critical for calculating the energy
profile of cobalt-carbon bond homolysis.

2.3.2.6. PLP-Dependent β-Lyase

The final detailed example concerns the NifS CsdB protein. This enzyme belongs
to a pyridoxal 5′–phosphate (PLP)-dependent family of enzymes [75, 77]. These
enzymes react with L-cysteine and L-selenocysteine to generate L-alanine and
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respective elemental forms of S or Se [76]. They are also suggested to participate in
the formation of Fe-S clusters and play an important role in nitrogen fixation [77, 78].
The X-ray structure of the NifS CsdB protein from E. coli has been determined at
2.0 Å resolution [79] and we performed ONIOM QM:MM calculations to study the
structure of the active site [30].

The dimeric structure of the NifS CsdB protein includes two distinct PLP-
containing active sites per dimer, but the two active sites are spatially separated and
apparently autonomous. We therefore used only the monomer and surrounding water
molecules in the calculations. The entire model consists of 7992 atoms with 84 atoms
from the active-site selected as the “model” part and treated quantum mechanically.

The full optimization of the “active-site QM-only” model gives extremely large
RMS deviation (6.27 Å and 4.13 Å at the AM1 and B3LYP/6-31G(d) level respec-
tively). Keeping the backbones of some amino acids “frozen” in their positions in the
X-ray structure provides much improved RMS deviations of 2.45 Å and 1.95 Å for
AM1 and B3LYP/6-31G(d) respectively. This clearly shows that keeping the back-
bones of key amino acids frozen retain some steric effects of the surrounding protein.
However, the comparison of these results with the RMS deviations of 1.83 Å and
1.49 Å, from the optimization of the entire monomer at the ONIOM(AM1:Amber)
and ONIOM(B3LYP/6-31G(d):Amber) levels once again demonstrates the impor-
tance of the protein surrounding on the structure of the enzyme active site.

2.3.2.7. Other ONIOM Studies

In addition to the studies studied by use and presented above, we will briefly present
some examples from other research groups. Due to the flexibility of the ONIOM
scheme, it can be used to address many different types of problems in biocatalysis.
This is by no means an extensive listing, but it illustrates main types of ONIOM
applications to date.

As shown by the calculations of bacteriorhodopsin (Section 2.3.2.1), ONIOM
is an excellent tool for excited-state reactions in biology. The important rhodopsin
system has been studied both by TD-B3LYP:Amber [80] and CASSCF:Amber [81].
Another example of the combination of CASSCF with Amber for the surrounding
protein can be found for the yellow protein [82].

A common way to benefit from the ability to combine different molecular or-
bital methods in ONIOM is to combine a DFT or ab-initio description of the
reactive region with a semi-empirical treatment of the immediate protein envi-
ronment, including up to 1000 atoms. Due to the requirement for reliable semi-
empirical parameters, as discussed in Section 2.2.1, this approach has primarily been
used for non-metal or Zn-enzymes. Examples include human stromelysin-1 [83],
carboxypeptidase [84], ribonucleotide reductase (substrate reaction) [85], farnesyl
transferase [86] and cytosine deaminase [87]. Combining two ab-initio methods of
different accuracy is not common in biocatalysis applications, and one example from
is an ONIOM (MP2:HF) study of catechol O-methyltransferase [88].
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Some of the above mentioned studies also use two-layer ONIOM QM:MM ap-
proaches to include the full protein in an MM description. Other examples of
QM:MM calculations of metal enzymes include heme oxygenase [89], nitrate re-
ductase [90] and peptide deformylase [91]. Finally, we note that the ONIOM
(HF:Amber) potential energy surface has been directly used in a molecular dynamics
study (ONIOM/MD) of cytidine deaminase [92].

2.3.3. Important Effects of the Protein Environment – Insights from
Applications

2.3.3.1. QM:MM Models Improves Calculated Structures

In all the studied systems addition of the surrounding protein in an ONIOM model
clearly improves the calculated active-site geometries. This is clearly illustrated in
Figure 2-13, which shows the root-mean-square deviation between calculated and
experimental structures for four of the studied enzymes.

There seems to be two major reasons for this improvement in calculated geome-
tries; improved hydrogen-bond networks and a better description of metal coordina-
tion. Apart from these two effects, we did not find any major changes in active-site
geometry that could be attributed to the surrounding protein.

Selection of an active-site model almost always leads to truncations of the
hydrogen-bond network. Upon optimization of the active-site structure, this may
lead to the formation of artificial hydrogen bonds that disrupt the structure. Freezing
selected coordinates in the active-site model can prevent some of these hydrogen
bonds to form. Another remedy could be to include more residues around the metal
center, but larger QM models are much more expensive and there will probably
still be truncated hydrogen bonds, although further away from the reaction center.

Figure 2-13. RMS deviations between X-ray structure and optimized geometries for active-site and
ONIOM (B3LYP:Amber) models
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Instead, including the protein environment in a QM:MM description gives a correct
and stable hydrogen-bond pattern at a low computational cost.

The second major reason QM:MM models provide better geometries is that
“active-site QM-only” models are too flexible and allows exaggerated rotations of
metal ligands, especially histidines. The best illustrations of this phenomenon are
given in Figure 2-4 (methane monooxygenase) and Figure 2-7 (isopenicillin N syn-
thase). The rotation of the histidine ligands might be due to the lack of hydrogen-
bonding partners to Nδ-H (assuming Nε ligates to the metal).

However, in many systems even the QM:MM models show large deviations from
the experimental active-site geometry (see Figure 2-13). In some cases this is due
to an incomplete protein model (e.g. including one monomer of a dimeric protein
as in glutathione peroxidase). Another reason can be remaining errors in the X-ray
structures (i.e. the two missing water molecules in glutathione peroxidase). However,
from a computational perspective it is interesting that use of an additional (QM)
buffer layer between QM and MM atoms, as in the three-layer (B3LYP:HF:Amber)
calculations of ribonucleotide reductase, further improves the calculated geometries.
This suggests the usefulness in the three-layer ONIOM method to improve the inter-
actions between the active site and the surrounding atoms.

2.3.3.2. Correlations Between Structures and Energies

In many cases the most interesting results of a computational study are the relative
energies of transition states and intermediates because they determine the reaction
mechanism. In this section we will try to outline when improved active-site geome-
tries can be expected to have important effects on relative energies.

After a correct description of the electronic state, the most important factor is
probably a correct description of the hydrogen bonds. In the present paragraph we
provide two illustrations of when the protein’s effect on the hydrogen-bond network
are important for the enzymatic reaction. The first example is a rather obvious for-
mation of an artificial hydrogen bond in isopenicillin N synthase. The iron-bound
dioxygen species (discussed above) abstracts a hydrogen atom from the substrate and
forms an iron-bound peroxide. In the active-site model, this peroxide is stabilized by
a hydrogen bond to the carboxylate group (see Figure 2-14) and this interaction is
formed even though the coordinates of the carbon atom of the carboxylate are kept
frozen. When the protein is included, the carboxylate instead stays hydrogen bonded
to other residues and do not interact with the peroxide. The effect on the relative
energy of the peroxide intermediate is 5 kcal/mol.

The second illustration related to hydrogen bonds is less obvious, but appeared for
the O2 binding step in methane monooxygenase (Section 2.3.2.2). In the active-site
model, the dioxygen molecule does not receive any hydrogen bonds (see Figure 2-5).
In the protein model, the hydrogen-bond network is different and two water ligands
are able to donate hydrogen bonds to the dioxygen. These hydrogen bonds helps to
polarize O2 and are thus at least partly responsible for the difference in electronic
structure between the two models. However, looking only at the active-site model,
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Figure 2-14. Illustration of the different hydrogen bonding patterns for an iron-bound peroxide in IPNS
using an active-site model (left) and an ONIOM QM:MM model (right)

there are no specific interactions that can be assigned as “artificial”, and it is therefore
not obvious that the hydrogen-bond network should be incorrectly described.

A rotation of a metal ligand out of its X-ray position does not seem to affect
the electronic structure. For many reactions the energetic effect of the exaggerated
movements in active-site models is small, because the associated relaxation energy
remains constant during the reaction. However, in reactions where the local coordi-
nation environment change, like a transition from a five to a six-coordinate structure,
the energetic effect can be significant. In isopenicillin N synthase the rotation of
one of the histidine ligands (and the substrate) lead to an artificial stabilization of
the coordinatively unsaturated reactant structure by up to 6 kcal/mol. Adding larger
parts of the protein restricts these movements and should improve the modeling of
all reactions all reactions that describe changes in metal coordination, e.g. substrate
binding, product release, and ligand exchange reactions.

2.3.3.3. Energetic Effects of Non-bonded Interactions Between Protein
and Active Site

Including the protein in a QM/MM description makes it possible to evaluate the
effects of non-bonded interactions between active site and surrounding protein. As
mentioned above, in the ONIOM implementation electrostatic effects of the protein
environment can either be evaluated classically (mechanical embedding, ONIOM-
ME) or semi-classically by including the surrounding charges into the QM Hamil-
tonian (electronic embedding, ONIOM-EE). In the present investigations, the most
common choice has been to use the computationally cheaper ONIOM-ME method.
This makes it possible to use a larger QM part, and thus better evaluate local elec-
tronic effects, possibly at the expense of a less accurate evaluation of the long-range
electrostatic effects.
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Long-range electrostatic effects are sometimes proposed to be important for en-
zymatic activity. We have therefore compared results for mechanical and electronic
embedding in some of the present projects. For O2 binding in isopenicillin N syn-
thase, the changes when applying ONIOM-EE instead of ONIOM-ME are relatively
small. Key distances (i.e. Fe O and O O distances) change by up to 0.03 Å, spin
and charge populations change by up to 0.1 e, while the binding energy changes by
only 0.4 0.5 kcal/mol. For methane monooxygenase, the O2 binding energy was
not calculated, but changes in electronic structure (i.e. spin and charge populations)
are similar to what was observed for IPNS. The major geometric effect in MMO
concerns the Fe Fe bond distance that goes from 3.46 Å in ONIOM-ME to 3.53
in ONIOM-EE. Compared to the results from X-ray (3.26–3.31 Å) electronic em-
bedding actually performs worse, although both implementations show significant
deviations. This may indicate remaining shortcomings in either model or experiment
that prevent a fair comparison. Still, both ONIOM calculations perform significantly
better than the active-site model (Fe Fe distance of 3.88 Å). A comparison of the
RMS deviations compared to X-ray geometries in the active site of glutathione per-
oxidase also gives larger deviations for ONIOM-EE (1.17 Å) compared to ONIOM-
ME (0.97 Å). In other systems, we have not noted any major change in geometries
between the two different ONIOM implementations.

When looking at the reaction mechanisms of glutathione peroxidase and isopeni-
cillin N synthase, we did not find any reaction step where the transition state is
significantly stabilized by long-range electrostatic interactions (i.e. electrostatic in-
teractions outside the active-site model). However, it is should be added that most
transition states have been calculated using ONIOM-ME.

Still, there are instances where we see large non-bonded environmental effects
on relative energies. A clear example is provided by the potential energy profile for
glutathione peroxidase (Figure 2-9). The formation of a water molecule from hydro-
gen peroxide is 13 kcal/mol more exothermic in the protein model compared to the
active-site model. Similar results are obtained for water formation in isopenicillin N
synthase. When a polar molecule is released from the active site and moves to the
periphery of the QM part, it forms strong interactions (hydrogen bonds) with residues
only included in the QM:MM description. Since these interactions are neglected in an
“active-site QM-only” model, this leads to large protein effects on relative energies.
In these steps we also find large differences between ONIOM-ME and ONIOM-EE.
However, when studying reaction mechanisms, these effects are usually not very im-
portant because the reactions tend to be highly exothermal (as in GPx). The relative
energy of the intermediate does therefore not affect the barrier of the next step.

Finally we point out that binding processes (as O2 binding in isopenicillin N syn-
thase) are generally much more affected by non-bonded interactions than other types
of reactions. The reason is that when a new molecule is added to the model, all
interactions with the surrounding protein affect the binding energy. For O2 binding
in IPNS the total effect of the non-bonded interactions were 4–5 kcal/mol (mainly
van der Waals interactions, see Figure 2-7). During the following reaction these non-
bonded interactions do not change significantly and thus have a very limited effect
on the calculated transition state barriers.
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2.3.3.4. More Complete Reaction Coordinates in Larger Models

In the present investigations, there was one enzymatic system (methylmalonyl-CoA
mutase) where the extension of the active-site model in an ONIOM QM:MM descrip-
tion significantly decreased the reaction barrier. Homolytic cleavage of the Co C
bond is stabilized by a rotation of the ribose ring in the dAdo cofactor, but this sta-
bilization could only be observed when modeling the reactive closed configuration
of the enzyme (see Figures 2-11 and 2-12). The reason the active-site model fails to
describe the reaction is that it does not contain all the important reaction coordinates.
When the same QM model is used in the ONIOM QM:MM description, the reaction
coordinate extends into the MM region. For the present reaction, the relative energies
are still reasonably described because the changes in the MM part are limited to a few
rotations and torsions. Thus the QM:MM method is a cost-effective way to accurately
describe the methylmalonyl-CoA-mutase system.

In a broader perspective, any unknown reaction coordinate can potentially in-
clude a significant number of atoms. For example, it cannot be ruled out that some
enzymatic reactions are coupled to large changes in protein structure. With static
optimization techniques such large changes are unlikely to be discovered, unless they
are directly included in the transition state search. In addition, the relative energies
of different protein conformations should then be accurately balanced against the
relatively small energy differences between transition state and reactant.

Another example of more complicated reaction coordinates are local changes in
the active-site environment, including but not limited to, water molecules leaving or
entering the active site. Water molecules are the most flexible species in a protein
structure and play many important roles. They may act as bridges in proton trans-
fer reactions, stabilize charge distributions appearing during a reaction or constitute
an integral part of important hydrogen-bond networks. There are several examples
of the importance of water molecules in enzymatic reactions, and we provide just
two examples. In glutathione peroxidase the presence of additional active-site wa-
ter molecules is required both for stabilization of transition states and to correctly
describe proton transfer pathways [65]. In methane monooxygenase, a single water
molecule (coupled to a change in coordination mode of one of the bidentate carboxy-
late ligands) affects relative energies of an Fe(IV) (O2−)2 Fe(IV) intermediate by
17.5 kcal/mol [39].

2.4. CONCLUSIONS AND PERSPECTIVE

Despite the availability of fast computers and efficient codes for accurate quantum
chemistry calculations, it is not likely in the near future that we will be able to study
chemical reactions in proteins taking all the proteins atoms into quantum mechanical
calculations. Hybrid methods in which different parts of large molecular systems are
treated by different theoretical levels of methods are likely to play a key role in such
studies for the coming decade or more. The ONIOM method we have developed
is a versatile hybrid method that allows combining different quantum mechanical
methods as well as molecular mechanics method in multiple layers, some features of
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which are not available in generic QM/MM approaches. Concerned with unpleas-
ant connection problems between QM and MM regions in ONIOM QM:MM or
QM/MM approaches, we consider a three-layered ONIOM(QM:QM:MM) method
as the method of the future, in which the QM-MM connection is kept far away from
the region where the reaction takes place and the intermediate QM region (treated
typically by a semiempirical QM method) is fully polarizable and allows charge
transfer.

We have presented several examples of enzymatic reactions we have investigated
using the ONIOM method, in particular studies of metalloenzymes with the ONIOM
QM:MM method. When exploring mechanisms of metalloenzymes, the demand for
accuracy is relatively low, and active-site models often provide good guesses for
the reaction coordinate. Still, our results clearly show that including the surrounding
protein leads to more accurate geometries, and from that observation, we make the
logical conclusion that improved geometries also leads to more accurate energies. By
comparing different modeling approaches, we can identify the most important pro-
tein effects: better descriptions of hydrogen bond patterns, a more complete descrip-
tion of the reaction coordinate, correct metal-ligand coordination, and non-bonded
interactions with the surrounding protein. Depending on the purpose of the study,
and the type of reaction, these effects can be anything from useful corrections to
highly critical.

As we discussed, what is missing in our present studies is dynamics of the protein
to cover wider range of geometrical changes and also to include statistical averaging
of the complex motion of protein environment. At present, we are developing dynam-
ical methods that can be used to better describe complicated geometry changes that
might occur during the reaction, while still maintaining the flexibility and accuracy
provided by the ONIOM scheme. Such a dynamical implementation may also help
to evaluate protein contributions to free energies.
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56. Bassan A, Borowski T, Siegbahn PEM (2004) Dalton Trans 20:3153–3162
57. Wirstam M, Lippard SJ, Friesner RA (2003) J Am Chem Soc 125:3980–3987
58. Nemukhin AV, Grigorenko BL, Topol IA, Burt SK (2006) Int J Quant Chem 106:2184–2190
59. Koehntop KD, Emerson, JP, Que L Jr (2005) J Biol Inor Chem 10:87–93
60. Roach PL, Clifton IJ, Hensgens CMH, Shibata N, Schofield CJ, Baldwin JE (1997) Nature

387:827–830
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CHAPTER 3

COMPARISON OF REACTION BARRIERS IN ENERGY
AND FREE ENERGY FOR ENZYME CATALYSIS
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Abstract: Reaction paths on potential energy surfaces obtained from QM/MM calculations of en-
zymatic or solution reactions depend on the starting structure employed for the path
calculations. The free energies associated with these paths should be more reliable for
studying reaction mechanisms, because statistical averages are used. To investigate this,
the role of enzyme environment fluctuations on reaction paths has been studied with an
ab initio QM/MM method for the first step of the reaction catalyzed by 4-oxalocrotonate
tautomerase (4OT). Four minimum energy paths (MEPs) are compared, which have been
determined with two different methods. The first path (path A) has been determined with
a procedure that combines the nudged elastic band (NEB) method and a second order
parallel path optimizer recently developed in our group. The second path (path B) has
also been determined by the combined procedure, however, the enzyme environment has
been relaxed by molecular dynamics (MD) simulations. The third path (path C) has been
determined with the coordinate driving (CD) method, using the enzyme environment from
path B. We compare these three paths to a previously determined path (path D) determined
with the CD method. In all four cases the QM/MM–FE method (Y. Zhang et al., JCP, 112,
3483) was employed to obtain the free energy barriers for all four paths. In the case of
the combined procedure, the reaction path is approximated by a small number of images
which are optimized to the MEP in parallel, which results in a reduced computational
cost. However, this does not allow the FEP calculation on the MEP. In order to perform
FEP calculations on these paths, we introduce a modification to the NEB method that
enables the addition of as many extra images to the path as needed for the FEP calcula-
tions. The calculated potential energy barriers show differences in the activation barrier
between the calculated paths of as much as 5.17 kcal/mol. However, the largest free energy
barrier difference is 1.58 kcal/mol. These results show the importance of the inclusion of
the environment fluctuation in the calculation of enzymatic activation barriers
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3.1. INTRODUCTION

A key question in the action of enzymes is the understanding of the mechanisms
by which they attain their catalytic rate enhancement relative to the uncatalyzed
reactions. Some enzymes have been shown to produce rate accelerations as large
as 1019 [1]. The theoretical determination of the reaction mechanisms by which
enzymes carry out the chemical reactions has been an area of great interests and
intense development in recent years [2–11]. A common approach for the modeling
of enzyme systems is the QM/MM method proposed by Warshel and Levitt [12].
In this method the enzyme is divided into two parts. One part includes the atoms
or molecules that participate in the chemical process, which are treated by quantum
mechanical calculations. The other contains the rest of the enzyme and the solvent,
generally thousands of atoms, which is treated by molecular mechanics methods.

In this way, the catalytic mechanism of enzymes can be modeled by calculating
the reaction paths in the QM/MM potential energy surface (PES) and the free energy
changes associated with the reactions. In the case of enzymes, extensive sampling
of the PES is required to obtain reliable results, due to the large number of degrees
of freedom in these systems. However, the sampling of multiple enzymatic reaction
paths is computationally expensive because of the size of the systems. In this case,
generally one, or at most a few minimum energy paths (MEPs) can be considered
representative. In addition, the free energy changes associated with the reactions
are not only better defined, but also characterize the reactions more accurately than
potential energies when compared with experimental data.

One approach for calculating the free energies (FE) associated with reactions cal-
culated with QM/MM methods is QM/MM-FE [13]. This method is an extension
of the QM-FE method initially developed by Jorgensen [14] and by Kollman and
coworkers [15]. The QM/MM-FE approach is carried out in two stages: QM/MM
optimization of the reaction path, followed by the calculation of the free energies
for the path using free energy perturbation (FEP) methods. The advantage of using
the QM/MM calculated reaction path is that it has been determined in the enzyme
environment, which includes the polarization effects of the enzyme environment on
the QM part. Recently two other methods have been proposed for the determination
of FE profiles in enzymes: QM/MM minimum free energy path (QM/MM-MFEP)
[11, 16, 17] and QM/MM-MD [18]. In the former, the thermodynamics of a complex
reaction system are described by a potential of mean force (PMF) of the QM subsys-
tem. The latter employs on-the-fly Born–Oppenheimer MD simulations with the ab
initio QM/MM approach using the umbrella sampling method [18].

As explained above, the QM/MM-FE method requires the calculation of the MEP.
The MEP for a potential energy surface is the steepest descent path that connects a
first order saddle point (transition state) with two minima (reactant and product). Sev-
eral methods have been recently adapted by our lab to calculate MEPs in enzymes.
These methods include: coordinate driving (CD) [13, 19], nudged elastic band (NEB)
[20–25], a second order parallel path optimizer method [25, 26], a procedure that
combines these last two methods in order to improve computational efficiency [27],
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the superlinearly convergent quadratic string method (QSM) [28], and a sequential
quadratic programming (SQP) method [29].

The NEB, QSM, SQP and parallel path optimizer methods are types of “chain of
states” methods [20, 21, 25, 26, 30, 31]. In these methods the MEPs are represented
by a discrete number of structures that form a chain connecting the reactant to the
product. In general, the intermediate structures are obtained by a linear interpolation
between the end points, and subsequently all points are optimized to the MEP si-
multaneously. Since the QM/MM calculations for enzyme systems are computation-
ally expensive, only a small number of images are employed to represent the path.
However, the use of a small number of images along the path for the calculation
of the MEP prevents the determination of the free energy with the FEP method on
these paths. The reason for this is that for FEP calculations, the averaging of the
systems has to be performed with care. If the systems on which the sampling is
being performed are too different, the convergence may be slow [14]. This is due to
the fact that if the perturbation between two images is too big, the sampling will not
be realistic.

Our goal in the present work is to assess the role of the MM fluctuations to the cat-
alytic mechanism of 4OT [32–36]. We compare the potential and free energy barriers
for the first step of the reaction to determine whether potential energies alone are
enough to characterize the enzymatic activation barriers. Additionally, we present the
development of a method that allows us to perform FEP calculations on paths with a
small number of images describing the MEP. Here we propose adding as many extra
images as needed between the converged points on paths obtained with the parallel
iterative path method or the combined procedure, to obtain a proper sampling.
After the extra points have been added, a modified NEB calculation is performed in
which these images are optimized to the MEP. During this optimization, the original
optimized images are held fixed. When the new images have been optimized to the
MEP, free energy sampling may be carried out on these reaction paths.

The organization of the paper is as follows. In the Methods Section we present
a brief review of the procedures employed to determine the MEP, namely QM/MM
geometry optimizations and the CD method (Section 3.2.1). NEB and the second
order parallel path optimizer methods are reviewed in Section 3.2.2. In Section 3.2.3
we present a modified NEB method which allows the addition of extra images to
a converged path. Finally we describe the FEP method developed in our lab in
Section 3.2.4. In the Computational Details Section we present a description of the
procedures employed for the determination of all four paths. Subsequently, we ana-
lyze the results obtained from all four paths and conclude with closing remarks.

3.2. METHODS

3.2.1. QM/MM Optimization and the CD Method

In the QM/MM potential energy model, the total energy of the system is

ETotal = EMM + EQM + EQM/MM. (3-1)
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The QM/MM interactions (EQM/MM) are taken to include bonded and non-bonded
interactions. For the non-bonded interactions, the subsystems interact with each other
through Lennard–Jones and point charge interaction potentials. When the electronic
structure is determined for the QM subsystem, the charges in the MM subsystem are
included as a collection of fixed point charges in an effective Hamiltonian, which
describes the QM subsystem. That is, in the calculation of the QM subsystem we
determine the contributions from the QM subsystem (EQM) and the electrostatic
contributions from the interaction between the QM and MM subsystems as explained
by Zhang et al. [13].

Geometry optimizations are carried out by an iterative minimization procedure as
described by Zhang et al. [13] In this procedure one iteration consists of a complete
optimization of the QM subsystem, followed by a complete optimization of the MM
subsystem. At each point the subsystem not being optimized is held fixed at the ge-
ometry obtained from the previous iteration; QM/MM interactions are also included
at each iteration. The iterations are continued until the geometries of both systems
no longer change.

When the MM subsystem is being optimized, or a molecular dynamics simulation
is being carried out on the MM subsystem, the QM/MM electrostatic interactions are
approximated with fixed point charges on the QM atoms which are fitted to reproduce
the electrostatic potential (ESP) of the QM subsystem [37].

One of the procedures employed for the determination of the MEP is the CD
method [19]. This method introduces a harmonic restraint on the reaction coordinate,
which is a linear combination of the distances between the atoms involved in the
reaction to perform an optimization along a proposed reaction path. In this case the
reaction coordinate is given by the expression:

R =
n∑

i=1

airi , (3-2)

where ri are the distances between atoms, ai is constant 1 for the distance that in-
creases, −1 for the distance that decreases. The sum over i includes all the distances
that change throughout the course of the reaction. R is included in the following
energy expression:

ERestrain = k(R − s)2, (3-3)

where R is given by Eq. (3-2), s is an adjustable parameter corresponding to the value
of the reaction coordinate which is varied in a stepwise manner at each point on the
PES, and k is a force constant. In this case the value of k was set to 2000 kcal/mol
for all points. This energy is included in the total energy expression in the process of
the optimization.

All the reaction paths calculated with the CD method were determined by step-
ping forward (from reactant to intermediate state) and backward (from intermediate
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to reactant state) along the path several times until there was no change between the
forward and backward paths.

3.2.2. Chain of States Methods

The procedure and methods for the MEP determination by the NEB and parallel path
optimizer methods have been explained in detail elsewhere [25, 27]. Briefly, these
methods are types of “chain of states” methods [20, 21, 25, 26, 30, 31]. In these
methods the path is represented by a discrete number of images which are optimized
to the MEP simultaneously. This parallel optimization is possible since any point on
the MEP is a minimum in all directions except for the reaction coordinate, and thus
the energy gradient for any point is parallel to the local tangent of the reaction path.

The path optimizations are carried out by an iterative optimization procedure [25].
In the case of enzyme systems, because of the large number of degrees of freedom,
we partition them into a core set and an environmental set. The core set is small and
contains all the degrees of freedom that are involved with the chemical steps of the
reaction, while all the remaining degrees of freedom are included in the environmen-
tal set. In all the QM/MM calculations presented below, the core set is defined by the
QM subsystem and the environmental set by the MM subsystem.

Initially, the path is minimized starting with the optimization of the core set of
atoms (path optimization) with either the NEB or the parallel path optimizer method,
followed by the optimization of the environment set of atoms. During the optimiza-
tion of the environment, the path may become discontinuous in the early cycles
because the initial guess to the MEP may not be accurate. This problem is over-
come by performing a restrained minimization of the environment set as proposed
by Xie et al. [25]. In this method, the environmental atoms are restrained during the
MM optimization. These restraints are gradually reduced after each cycle until no
restraints remain, ensuring a smooth change in the MM environment and avoiding
sudden fluctuations.

To ensure a smooth and continuous change of the environment set during the
optimization, the initial coordinates for the environment atoms are set to be the same
for all the replicas along the path. Thus, the initially guessed replicas differ only in
the coordinates of the core atoms. In other words, the initial environment for all the
points on the path is the same and is taken to be the environment from one of the end
points.

In NEB the path is simulated by an elastic band with N + 1 images where the
end points x0 and xN are fixed and correspond to the reactant and product of the
system under study, while the N − 1 remaining images are optimized in Cartesian
coordinates using a projected velocity Verlet algorithm by minimizing the forces
acting on the images along the path [20]. A spring interaction is included between
the images to ensure equal spacing along the path. A unique feature of NEB is that
the forces are projected in such a way that the spring forces do not interfere with the
minimization, while also ensuring that the true forces do not interfere with the image
separation.
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The parallel path optimizer method is a second order method based on the ap-
proach developed by Ayala and Schlegel for small molecules [26], which combines
synchronous transit and quasi–Newton methods. This method has been extended by
our group to study reactions in enzymes [25]. In this case, the path is also represented
by a set of discrete points connecting the reactant and product. For each point the
total energies and gradients are calculated and empirical Hessians are obtained. The
highest energy point is chosen to optimize to the closest transition state (TS) which
divides the path into two downhill segments. If the end points are not already at a
minimum, they can be optimized to the closest minimum. The remaining points on
the path are optimized to lie on the steepest descent path.

We have recently developed a procedure to calculate MEPs [27] which combines
NEB and the parallel path optimizer. This procedure increases the performance of
MEP determinations by taking advantage of the strengths of both methods. The com-
bined procedure consists of two parts, an initial NEB optimization, and a refinement
of the path with the parallel path optimizer method. Initially, the path is iteratively
optimized with the NEB method for the core set followed by an optimization of the
environment set. When the core set is optimized with NEB the convergence is chosen
to be relatively loose to reduce the computing time. During this step, the optimization
for the environment set is carried out in stages by using a restrained minimization as
mentioned above [25].

Once the path has been optimized with NEB, it is used as the initial guess for
the parallel path optimizer method. In this second step the path is again iteratively
optimized with the parallel path optimizer method for the core set, followed by the
optimization of the environment set. In this part of the calculation no restraints are
imposed on the environment set during the optimization. The iterations are continued
until all the convergence criteria are met and the final optimized MEP is obtained.

3.2.3. Modified NEB Method

In order to perform FEP calculations on optimized paths with a small number of
images, extra images need to be added on the path between the previously optimized
points. Once these extra images have been added, an optimization has to be per-
formed to minimize them to the MEP. Here we have developed a modification to our
NEB QM/MM implementation [27]. This modification allows for the optimization of
only selected images on the path while maintaining the points previously optimized
with the parallel iterative path method or the combined procedure fixed.

Initially, the coordinates x′
i for the extra images added to the path are approxi-

mated by a linear interpolation between the converged points for the core set. In the
case of the environment set, the initial coordinates are approximated by the environ-
ment set of the immediate neighboring converged point. That is, if only one image is
added between each pair of optimized points, the initial coordinates of the core set
for the image added between the optimized points x0 and x1 are given by a linear
interpolation between x0 and x1. The environment coordinates are set to correspond
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to that of x1, and so on for all the added images. If two images are added between
x0 and x1, the core set coordinates are also approximated by a linear interpolation
between x0 and x1. Here the environment coordinates are set to that of x1 for both
new images, for all the added images. By approximating the coordinates of the extra
images in this way, we ensure that the added points are not too far from the MEP.
This results in faster convergence of the added images to the MEP.

Once the images have been added, they are iteratively optimized by performing
a modified NEB calculation. Here, only the added images are optimized and the
previously converged points from the parallel path optimizer method or combined
procedure calculations are held fixed. Note that in order to calculate the tangents
needed by NEB for the images along the path, energies and gradients need to be
calculated for each image. Thus, in the case of the converged points, only one energy-
gradient calculation must be performed in the first path optimization cycle.

In order to ensure that the added images remain equidistant along the reaction
coordinate during the course of the path optimization, a harmonic restraint is in-
cluded when the core set is being optimized. The reason is that the definition of
the spring forces of NEB is calculated with all the degrees of freedom of the core
set. However, only a small number of those degrees of freedom are involved in the
reaction coordinate. If this restraint is not included during the optimization, the extra
images “slide-down” towards the minima, away from the high energy regions of the
path. This is because the remaining degrees of freedom in the core set, which are not
involved in the reaction coordinate, could satisfy the equal-spacing constraint for the
NEB optimization. Thus, the added points could optimize to lower energies along
the reaction coordinate direction.

By adding a restraint which is projected exclusively along the reaction coordinate,
we can ensure that all the newly added images will be evenly spaced. This restraint
is defined as a linear combination of the distances between the atoms involved in the
reaction, and is given by

R =
n∑

i=1

airi , (3-4)

where ri are the distances between atoms, ai is a constant, set to 1 for the distances
that increase and −1 for the distances that decrease. The sum over i includes all
the distances that change throughout the course of the reaction. After R has been
determined, it is employed to determine the restrain energy by

ERestrain = k(R − s)2, (3-5)

where R is given by Eq. (3-4), s is an adjustable parameter corresponding to the
value of the reaction coordinate at each point on the PES, and k is a force constant.
This energy is included in the total energy expression in the process of the opti-
mization. In this case, s is selected such that each added image is equidistant along
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the reaction coordinate from the previously optimized pair of images to which it
is added. For example, if only one image is added between each pair of optimized
points, the parameter s for the image added between the optimized points x0 and
x1 is set as s = R0 + (

abs(R0−R1)
2 ), and so on for the rest of the points. In the

test calculations presented below the value of k was set to 2000 kcal/mol for all
points.

3.2.4. The QM/MM–FE Approach

Once the MEPs have been determined with enough images along the path, free en-
ergy perturbation (FEP) calculations can be carried out to determine the changes in
free energy associated with the paths. The details of the QM/MM-FE method have
been described in detail previously in Ref. [13]. In this section we briefly review the
method for obtaining the free energy profile of enzyme reactions.

Relative free energy changes along the reaction coordinate may be calculated via
MD simulations. Subsequently, they may be combined with the QM total energies of
the reacting QM subsystem to obtain the overall free energy profiles associated with
the reaction steps in the following way

F(Rc) ≈ EQM(xmin
QM)+FQM/MM(xmin

QM ) (3-6)

where EQM(xmin
QM) is the change in QM energies in the reacting QM subsystem,

FQM/MM(xmin
QM) is the QM/MM interaction free energy changes, and xmin

QM are the

degrees of freedom of the QM subsystem. In this case it is assumed that the QM
subsystem only fluctuates around that path.

It is important to point out that Eq. (3-6) has the same form as Jorgensen’s ap-
proach [14, 15]. However, this approach has two major differences. First, xmin

QM is

defined as the MEP obtained from the modified NEB procedure (Section 3.2.3) or
from the CD method (Section 3.2.1), where the QM subsystem interacts with the
enzyme environment. In the case of the QM-FE approach, the QM subsystem is
isolated.

Second, EQM(xmin
QM) is calculated as the difference between the QM subsystem

energy computed form the ab initio calculation (EQM(QM)), and the QM/MM elec-
trostatic energy computed classically (Eelectrostatics(QM/MM )) [13].

The free energy differences FQM/MM(rmin
QM) between different images along the

path are calculated using MD simulations and the FEP theory [38],

F A→B
QM/MM = FQM/MM(R

B
C )− FQM/MM(R

A
C )

= − 1

β
ln
〈
exp
{
− β[EQM/MM(xmin

QM(R
B
C ))− EQM/MM(xmin

QM (R
A
C ))]
}〉

MM,A

(3-7)
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where R A
C and RB

C represent images along the MEP, and 〈· · · 〉MM,A represents an
ensemble average over the MM sub-system, with the QM subsystem frozen to the
xmin

QM(R
A
C ) configuration, as defined in Ref. [13].

The calculation of the free energies of enzymes by this procedure provides several
advantages. In this approach, the MEP is determined in the enzyme environment
with a smooth connection between the QM and MM subsystems by means of the
pseudobond QM/MM method [39]. Also, the polarization effects of the enzyme en-
vironment on the QM subsystem have been included [13].

It is important to note that in this method, the dynamic fluctuations associated
with the QM subsystem are assumed to be independent of the fluctuations from the
MM subsystem. Also, in this method we assume that the contributions of the fluctu-
ations of the QM subsystem to the total free energy are the same along the reaction
coordinate. We have recently addressed these approximations by developing a novel
reaction path potential method where the dynamics of the system are sampled by em-
ploying an analytical expression of the combined QM/MM PES along the MEP [40].

3.2.5. Computational Details

In all cases the calculations were performed using QM/MM methodology that
includes the pseudobond model for the QM/MM boundary [13, 39, 41]. This method-
ology has been implemented in a modified version of Gaussian 98 [42], which in-
terfaces to a modified version of TINKER [43]. The AMBER94 all-atom force field
parameter set [44] and the TIP3P [45] model for water were used.

In all cases the core (QM) subsystem consists of 36 atoms which include the sub-
strate molecule (2o4hex), a water molecule and Pro-1. The remainder of the enzyme
and solvation sphere is located in the environment (MM) subsystem, to give a total of
13197 atoms for the overall system. For all calculations involving the environment
set (MM optimizations and MD simulations), since we do not simulate an infinite
system with periodic boundary conditions, the conformational fluctuations near the
boundary will not be realistic and thus were ignored. A 20 Å sphere centered around
C3 of the substrate was employed, in which atoms were allowed to move; all atoms
outside this sphere were held fixed. The twin range cutoff method [46] for non
bonded interactions was employed, with a long-range cutoff distance of 15 Å and
a short-range cutoff of 8 Å, as in our previous calculations [33].

As explained above, we compare four different reaction paths for the first step
of the reaction catalyzed by 4OT. The first difference between the paths was the
method employed to determine the MEP for the paths. The first two paths (A and B),
were determined by the combined procedure [27, 35]. In both cases seven images
were employed for the optimization of the path. Path C was calculated with the
CD method. Finally, path D corresponds to the MEP obtained from our previous
calculations [33].

The second major difference between the paths was the initial enzyme environ-
ment employed for the path determinations. The environment for path A corresponds
to a previously optimized MEP [25], where the initial enzyme environment was
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chosen to be that of the intermediate point obtained from our previous path deter-
mination [33]. In this case the environment was relaxed by running 200 ps of MD.
The environment for path B was obtained by performing a 200 ps MD simulation
on the intermediate and taking snapshots at 10 ps intervals as described in Ref. [35].
Each snapshot was optimized without constraints and the lowest energy structure was
chosen to be the intermediate point, as well as the initial enzyme environment. In the
case of path C, the optimized structure for the reactant from path B was employed to
start the CD calculation.

All energy-gradient calculations required for the NEB calculations to optimize
the core set of degrees of freedom of the added points on the paths were performed
at the HF/3–21G level, which is the same as the optimization of the paths with the
combined procedure. The core sets were considered converged when the gradient
was below of 0.01 au for all images. A maximum of 10 path optimization cycles
was used for each NEB iteration. In the case of the optimization for the environment
set performed after each NEB calculation, all points being optimized were required
to converge to 0.1 kcal/mol Å2. This procedure was repeated until no change was
observed in the core and environment sets. In the case of the CD method, all points
were also optimized at the HF/3–21G level. The convergence criteria was the default
of Gaussian 98 [42].

In order to perform FEP calculations on paths A and B, the modified NEB method
presented in Section 3.2.3 was employed. In both cases two extra images were added
between the optimized images. This resulted in a total of 19 images for both paths.

FEP calculations for paths A, B and C were performed with a 40 ps equilibration
run prior to the sampling for all points along the path. The free energy contributions
were sampled for 20 ps for each point on the MEP. In all cases a time step of 2.0
fs was employed, maintaining a constant temperature of 300 K. The SHAKE [47]
algorithm was used to constrain all bonds involving hydrogen atoms.

3.3. RESULTS AND DISCUSSION

In this section we present the results from our QM/MM and FEP calculations. First,
we present the path obtained by using the modified NEB method from Section 3.2.3
(path A) to test it’s applicability. Subsequently, we proceed to the description and
analysis of the energetics and structures obtained from the comparison of the four
different paths.

In order to compare the calculated potential and free energy differences on en-
zymatic reaction mechanisms we have chosen to study a system that has been
previously calculated by our group, 4-oxalocrotonate-tautomerase (4OT). 4OT is
a hexameric bacterial enzyme that catalyzes the isomerization of unconjugated
α-keto acids such as 2-oxo-4-hexenedioate (2o4hex) to its conjugated isomer
2-oxo-3-hexenedioate (2o3hex).

In a previous study [33] we confirmed the reaction mechanism proposed by Harris
et al. [32] for 4OT, which is known to be a general acid–base reaction that takes
place in two steps (see Figure 3-1). In the first step, one of the hydrogens from C3
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of the substrate (2o4hex) is abstracted by the nitrogen atom of Pro-1. This produces
a negative charge on the carbonyl oxygen of the substrate in the transition state and
intermediate structures, which is stabilized by Arg-39” and an ordered water in the
active site. For the second step the proton is returned from Pro-1 to C5 of the substrate
to form the product (2o3hex).

Initially, we have applied the modified NEB method to the calculation of
both steps of the 4OT catalyzed reaction. The free energy profiles and relative
free energies obtained with this method were compared to our previously de-
termined profiles [33]. As we had previously shown, the calculated MEPs for
Ref. [33] determined with the reaction coordinate driving method, and the MEPs
for Ref. [25] calculated with the parallel path optimizer method, agree in the overall
shape and relative potential energies. This provides a good starting point for our
comparison.

Note that, for the comparisons of all four paths discussed below, the first step
of the reaction obtained from the modified NEB calculation corresponds to path A,
and the first step of our previously determined paths [33] corresponds to path D (see
Figures 3-2 and 3-3).

The converged MEPs from the combined procedure were employed as a template
for our modified NEB calculations [27]. The calculated MEPs for both steps of the
reaction were determined with seven images for each path. In order to carry out the
FEP calculation, following the procedure of Section 3.2.3, two images were added
between each pair of converged images on the path. This produced overall paths with
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Figure 3-2. Calculated forward and backward paths for path D
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Figure 3-3. Free energy profiles for path D

19 images for each step of the reaction. The new images were optimized to the MEP
with the iterative modified NEB method maintaining the original optimized images
fixed.

For both reaction path calculations, it only took two modified NEB cycles to
optimize the new images to the MEP. The reason for this very fast convergence is
that the initial approximation for the extra images on the path is not too far from the
MEP.

Figures 3-4 and 3-5 show the optimized paths with the added images and the
original combined method [27] and parallel path optimizer method [25] calculated
paths for the first and second steps of the reaction respectively. In both cases, the
addition of extra images on the converged path, and subsequent optimization of these
extra images produces a smoother path since the additional images allows for a better
mapping of the potential energy surfaces (PESs).

After obtaining the converged paths for both steps of the reaction, we proceeded to
perform the FEP calculations. Figure 3-6 shows the calculated potential and free en-
ergy surfaces for the first and second steps of the reaction. In both cases, the forward
and backward calculated free energies (FQM/MM) differ by less than 0.5 kcal/mol at
each image.

Table 3-1 shows the comparison between our previous calculations and the
present results for the potential and free energy differences for selected structures.
Overall the results are in agreement. However, it is important to note that the present
results are lower than the previous ones in all cases.
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Figure 3-6. Free energy profiles for both steps of the reaction catalyzed by 4OT (path B)

Table 3-1. Calculated potential and free energy differences for path B (in kcal/mol) be-
tween the determined structure and the reactant (ES complex), where E is the total
HF potential energy difference, EQM refers to the QM energy difference between two
QM subsystems. FQM/MM is the free energy change in the QM/MM interaction, and
F = EQM + FQM/MM. Numbers without parentheses correspond to the present
work and numbers in parentheses correspond to our previous determinations (path D) [33]

Structure E EQM FQM/MM F

TS1 17.77 (22.02) 35.25 (35.47) −19.96 (−20.29) 15.48 (15.18)
I 10.11 (17.27) 38.62 (44.47) −34.90 (−32.87) 3.72 (11.60)
TS2 20.98 (22.50) 34.97 (36.08) −19.01 (−18.75) 15.97 (17.33)
P 1.45 (0.63) 0.35 (0.66) −0.44 (−0.04) −0.09 (0.62)

Moreover, these energy barriers for the TS show a surprising result. If the poten-
tial energies are compared, a reduction of around 4 kcal/mol is observed. However,
the calculated free energy differences show a maximum difference of only around
1.5 kcal/mol.

In order to better understand these results we have compared the results from the
first step of these paths (paths A and D respectively) to a previously obtained path
(path B) which was calculated with the combined procedure [35]. In the case of
path B, the enzyme environment has been relaxed by MD simulations and QM/MM
optimizations as explained in Section 3.2.5. Additionally, we have also calculated a
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Table 3-2. Potential and free energy differences (in kcal/mol) for
the TS and intermediate points of all four paths. All energies are
relative to the respective reactant structure

TS1 Intermediate

Structure  E  F  E  F

path A 17.77 15.48 10.11 3.72
path B 16.85 14.45 9.34 3.71
path C 20.37 13.90 15.32 4.62
path D 22.02 15.18 17.27 13.52

fourth path (path C) with the CD method. In this case the starting structure was the
optimized reactant from path B.

The calculated potential and free energies for the first step of the four paths is
presented in Table 3-2. As can be seen, the paths calculated with the combined
procedure present activation energies of 17.77 and 16.85 kcal/mol for paths A and
B respectively. On the other hand, the calculated potential activation energies are
20.37 kcal/mol for path C and 22.02 for path D. This is in contrast to the calculated

Table 3-3. Differences in individual residue contribution to TS stabiliza-
tion. All values are relative to the TS from path B (lowest energy structure).
Negative values mean that that particular residue helps stabilize the TS
while a positive value means that the residue destabilizes the TS. Dashes
mean that the absolute difference in contribution of that residue was less
than 0.5 kcal/mol. Total value includes all residues in the enzyme

 E (kcal/mol)

Residues Path A Path C Path D

Arg–39′′ – 0.97 2.00
Arg–61′ 1.80 1.36 2.63
Arg–62′ – – 1.17
Ser–24 – – 1.02
Ile–27 – – −1.29
Pro–34 – – 1.08
Leu–35 – – 1.28
Thr–36 – – 1.52
Ser–37 0.60 – −0.76
Val–38 – – 1.31
Arg–39 – – –
Ile–7′ – – 1.10
Leu–8′ – – −0.94
Arg–11′ – −1.02 –
Phe–50′ 0.60 – –
H2O–5 – – –

Total 2.6 3.16 8.37
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activation free energies which differ by no more than 1.6 kcal/mol in all cases. The
difference in the potential energies for all four paths is explained by the fact that
the MEPs for paths A and B were calculated with a method (combined procedure)
that provides a much more accurate representation of the paths. Note that the paths
calculated with the CD method present a higher potential energy barrier of activa-
tion. However, the inclusion of the fluctuation of the MM environment corrected the
shortcomings of the paths determined with this method.

In the case of the intermediates, the calculated potential and free energies for the
first three paths follow the same trend as for the TS. However, a big difference is
observed with respect to path D. This energy difference is due to the fact that in
the case of the first three paths, the MM environment of the intermediate structure
was more relaxed for the calculations than that of path D. This relaxation in the
environment resulted in the big energy differences for both the potential and free
energy barriers of path D with respect to the other paths.

In order to determine where the energy differences stem from, the effects of the
individual residues on the stabilization(destabilization) of the QM subsystem were
analyzed as explained in Ref. [33]. These results are shown in Tables 3-3 and 3-4,

Table 3-4. Differences in individual residue contribution to intermediate
stabilization. All values are relative to the intermediate from path B (lowest
energy structure). Negative values mean that that particular residue helps
stabilize the intermediate while a positive value means that the residue
destabilizes the intermediate. Dashes mean that the absolute difference in
contribution of that residue was less than 0.5 kcal/mol. Total value includes
all residues in the enzyme

 E (kcal/mol)

Residues Path A Path C Path D

Arg–39′′ −0.84 – 2.45
Arg–61′ 0.87 2.29 5.41
Arg–62′ – – 2.47
Ser–24 – – 1.37
Ile–27 – – −1.57
Pro–34 – – 1.66
Leu–35 – – 3.38
Thr–36 – – 2.09
Ser–37 – 1.05 −3.72
Val–38 −0.85 −0.73 2.28
Arg–39 – – −0.81
Ile–7′ – – −1.66
Leu–8′ – – 2.09
Arg–11′ – 1.45 –
Phe–50′ – – 1.01
H2O–5 −0.99 – –

Total −2.4 0.56 14.87
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in both cases the residue contribution differences are reported relative to path B.
The residue analysis shows that in the case of paths A and C only a small number
of residues show a significant change in contribution with respect to path B. In the
case of path D however, a big difference is observed in a large number of residues,
especially on part of the chain with the catalytic Pro residue.

As can be seen from Figures 3-7 and 3-8, the structural changes in a sphere of 12 Å
around the active site remains relatively similar for all four calculated structures for
the TSs as well as the intermediates. The segment of residues (24–39) that show a big
deviation between the intermediates of path B and path D are shown in Figure 3-9.
As can be seen, the structural differences are more notable among the structures
which also helps explain the big energy difference between path D and the rest of the
calculated paths.

Figure 3-7. Superposition of TS structures (active site) for all 4 paths. Path A: red, path B: blue, path C:
grey, path D: yellow
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Figure 3-8. Superposition of intermediate structures (active site) for all 4 paths. Path A: red, path B: blue,
path C: grey, path D: yellow

3.4. CONCLUSIONS

We have compared the potential and free energies from four different calculated
paths for the first step of the isomerization of 2o4hex catalyzed by 4OT. Two of these
paths were determined with a combined “chain-of-states” method. The remaining
two paths were obtained with the coordinate driving method.

Our results show that the calculated potential energies for the TS obtained from
the combined procedure are around 4 kcal/mol lower than the corresponding ones
calculated with the CD method. In contrast, the calculated free energies of activation
for all four paths differ by not more than 1.6 kcal/mol. These results show that the
inclusion of the fluctuation of the MM environment dramatically improves the results
of the calculations of enzymatic catalysis, even if the calculated PES is not highly
accurate. In addition, the calculation of free energies for multiple paths using the
QM/MM-FE method can serve as an alternative to more expensive sampling methods
such as QM/MM-MFEP and QM/MM-MD.

We have also presented the development of a method that enables the determina-
tion of free energy profiles associated with calculated MEPs for enzymatic reaction
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Figure 3-9. Superposition of residues 24–39 for the intermediate structures of all 4 paths. Path A: red,
path B: blue, path C: grey, path D: yellow

mechanisms with a small number of points along the path. In this method extra im-
ages are added to the converged MEP between the minimized images and optimized
with a modified NEB implementation that maintains the original images fixed. The
addition of enough images on the path allows for the proper sampling of the associ-
ated free energy profile.

As explained above, two other methods have been recently introduced for the
determination of free energy barriers in QM/MM: QM/MM-MFEP [11, 16, 17] and
QM/MM-MD [18]. While both are more robust and advanced approaches to deter-
mining free energy barriers, they are more expensive computationally. In QM/MM-
FEP this is due to the associated sampling and optimization required to obtain the
PMF for the QM subsystem. In the case of the QM/MM-MD the expense results
in the evaluation of the energy and gradient of the entire QM/MM system for each
MD step. Therefore, the calculations of free energies on multiple paths with the
QM/MM-FE method can provide meaningful insights into the mechanisms with re-
duced computational expense.
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QUANTUM MECHANICAL METHODS
FOR BIOMOLECULAR SIMULATIONS
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Abstract: We discuss quantum mechanical methods for the description of the potential energy sur-
face and for the treatment of nuclear quantum effects in chemical and biological appli-
cations. Two novel electronic structure methods are described, including an electronic
structure-based explicit polarization (X-Pol) force field and an effective Hamiltonian
molecular orbital and valence bond (EH-MOVB) theory. In addition, we present two path
integral techniques to treat nuclear quantum effects, which include an analytical path-
integral method based on Kleinert’s variational perturbation theory, and integrated path-
integral free-energy perturbation and umbrella sampling (PI-FEP/UM) simulation. Studies
have shown that quantum mechanics can be applied to biocatalytic systems in a variety of
ways and scales. We hope that the methods presented in this article can further expand the
scope of quantum mechanical applications to biomolecular systems

Keywords: Polarizable force field, Molecular orbital and valence bond theory, Nuclear quantum
effects, Path integral, Kleinert’s variational perturbation theory, Isotope effects

4.1. INTRODUCTION

Quantum mechanics is essential for studying enzymatic processes [1–3]. Depending
on the specific problem of interest, there are different requirements on the level of
theory used and the scale of treatment involved. This ranges from the simplest cluster
representation of the active site, modeled by the most accurate quantum chemical
methods, to a hybrid description of the biomacromolecular catalyst by quantum me-
chanics and molecular mechanics (QM/MM) [1], to the full treatment of the entire
enzyme-solvent system by a fully quantum-mechanical force field [4–8]. In addition,
the time-evolution of the macromolecular system can be modeled purely by classi-
cal mechanics in molecular dynamicssimulations, whereas the explicit incorporation
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of nuclear quantum effects, including zero-point energy, non-diabatic coupling and
quantum mechanical tunneling, is sometimes needed to adequately understand the
dynamics and function of an enzyme, particularly when reactions involving electron
or light atom transfer are considered [2]. In this article, we highlight some of the
approaches that have been developed in our laboratory for the study of enzymatic
reactions.

Because of the complexity of biomolecular systems, it is important to analyze the
individual situation to achieve the best possible result for a specific question. More
often than not, one needs to balance the level of theory to obtain an accurate repre-
sentation of the potential energy surface and the time scale in dynamics simulation to
gain adequate sampling of the conformational space [1]. In principle, a higher level
of quantum mechanical theory can yield a more reliable description of the potential
energy surface, but its accuracy is limited by the scale of dynamics sampling of
the enzyme conformational space. On the other hand, a well-calibrated lower-level
model, specifically parameterized to describe a given chemical reaction, although not
systematic but accurate, can be used to extensively sample the dynamic fluctuations
of the enzyme environment to yield the potential of mean force, or the free energy
reaction profile, along a reaction pathway. In some cases in which the change in
protein conformation is relatively small and the dominant factor that determines the
chemical reactivity is the local environment of the active site, a simple cluster model
may be sufficient to probe the reaction mechanism. However, in most situations
where the involvement of the protein dynamics is an integral part of the reaction
pathway, the determination of the potential of mean force becomes essential [1–3].
We present a series of hierarchical quantum mechanical methods that can be used to
study the dynamics and mechanism of enzymatic reactions. Our treatment features
the explicit representation of part or all of the enzyme-solvent system by quantum
mechanical method in which the potential energy and forces are determined on the fly
during molecular dynamics simulations. This distinguishes from other models which
employ a molecular mechanics force field, parameterized from QM/MM calculations
of part or the entire system, and follow a predefined reaction path that do not vary
during free energy simulations.

In this chapter, we first introduce two new electronic structure methods which can
increase the accuracy in the description of the potential energy surface for chem-
ical reactions in biocatalysis. The first is a novel mixed molecular orbital-valence
bond (MOVB) theory [9–11] and the other features a next-generation force field
based on electronic structure theory [4–8]. Next, we present two methodologies
for the treatment of nuclear quantum effects, including an analytical and automated
integration-free path-integral (AIF-PI) method based on Kleinert’s variational pertur-
bation theory [12, 13]. This path-integral methods provide a systematic way of com-
puting zero-point energies and tunneling effects. The second path-integral method
is an integrated path-integral free-energy perturbation and umbrella sampling (PI-
FEP/UM) approach for computing kinetic isotope effects. Finally this paper is con-
cluded with highlights of major findings.
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4.2. THEORETICAL BACKGROUND – PATH INTEGRAL QUANTUM
TRANSITION STATE THEORY

We begin our discussion with path integral quantum transition state theory (QTST)
[14], which is the theoretical model that we use to model enzymatic reactions. In
QTST, the exact rate constant is expressed by the QTST rate constant, kQTST, multi-
plied by a transmission coefficient γq :

k = γq · kQTST (4-1)

where the QTST rate constant is given by

kQTST = 1

2
<|ż|>z 
=e−βw(z 
=)/

∫ z 
=

−∞
dz e−βw(z) (4-2)

where β = 1/kB T with kB being Boltzmann’s constant and T the temperature. In
Eq. (4-2), w(z) is the potential of mean force (PMF) as a function of the centroid
reaction coordinate z[r̄], z 
= is the value of z[r̄] at the maximum of the PMF, and
<|ż|>z 
= = (2/πβMeff )

1/2 is a dynamical frequency factor approximated by the
velocity for a free particle of effective mass Meff along the reaction coordinate z[r̄]
direction.

In Eq. (4-2), we have introduced a key quantity, the centroid reaction coordinate,
z[r̄], which is a function of the centroid positions of quantized particles in the discrete
Feynman path integral representation. In this approach, a quantized nucleus, (n), is
represented by a ring of P quasiparticles, whose coordinates are denoted as r(n) =
{r(n)i ; i = 1, · · · , P} and they are connected harmonically with their neighbors by a
force constant of k(n) = 2π P/βλ2

n where λn = (2πβh̄2/Mn)
1/2 is the de Broglie

thermal wavelength of atom n with a mass of Mn . The classical correspondence of
atomic coordinates is the geometrical center of the quasiparticles, i.e., the centroid
position:

r̄(n) = 1

P

P∑

i=1

r(n)i (4-3)

where the superscript (n) specifies the nth quantized atom. In practice, the discretiza-
tion parameter P is chosen to be sufficiently large such that the numerical results
converge to the quantum limit.

Although Eqs. (4-1) and (4-2) have identical expressions as that of the classical
rate constant, there is no variational upper bound in the QTST rate constant be-
cause the quantum transmission coefficient γq may be either greater than or less
than one. There is no practical procedure to compute the quantum transmission
coefficient γq . For a model reaction with a parabolic barrier along the reaction
coordinate coupled to a bath of harmonic oscillators, the quantum transmission
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coefficient is the Grote-Hynes (GH) classical transmission coefficient κGH. Often,
the classical γq is used to approximate the quantum transmission coefficient; how-
ever, there is no correspondence between classical and quantum dynamic trajec-
tories and the effects of tunneling may greatly affect reaction dynamics near the
barrier top.

As in classical transition state theory, the PMF, w(z), can be computed from the
equilibrium average:

F(z) = w(z)− w(zR) = − 1

β
ln
<δ(z[r̄] − z)>

<δ(z[r̄] − zR)>
(4-4)

WhereF(z) is the free energy at z relative to that at the reactant state minimum
zR, and the ensemble average< · · ·> is obtained by a quantum mechanical effective
potential [15]. Note that the inherent nature of quantum mechanics is at odds with
a potential of mean force as a function of a finite reaction coordinate. Nevertheless,
the reaction coordinate function z[r̄] can be evaluated from the path centroids r̄, first
recognized by Feynman and Hibbs as the most classical-like variable in quantum
statistical mechanics and later explored by many researchers [14, 15].

The calculation of the potential of mean force, F(z), along the reaction coor-
dinate z, requires statistical sampling by Monte Carlo or molecular dynamics sim-
ulations that incorporate nuclear quantum effects employing an adequate potential
energy function. In our approach, we use combined QM/MM methods to describe
the potential energy function and Feynman path integral approaches to model nuclear
quantum effects.

4.3. POTENTIAL ENERGY SURFACE BASED ON QM METHODS

The potential energy function describes the energetic change as a function of the
variation in atomic coordinates as a result of the Born-Oppenheimer approximation,
which is adequate for treating almost all enzymatic reactions [3]. The potential en-
ergy function for a given chemical reaction can be modeled by analytical functions,
as in molecular mechanics, fitted to reproduce key energetic, structural, and force
constant data, from either experiments or high-level ab initio calculations. Alterna-
tively, quantum mechanical methods can be used to model the chemical transforma-
tion directly, and depending on the problem of interest, combined QM/MM or fully
quantum mechanical methods can be used. We first, discuss the use of a combined
QM/MM method employing a mixed molecular orbital and valence bond (MOVB)
theory to represent the active site and a MM force field to approximate the rest of the
system [9–11]. Then, we consider a quantum mechanics-based explicit polarization
(X-Pol) potential in which an electronic structure method is used to treat the entire
protein solvent system [4–8].
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4.3.1. Combined QM/MM Potentials

In combined QM/MM potentials, the system is divided into a QM region and an
MM region. The QM region typically includes atoms that are directly involved in
the chemical step and they are treated explicitly by a quantum mechanical electronic
structure method. The MM region consists of the rest of the system and is approxi-
mated by an MM force field. The QM/MM potential is given by:

Utot = 〈�(S)| Ho
qm(S)+ Hqm/mm(S) |�(S)〉 + Umm (4-5)

where Ho
qm(S) is the Hamiltonian of the QM-subsystem (typically consisting of the

substrate and key amino acid residues), Umm is the classical (MM) potential en-
ergy of the remainder of the system, and Hqm/mm(S) is the QM/MM interaction
Hamiltonian between the two regions. In Eq. (4-5),�(S) is the molecular wavefunc-
tion of the QM-subsystem that minimizes the energy of the effective Hamiltonian
Ho

qm(S)+ Hqm/mm(S) involving electronic degrees of freedom.
Equation (4-5) can be directly utilized in statistical mechanical Monte Carlo and

molecular dynamics simulations by choosing an appropriate QM model, balancing
computational efficiency and accuracy, and MM force fields for biomacromolecules
and the solvent water. Our group has extensively explored various QM/MM methods
using different quantum models, ranging from semiempirical methods to ab initio
molecular orbital and valence bond theories to density functional theory, applied
to a wide range of applications in chemistry and biology. Some of these studies
have been discussed before and they are not emphasized in this article. We focus on
developments that have not been often discussed.

4.3.1.1. Dual-Level Method

It is useful to rewrite Eq. (4-5) as follows:

Utot = Eo
qm(S)+Eqm/mm(S)+ Umm (4-6)

where Eo
qm(S) is the energy of an isolated QM-subsystem,

Eo
qm(S) = 〈�o(S)

∣∣ Ho
qm(S)

∣∣�o(S)
〉

(4-7)

andEqm/mm(S) is the interaction energy between the QM and MM regions, corre-
sponding to the energy change of transferring the QM subsystem from the gas phase
into the enzyme environment:

Eqm/mm(S) = 〈�(S)| Ho
qm(S)+ Hqm/mm(S) |�(S)〉 − Eo

g(S) (4-8)

Equation (4-6) is especially useful in that the total energy of a hybrid QM and
MM system is separated into two “independent” terms – the gas-phase energy and



84 K.-Y. Wong et al.

the interaction energy – which can now be evaluated using different methods or at
different levels of QM theory. If we use a high-level (HL) theory to describe the in-
trinsic energies of the QM system (E HL

qm (S) = Eo
qm(S)), and a low-level (LL) method

to carry out molecular dynamics simulations to determine the QM-MM interaction
energies (E L L

qm/mm(S) = Eqm/mm(S)), we can obtain a highly accurate potential
surface for the enzyme reaction to be investigated:

U DL
tot = E HL

qm (S)+E L L
qm/mm(S)+ Umm (4-9)

where U DL
tot is the dual-level (DL) total potential energy. In practice, it is more con-

venient to obtain the total QM/MM energy at a given level, Eo
g(S) +E L L

qm/mm(S).
Thus, the following expression is used, which effectively makes an HL correction to
the LL quantum mechanical energy.

U DL
tot = E HL

qm (S)+ U L L
tot (4-10)

whereE HL
qm (S) = E HL

qm (S)− Eo
g(S), which may be used as a post-priori correction

to an LL combined QM/MM simulation.
Usually, the semiempirical Austin Model 1 (AM1), parameterization model 3

(PM3), or other semiempirical approaches such as the tight-binding density func-
tional theory (DFTB) model are used in connection with a force field. We have used
the standard CHARMM22 force field in our applications. The higher-level method
is chosen on the basis of the size of the QM subsystem and the accuracy of the QM
model for a particular system. Typically, at least MP2 or G2 quality of method or a
tested DFT model is used with a large basis set. The good news is that only a small
number of QM calculations are needed to obtain E HL

qm (S), whereas millions of en-
ergy and gradients evaluations are need to carry out molecular dynamics simulations
using Utot at tractable computational costs.

It should be emphasized that the term Eqm/mm(S) in a combined QM/MM po-
tential contains empirical parameters, and should be optimized to describe accurately
QM/MM interactions. By systematically optimizing the associated van der Waals
parameters for the “QM-atoms”, both semiempirical and ab initio (Hartree-Fock)
QM/MM potentials can yield excellent results for hydrogen-bonding and dispersion
interactions in comparison with experimental data.1 The use of semiempirical meth-
ods such as the Austin Model 1 (AM1) or Parameterized Model 3 (PM3) in QM/MM
simulations has been validated through extensive studies of a variety of properties
and molecular systems, including computations of free energies of solvation and
polarization energies of organic compounds, the free energy profiles for organic
reactions, and the effects of solvation on molecular structures and on electronic
transitions.
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4.3.2. The MOVB Method

An alternative approach that was developed in our laboratory to model the potential
energy surface for chemical reactions is the mixed molecular orbital and valence
bond (MOVB) theory, in which effective diabatic states are constructed by a block-
localized wave function (BLW) method [9–11]. In this approach, molecular orbitals
(MOs) are strictly localized within individual fragments of a molecular system based
on the reactant or product state configuration. The adiabatic ground state, and excited
states if desired, potential energy surface is obtained by avoided coupling of the two
or more diabatic states. Key features of the MOVB theory include (1) that the MOs
within each fragment are orthogonal, which makes computation efficient, and (2) that
the MOs between different fragments are nonorthogonal, which retains important
characteristics of valence bond (VB) theory.

In the MOVB method, we use one Slater determinant with block-localized molec-
ular orbitals to define individual VB configuration, called diabatic state. For example,
the reactant state of the SN2 reaction between HS− and CH3Cl is defined as the Lewis
bond structure of the substrate {CH3Cl}:

[HS−] [CH3Cl]; �R
MOVB = Â{χ R

HS χ R
CH3Cl} (4-11)

where �R
MOVB is the wave function of the reactant diabatic state, Â is an antisym-

metrizing operator, χ R
HS and χ R

CH3Cl are products of molecular orbitals for fragments
[HS−] and [CH3Cl], respectively. The product state is similarly defined by

[HSCH3] [Cl−]; �P
MOVB = Â{χ P

HSCH3
χ P

Cl} (4-12)

where χ P
HSCH3

and χ P
Cl are products of molecular orbitals for fragments [HSCH3]

and [Cl−].
The MOVB wave function for the adiabatic ground state is written as a linear

combination of the diabatic states in Eqs. (4-11) and (4-12):

�MOVB = aR�R
MOVB + a P�P

MOVB (4-13)

where aR and a P are the configurational coefficients for the reactant and product dia-
batic state, respectively. The reactant and product diabatic states�R

MOVB and�P
MOVB

can be individually optimized, giving rise to the variational diabatic configurations
(VDC) [9, 10]. When the wave function of Eq. (4-13) is variationally optimized to
yield the minimum energy of the adiabatic ground state, the resulting MOVB diabatic
states are called the consistent diabatic configurations (CDC) [11].

The CDC-MOVB method is the appropriate computational approach for studying
properties associated with the adiabatic ground state such as the reaction barrier for
a chemical reaction and the solvent reorganization energy.

While MOVB can yield reasonable energetic results and an excellent description
of the overall potential energy surface on diabatic states and the adiabatic ground
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state, the computed barrier is typically a few kilocaleries per mole higher than high-
level ab initio results. To overcome this problem in MOVB, we introduce a scaling
parameter to adjust the off-diagonal Hamiltonian matrix element H12.

HEH
12 = βH12 (4-14)

where HEH
12 the effective Hamiltonian (EH) off-diagonal matrix element, and β is

the diabatic coupling scaling constant to account for static correlations that are not
fully accounted for in MOVB states and dynamic correlations that are not included.
It is also possible to match the experimental value in this EH-MOVB approach by
introducing a shift-parameter ε in the diagonal matrix element H P

22.
In the EH-MOVB model, the energy of the diabatic ground state is determined by

using the modified secular equation:

∣∣∣∣
HR

11 − V βH12 − S12V
βH12 − S12V HP

22 +ε − V

∣∣∣∣ = 0 (4-15)

With the introduction of two parameters in Eq. (4-15), the EH-MOVB method
can be calibrated to reproduce exactly the experimental barrier height and the desired
reaction energy.

4.3.3. The Electronic Structure-Based Explicit Polarization (X-Pol)
Potential

Essentially all molecular dynamics simulations of biomacromolecules utilize molec-
ular mechanics force fields to approximate the potential energy surface of the system.
In fact, the formalisms of the current force fields for biomolecular systems were al-
ready established by Lifson’s group in the 1960s [16, 17], which have hardly changed
in the past 40 years. Despite the success of molecular mechanics in biomacromolec-
ular modeling, there are also many shortcomings, including redundancy of empiri-
cal parameters and a lack of unified treatment of electronic polarization. Combined
QM/MM methods allow chemical processes to be readily studied, but its accuracy is
ultimately restricted by the use of molecular mechanics force field. Going beyond the
molecular mechanical representation of biomolecular systems, we have introduced
an explicit polarization (X-Pol) model based on quantum mechanics as a framework
for development of next-generation force fields [4–8].

In the X-Pol potential, a molecular system is partitioned into fragments, such as
an individual solvent molecule or a peptide unit or a group of such entities. The elec-
tronic interactions within each fragment are treated using electronic structure theory
described by a Slater determinant wave function, while the inter-fragment electro-
static interactions are treated using a quantal analog of the combined QM/MM ap-
proach. The X-Pol potential is designed with a series of hierarchical approximations.
The first approximation is that the wavefunction of the full system (�) is represented
by a Hartree product of the antisymmetric wavefunctions of the individual fragment:
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� =
N∏

I=1

�I (4-16)

where the individual molecular wave function {�I ; I = 1, · · · , N } is a Slater de-
terminant. This is equivalent to a subsystem division in density functional theory.
This assumption made in Eq. (4-16) neglects the exchange correlation interactions
between fragments, and the entire system does not satisfy the Pauli exclusion princi-
ple. To account for the short-range exchange repulsion and the long-range dispersion
interactions, the popular Lennard-Jones potential is used

EvdW
IJ =

A∑

α=1

B∑

β=1

4εαβ

[(
σαβ

Rαβ

)12

−
(
σαβ

Rαβ

)6
]

(4-17)

where A and B are the number of atoms in fragments I and J, and the parameters
εαβ and σαβ are obtained using standard combining rules such that εαβ = (εαεβ)

1/2

and σαβ = (σα + σβ)/2, in which ε and σ are atomic empirical parameters that are
treatment as in a typical MM force field. The total potential energy of the system is

Etot = <�|Ĥ |�>−
N∑

I=1

Eo
I (4-18)

where Ĥ is the Hamiltonian of the system defined below, Eo
I is the energy of an

isolated fragment I whose wavefunction is �o
I . Eo

I has a constant value and is used
for setting the zero of energy of the system corresponding to that of non-interacting
fragments.

The Hamiltonian of the system is given as follows:

Ĥ =
N∑

I=1

Ĥo
I + 1

2

N∑

I=1

N∑

J 
=I

ĤIJ (4-19)

where Ĥo
I is the electronic Hamiltonian of fragment I, and ĤIJ describe the interac-

tions between fragments I and J, which is given below:

ĤIJ(�J ) = −
2M∑

i=1

Vi (�J )+
A∑

α=1

[Zα(I )Vα(�J )+ EvdW
IJ ] (4-20)

Here, Zα(I ) is the nucleus charge of atom α and 2M is the number of electrons in
molecule I, Vt (�J ) is the electrostatic potential of molecular J at either the electronic
(t = i) or nuclear (t = α) positions of molecule I. The electrostatic potential due to
molecule J is defined as follows:
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Vt (�J ) = −
∫

drρJ (r)
|rt − r| +

B∑

β=1

Zβ(J )

|rt − Rβ(J )| (4-21)

where ρJ (r) is the electron density of molecule J, derived from the molecular wave-
function, ρJ (r) = |�J (r)|2.

At this point, the theory is completely general in that both molecular orbital theory
(MOT) and density functional theory (DFT), ab initio or semiempirical, can be used
to obtain the energy in Eq. (4-18). In the latter case, Eq. (4-18) ought be replaced
by a DFT energy expression. It is clear that it is particularly straightforward to use
DFT theory to define the Hamiltonian expressed in Eqs. (4-19–4-21). Without further
approximation, it is necessary to compute the two-electron integrals arising from
different molecules, which would be too expensive for a force field designed for
condensed phase simulations.

Consequently, we introduce the second approximation which is to use an
approximate electrostatic potential in Eq.(4-21) to determine inter-fragment elec-
tronic interaction energies. Thus, the electronic integrals in Eq. (4-21) are expressed
as a multipole expansion on molecule J, whose formalisms are not detailed here. If
we only use the monopole term, i.e., partial atomic charges, the interaction Hamilto-
nian is simply given as follows:

ĤIJ(�J ) = −
2M∑

i=1

B∑

β=1

e · qβ(�J )

|ri − Rβ(J )| +
A∑

α=1

B∑

β=1

Zα(I )qβ(�J )

Rαβ
+ EvdW

IJ (4-22)

where qβ(�J ) is the partial atomic charge on atom β of molecule J, fitted to repro-
duce the electrostatic potential of Eq. (4-21) from the wavefunction �J , and Rαβ is
the distance between two atoms. Alternatively, we have shown that intermolecular
interactions can be adequately described simply by scaling the Mulliken popula-
tion charges in the simulation of liquid water. Obviously, Eq. (4-22) is the familiar
QM/MM interaction Hamiltonian employing a fixed-charge MM force field.

The third approximation is the specific quantum mechanical model to be used for
a given problem and a specific purpose. If one has a large amount of dispensable
computer time, one would chose to use ab initio MOT or a DFT model to carry
out tens to hundreds of millions energy and gradient evaluations for systems of
10,000–100,000 atoms. Unfortunately, it is unlikely to be feasible in the near fu-
ture. Alternatively, one can adopt a semiempirical approach such as models based
on the neglect diatomic differential overlap (NDDO) approximation in MOT or the
extended Huckel theory/tight-binding formulation of DFT (DFTB). We choose the
NDDO approach in this discussion because there is a well-defined and systematic
procedure to evaluate and parameterize the electronic integrals through the Dewar-
Thiel type of multipole expansion.

For proteins, the fragment is defined by the peptide unit convention as recom-
mended by the International Union of Pure and Applied Chemistry, although the
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Figure 4-1. Schematic illustration of the partition between two residues along a polypeptide chain in the
X-pol force field

residue convention is typically used in MM force fields. Figure 4-1 shows the divi-
sion of a peptide chain into peptide units at a Cα carbon; each peptide unit is defined
as a quantum mechanical (QM) fragment in the present calculation, and the Cα atom
is called a boundary atom. Only the valence electrons of the boundary atom are
treated explicitly, so the effective nuclear charge is four and the associated number
of electrons is also four. Both the nuclear charge and electrons are divided equally
into the two neighboring fragments. The boundary atom has four hybrid bonding
orbitals, such that each fragment has two of them as active orbitals and the other two
as auxiliary orbitals. This partition of a polypeptide results in two “pseudo atoms”,
which have identical coordinates, and each of which is half of a boundary Cα atom.

The X-Pol potential has been tested and applied to the simulation of liquid water5

and liquid hydrogen fluoride, and it has been recently extended to treat fragments that
are covalently bonded to one another [6]. An analytic gradient technique has been
developed and implemented into the program CHARMM within the NDDO-MOT
framework [7], which was used to carry out a molecular dynamical simulation of
a small protein, the bovine pancreatic trypsin inhibitor (BPTI) in aqueous solution
with periodic boundary conditions. We note that the total computational time is linear
scaling by S × N × O(N 3

max), where S is the number of iterations in system SCF, and
O(N 3

max) is the computing efforts for the largest residue. The difference between
electronic structure calculations for a molecule of the size of

∑N
I NI orbitals and

that of N separate calculations of the size of Nmax is obvious because the former
would scale as O([∑N

I NI ]3) due at least to diagonalization. These studies have
demonstrated the feasibility that a fully QM-based explicit polarization (X-Pol) force
field can be used to model biomolecular systems.

4.4. PATH INTEGRAL METHODS FOR THE TREATMENT
OF NUCLEAR QUANTUM EFFECTS

Proton, hydride and hydrogen atom transfer reactions are ubiquitous in biological
processes, and because of their relatively small mass, zero-point energy and quantum
tunneling are significant in determining free energy reaction barriers. The incorpo-
ration of nuclear quantum effects (NQE) is also important for reactions involving
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heavy atoms since one of the most direct experimental assessment of the transition
state and the mechanism of a chemical reaction is by measurements of kinetic iso-
tope effects (KIE) [18], which is of quantum mechanical origin. The challenge to
theory is the difficulty to accurately determine the small difference in free energy of
activation due to isotope replacements. This is further exacerbated by the complex-
ity and size of an enzyme system that requires statistical averaging. In this section,
we present two path-integral methods for the treatment of nuclear quantum effects.
The first algorithm employs Kleinert’s variational perturbation theory at the second
order in which the path integrals have been integrated analytically [12, 13]. In the
second approach, an integrated path-integral free-energy perturbation and umbrella-
sampling (PI-FEP/UM) approach is described to compute KIEs for chemical reac-
tions [19, 20].

4.4.1. The Kleinert Variational Perturbation Theory

The path-integral (PI) representation of the quantum canonical partition function
QQM for a quantized particle can be written in terms of the effective centroid poten-
tial W as a classical configuration integral:

QQM =
(√

MkB T

2π h̄2

)3 ∞∫

−∞
e−βW (r̄)d r̄, (4-23)

where M is mass, h̄ is Planck’s constant divided by 2π , and r̄ is a point in space.
Given W, thermodynamic and quantum dynamic quantities can be accurately esti-
mated. Feynman and Kleinert, and Giachetti and Tognetti (FKGT) independently
described a variational approach, which yields an upper bound of W. The method is
highly accurate and has been applied to a variety of systems. It was recently used
to model quantum dynamic processes in condensed phases such as water and he-
lium. Kleinert’s variational perturbation theory (KP theory) is a more complete and
systematic approach, in which the FKGT method is just the first order term of KP
theory. Kleinert showed in several model systems that KP theory is exponentially and
uniformly convergent. For example, the electronic ground state energy of a hydrogen
atom can be determined by computing the W at the zero-temperature limit, and the
accuracy of the first three orders of the KP expansion is 85, 95, and 98%, respectively.

Details of the derivation for Kleinert’s variational perturbation (KP) theory can
be found elsewhere [21]. The nth-order KP approximation W n

�(r̄) to the centroid
potential W (r̄) is given by

−βW n
�(r̄) = ln Q�(r̄)− 1

h̄

〈
V r̄

p[r(τ1)]
〉r̄
�,c

+ 1
2!h̄2

〈
V r̄

p [r(τ1)]V r̄
p[r(τ2)]

〉r̄
�,c

+ · · · + (−1)n

n!h̄n

〈
n∏

k=1
V r̄

p [r(τk)]
〉r̄

�,c

(4-24)
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where τ is an imaginary time, the angular frequency � is a variational parameter,
which is introduced to define the perturbation potential V r̄

p [r] = U (r, S) − U r̄
�(r)

about the reference state at r̄ with the harmonic potential U r̄
�(r) = (3M/2)�2

(r − r̄)2. The quantum partition function of the harmonic reference state Q�(r̄) is
given as follows:

Q�(r̄) =
[

βh̄�(r̄)/2
sinh(βh̄�(r̄)/2)

]3

(4-25)

The remaining terms in Eq. (4-24) are the nth-order corrections to approximate the
real system, in which the expectation value 〈· · · 〉r̄

�,c is called cumulant, which can

be written in terms of the standard expectation value 〈· · · 〉r̄
� by cumulant expansion

in terms of Gaussian smearing convolution integrals:

〈
n∏

k=1
F[r(τk)]

〉r̄

�

=

n∏
j=1

∫ βh̄
0 dτ j

n∏
k=1

∫∞
−∞ drk F(rk(τk)]

{(2π)nDet[a2
τkτk′ (�)]}3/2

× exp

⎧
⎨

⎩−1

2

n∑
k=1
k′=1

(rk − r̄)a−2
τkτk′ (�)(rk′ − r̄)

⎫
⎬

⎭

(4-26)

where Det[a2
τkτk′ (�)] is the determinant of the n×n matrix consisting of the Gaussian

width a2
τkτk′ (�), a−2

τkτk′ (�) is an element of the inverse matrix of the Gaussian width:

a2
τkτk′ (�) = 1

βM�2

{
βh̄� cosh[(|τk − τk′ | − βh̄/2)�]

2 sinh[βh̄�/2] − 1

}
(4-27)

As n tends to infinity, W�
n (x0) is independent of the �. At a given order n, the

optimal frequency for � is given by the least dependence of W�
n (x0) on �, i.e.,

zeroing the lowest order derivative of W�
n (x0) w.r.t. �. Hence � is a variational

parameter.
An especially attractive feature of Eq. (4-24) is that if the real system poten-

tial is expressed as a series of polynomials or Gaussians, analytic expressions
can be obtained, making the computation extremely efficient because the time-
demanding Monte Carlo samplings could be avoided (hereafter, the level of cal-
culations up to nth order KP expansion for an mth-order-polynomial potential is
denoted as KPn/Pm) [12]. For other potentials, KPn theory still involves elaborate
n-dimensional space-time (2n degrees of freedom) smearing integrals in Eq. (4-27).
The intricacy of the smearing integrals increases tremendously for multidimensional
potentials, where � becomes a 3N × 3N matrix �i j for N nuclei. This complexity
is a major factor limiting applications of the KP theory beyond KP1, the original FK
approach.
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4.4.1.1. An Automated Computational Procedure

To render the KP theory feasible for many-body systems with N particles, we make
the approximation of independent instantaneous normal mode (INM) coordinates
{qx0}3N for a given configuration {x0}3N [12, 13]. Hence the multidimensional V
effectively reduces to 3N one-dimensional potentials along each normal mode coor-
dinate. Note that INM are naturally decoupled through the 2nd order Taylor expan-
sion. The INM approximation has also been used elsewhere. This approximation is
particularly suited for the KP theory because of the exponential decaying property of
the Gaussian convolution integrals in Eq. (4-26). The total effective centroid potential
for N nuclei can be simplified as:

W n
�i

(
{r̄i }3N

)
≈ U

(
{r̄i }3N , S

)
+

3N∑

i=1

W n
�i

(
{qi }3N , S

)
(4-28)

where W n
�i
({qi }3N , S) is the centroid potential for normal mode i. Although the INM

approximation sacrifices some accuracy, in return, it allows analyses of quantum
mechanical vibration and tunneling, and their separate contributions to the W. Pos-
itive and negative values of wi raise (vibration) and lower (tunneling) the original
potential, respectively.

To obtain analytical expressions for the expectation values in Eq. (4-26), we
use an mth order polynomial (Pm) to approximate the potential along qi . Note that
analytical results for P4 have been used by Kleinert for a quadratic-quartic anhar-
monic potential and a double-well potential [21]; however, higher order polyno-
mials are needed to achieve the desired accuracy in real systems. We have thus
derived the analytical closed forms of Eq. (4-26) up to P20 [12, 13]. Consequently,
the W as a function of an arbitrary � can be promptly obtained. This provides
a convenient way to determine the least dependent � value without computing
the complicated smearing integrals Eq. (4-26) iteratively for different trial values
of � by Monte Carlo simulations. In fact, after the interpolating potential along
each instantaneous normal mode is determined, there is little computational cost
for obtaining the W. Thereby, high level ab initio or density-functional (DFT)
methods can be used to evaluate the potential energy function for path-integral
calculations [12].

The computational procedure for obtaining the first and second order KP approx-
imations to the centroid potential is summarized below:
1. For each classical configuration {x0}3N , the mass-scaled Hessian matrix is diag-

onalized to obtain a set of normal mode coordinates {qx0}3N .
2. The real potential V is scanned from the configuration {x0}3N along each qx0

i for
10 points both in the forward and backward directions. We found that a step size
of 0.1 Å is usually a reasonable choice to yield W within a few percent of the
exact.
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3. Each centroid potential w�i (q
x0
i ) as a function of �i is readily obtained using the

analytical expressions of KP1/P20 or KP2/P20. Note that the path integrals for
these polynomials have been analytically integrated.

4. The values of w�i,n(q
x0
i ) are determined by numerically locating the least depen-

dence of w�i,n(q
x0
i ) on �i , i.e., zeroing the lowest order derivative of w�i,n(q

x0
i )

w.r.t. �i (1st derivative for KP1 and usually 2nd derivative for KP2).
The procedure presented above is integration-free and essentially automated. We

hope it could be used by non-path-integral experts or experimentalists as a “black-
box” for any given system [12, 13].

4.4.2. The Integrated Path-Integral Free-Energy Perturbation
and Umbrella-Sampling (PI-FEP/UM) Method

The discrete Feynman path integral method has been used in a variety of applications
since it offers an efficient and general approach for treating nuclear quantum effects
in condensed phase simulations. In principle, centroid path integral simulations can
be directly used to determine KIEs by carrying out two separate calculations for
the heavy and light isotope, respectively; however, the convergence of the computed
free energy barrier from dynamics simulations is typically not sufficient to ensure
the desired accuracy for KIE, especially when heavy isotopes and secondary effects
are involved. The integrated path-integral free-energy perturbation and umbrella-
sampling (PI-FEP/UM) method [19, 20] involves two computational steps, which
has been explored previously in the work of Sprik et al. [22] and in the quantized
classical path (QCP) method by Warshel and coworkers [23]. First, classical molec-
ular dynamics simulation is carried out to obtain the potential of mean force along the
reaction coordinate for a given reaction. Then, centroid path integral simulations are
performed to determine the nuclear quantum effects. The most significant feature of
these studies is that classical and quantum simulations are fully separated, making it
particularly attractive and efficient for enzymatic reactions. The special feature in the
PI-FEP/UM method is to use a free energy perturbation scheme to obtain accurate
KIEs for chemical reactions, by changing the atomic mass from one isotope into
another in path integral sampling [19].

In centroid path integral, the canonical QM partition function of a hybrid quan-
tum and classical system, consisting of one quantized atom for convenience, can be
written as follows:

Qqm
P = 1

�

∫
dS
∫

ds

(
P

λ2
M

)3P/2 ∫
dRe−βVeff ({r},S) (4-29)

where � is the volume element of classical particles, P is the number of quasiparti-
cles, Veff({r},S) is the effective potential [15],

∫
dR = ∫

dr1 · · · ∫ drPδ(r̄ = s) in
which the delta function δ(r̄ = s) is introduced to make correspondence of the cen-
troid variable r̄ in Feynman path integral to the classical position s. Equation (4-29)
can be rewritten exactly as a double average
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Qqm = Qcm<<e−βŪ (r̄,S)>F P,r̄>U (4-30)

where the average < · · ·>U is a purely classical ensemble average obtained accord-
ing the potential Utot(r̄,S), and the average differential potential is given by

Ū (r̄,S) = 1

P

P∑

i

{U (ri ,S)− U (r̄,S)} (4-31)

The inner average < · · ·>F P,r̄ in Eq. (4-24) represents a free-particle sampling:

< · · ·>F P,r̄ =
∫

dR{· · · }e−(π P/λ2
M )
∑P

i (ri )
2

∫
dRe−(π P/λ2

M )
∑P

i (ri )
2

(4-32)

whereri = ri −ri+1. In Eq. (4-30), the factor Qcm is the classical partition function
given as follows [15]:

Qcm
P = 1

�

∫
dS
∫

ds e−βU (s,S)
(

P

λ2

)3P/2 ∫
dR e

−(π P/λ2
M )

P∑
i
(ri )

2

(4-33)

where we have defined the position of the quantized particle centroid to coincide
with the coordinates of the corresponding classical particle s = r̄ .

The double average of Eq. (4-30), which is equivalent to Eq. (4-23), is the theo-
retical basis in the simulation approaches of Sprik et al. [22] called the hybrid clas-
sical and path integral, of Hwang and Warshel, called QCP [23], and, of Major and
Gao, called PI-FEP/UM [19, 20]. The expression of Eq. (4-30) is particularly useful
because the quantum free energy of the system can be obtained first by carrying
out classical trajectories according to the classical distribution, exp[−βU (r̄,S)], and
then, by determining the quantum contributions through free particle sampling based
on the distribution exp[−β(π P/βλ2

M )
∑P

i (ri )
2].

4.4.2.1. Kinetic Isotope Effects

The ratio of the quantum partition functions (Eq. (4-29)) for two different isotopes
can be obtained directly through free energy perturbation (FEP) theory by perturbing
the mass from the light isotope to the heavy isotope. Consequently, only one simula-
tion of a given isotopic reaction is performed, while the ratio of the partition function,
i.e., the KIE, to a different isotopic reaction, is obtained by FEP. This is conceptually
and practically an entirely different approach than that used previously [23].

Specifically, following the rate expression of QTST in Eq. (4-1) and assuming the
quantum transmission coefficients the dynamic frequency factors are the same, the
kinetic isotope effect between two isopotic reactions L and H is rewritten in terms of
the ratio of the partial partition functions at the centroid reactant and transition state
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and is given by [19, 20]:

KIE = kL

k H
=
[

QL
qm(z̄


=
L )

Q H
qm(z̄


=
H )

][
Q H

qm(z̄
R
H )

QL
qm(z̄

R
L )

]
e−β{FR

CPI,L (z̄
R
L )−FR

CPI,H (z̄
R
H )} (4-34)

where the ratio of the partition function can be written as follows:

Q H
qm(z̄)

QL
qm(z̄)

= <δ(z − z̄)<e− β
P

∑
i U L→H

i e−βŪL>FP,L>U

<δ(z − z̄)e−β[FL (z̄,S)−Fo
F P ]>U

(4-35)

where the subscripts L specifies that the ensemble averages are done using the light
isotope. Fo

F P is the free energy of the free particle reference state for the quantized
particles, andU L→H

i = U (ri,H )− U (ri,L) represents the difference in “classical”
potential energy at the heavy and light bead positions ri,H and ri,L . In the bisection
sampling scheme, the perturbed heavy isotope positions are related to the lighter
ones by [19]

ri,L

ri,H
= λML θi

λMH θi
=
√

MH

ML
; i = 1, 2, · · · ,P (4-36)

where ri,L and ri,H are the coordinates for bead i of the corresponding light and
heavy isotopes, λML and λMH are isotopic masses for the light and heavy nuclei,
and θi is the position vector in the bisection sampling scheme which depends on
the previous sequence of directions and has been fully described in reference. Equa-
tion (4-36) indicates that the position vectors for the corresponding heavy and light
isotope beads in the path integral simulation are identical, thereby, resulting in the
relationship that beads positions are solely determined by the ratio of the square roots
of masses.

In Eq. (4-35), we obtain the free energy (inner average) difference between the
heavy and light isotopes by carrying out the bisection path integral sampling with the
light atom and then perturbing the heavy isotope positions according to Eq. (4-36).
Then, the free energy difference between the light and heavy isotope ensembles is
weighted by a Boltzmann factor for each quantized configuration (outer average).

4.5. ILLUSTRATIVE APPLICATIONS

4.5.1. Nucleophilic Substitution Reaction of Hydrosulfide Ion
and Chloromethane

The VBSCF and EH-MOVB potential energy surfaces for the nucleophilic substitu-
tion reaction of HS− and CH3Cl are depicted in Figure 4-2. The energy contours de-
termined using the EH-MOVB method (Figure 4-2A) are found to be in good accord
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Figure 4-2. Computed potential energy surface from (A) ab initio valence-bond self-consistent field (VB-
SCF) and (B) the effective Hamiltonian molecular-orbital and valence-bond (EH-MOVB) methods for the
SN 2 reaction between HS− and CH3Cl
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with the VBSCF(6) results (Figure 4-2B). Clearly, the shapes of these potential
energy surfaces are in good agreement between the EH-MOVB and VBSCF models,
although the energy contours for product diabatic state from VBSCF(6) calculations
appears to be somewhat more tightly grouped.

4.5.2. Bovine Pancreatic Trypsin Inhibitor (BPTI) Simulations

The representation of the X-Pol potential is illustrated in Figure 4-3 by the electron
density isosurface of BPTI in water. For clarity, water molecules have been deleted.
In X-Pol, the potential energy is determined by quantum mechanics. The main result
of the BPTI simulations is the extent of electronic polarization and intramolecular
charge transfer in the solvated protein. The net charge from Mulliken population
analysis of the wave function for each carbonyl group (C=O) in the protein backbone
is calculated and averaged over MD simulations. The average net charge on the
backbone carbonyl (C=O) group of each residue along the peptide chain is shown
in Figure 4-4. We found that all carbonyl groups bear a negative net charge, which
is reasonable since C=O is a strong electron withdrawing group. The average net
charges on the carbonyl groups range from −0.04 to −0.15 (all partial charges are
in units of a proton charge), with 20 of them more negative than −0.10. In com-
parison, the CHARMM22 force field employs fixed partial atomic charges with the

Figure 4-3. Illustration of the X-pol potential represented by the electron density isosurface of BTPI. The
color scheme is used purely for distinction of different residues
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Figure 4-4. Average partial charges (e) on the carbonyl group of along the peptide chain of BPTI

convention that the net group charge for each carbonyl unit (C=O) is zero in the
protein backbone. Since it is computationally efficient for each group charge to be
zero, this can only be remedied in conventional molecular mechanics calculations
by using larger units as groups. However, even if that is done, the charge on each
carbonyl group would be independent of time and environment, neither of which is
found to be the case in the X-Pol calculations.

4.5.3. Collinear H+H2 Reaction

Both tunneling and vibrational quantum effects are important in the collinear H+H2
reaction. The accuracy of the present KP2 approach is presented as a quantum
correction factor κ , defined as the ratio of the quantum rate constant to that of
classical transition state theory with quantum vibrational partition functions but
neglecting tunneling effects. We estimated the values of κ by applying the path-
integral quantum transition state theory with no correction for the transition state
re-crossing. Exact values of κQM for a temperature range from T = 200 to 1000 K
have been reported on the Porter-Karplus potential. The exact κQM , and the present
κKP1 and κKP2 values are listed in Table 4-1 [12, 13]. Both KP1 and KP2 re-
sults are in reasonable accord with the exact results at high temperatures, whereas
KP2 is still good at lower temperature 200 K, at which κKP1 has much greater
deviations.

Table 4-1. Quantum correction factor κ for the collinear reaction
between H and H2

κ

Temperature (K) Exact KP1 KP2

1000 1.5 1.2 1.2
600 2.5 1.7 1.7
300 8.7 5.3 6.6
200 46 15 55
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4.5.4. The Decarboxylation of N-Methyl Picolinate

Both the 12C/13C primary KIE and the 14N/15N secondary KIE have been deter-
mined (Table 4-2) [19, 20], with the immediate adjacent atoms about the isotopic
substitution site quantized as well. To our knowledge, we are not aware of any such
simulations prior to our work for a condensed phase reaction with converged sec-
ondary heavy isotope effects. This demonstrates the applicability and accuracy of
the PI-FEP/UM method.

Table 4-2. Computed and experimental primary 12C/13C and secondary
14N/15N kinetic isotope effects for the decarboxylation of N-methyl picol-
inate at 25 ◦C in water

12k/13k 14k/15k

Exp (120◦C) 1.0212 ± 0.0002 1.0053 ± 0.0002
Exp (25◦C) 1.0281 ± 0.0003 1.0070 ± 0.0003
PI-FEP/UM 1.0345 ± 0.0028 1.0083 ± 0.0016

4.6. CONCLUDING REMARKS

In this chapter, we have discussed two new electronic structure methods, which are
the X-POL [4–8] and the EH-MOVB methods [9–11], and two path integral tech-
niques to treat nuclear quantum effects, which include an analytical path-integral
method AIF-PI [12, 13], and in integrated path-integral free-energy perturbation and
umbrella sampling (PI-FEP/UM) simulation [19, 20]. We have demonstrated the
applicability of the X-Pol potential to a solvated protein in water. The calculation
involves a molecular dynamics simulation of a 14281-atom system, consisting of
about 30000 basis functions, with direct dynamics based on an explicit quantum
mechanical electronic wave function for the entire system plus a van der Waals term
for interfragment exchange repulsion and dispersion forces.

In the EH-MOVB method, we introduced a diabatic coupling scaling factor to
uniformly scale the ab initio off-diagonal matrix element H12 such that the computed
energy of reaction from the EH-MOVB method can be adjusted in exact agreement
with the target value, either directly from experiment or from high-level ab initio cal-
culations. Furthermore, the relative energy between the reactant and product diabatic
states in the EH-MOVB method can be improved by adding a constant value to the
potential energy surface of the diagonal matrix element. This method was illustrated



100 K.-Y. Wong et al.

by the nucleophilic substitution reaction between hydrosulfide and chloromethane in
comparison with results from ab initio valence bond self-consistent field calculations.

In the AIF-PI method, a major achievement is to use a polynomial interpolation of
the potential on each instantaneous normal mode (INM) coordinate for many-body
systems to derive analytic expressions for the path integrals. This makes the KP
theory to be efficient beyond the first-order approximation and applicable to realistic
systems. The implementation is sufficiently general for any systems described by
smooth internuclear potential energy functions. In addition, we presented a free en-
ergy perturbation approach on nuclear masses in path integral simulations to obtain
accurate and converged kinetic isotope effects for condensed phase reactions. These
studies show that our methods are accurate and systematic for computing zero-point
energy, quantum partition function, and tunneling effect in fundamental systems.
These methods have also been applied to reproduce a series of experimental KIEs.
Although the INM approximation in the AIF-PI method neglects correlations be-
tween normal modes, it provides further insights into quantum contributions from
vibration and tunneling. To go beyond the INM approximation, we are developing a
formalism to systematically couple the INM.

Clearly, quantum mechanics can be applied to biocatalytic systems in a variety
of ways and scales. We hope that the methods presented in this article can further
expand the scope of applications to biomolecular systems.
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CHAPTER 5

TOWARDS AN ACCURATE SEMI-EMPIRICAL
MOLECULAR ORBITAL TREATMENT OF COVALENT
AND NON-COVALENT BIOLOGICAL INTERACTIONS
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e-mail: Ian.Hillier@manchester.ac.uk

Abstract: Recent developments are described which have allowed computationally rapid semi-
empirical molecular orbital methods to make significant advances in modelling biological
interactions. Efficient strategies for obtaining the best parameters for use in models such as
PM3 and AM1 are discussed. Examples of the use of such parameterised methods to un-
derstand phosphoryl transfer reactions, the conformational energetics of carbohydrates and
hydrogen tunnelling in enzyme catalysed reactions are described. Recent advances in the
development of suitable parameters for transition metals, particularly iron, are described,
with associated applications to iron containing proteins such as rubredoxin. The recent de-
velopment and use of a parameterised PM3 model which includes an empirical correction
for dispersive interactions (PM3-D) which is designed to study protein structure-function
relationships, is described

Keywords: Semi-empirical MO, PM3, QM/MM. parameters, phosphoryl transfer, carbohydrate,
enzyme catalysis, hydrogen tunnelling, iron-sulfur proteins, non-covalent interactions,
biomolecules, PM3-D

5.1. INTRODUCTION

Computational chemistry employing both quantum mechanics (QM) and molecular
dynamics (MD) is one of the many techniques now being used to relate the structure
of enzymes and proteins to their biological function. The motivation behind devel-
oping more realistic models of these complex systems is driven by the need to under-
stand their structure and reactivity at real temperatures, often requiring the accurate
prediction of complex phenomena such as non-covalent interactions [1], hydrogen
tunnelling [2], electron transfer [3], as well as more traditional over-barrier crossings,
all averaged over the motions of the macromolecule. In the condensed phase, ensem-
bles of configurations and the associated potential energy surfaces (PES) and reaction
pathways, must be considered. In view of this, new techniques such as transition
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path sampling [4, 5] which allow the rates of such processes to be estimated (at the
expense of sampling many trajectories), are being developed. Indeed, across all areas
of biological modelling there is an increasing trend to attempt to calculate actual rate
constants [6, 7] thereby making direct contact with experiment.

Central to understanding these processes is the use of QM models to understand
the accompanying changes in electronic structure. Even the accurate QM modelling
of small gas phase reactions can be far from straightforward, and is always compu-
tationally demanding. The extension of these techniques to larger and more complex
molecules in the condensed phase is usually via a hybrid or multilevel approach
(e.g. QM/MM [8, 9] or ONIOM [10]) where the reactive centre is treated at a suit-
able level of QM and those regions deemed to be less important are treated at a
lower level of QM, or using molecular mechanics (MM). For example, within the
two-level ONIOM formalism the extrapolated energy EONIOM, which represents the
total energy of the system, is obtained from three independent calculations (Eq. 5-1):

EONIOM = Ehigh,model + Elow,real − Elow,model (5-1)

where Elow,real denotes the energy of the entire system calculated by the low level
method and Elow,model and Ehigh,model denote the energies of the model system
determined at the low and high level of theory, respectively. These models of the
condensed phase require a balanced approach as far as the accuracy of the various
components are concerned. Thus, a high-level treatment of a small part of the system,
for example the active site of an enzyme, may not be appropriate if the remainder of
the system is not properly modelled. The widely used QM/MM method corresponds
to the ONIOM scheme where the high level of theory is QM and the low level is
MM. It is usually important to allow the point charges of the MM region to polarize
the QM wavefunction, and within ONIOM this is termed electronic embedding (EE)
[11]. The variant of this model in which such polarization is ignored is labelled me-
chanical embedding (ME). ME is appropriate if only steric, rather than electrostatic
effects are important. The QM/MM approach, with a variety of different levels of
QM, particularly semi-empirical and density functional theory (DFT) methods, has
given important insight into an increasing number of enzymatic reactions, which
have been extensively reviewed [12].

Central to the construction of these QM/MM models is deciding both the size
of the high-level region, and the level of QM to be employed, bearing in mind
that the calculation might be required to be performed for a very large number of
configurations. For complex biological systems, the ideal strategy would involve a
high-level ab initio method (with explicit inclusion of electron correlation effects) to
treat the chemically active part of the macromolecule. However, even for the mod-
elling of prototype non-covalent interactions, such as π-stacked structures in DNA
base-pairs, it has been found necessary to include a high level of electron correlation
[e.g. MP2 or CCSD(T)] to obtain data of chemical accuracy [1]. Although there are
developments in MP2 and related methods which promise considerable reductions in
computer time [13], it is still necessary to look for less computationally demanding
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methods to model both covalent and non-covalent biological interactions. The pop-
ularity of DFT methods, evident across most areas of computational chemistry, is
also found in biological modelling. There is an attractive reduction in computer time
compared to ab initio methods, often with little loss of accuracy. However, in areas
particularly important for describing biological interactions, such as describing dis-
persive interactions [1] and systems involving transition metal centres, DFT methods
have been found to be somewhat problematic, often requiring the selection of specific
functionals [14]. Furthermore, DFT methods are still too computationally demand-
ing for many problems involving the calculation of actual reaction rates. For this
reason, in biological and other areas of condensed phase modelling, there has been
a renaissance in the use of semi-empirical molecular orbital (MO) methods [15].
The computational speed of semi-empirical methods (3–4 orders of magnitude faster
than DFT) means these methods are amenable to molecular dynamics simulations,
involving QM potentials.

Progress in developing semi-empirical methods accelerated during the 1970s
when ab initio calculations were beyond the computational resources of most re-
search groups. Nearly all semi-empirical methods developed during this time relied
on variants of the zero differential overlap (ZDO) approximation, leading to a reduc-
tion in the number of two-electron integrals. The earlier semi-empirical models of
Pople and co-workers, such as the CNDO [16] and INDO [17] methods, neglected
a significant number of two-electron integrals, and as such, they were unable to
properly describe the electronic structure of some chemical systems. These failings
prompted Dewar and Thiel to develop the MNDO model (Modified Neglect of Dif-
ferential Overlap) which retained more two-electron integrals [18, 19]. MNDO was
parameterised against experimental data and included several new features such as
a modified core-repulsion term to treat N H and O H hydrogen-bonding interac-
tions.

The failure, however, of MNDO to properly describe hydrogen-bonds was re-
alised by Dewar who subsequently modified the core-repulsion function by including
a set of attractive and repulsive Gaussian functions centred at large and short range
internuclear separations. Changes to the MNDO Hamiltonian thus required a differ-
ent set of parameters and led to AM1 (Austin Model 1) [20]. AM1 was later refined
by Stewart who developed an automated optimisation procedure for determining
the necessary parameters, the new parameter set and optimisation procedure being
denoted PM3 (Third Parameterisation of MNDO) [21]. Rather than to attempt to
reproduce the results of Hartree-Fock calculations, AM1 and PM3, by the inclusion
of experimental data in the parameter optimisation, sought to reproduce quantities
such as structures, dipole moments and heats of reaction. Nowadays, these methods
can be routinely used to study systems containing any of the main group elements
(excluding the noble gases) whose ground-state valence electronic configuration can
be described by s and p atomic orbitals alone [22].

In recent years, progress has been made in extending these methods to d-orbitals
(e.g. MNDO/d [23, 24]) so that many of the hypervalent compounds of main group
elements can now be treated using these techniques. More importantly, the addition
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of d-orbitals now means a theoretical framework exists to apply these methods to
molecules containing transition metal atoms. In spite of these advances, a complete
set of parameters for the transition metals, capable of describing their diverse chem-
istry, is not currently available. This is probably due to the fact that the development
of parameters for metals is considerably more challenging than for the main-group
elements due to the complexity of their electronic states and problems of using
only a minimal valence basis for their description [25, 26]. Moreover, many metals,
particularly those in biological systems, are found in quite different coordination
environments [3], and as such, it is unlikely that a general set of parameters (for each
metal) can be obtained to be used across a range of chemical systems. To address
this central problem, Rossi and Truhlar have suggested the use of specific reaction
parameters (SRP) for specific chemical problems [27].

There has been considerable recent activity developing appropriate parameters
to allow semi-empirical methods to describe a variety of biologically important
systems, and their related properties, such as (i) enzyme reactivity, including both
over- and through-barrier processes, (ii) conformations of flexible molecules such
as carbohydrates, (iii) reactivity of metalloenzymes and (iv) the prediction of non-
covalent interactions by addition of an empirical dispersive correction. In this review,
we first outline our developing parameterisation strategy and then discuss progress
that has been made in the areas outlined above.

5.2. PARAMETERISATION OF SEMI-EMPIRICAL METHODS

In spite of recent advances in both computer hardware and software the development
of new parameter sets for existing semi-empirical methods is a time-consuming
process. Sophisticated algorithms are now available which allow large numbers of
parameters to be fitted simultaneously to quite large chemical databases. Even so,
the careful compilation of reference data and the evaluation of different optimised
parameter sets can be time-consuming. Indeed, nearly all parameter optimisation
strategies usually require the calculation of many different parameter sets, using
different fitting functions and different sets of reference data, until a satisfactory
parameter set is obtained. Here, the definition of a “satisfactory” parameter set can
mean the one that gives the lowest value of the chosen error function or that which
gives the most “balanced” chemical results. Thus the development of parameterisa-
tion strategies often requires both efficient optimisation algorithms and substantial
chemical intuition. In view of this it is useful to review some of the important con-
siderations in developing a successful semi-empirical parameterisation strategy.

5.2.1. Optimisation Algorithms

Central to the development of new semi-empirical parameter sets is the construction
and subsequent minimisation of an appropriate error function, S (Eq. 5-2). The er-
ror function contains the molecular quantities calculated at the semi-empirical level
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(qsemi–empirical
i ) and the corresponding reference values (qreference

i ) which are usually
obtained from either experiment or high-level calculation, wi being an appropriate
weight.

S =
∑

i

wi

(
qsemi–empirical

i − qreference
i

)
(5-2)

The objective of any parameterisation strategy is to minimise S efficiently, and
this can be achieved using a genetic algorithm (GA) or a gradient-based algorithm,
and in some cases a combination of the two approaches. GAs have so far been
used to obtain semi-empirical parameters for sodium [28], magnesium [29], tech-
netium [30] and iron [31] using reference training sets containing up to a few tens
of molecules. On the other hand Stewart obtained the entire PM3 parameter set us-
ing an efficient automated gradient-based algorithm, which allowed parameters for
different elements to be simultaneously optimised [21, 22]. We too have developed
and used a similar algorithm with appropriate modifications to obtain parameters
for transition metal atoms [26, 32]. In keeping with the semi-empirical philosophy,
a number of important approximations are included within the algorithm and in-
crease the efficiency of the optimisation procedure. The procedure is based upon a
modified Broyden-Fletcher-Goldfarb-Shanno (BFGS) method in which one of the
central approximations is that a reference structure is taken and the parameters are
adjusted until the forces on the atoms of each structure are minimised, rather than
performing explicit geometry optimisation. In addition, the error function (Eq. 5-2)
and its gradients can be evaluated efficiently since for small changes in n parameters
(x), any reference property q (e.g. heat of formation) can be approximated using a
truncated Taylor expansion centred at the initial parameter values (x0).

q (x1, x2, . . . , xn) = q
(

x0
1 , x0

2 , . . . , x0
n

)
+

n∑

i=1

∂q

∂xi

∣∣∣∣
xi =x0

i

·
(

xi − x0
i

)
(5-3)

We have found that one of the major disadvantages of gradient-based algorithms,
(particularly those which avoid explicit geometry optimisation) is that they require
quite large databases of reference molecules in order to obtain parameter sets capable
of describing different bonding situations for any given element [26, 32, 33]. Also,
and perhaps more importantly, the properties of the final parameter set are quite
strongly dependent on the choice of initial parameters (for the optimisation proce-
dure) whereas when a GA is used quite different parameter sets can be obtained. For
this reason, many recent semi-empirical optimisation algorithms are now making use
of a combination of GAs, gradient minimisation methods and other techniques such
as Monte Carlo annealing [34–36].
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5.2.2. Modification of the Core Repulsion Function

During the evolution of the current semi-empirical methods (AM1, PM3) a num-
ber of refinements were made to the core-repulsion function in order to improve,
for example, the description of hydrogen-bonding [20, 21]. Such changes have in
general led to increased flexibility within the modified semi-empirical Hamiltonians
resulting in quite marked improvements in the accuracy of the parent methods.

Thus, the current semi-empirical methods (MNDO, AM1 and PM3) differ in the
way in which core-repulsions are treated. Within the MNDO formalism the core-
repulsion (E AB

MNDO) is expressed in terms of two-centre, two-electron integrals
(Eq. 5-4), where Z A and Z B correspond to the core charges, RAB is the internuclear
separation, and αA and αB are adjustable parameters in the exponential term [19].

EMNDO
AB = Z A Z B

(
s As A, s Bs B

) (
1 + e−αA RAB + e−αB RAB

)
(5-4)

When the core-repulsion function involves either hydrogen-oxygen or hydrogen-
nitrogen interactions, a modified form of this function is used (A = H, B = O, N;
Eq. 5-5).

EMNDO
AB = Z A Z B

(
s As A, s Bs B

) (
1 + RABe−αB RAB + e−αA RAB

)
(5-5)

Current AM1 and PM3 methods use an alternative core repulsion function which
differs from that used in MNDO in that an additional term involving one to four
Gaussian functions is used (defined by parameters a-c, Eq. 5-6) [20, 21]. These
extra terms help to reduce the excessive core-core repulsions just outside bonding
distances.

EAM1,PM3
AB = EMNDO

AB + Z A Z B

RAB

4∑

i=1

[
ai Ae−bi A(RAB−ci A)

2 + ai Be−bi B (RAB−ci B )
2
]

(5-6)
Despite these modifications there remain a number of well-documented problems

with the AM1/PM3 core-repulsion function [37] which has resulted in further refine-
ments. For example, Jorgensen and co-workers have developed the PDDG (pair-wise
distance directed Gaussian) PM3 and MNDO methods which display improved ac-
curacy over standard NDDO parameterisations [38]. However, for methods which in-
clude d-orbitals (e.g. MNDO/d [23, 24], AM1/d [25] and AM1∗ [39, 40]) it has been
found that to obtain the correct balance between attractive and repulsive Coulomb in-
teractions requires an additional adjustable parameter ρ (previously evaluated using
the one-centre two-electron integral Gss, Eq. 5-7), which is used in the evaluation of
the two-centre two-electron integrals (Eq. 5-8).
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ρ = 1

2Gss
(5-7)

(
s As A, s Bs B

)
= e2

(
RAB

2 + (ρA + ρB)
2)1/2 (5-8)

When applying these methods to the study of molybdenum complexes Voityuk
and Rösch [25, 41] found that the use of the AM1 core-repulsion function (Eq. 5-6)
led to some systematic deviations for some Mo X bond lengths. To address these
problems, important changes to the core-repulsion function were made by the in-
troduction of bond-specific parameters (αMo−X and δMo−X , Eq. 5-9) [22, 25]. The
idea of using bond-specific core repulsion parameters is not new, since the AM1
parameterisation of boron used bond-specific Gaussian functions to improve the final
results [42].

E AM1/d
Mo−X = Z Mo Z X

(
s As A, s Bs B

) [
1 + 2δMo−X e−αMo−X RMo−X

]
(5-9)

This strategy has been found to be more efficient than using Gaussian functions
and has now been used to extend the NDDO-based family of methods to the remain-
ing main group elements [22], the AM1∗ parameterisation of second row elements
[39] and the transition metals titanium and zirconium [40] as well as our work ex-
tending the PM3 method to iron [26, 32].

5.2.3. Choice of Reference Data and Construction of the Error Function

The reference data for many of the early semi-empirical parameterisations usually
involved data collected from a wide range of experimental techniques [19–21]. For
more recent parameterisations, particularly for SRP sets, there is now an increasing
trend to replace in part, if not entirely the reference training data with information
obtained from high-level ab initio [e.g. MP2 or CCSD(T)] or DFT calculations
[34, 35, 43]. Such an approach is to be favoured in the absence of, or when there
are concerns regarding the reliability of experimental data. The use of high-level
calculations is also desirable if the semi-empirical method is required to reproduce
stationary structures (intermediates, transition states) along a given reaction pathway
[35, 36, 44]. Indeed, the reference data for many such parameterisations can now
include actual transition structures as well as reaction energy barriers (calculated
using DFT methods) for complex biological processes.

In view of the fact that recent parameterisations make use of reference data
from high-level calculations, the corresponding error functions used to develop these
methods can in principle involve any given property that can be calculated. Thus, in
addition to structural information, the error function can involve atomic charges and
spin densities, the <S2> value for the wavefunction, ionisation potentials and the
relative energies of different structures within the reference database [26, 32]. De-
tailed information concerning the actual wavefunction can be extremely useful for
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developing parameter sets for complex systems (e.g. transition metals) since atomic
charges, spin densities and <S2> values can help to direct the fitting algorithm
towards the desired electronic states of the reference complexes. Importantly, the
performance of this approach, with respect to any chosen molecular property can be
tuned by suitable adjustment of the weighting factors (wi , Eq. 5-2).

5.3. HYBRID POTENTIALS FOR THE SIMULATION
OF PHOSPHORYL TRANSFER REACTIONS

Modelling biological systems involving macromolecules such as DNA, RNA and
proteins requires an accurate description of a range of both subtle and highly specific
inter- and intra-molecular interactions. One area receiving considerable attention is
the study of biological processes involving phosphorylation and dephosphorylation
reactions, which are important in the regulation of many cellular processes [45, 46].
Ab initio [47–50] as well as DFT methods [51–55] have been used extensively to
study these phosphoryl transfer reactions using prototypical model systems. It is
however important to treat these systems with explicit consideration of the enzyme
environment, since there is extensive charge rearrangement during the reaction. In
view of this, QM/MM methods employing different levels of QM have been quite
widely used [36, 56–58]. Thus, a number of studies of phosphoryl transfer catalysed
by protein kinases have been reported, and have focused on the role of the conserved
aspartate residue. An early QM/MM study using PM3 with standard parameters
questioned whether this residue acted as a catalytic base [57]. This study has been
followed by others employing DFT, some of which have come to different conclu-
sions concerning the role of the aspartate [59]. There is thus the need to develop a
parameter set specific for this important class of reaction.

Two recent studies have used data from high level ab initio and DFT calcula-
tions on model systems to develop improved parameters to describe these reactions.
Arantes and Loos developed a new parameterization of NDDO (for hydrogen, sul-
fur, oxygen, carbon and phosphorus) for phosphate ester hydrolysis and thiolysis
by fitting to a database involving the stationary structures from eight phosphate es-
ter reactions [calculated at the MP2/6-311+G(2df,2p)//MP2/6-31+G(d) level] [36].
The new Hamiltonian gave a notable improvement over the standard models as in-
dicated by an RMSD of 2.8 kcal mol−1 (reduced from 16.8 kcal mol−1 using stan-
dard MNDO parameters) for the relative energies of species along the pathways
of various phosphate ester reactions. These parameters were then employed in hy-
brid QM/MM calculation of a potential of mean force (PMF) for the dephospho-
rylation of phenyl phosphate (catalysed by the dual specificity phophatase VHR1:
E · · · ROPO3

2− → E PO3
2− + ROH, E = ester) and gave a reaction energy

barrier of 16.4 kcal mol−1, very close to the value of 15.5 kcal mol−1 calculated using
transition state theory [60] and an experimentally measured rate constant [61].

The work of Arantes and Loos involved a modified MNDO Hamiltonian in which
the valence orbitals of sulfur and phosphorus were described by s and p orbitals
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alone. Although, the MNDO and AM1 schemes have now been extended to include
d-orbitals on second-row elements as in the MNDO/d scheme of Voityuk and Thiel
[62], and the AM1∗ method of Winget et al. [39], further modification of these meth-
ods has been required to accurately model phosphoryl transfer reactions. Nam et al.
[35] have developed a modified AM1/d-PhoT Hamiltonian by parameterising against
a database of high-level DFT(B3LYP) calculations for RNA catalysis, including ge-
ometries and relative energies of minima, transition states and reactive intermediates,
dipole moments, proton affinities, and other relevant properties. This work included
a necessary modification of the core-repulsion function which involved the use of
two atom specific scaling parameters to allow increased flexibility through the atten-
uation (or elimination) of the Gaussian core-repulsion interactions between certain
atoms (refer to Eq. 5-6). The use of the new AM1/d-PhoT model was demonstrated
by the computation of PMFs for a model transphosphorylation reaction in water
and gave barriers which differred by only 3–5 kcal mol−1 from DFT calculations
employing an implicit solvent model.

5.4. QUANTUM MECHANICAL FORCE FIELDS FOR
CARBOHYDRATES

An important step in the understanding of a range of fundamental biological pro-
cesses is the accurate modelling of carbohydrate structure and dynamics at a molec-
ular level [63]. The inherent flexibility and polar nature of both mono- and polysac-
charides has prompted the development of a number of elaborate MM force fields
in order to properly describe the subtle stereoelectronic anomeric effects in such
molecules [64, 65]. An alternative to the MM approach is to use a semi-empirical
method [66], which can allow the incorporation of explicit electronic polarisability,
as in the fluctuating charge and dipolar force fields [67]. However, the current param-
eterizations of the semi-empirical methods, AM1 [20] and PM3 [21], lack sufficient
accuracy [68]. For example, PM3 predicts a 1C4 ring conformation as more stable
than a 4C1 structure (Figure 5-1) in opposition to high level QM calculations and
experiment [69, 70]. Therefore we have developed a set of SRPs for use within the
PM3 method by fitting the Uss, Upp, βs, βp, α of oxygen and Uss, βs, α of hydrogen to
a set of small molecule carbohydrate analogues (10 conformers of 1,2-ethanediol and
4 conformers of methoxymethanol) calculated at the MP2/cc-pVDZ level [65, 71].
The new parameterisation is denoted PM3CARB-1 and is now available within the
AMBER 9 package [72].

Compared to ab initio calculations and existing semi-empirical methods [21] the
PM3CARB-1 method performs quite well for the relative energies of the different
conformers used in the reference training data (Table 5-1). In fact the RMS of the
relative energies (vs. MP2) for the conformers of 1,2-ethanediol is very close to
that using low level ab initio calculation [0.51 (HF), 2.56 (PM3), 0.57 kcal mol−1

(PM3CARB-1)]. The PM3CARB-1 model has also been assessed for the predic-
tion of the relative energies and structures of a set of 14 glucose conformations
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Figure 5-1. Definition of chair conformation in β-glucopyranose. Reproduced with permission from ref-
erence [66]. Copyright Elsevier 2004

(Table 5-2). For these, the PM3CARB-1 model has a RMS error in the relative
energies of 1.60 kcal mol−1 compared to the B3LYP/6-311+G∗∗//HF/6-31G∗ calcu-
lations. The PM3 model has a corresponding error of 2.69 kcal mol−1 (Table 5-2).
For the 11 4C1 conformations, the error is 1.1 kcal mol−1 via the PM3CARB-1

Table 5-1. Relative energies (kcal mol−1) of 1,2-ethanediol and methoxymethanol conformations, and
RMS error with respect to MP2 level of theory

Conformer MP2a HF AM1 PM3 PM3CARB-1

1,2-Ethanediol
g−Gg− 1.19 1.03 −0.98 −0.78 1.45
gGg 3.15 3.04 −0.98 −0.82 1.75
gGg− 0.30 0.69 −0.88 −1.39 1.10
gTg 3.00 2.59 0.39 −0.43 2.87
gTg− 2.81 2.28 0.20 −0.67 2.50
tGg 3.81 3.46 2.56 1.76 3.63
tGg− 0.00 0.00 0.00 0.00 0.00
tGt 3.48 2.90 3.19 −0.78b 2.56
tTg 2.92 2.08 1.55 1.07 2.40
tTt 2.87 1.69 2.98 2.56 2.23
RMS 0.51 1.75 2.56 0.57
Methoxymethanol
Gg 0.00 0.00 0.00 0.00 0.00
Gg− 2.06 2.89 2.36 1.50 3.98
Tt 6.80 7.30 9.43 4.09 8.81
Tg 2.73 2.66 2.74 1.24 1.88
Total RMS 0.49 1.53 2.28 0.86

a Ab initio QM levels of theory for 1,2-ethanediol are MP2/cc-pVDZ [65] and HF/6-311+G(2d,2p) [71];
for methoxymethanol, MP2/cc-pVDZ and HF/6-311+G(2d,2p) [71].
b Unstable – converts to g−Gg−.
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Table 5-2. Relative energies (kcal mol−1) of glucose conformers with RMS error with
respect to ab initio QM level of theory

Confomera Ab initiob PM3 PM3CARB-1

4C1α/cc/g−g 0.00 0.34 0.43
4C1α/cc/gg− 0.01 −0.11 0.35
4C1α/cc/tg 0.00 0.00 0.00
4C1α/cl/g−g 0.91 0.40 2.07
4C1α/cl/tt 1.14 2.08 3.31
4C1α/cl/tt 1.61 2.08 3.31
4C1α/cl/tt 1.24 2.08 3.31
4C1β/cc/g−g 0.74 1.22 1.88
4C1β/cc/gg− 0.63 0.78 2.10
4C1β/cc/tg 0.85 −0.67 1.34
4C1β/cc/tg 1.77 −0.67 1.34
1C4β/cc/gg 9.48 1.44 6.52
1C4β/cc/g−g− 8.77 0.82 6.31
1C4β/cl/g−g 8.69 −2.43 4.73

RMS 2.69 1.60

a Adapted from reference [65], notation for glucose conformers: orientation of
ring/anomer/hydrogen bond network/CH2OH group (O5C5C6O6 and C5C6O6H).
b Ab initio QM level of theory B3LYP/6-311+G∗∗//HF/6-31G∗ [65].

model, which although an improvement over PM3, is still higher than the respective
errors of 0.6 kcal mol−1 for the OPLS-AA [73], and 0.5 kcal mol−1 for the OPLS-
AA-SEI force fields [65]. Importantly, the PM3CARB-1 model predicts 4C1 con-
formations to be more stable than 1C4 conformations. For example, 1C4/β/cl/g−g
conformation is predicted by PM3 to be the global minimum for the 14 conformers.
At the PM3CARB-1 level, this conformer is 4.7 kcal mol−1 higher in energy than
the correct lowest energy 4C1 conformer, in improved agreement with the DFT cal-
culations [65]. Moreover, the clockwise and anti-clockwise hydrogen-bonding net-
works in each of the 14 conformers are also shown to be in good agreement with
the ab initio calculation [66]. The PM3CARB-1 method has been used to study the
dynamics of the disaccharide 4-O-α-D-xylopyranosyl-α-D-xylopyranose. Here the
disaccharide solute was treated at the QM level in the presence of 492 TIP3P water
molecules. Previously, hybrid QM/MM dynamics simulations using a PM3/TIP3P
potential required ring constraints to prevent unphysical transitions to 1C4 confor-
mations [74]. Use of the PM3CARB-1 potential indicates no such constraints are
required (Figure 5-2).

Thus, in contrast to preceding MM approaches explicit treatment of electronic
polarisability is integral to a semi-empirical QM approach and promises excellent
prospects for quantitative theoretical modelling of carbohydrates across a range of
condensed phase environments. The results of the PM3CARB-1 model do however
indicate in line with classical force field approaches [65, 73] that perhaps greater
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Figure 5-2. Plot of C5O5C1O1 angle of non-reducing saccharide residue 4-O-α-D-xylopyranosyl-α-D-
xylopyranose from QM/MM molecular dynamics simulations using (a) a PM3/TIP3P potential and (b)
a PM3CARB-1/TIP3P potential. Reproduced with permission from reference [66]. Copyright Elsevier
2004

flexibility will be required to accurately model the complete manifold of subtle car-
bohydrate energetics and structure.

5.5. HYDROGEN TUNNELLING AND ENZYME CATALYSIS

Hydrogen motion, H+, H− or H·, is often involved in the rate-limiting step of many
enzyme catalysed reactions. Here, QM tunnelling can be important and is reflected
in the values of the measured kinetic isotope effects (KIEs) [75]. Enzyme motion
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can in some cases result in local structures which may favour through-barrier tun-
nelling [76–80]. An accurate calculation of the potential energy surface and the
degree of tunnelling is therefore important in understanding which structural fea-
tures may increase vibrationally enhanced tunnelling. As examples, we studied three
enzyme catalysed reactions involving hydride, proton and neutral hydrogen atom
transfer using semi-empirical calculations, comparing the calculated KIEs with the
available experimental data. The reactions considered are hydride transfer by liver
alcohol dehydrogenase (LADH), proton transfer catalysed by methylamine dehy-
drogenase (MADH) and hydrogen atom transfer catalysed by soybean lipoxygenase
(SLO-1) [81].

The rate of hydrogen transfer can be calculated using the direct dynamics ap-
proach of Truhlar and co-workers which combines canonical variational transition
state theory (CVT) [82, 83] with semi-classical multidimensional tunnelling correc-
tions [84]. The rate constant is calculated using [83]:

k(T ) = κ(kB T/h) exp(−GCV T
T /RT ) (5-10)

where GT
CVT is the CVT free energy of activation and κ is a transmission coeffi-

cient based on the semi-classical tunnelling approximation. The change in k(T) upon
isotopic substitution leads to the calculated KIEs. This approach has been successful
in the evaluation of rate constants for small gas phase reactions [85], as well as for
some enzymatic systems, and has been recently reviewed [86].

Tunnelling can occur not only through the one-dimensional PES, but also via a
corner cutting mechanism which is included by using the centrifugal dominant small-
curvature tunnelling (SCT) approximation due to Truhlar [84]. Such corner-cutting is
evaluated in terms of the reaction path curvature, which gives the degree to which the
reaction co-ordinate is coupled to transverse vibrational modes along the minimum
energy pathway (MEP). In regions of increased reaction path curvature the effective
reduced mass for motion along s is reduced [87], which simulates corner-cutting.
Another quantity resulting from these calculations useful for describing the degree
and origin of tunnelling is the representative tunnelling energy (RTE) [84], the energy
at which tunnelling is most likely to occur at a particular temperature.

The use of Eq. (5-10) to evaluate the reaction rate is characterised by the calcu-
lation of Hessians for a large number of points along the MEP which are required
to locate the free energy maximum and also to evaluate the curvature required for
evaluation of the transmission coefficient. In view of the associated computational
expense, high-level electronic structure calculations are not feasible and alterna-
tive strategies, one of which is to use a semi-empirical method, are usually em-
ployed [81].

Our studies on the three enzymes have involved the use of semi-empirical meth-
ods, using published and also SRP parameter sets. For both LADH and MADH
(Figures 5-3a and b) hybrid QM/MM models were employed [8, 9, 88–90]. In
LADH the PES surface was calculated at the AM1 level [20] but scaled by data
from the HF/3-21G surface [91]. The results of the CVT calculation with the
SCT correction show quite modest yet contributory degrees of tunnelling, an RTE
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Table 5-3. PES properties for hydrogen transfer in the LADH, MADH and SLO-1
enzymesa

LADH MADH SLO-1

Potential energy barrier 18.6 19.1 18.2
Activation energyb 14.1 {15.6} 9.9 {11.3} 6.9 {1.2}
Imaginary frequency 1229i 2218i 2913i
RTEc −0.7 −4.8 −6.4
κ 3.0 (2.5) 114 (5.7) 780 (9.1)
κD d 2.7 (2.1) 44 (3.5) 325 (5.4)
KIE (CVT/SCT)e 3.7 (4.4) {3.8} 15.6 (9.9) {16.8} 18.9 (12.5) {56}

aAll temperature dependent properties are for 300 K; energies in kcal mol−1; frequen-
cies cm−1; all values for hydrogen unless otherwise stated. {In parenthesis} experimen-
tal results from references [76, 92, 95] for LADH, [78] for MADH and [95] for SLO-1.
bCalculated using the CVT/SCT method.
cRelative to the maximum of the adiabatic potential.
dUsing the SCT method. (In parenthesis) Wigner values.
e(In parenthesis) TST/W results.

within 1 kcal mol−1 of the top of the barrier and a calculated deuterium KIE of
3.7 in excellent agreement with the experimental value of 3.78 ± 0.07 (Table 5-3)
[76, 92, 93]. The measured deuterium KIE for the proton transfer step (rate-limiting)
in MADH is considerably greater than for LADH (16.8±0.5, 298 K, Table 5-3) [78].
Here, a set of PM3 SRP parameters were developed using the results of high-level
[CCSD(T)//B3LYP/6-311++G∗∗] calculations for a related model system. A GA was
used and only Upp and βp of the carbon and oxygen atoms involved in the proton
transfer reaction were adjusted [6]. The resulting QM(PM3-SRP)/MM PES was cal-
culated and the final PES, RTE and reaction path curvature are shown in Figure 5-3b.
In contrast to LADH (Figure 5-3a), the RTE is considerably below the top of the
adiabatic potential and there is enhanced curvature on both reaction and product
side of the potential. We find that in contrast to the predictions using the standard
PM3 parameters, the calculated KIE and activation energy (15.6, 9.9 kcal mol−1,
Table 5-3) using the SRP’s are now in excellent agreement with the experimental
values (16.8, 11.3 kcal mol−1) [78].

In the enzyme lipoxygenase, where there is hydrogen atom abstraction from C11
of linoleic acid by a hydroxyl group (Figure 5-3c), which is one of the ligands at-
tached to a six coordinate high spin Fe(III), a maximum deuterium KIE of 56 ± 5 at
305 K has been reported [94–96]. In this system, we have the problem of the proper
QM description of this reaction involving a transition metal. We chose to use a cluster
model of the active site, involving Fe(III) in its sextet ground state [97] coordinated to
three imidazoles, one acetate and one acetamide ligand (modelling His504, His690,
His499, I1e839 and Asn694 in the actual enzyme) together with the OH group. As
substrate, we used 1,4-pentadiene, rather than the natural substrate linoleic acid
(Figure 5-3c). We used the PM3/d method employing iron parameters reported
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elsewhere [98]. We note that the important energetic features of the hydrogen trans-
fer reaction (Figure 5-3c) are predicted to be similar to those for MADH, with an
RTE below the top of the barrier by 6.4 kcal mol−1, with considerable curvature on
both the reactant and product side of the barrier. The final results are summarised in
Figures 5-3 and Table 5-3 and show important differences in the PES for the three
different enzyme catalysed reactions.

5.6. TRANSITION METALS

The development of semi-empirical models for the accurate description of the di-
verse chemistry of transition metal elements is by no means straightforward. The
general absence of properly validated parameters for these elements possibly reflects
the difficulties associated with firstly, the description of their complex electronic
structure using a minimal basis and secondly, the problem of assembling reliable
reference data for the parameterisation procedure [25, 26]. In spite of this, promising
progress has been made towards developing robust semi-empirical models to treat
transition metal systems. Some present-day commercial packages now include semi-
empirical Hamiltonians capable of calculating transition metal complexes [99], and
some parameterisations have been discussed in the literature. For example, Voityuk
and Rösch have published details of an AM1/d parameterisation for molybdenum
for the calculation of structures as well as heats of formation, reaction enthalpies
and bond energies [25]. In addition, Winget and Clark have extended their AM1∗
parameterisation to include titanium and zirconium [40] and Tejero et al. have re-
ported a set of SRPs for iron to study hydrogen abstraction catalysed by Soybean
Lipoxygenase-1 (SLO-1) [44]. The parameters in this study were fitted using a ref-
erence dataset involving five model reactions (including transition states) as well as
some prototypical SLO-1 model complexes.

We have used a strategy to derive a parameter set for iron [31] within the PM3
model focussing on the iron-sulfur protein rubredoxin (Rd), an important elec-
tron transfer protein [100]. The active site of Rd involves the high spin states of
[Fe(SR)4]1−/2− where the single iron atom is surrounded by four sulfur atoms from
cysteine residues [101]. Experimental adiabatic and vertical electron detachment en-
ergies (ADE, VDE) of clusters which mimic the enzyme active site have proved
valuable in providing data directly relevant to electron transfer processes in enzymes,
particularly relating to reorganization energies which are central to the Marcus theory
of electron transfer [102, 103]. These experimental data may be used to both test and
to parameterize different computational schemes.

For transition metals compounds, excited states are often extremely important,
and this should be reflected in any parameterisation scheme. We have shown that one
way such information can be incorporated into a given parameterisation strategy is by
fitting the one-centre parameters (Uss, Upp, Udd, Gss, Gsd, Gdd, Hsd) to experimental
excitation and ionisation energies of the neutral and charged metal atom (as a starting
point for future parameterisations these parameters have been reported elsewhere for
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the first-row transition metals [104]). This approach combined with the SRP strategy
has been used to obtain a full set of parameters for iron. The remaining two-centre
parameters [βs, βp, βd, ζs, ζp, ζd; α, a1, a2, b1, b2, c1, c2 (refer to Eq. 5-6)] were fitted
using a GA to the structures and energy data obtained from DFT (B3LYP/6-31G∗)
calculations of the active site analogues of Rd, [Fe(SCH3)4]1−/2−.

The final PM3 parameter set yields ADE, VDE and reorganisation energies (λoxi)
(−2.16, −2.64, 0.48 eV) in good agreement with the DFT values (−1.90, −2.17,
0.27 eV); the PM3 Fe S distances are also very close to the DFT values for the
oxidised and reduced states of the model complex [2.31 2.43 (PM3) and 2.32,
2.43 Å (DFT)]. In Table 5-4 the structural and energetic properties are compared
for eight redox couples calculated using both DFT and PM3 and also with experi-
ment [102, 103, 105]. The level of agreement between PM3 and DFT is extremely

Table 5-4. Comparison of VDEs and ADEs, reorganization energies (λoxi) (eV), and Fe—X distances
(Å), for Rd analogues

Energy Fe—X

Structure Experiment DFT PM3 DFT PM3

[FeCl3]1−/0 a VDE 4.36 4.24 3.49 Reduced 2.24 2.32
ADE 4.10 4.00 3.17 Oxidized 2.14 2.23
λoxi 0.26 0.24 0.32

[FeBr3]1−/0 a VDE 4.42 4.35 4.46 Reduced 2.38 2.55
ADE 4.26 4.17 4.27 Oxidized 2.28 2.46
λoxi 0.16 0.18 0.19

[Fe(SCH3)3]1−/0 b VDE 3.08 2.94 2.75 Reduced 2.31 2.33
ADE 2.80 2.70 2.40 Oxidized 2.21 2.23
λoxi 0.28 0.24 0.35

[Fe(SCN)3]1−/0 b VDE 4.96 4.02 Reduced 2.29
ADE 4.64 3.74 Oxidized 2.23
λoxi 0.32 0.28

[FeCl4]2−/1− VDE −1.33 −1.34 Reduced 2.41 2.42
ADE −1.99 −2.02 Oxidized 2.23 2.29
λoxi 0.66 0.68

Fe(SCH3)4]2−/1− VDE −1.90 −2.16 Reduced 2.43 2.43
ADE −2.17 −2.64 Oxidized 2.32 2.31
λoxi 0.27 0.48

[Fe(S2-o-xyl)2]2−/1− b VDE 2.60 −1.89 Reduced 2.32c 2.39
ADE 2.30 −2.24 Oxidized 2.28c 2.29
λoxi 0.30 0.35

[Fe(SC6H5)4]2−/1− VDE −0.42 Reduced 2.38
ADE −0.78 Oxidized 2.31
λoxi 0.36

aReference [103].
bReference [102].
cExperiment [105].
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encouraging; the PM3 calculations predict the trend found in the DFT calculations
of a significantly greater bond length change upon ionisation in the case of tetra-
chloride, as well as a larger reorganisation energy. The ADE of [FeCl4]2− is also
calculated to be smaller than that of [Fe(SC6H5)4]2− by 1.2 eV in good agreement
with an E0 difference of approximately 1.0 eV, and a difference in VDE of 0.9 eV
(compared to an experimental value of 1.4 ± 0.3 eV [106]).

A proper description of the transition metal-ligand interactions is also important
when the semi-empirical method is used to calculate either the high or low-level
region in an ONIOM modelling scheme [10]. To demonstrate this, we have assessed
the suitability of the PM3 parameters for describing the oxidised and reduced states
of the protein Rd using the ONIOM method with EE [11]. The DFT (B3LYP/6-31G∗)
and PM3 methods have been used to describe the high-level region (DFT:MM,
PM3:MM) as well as in an ONIOM scheme which couples two different levels of
QM, DFT and PM3, (DFT:PM3). The X-ray structure of the oxidised form of Rd,
(PDB Code: 1IRO) was solvated with 3900 TIP3P waters and the protein relaxed
using the AMBER force field [107]. In each ONIOM calculation the [Fe(SCH3)4]
cluster was taken to be the model system and was described by a QM level of theory
(DFT or PM3) where the cysteine residues were terminated between Cβ and Cα with
a hydrogen link atom. For the EE calculations, all residues within a 10 Å radius of the
central iron atom were optimised whilst the remainder of the protein and solvating
waters were held fixed. In all calculations, both high- and low-level regions of the
protein geometry were optimised, the Fe S bond lengths being given in Table 5-5.
These structures were used to calculate ADEs and VDEs for the model region, and
the associated inner sphere reorganisation energies (Table 5-6). The energy of the
low-level region is not included in these quantities, since this is somewhat unstable,
due in part to the lack of consideration of an ensemble of enzyme structures.

We found that the protein effects both the bond length change upon ionisation
and the inner sphere reorganisation energy (λoxi). The reduction in the Fe S bond
length which is 0.1 Å for the isolated cluster, is reduced to less than 0.1 Å in the
enzyme, the models which include PM3 yielding a somewhat smaller reduction than
the DFT(EE) model. All models are in good agreement with estimates from EXAFS
and X-ray data [108, 109] of a bond length difference between the reduced and ox-
idised forms of 0.04–0.07 Å. The constraints of the enzyme, which are reflected in

Table 5-5. Comparison of Fe—S bond lengths (Å) for oxidised and reduced states of iron-
sulfur protein, Rd

ONIOM-EE ONIOM

X-Raya EXAFSb DFT:MM PM3:MM DFT:PM3

Oxidised 2.26 2.29 2.31 2.34 2.29
Reduced 2.33 2.39 2.39 2.33

aReference [109].
bReference [108].
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Table 5-6. Comparison of ADEs and VDEs, and inner sphere reorganization energies (λoxi)
(eV) for iron-sulfur protein, Rd

Isolated ONIOM-EE ONIOM

DFT PM3 DFT:MM PM3:MM DFT:PM3

VDE −1.91 −2.16 −1.91 −1.62 −2.79
ADE −2.18 −2.64 −2.00 −1.99 −2.90
λoxi 0.27 0.48 0.09 0.37 0.11

these bond length changes are also reflected in the reduction in the value of λoxi for
the enzyme compared with that for the isolated cluster. The value of this reduction is
0.1–0.2 eV for all three models, which is in line with the DFT:MM value of Sigfrids-
son et al. [110]. The results of the calculations described here are encouraging and
lend support to the idea of developing SRPs for transition metals in specific enzyme
environments. The success of the reparameterised PM3 model in treating the effect
that different ligands and the environment have on different oxidation states of the
core structure of the protein, Rd, justifies further exploration of this cost effective
way of modelling complex metalloenzymes.

Since transition metal atoms are found in a diverse range of coordination en-
vironments [3], the use of a bond-specific core repulsion function (Eq. 5-9) with
increased flexibility can be used to develop more general parameter sets (thus allow-
ing a greater range of compounds to be modelled than with an SRP set), without
necessarily a compromise in accuracy [26]. We refined our iron SRPs by addressing
two issues, firstly, increasing the size of our reference training set from just two
complexes, [Fe(SCH3)4]1−/2−, to 60 iron complexes, and secondly, introducing a
more flexible core-core repulsion function (as in Eq. 5-9) [25, 26]. The new ref-
erence training set included a range of high- and low-spin iron complexes (60 in
total); 11 standard iron inorganic complexes (e.g. [FeCl4]1−), 14 iron-sulfur protein
models (e.g. [Fe4S4(SCH3)4]2−), 19 iron-heme complexes which had either one or
two neutral or charged axial ligands (e.g. [Fe(Por)(Im)2]), 16 non-heme iron enzyme
models (e.g. [Fe(SH)2(μ-S2)Fe(SH)2]2−). The final parameter set for iron involved
32 parameters (including 17 bond-specific terms) [26] compared to just 21 parame-
ters in the original SRP set [31]. An impressive aspect of the new parameter set is
that it performs quite well in the description of different electronic states of the neu-
tral and charged iron-sulfur cubane models even though the reference training data
only involved the complex [Fe4S4(SCH3)4]2− and the hydrogenase-cluster [111]
(Figure 5-4). The structures and spin densities for the different spin states calculated
at both DFT [112] and PM3 levels are reported in Table 5-7, and the relative energies
of the different spin states in Table 5-8. As far as the structures are concerned, PM3
predicts Fe Fe, Fe S∗, and Fe S distances within the ranges calculated at the
DFT level. The PM3 spin densities are also consistent with those calculated at the
DFT level. The relative energies of these complexes calculated at the PM3 level are
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Figure 5-4. Structure of (a) [Fe4S4(SCH3)4]2− unit and (b) hydrogenase-cluster (H-cluster)

also quite promising. PM3 correctly predicts the S=1/2 state of [Fe4S4(SCH3)4]1−
to be the lowest in energy and the S=8 state of [Fe4S4(SCH3)4]4− to be the least
stable by 11.64 eV (DFT) and 12.10 eV (PM3). The relative energies of the other
spin states are quite well reproduced, although their relative ordering, particularly of
those states close in energy, does not always agree with the DFT values.

We now review the application of the modified iron parameter set [26] for mod-
elling an actual enzyme catalysed reaction. The hydroxylation by cytochrome P450
is at present receiving considerable attention since this family of enzymes appear in
all aerobic bioorganisms and perform vital bioregulatory functions [113]. One of the
most important catalytic processes performed by these enzymes is the hydroxylation
of C H bonds. It is now widely accepted that this reaction proceeds by the so-called
“rebound” mechanism in which the initial hydrogen abstraction from the alkane
(RH) by the iron-oxo species (compound I) is followed by a radical rebound on the
iron-hydroxo intermediate to yield the ferric-alcohol complex which then releases
the alcohol and restores the resting state (water complex) [114]. This mechanism is
evidenced by considerable work in determining kinetic isotope effects (KIEs) which
suggest C H bond breaking to be the rate determining step. In addition, the rebound
mechanism has also been the subject of several DFT studies [115, 116].

We have calculated the transition state for the rate-limiting step (RLS) on the
low spin (doublet) surface and also the free energy barrier and the corresponding
KIE (without tunnelling). The semi-empirical calculations indicate that the PM3
transition state for the RLS differs from the DFT one [115] in that the transferring
hydrogen is a little further from the oxo group than in the high-level calculation
[1.16 Å (PM3) vs. 1.08 Å (DFT)]; in both cases the O H bond formation is almost
complete. The PM3 calculation yields a free energy barrier very close to the DFT one
[24.0 (PM3) vs. 26.5 kcal mol−1 (DFT)] although the associated KIE (kH/kD) is not
sufficiently quantitative [9.0 (PM3), 5.1 (DFT), 5.9 ± 0.35 (experiment)] [115, 117].
These findings, in line with our calculations of proton transfer in MADH, emphasize
the need for SRPs to accurately calculate KIEs [6, 81]. We could, most probably,
achieve greater accuracy by a more focussed training set, and by some modification
of the ligand atom parameters.
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Table 5-7. Fe−X distances (Å) and Fe spin densities for different states and anions of [Fe4S4(SCH3)4]

Fe X Spin Density

Charge Total Spin X DFTa PM3 DFTa PM3

0 0 Fe 2.61–2.67 3.32–3.34 1.17, 1.17,
–1.17, –1.17

S∗ 2.22 2.30–2.32
S 2.24 2.20

1 – 1/2 Fe 2.75–2.96 2.82–3.20 3.26, 3.26,
–3.01, –3.01

2.84, 3.31,
–2.60, –2.28

S∗ 2.20–2.30 2.26–2.54
S 2.25 2.26–2.32

1 – 9/2 Fe 2.77–2.83 2.78–3.23 3.37, 2.62, 3.40,
–2.66

S∗ 2.32 2.27–2.44
S 2.25 2.27–2.31

2 – 0 Fe 2.74–2.81 2.97–3.05 3.13, 3.13,
–3.13, –3.13

3.21, 3.21,
–3.21, –3.20

S∗ 2.22–2.33 2.36–2.41
S 2.30 2.35

3 – 1/2 Fe 2.78–2.81 2.86–3.19 3.29, 3.29,
–3.01, –3.01

3.40, 3.46,
–3.38, –3.38

S∗ 2.27–2.35 2.34–2.51
S 2.38 2.39–2.45

3 – 7/2 Fe 2.64–2.80 2.74–3.11 3.25, 3.23, 3.20,
–3.23

3.46, 3.39, 1.93,
–3.38

S∗ 2.32–2.34 2.30–2.57
S 2.37–2.41 2.37–2.45

4 – 0 Fe 2.81–2.85 2.90–3.21 3.19, 3.19,
–3.19, –3.19

3.40, 3.40,
–3.40, –3.40

S∗ 2.31–2.37 2.38–2.45
S 2.38 2.55

4 – 4 Fe 2.63–2.87 2.92–3.08 3.66, 3.55, 3.36,
–3.10

3.42, 3.42, 3.41,
–3.41

S∗ 2.36–2.38 2.37–2.51
S 2.41–2.54 2.51–2.56

4 – 8 Fe 2.61–2.82 2.90–3.16 3.50, 3.50, 3.51,
3.51

3.42, 3.42, 3.42,
3.42

S∗ 2.38–2.45 2.37–2.52
S 2.56 2.51

aBV86 with TZ for iron [112].
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Table 5-8. Relative energies (eV) of spin states of [Fe4S4(SCH3)4]

Relative Energy

Charge Spin DFTa PM3

1 – 1/2 0.00 0.00
2 – 0 0.03 0.86
1 – 9/2 0.67 0.08
0 0 3.05 3.81
3 – 7/2 4.12 4.75
3 – 1/2 4.24 4.26
4 – 0 11.24 12.00
4 – 4 11.26 11.90
4 – 8 11.64 12.10

aBV86 with TZ for iron [112].

5.7. NON-COVALENT INTERACTIONS IN BIOMOLECULES

Another important aspect of protein structure-function relationships involves the
proper description of the non-covalent inter-molecular interactions responsible for
protein structure and for substrate protein-binding [1]. It is now generally accepted
that dispersion interactions, particularly those responsible for π–π stacking inter-
action, can be of equal importance to hydrogen bonding interactions [1]. However,
the accurate calculation of dispersion interactions at the QM level usually requires
computationally expensive high-level ab initio methods [e.g. MP2 or CCSD(T)] and
quite large basis sets, thus limiting the size of the systems that can be studied to a
few tens of atoms [1]. DFT methods, although computationally cheaper, often fail
to properly describe these interactions [118, 119]. In recent years progress towards
addressing these issues has been made, firstly through the development of new func-
tionals [120, 121], and secondly, through the addition of an empirical dispersive
correction to the normal QM energy. The latter represents a promising solution to
this important problem, and for DFT this has been achieved through the addition
of an explicit R−6 term to describe the inter-atomic dispersion interactions, giving
the so-called DFT-D method [118, 122]. Self-consistent-charge density functional
tight-binding methods (SCC-DFTB-D) have also been developed [123, 124]. Like
many of their DFT counterparts, the most common semi-empirical methods (e.g.
MNDO [19], AM1 [20] and PM3 [21]) often fail to adequately describe dispersion
interactions.

As far as hydrogen-bonding is concerned, Giese et al. [34] have made impor-
tant progress towards improving the description of hydrogen-bonding within the
PM3 model. They introduced an exploratory semi-empirical Hamiltonian (PM3BP)
for modelling hydrogen-bonding in nucleic acid base pairs. The actual functional
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form of the Hamiltonian remained unchanged and instead the authors chose to op-
timise the PM3 parameters for hydrogen, oxygen and nitrogen so as to refine the
hydrogen bonding interactions, to reproduce experimental base pair dimer enthalpies
and values from high-level density functional calculations (using the mPWPW91
exchange-correlation functional [125, 126] and the MIDI! basis set [127]). The new
Hamiltonian has shown notable improvements over existing semi-empirical methods
and reproduces experimental dimer interaction energies with an accuracy that rivals
DFT, with a reduction in computational cost approaching three orders of magni-
tude. Importantly, this work demonstrated that for such systems (particularly those
where dispersion interactions are important) additional ad-hoc corrections are prob-
ably required (in addition to new parameter sets) in order for these methods to have
sufficient quantitative accuracy to be useful in biological applications.

In view of this and in line with the DFT-D approach described by Grimme [118],
we have added an atom-atom pair-wise additive potential of the form C6/R6 to the
usual semi-empirical energy [19–21] in order to account for dispersion effects [43].
Thus the dispersion corrected semi-empirical energy (EPM3-D) is now given by;

EPM3–D = EPM3 + Edisp (5-11)

where EPM3 is the normal PM3 energy and Edisp is an empirical term containing the
dispersion correction.

Edisp = −s6

∑

i

∑

j

Ci j
6

R6
i j

fdmp
(
Ri j
)

(5-12)

Here, the summation is over all atom pairs, C6
i j is the dispersion coefficient for

the pair of atoms i and j (calculated from the atomic C6 coefficients), s6 is a scaling
factor which is chosen to be 1.4 in line with the value used for the BLYP functional
[118], and Ri j is the inter-atomic distance between atoms i and j. A damping function
is used in order to avoid near singularities for small distances, given by;

fdmp
(
Ri j
) = 1

1 + e−α(Ri j /R0−1)
(5-13)

where R0 is the sum of the atomic van der Waals radii and α is a parameter deter-
mining the steepness of the damping function. The atomic C6 coefficients, and the
R0 and α values as well as the combination rule for the composite C6

i j coefficients
were taken from the work of Grimme [118].

The modification of the semi-empirical Hamiltonian thus required the develop-
ment of a new set of parameters for use within the PM3 method. Rather than develop
a new reference database we chose to use the high-level ab initio calculations re-
cently reported by Hobza and co-workers [1]. These calculations have been collected
together in a database which can be used to judge the accuracy of less rigorous, but
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also less computationally demanding methods. In all, the database contains some 165
non-covalent complexes, including 128 DNA base pairs, 19 amino acid pairs and 18
other small complexes. For each complex high-level ab initio MP2 and CCSD(T)
complete basis set (CBS) interaction energies are reported. This database is sub-
divided into a smaller training set containing 22 complexes labelled S22 which is
proposed for initial screening, whilst the remaining 143 complexes are labelled as
the JSCH-2005 database. The latter database involves some 38 hydrogen-bonded
DNA base pairs, 32 interstrand base pairs, 54 stacked base pairs and 19 amino acid
base pairs. To date these two databases (S22 and JSCH-2005) have been used to
assess the performance of various DFT functionals [119] and dispersion corrected
DFT-D methods [128–130]. In view of the suggestion by Jurečka et al. [1] that the
small molecule database (S22) contains all the important biological non-covalent
interactions, we chose to use this set of reference molecules to parameterise the
dispersion corrected PM3 method, denoted PM3-D. The larger JSCH-2005 database
was then used to extensively test the PM3-D method. Due to the absence of in-
teractions involving sulfur containing complexes in the S22 dataset, semi-empirical
calculations of the sulfur containing complexes in the JSCH-2005 database are not
reported. Therefore our JSCH-2005 database involves 31 hydrogen-bonded DNA
base pairs, 32 interstrand pairs, 54 stacked base pairs and 17 amino acid base pairs;
a total of 134 complexes.

In Table 5-9 we report the summary statistics (interaction energies and distances)
of the semi-empirical calculations on the complexes in the S22 database [1]. The
deviation of the interaction energies are displayed in Figure 5-5. Clearly, for the
method without the dispersive correction (PM3) the interaction energies deviate sig-
nificantly from the reference values, whereas for the PM3-D method the deviations
are much less (Table 5-9 and Figure 5-5). These findings are further supported with
a PM3-D mean unsigned error (MUE) considerably less than for the uncorrected
methods (Table 5-9).

We now compare the PM3-D method with previous uncorrected DFT calculations
on the S22 complexes [130]. For the dispersion-bonded complexes the errors in the
interaction distances for the PBE, B3LYP and TPSS functionals are reported to be
0.63, 1.16 and 0.69 Å which are reduced to 0.17, 0.00 and 0.02 Å when appropriate
dispersive corrections are included. We see in Table 5-9 that the PM3-D method
is capable of predicting the structures of dispersion-bonded complexes with greater
accuracy than some uncorrected DFT functionals and with an accuracy comparable
to that for the dispersion corrected PBE functional [130].

The results of the various semi-empirical calculations on the reference structures
contained within the JSCH-2005 database (134 complexes; 31 hydrogen-bonded
base-pairs, 32 interstrand base pairs, 54 stacked base pairs and 17 amino acid base
pairs) are summarised in Table 5-10. The deviations of the various interaction ener-
gies from the reference values are displayed in Figure 5-5. As with the S22 training
set, the AM1 and PM3 methods generally underestimate the interactions whereas the
dispersion corrected method (PM3-D) mostly over-estimates the interactions a little.
Overall the PM3-D results are particularly impressive given that the method has only
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Table 5-9. Statistics of the deviation between the S22 database and semi-empirical interaction energies
(kcal mol−1) and distances (Å) a

AM1 PM3 PM3–D

MUEb

Hydrogen-bonded complexes (7) 8.78(9.69) 7.28(7.27) 1.77(0.61)
Complexes with predominant

dispersion contribution (8)
3.23(6.65) 3.00(7.52) 1.48(1.42)

Mixed complexes (7) 2.73(3.28) 2.14(2.80) 1.28(0.59)

Overall Statistics – Interaction
Energies

MSEc −4.83(−6.54) −4.09(−5.94) 0.59(0.21)
MDd 3.27(4.54) 2.74(4.03) 1.34(0.85)
MUEe 4.83(6.54) 4.09(5.94) 1.51(0.90)
RMSEf 6.25(8.47) 5.22(7.73) 1.65(1.18)
MAXE–MINEg 13.16(17.41) 9.74(19.32) 5.13(5.42)

Overall Statistics – Interaction
Distances

MSEc −0.83 −0.60 0.08
MDd 0.79 0.79 0.18
MUEe 0.85 0.69 0.20
RMSEf 1.28 1.17 0.25
MAXE–MINEg 3.47 3.89 1.01

a(In parenthesis) statistics for the interaction energies for complexes in the fixed nuclear geometries pro-
vided in the S22 database [1].
b(In parenthesis) number of comparisons.
cMean signed error.
dMean deviation.
eMean unsigned error.
fRoot mean square error.
gError spread (largest positive minus largest negative error).

been parameterised against the S22 complexes. The MUE (for the 134 complexes) is
1.26 kcal mol−1 (PM3-D) for the stabilisation energies calculated at the fixed nuclear
geometries provided in the JSCH-2005 database. Of the different sets of complexes,
the interaction energies are least well predicted for the hydrogen-bonded com-
plexes, whereas for the interstrand and stacked base-pairs the MUEs are notably less
(Table 5-10) and are comparable to those reported for the BLYP-D method [0.29
(interstrand) and 0.53 kcal mol−1 (stacked)] [128]. Most importantly, as far as bio-
logical molecules are concerned we note that optimisation of the stacked complexes
using AM1 and PM3 methods leads to different complexes upon geometry optimisa-
tion (hydrogen-bonded if possible) in line with uncorrected DFT calculations [130].
For the PM3-D method the structures of the stacked complexes are generally quite
close to the reference ones [1].
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Table 5-10. Statistics of the deviation between the JSCH–2005 database and semi–empirical in-
teraction energies (kcal mol−1) for 134 biological complexesa

AM1 PM3 PM3–D

MUE
Hydrogen–bonded DNA base pairs (31) 15.17 10.63 1.66
Interstrand base pairs (32) 2.30 2.87 0.58
Stacked base pairs (54) 10.36 11.80 1.11
Amino acid base pairs (17) 5.93 5.60 2.28

Overall Statistics
MSEb −8.98 −8.60 0.41
MDc 4.74 4.29 1.17
MUEd 8.99 8.61 1.26
RMSEe 10.69 10.11 3.04
MAXE–MINEf 26.97 27.07 12.40

a Calculated at the JSCH-2005 database geometries [1]. (In parenthesis) number of comparisons.
b Mean signed error.
c Mean deviation.
d Mean unsigned error.
e Root mean square error.
f Error spread (largest positive minus largest negative error).

We have also calculated thirteen neutral amino acid pairs containing phenylala-
nine taken from the hydrophobic core the protein Rd (Table 5-11). Overall, the MUE
for the interaction energies at the PM3-D level is less than half of the values at AM1
and PM3 levels. Comparing our corrected semi-empirical method with MM calcu-
lations on the F30 cluster of Rd (PDB Code: 1RB9) we see that in general the MM
calculations predict attractive interactions [131]. These findings are in contrast to
B3LYP/6-31G∗ calculations on the same cluster in which all the pair interactions are
predicted to be repulsive [131]. Overall for the five amino acid pairs considered, the
interaction energy MUE at the PM3-D level (1.82 kcal mol−1) is very close to those
calculated using the CHARM22 and MMFF94 potentials (1.82 and 1.88 kcal mol−1).

The work has shown that the addition of a dispersive correction to the normal PM3
energy, with appropriate optimisation of the parameters, can yield interaction ener-
gies between biologically important groups to within on average, 1–1.5 kcal mol−1 of
the results of high-level ab initio calculations [43]. The dispersion corrected method
has been extensively tested on two databases involving a total of 156 biologically
relevant molecules. The results are particularly pleasing since the semi-empirical
parameters have been optimised using only a small training set which has been
suggested to include all the typical biological interactions. Our work does however
indicate that to increase the accuracy of current semi-empirical methods will in fact
require further modifications of the functional form of the Hamiltonian in addition
to the development of new parameter sets.
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Table 5-11. Molecular mechanics and semi–empirical interaction energies (kcal mol−1) of F30 cluster
in Rda

F30

Amino Acid Base Pair F49 K46 L33 Y13 Y4 Sum MUE

Ab initio referenceb −3.30 −3.10 −5.00 −3.90 −7.00 −22.30

Semi–empirical
AM1 0.30 −0.34 −0.47 −0.20 2.38 1.67 4.79
PM3 −0.54 −1.08 0.02 −1.27 0.97 −1.90 4.08
PM3–D −4.44 −4.50 −8.29 −6.37 −7.81 −31.41 1.82

DFT–Dc

BLYP–D/TZV(2d,2p) −2.60 −3.05 −5.14 −4.14 −5.10 −20.03 0.61

Molecular Mechanicsd

AMBER parm94, parm99 −19.30 −13.00 −6.60 −3.10 −5.60 −47.60 5.94
CHARM22 −2.10 −1.30 −2.70 −2.40 −4.70 −13.20 1.82
MMFF94 −1.50 −4.10 −2.20 −2.10 −5.00 −14.90 1.88

aPDB Code: 1RB9.
bCCSD(T)/CBS values from JSCH-2005 database [1].
cMorgado et al. [128].
dVondrášek et al. [131].

5.8. CONCLUSIONS

The most practical way of including a QM description within a model of protein
structure and reactivity is an ever-present problem. Despite increases in computa-
tional power and advances in method development, the size and complexity of bio-
logical systems generally limits the use of highly-correlated QM methods to systems
containing just a few tens of atoms. However, such calculations are of great value in
providing benchmarks against which less computationally demanding methods can
be judged and parameterised, as illustrated by the work of Hobza and co-workers
[1]. Progress is currently being made in the application of DFT methods as part of
hybrid QM/MM embedding schemes to quite large molecular clusters [132, 133]
although such methods are generally too demanding computationally when many
conformational states need to be sampled. One way to tackle this problem involves
the evaluation of a free energy correction between a full MM and a QM/MM
model [134].

Whatever scheme is chosen, a method is needed to rapidly evaluate the appropri-
ate QM energy. If this could be done with confidence using a semi-empirical method
the solution of many previously inaccessible problems could well become possible.
This has provided the catalyst for the present renaissance in the development of such
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methods. However, just how valuable these “QM force-fields” will turn out to be for
solving important problems will only become clear as they are more widely used.
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Abstract: We present an overview of the energy functions used in two Anisotropic Polarizable
Molecular Mechanics (APMM) procedures namely SIBFA (Sum of Interactions Between
Fragments Ab initio computed) and GEM (Gaussian Electrostatic Model). As SIBFA is a
second generation APMM scheme based on distributed multipoles, GEM is the first third
generation APMM as it uses distributed hermite densities obtained from density fitting.
The two approaches are formulated and calibrated on the basis of quantum chemistry.
They embody nonclassical effects such as electrostatic penetration, exchange-polarization,
and charge transfer. We address here the technical issues of anisotropy, nonadditivity,
transferability and computational speedup of methods. In addition, we review the sev-
eral ab initio intermolecular energy decomposition techniques that can be used to refine
polarisable force fields. As we summarize their differences and similarities, we present
our own scheme based on Fragment Localized Kohn-Sham orbitals through a Singles-
Configuration Interaction (CI) procedure. We also present a chemically intuitive method
based on the Electron Localization Function (ELF) which allows to unravel the local elec-
trostatic properties beyond atomic centers: i.e., on bonds, lone pairs and π system, an
useful asset to understand bonding in molecules in order to build models
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fitting, Electron localization function, Topological analysis, Localized orbitals, Multipolar
moments

6.1. INTRODUCTION

Nowadays, modern molecular modelling techniques propose numerous potential
applications, from material sciences to protein structure prediction and drug design.
Indeed, classical Molecular dynamics (MD) is now able to provide useful informa-
tion to experimentalist as simulations are getting closer and closer to relevant biolog-
ical timescales. Nevertheless, if MD is now able to produce microsecond trajectories,
one should ask about the possible improvements of such simulations. At this point,
two directions can be taken. The first consists in increasing the speed of MD soft-
wares by coupling improved sampling methodology to massively parallel computers,
having as goal to reach the second timescale. However, if this strategy will probably
offer some interesting insights about biophysical process, there is no doubt that the
question of the accuracy of the used empirical energy functions, the so-called force
fields, should be raised. Indeed, current simulations are mainly aimed to compute
free energies and despite success, actual data are already sufficient to demonstrate
that current molecular mechanics (MM) potentials have serious shortcomings [1].
This can be easily understood when considering that free energy required an accurate
evaluation of both enthalpic and entropic contributions. If entropy can be recovered
through sampling efforts, enthalpy needs to be approximate from their quantum me-
chanical expression. In a way, classical MD can be simply seen as an approximate
quantum Born-Oppenheimer MD approach treating the atomic nuclei as classical
particles subject to interatomic forces. Presently, these latter remain obtained from
empirical potentials far to reproduce first principles results. Therefore, MD should
not be able to quantitatively describe vast numbers of systems dominated by diffi-
cult weak interactions such as H-bonds networks, metalloproteins and metal clus-
ters, highly charges systems etc., where Chemistry and electron correlation/relativity
dominate. For these systems, the right tools are required. In this context, Anisotropic
Polarizable Molecular Mechanics (APMM) procedures have been developed (see
Reference [2] and references therein). These approaches share the common charac-
teristic of including a more evolved representation of the electrostatic contribution to
the interaction energy compared to the usual point charge approximation, allowing
a close reproduction of the anisotropic features of the ab initio Coulomb contribu-
tion. As we will see, some of them use distributed multipoles (sometime damped in
order to include short-range penetration effects) or electronic Hermite densities for
the latest generation. The philosophy of such approaches relies on an extensive use
of quantum mechanics defining the so-called: “bottom-up strategy” [2]. First, the
electrostatic moments or hermites densities are directly obtained from an ab initio
calculation of the considered gas phase isolated molecule and stored in a library.
Second, all intermolecular components of the force field should faithfully reproduce
their ab initio counterpart as obtained from energy-decomposition procedures at the
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Hartree-Fock, DFT or CCSD levels. Because they can reproduce such quantities,
APMM procedures should account for an accurate description of the interactions in-
cluding polarization cooperative effects and charge transfer. They should also enable
the reproduction of local electrostatic properties such as dipole moments an also fa-
cilitate hybrid Quantum Mechanical/Molecular Mechanical (QM/MM) embeddings.

In this contribution, we will review some aspects of this strategy. First, we
will explore some recent ab initio techniques that can be used for the refinement
of APMM approaches. Among them, we will discuss the differences between en-
ergy decomposition approaches namely: Kitaura-Morokuma [3], Constrained Space
Orbital Variations (CSOV) [4–6], Reduced Variational Space (RVS) [7], Ziegler-
Baerends [8, 9] and Symmetry Adapted Perturbation Theory [10] procedures. More-
over, we will focus on a newly developed energy decomposition approach using
Fragment-localized Kohn-Sham orbitals through a Singles-Configuration Interaction
(CI) procedure [11]; and on a general approach to unravel local electrostatic prop-
erties, the so-called DEMEP [12] (Distributed Electrostatic Moments based on the
Electron localization function Partition). In a second part, we will detail two APMM
approaches in development in our labs. The first, called SIBFA (Sum of Interactions
Between Fragments Ab initio computed) [2, 13] is a second APMM generation based
on distributed multipoles. The second, named GEM (Gaussian Electrostatic Model)
[2, 14–16] is the first APPM of the third generation based on electron density. Fo-
cusing on methodology, we will put in perspective the physical basis underlying the
development of such MM energy functions and the possibility for a computation
speedup, a key step to perform simulations.

6.2. AB INITIO TECHNIQUES: FROM INTERMOLECULAR
INTERACTIONS TO LOCAL ELECTROSTATIC PROPERTIES

Intermolecular Energy decomposition analyses (EDA) are very useful approaches to
calibrate force fields. Indeed, an evaluation of the different physical components of
the interaction energy, especially of the many-body induction, is a key issue for the
development of polarisable models.

6.2.1. Intermolecular Energy Decomposition Schemes: Equivalence
Between Terms

However, due to the availability of numerous techniques, it is important to point
out here the differences and equivalence between schemes. To summarize, two EDA
families can be applied to force field parametrization. The first EDA type of approach
is labelled SAPT (Symmetry Adapted Perturbation Theory). It uses non orthogonal
orbitals and “recomputes” the total interaction upon perturbation theory. As com-
putations can be performed up to the Coupled-Cluster Singles Doubles (CCSD)
level, SAPT can be seen as a reference method. However, due to the cost of the
use of non-orthogonal molecular orbitals, pure SAPT approaches remain limited
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to small systems, even if Kohn-Sham orbitals based or local SAPT approaches
tend to overcome such difficulties. The second family of methods is variational
and based on the supermolecule approach (E = EAB − EA − EB) following the
early Kitaura-Morokuma (KM) and Ziegler schemes. It includes also the Constrained
Space Orbital Variations (CSOV) (and the Reduced Variational Space (RVS), essen-
tially similar to CSOV) approach. These methods are limited to the HF or DFT levels.
Following a perturbation terminology, all EDA schemes can be partitioned between
first, second and higher order terms:

E = E1 − E2 − δEhigher−orders + BSSE (6-1)

All schemes furnish two first-order terms. The first is the electrostatic interac-
tion of the frozen monomers denoted Ees in the variational approaches and which is
strictly equivalent to the E10

pol in SAPT. The second is an exchange-repulsion term

Eexch-rep (denoted E10
exch in SAPT).The sum of them is sometime called frozen-core

contribution (EFC) like in the variational CSOV scheme of Bagus et al. This EFC is
also equivalent to the Heitler-London energy, employing the unperturbed monomers
orbitals. At the HF level, despite a different use of operators (V for SAPT, vs. H
for the variational methods), these terms should be equivalent for all approaches if
a reasonable basis set is used. Second-Order terms are more problematic and can
be divided into a so-called induction term and a dispersion component, each one of
these terms being associated to a repulsive second-order exchange term. At the HF
level, the SAPT induction term (E20

pol) should be equivalent to the BSSE corrected
Orbital relaxation term of the Ziegler scheme also called Orbital Interaction. This
latter Orbital interaction term corresponds itself to the sum of polarization (Epol),
charge transfer (ECT) and BSSE term in the CSOV or RVS approaches. The subtle
question of the evaluation of the sole ab initio polarization energy (without charge
transfer), so important for the evaluation of the accuracy of polarizable models, is
important as its evaluation requires to conserve the antisymetry of the wavefunction
through relaxation of the monomers. Such computation remains limited to the CSOV
and RVS scheme as the Morokuma scheme violates the antisymetry leading to an
overestimation of the polarization (and of the charge transfer term) (see References
[14, 17–19] and reference therein). That way the CSOV and RVS Epol (and ECT)
term embodies the Epol-exch term through conserved MOs orthogonality. It is also
important to note that higher order coupling are not included in CSOV and RVS,
that way, such polarization term can be seen as a lower bound for the evaluation of
polarization. Strategies to use these schemes have been previously reported.

SAPT methods remain the only approaches allowing the evaluation of dispersion
(Figure 6-1).

At this point, it is important to notice that in general, the sum of the contributions
do not match exactly E as higher order terms are present. The difference between
the sum of contributions andE is denoted δE. Concerning the variational schemes,
δE is generally small in the CSOV (or RVS) approach thanks to the antisymmetry
conservation and not present in the Ziegler scheme as the EOI term is taking into
account a fully relaxed wavefunction. It is not the case for the KM scheme which
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Figure 6-1. Notations for usual energy decomposition schemes

can embody very large δE (sometime denoted Emix) in presence of charge species.
For other reasons (especially due to some convergence difficulties of the perturbation
series for induction, see Ref. [20–22] for details) the same problem can occur for
SAPT. Table 6-1 summarizes these informations.

6.2.2. Beyond Two-Body Interaction: Fragment-Localized Kohn-Sham
Orbitals via a Singles-CI Procedure

As discussed below, EDA schemes are generally limited to dimer interactions (up
to small trimer for SAPT). If the RVS scheme allows an evaluation of contribution
for more than two molecules at the HF level, EDA methods allowing the inclusion
of electron correlation did not exist up to a very recent time (see Head-Gordon’s
Scheme [23]) for the computation of large assemblies of molecules. We present here
the methodology at the basis of a new potentially linear scaling local approach based
on Fragment-localized Kohn-Sham orbitals via a Singles-CI procedure [11].

6.2.2.1. Method: Fragment-Localized Kohn-Sham Orbitals

In the literature we may find the procedure for creating localized Hartree-Fock
orbitals via an energy minimization based on a CI procedure employing mono-
excitations (see for instance Reference [24]). The scheme starts from a set of given
(guess) orbitals and solves iteratively the Hartree-Fock equations via the steps:

1. Symmetric (Löwdin) orthogonalisation of the orbitals via S−1/2

2. Construction of the Fock matrix
3. Calculation of the total energy
4. Construction and diagonalisation of an approximate Singles-CI matrix
5. Use in first order of the CI coefficients to correct the occupied and virtual molec-

ular orbitals
6. Return to step 1

In step 3, a criterion of convergence may be introduced to terminate the iterations.
Two other points should be mentioned: instead of taking the correct Singles-CI ma-
trix, we may resort to a simpler one, omitting single bi-electronic integrals and using
only Fock-matrix elements as:

〈
�a

i |H|�b
i

〉
≈ Fabδi j − Fi jδab (6-2)
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From the obtained wavefunction:

� = �0 +
a∑

i

ca
i �

a
i (6-3)

we use the coefficients for correcting the orbitals as:

ϕ′
i = ϕi +

∑

a

ca
i ϕa(occupied orbitals) (6-4)

ϕ′
a = ϕa −

∑

i

ca
i ϕi (virtual orbitals) (6-5)

Including the correction for the virtual orbitals ensures the orthogonality between
occupied and virtual orbitals. Nevertheless, within the two separate orbital spaces,
the orbitals must be re-orthogonalized in each iteration.

The advantage of the scheme lies in possibility to cut indices with a distant depen-
dent selection criterion, rendering the method potentially linear scaling. As a conse-
quence, orbitals for periodic structures may be created in this way (see References
[25, 26]).

We may ask now, whether the same procedure may be applied to density-functional
theory, just by replacing the Fock operator by the corresponding Kohn-Sham opera-
tor. To this end we have to look at the minimization of the total energy with respect
to the density of a multi-determinantal wavefunction �. We write the density as:

� = c0�0 +
∑

i

cI� I

ρ(r) = N
∫
. . .

∫
d3r1 . . . d

3rN−1

∣∣∣�2(r1, . . . , rN−1, r)
∣∣∣

= c2
0ρ�0(r)+

∑

i

c2
Iρ�I (r)+ 2

∑

I<J

cI cJϕ
I
k (r)ϕ J

l (r)

(6-6)

Following Reference [27], we may write the variation of the exchange-correlation
energy as:

∫
υXC (r)ρI (r)d3r = 〈�I | V XC |�I 〉

∫
υXC (r)ϕl

k(r)ϕl
j (r)d3r = 〈�I | V XC |�J 〉 (6-7)

∂ρ(r)
∂cI

= 2cIρ�I (r)+ 2
∑

J 
=I

cJϕ
I
k (r)ϕ J

l (r) (6-8)
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δE XC [ρ]
δcI

= 2cI 〈�I | V XC |�I 〉 + 2
∑

I 
=J

cJ 〈�I | V XC |�J 〉 (6-9)

As the same construction holds for the Coulomb energy and the mono-electronic
part, we obtain equations completely analogous to the system of linear equations for
the Singles-CI:

E = 〈�0| K |�0〉 +
∑

I

cI 〈�0| K |�I 〉

cI E = 〈�0| K |�I 〉 + cI 〈�I | K |�I 〉 +
∑

J 
=0,I

cJ 〈�I | K |�J 〉 (6-10)

which we have to solve for the coefficients cI at each SCF iteration. Indeed, the
only difference to Hartree-Fock theory lies in the use of the Kohn-Sham operator
K = T + Z + J + VXC instead of the usual Hamiltonian H = T + Z + 1/r12, reduced
in the CI matrix to Fock-matrix elements.

6.2.2.2. Usefulness: From Energy Decomposition to Local Properties

Apart from the question of linear scaling methods, we may employ the so-
constructed orbitals for studying weakly interacting complexes. Of course, usual
functionals do not include the important dispersion terms, but such an approach
remains effective to study induction in large assemblies of molecules and, as we will
see, for extracting monomer properties and interaction-induced changes of these.

(a) Application to energy decomposition: We first tested the accuracy our ap-
proach by implementing a Ziegler-Baerends type scheme by separately computing
the electrostatic, exchange-repulsion and Orbital Interaction components of the in-
teraction energy.

As expected we observed the invariance to orbitals localization of our decomposi-
tions scheme on a previously investigated linear water dimer configuration: localized
and canonical orbitals lead to rigorously the same energy contributions, which is not
the case for all decomposition schemes (due to projections or approximative orbital
rotations). Concerning force field parametrization, it is interesting to observe the in
influence of the addition of the second monomer basis functions. It clearly affects
the energy components by diminishing the value of electrostatic and increasing the
value of exchange-repulsion energy values. This “BSSE-like” (BSSE stands for Ba-
sis Set Superposition Error) effect is then clearly pronounced for Frozen Core (or
first order in the SAPT terminology) as BSSE clearly acts on the other components.
Table 6-2 displays such effect on the canonical water dimer. The decompositions
have been easily extended beyond dimer systems [11], allowing the calculation of
many-body contributions in contrast to SAPT or CSOV calculations, often restricted
to the implementation of 2-body terms [14]. The scheme is also interesting to com-
pute local fragment properties such as dipoles moments. As an example we may look
at the dipole moment of two interacting NH3 molecules. For each molecule we may
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Table 6-2. Effect of dimer basis set on the components of the interaction energy

Method Es Eexch-rep EFC EOI + BSSE E

Monomers in the respective monomer basis
HF(6d) −8.27 6.91 −1.36 −2.18 −3.55
B3LYP(6d) −8.03 7.48 −0.55 −3.30 −3.86

Monomers in the dimer basis
HF(6d) −8.30 7.02 −1.28 −2.27 −3.55
B3LYP(6d) −8.18 6.87 −1.31 −3.04 −4.35

Table 6-3. Comparison of the dipoles of the isolated individual monomers (dipole M) compare to the
dipole moments of molecules within the dimer (dipole D) via the interaction, calculated with different
functionals. Units are atomic units, and we give as well the difference in length and orientation

NH3-NH3 Dipole(M) Dipole(D) Difference angle

HF 0.613 0.664 0.051 8.8
0.613 0.690 0.077 0.1

BLYP 0.552 0.635 0.0803 15.5
0.535 0.677 0.142 1.2

calculate a dipole moment separately, and look for the deformation of the monomer
orbitals (M) when constructing the dimer orbitals (D) via the described Singles-CI
procedure. We have a good trace for the deformation, as the iterations only deform
in a minimal sense the starting guess orbitals (Table 6-3).

6.2.3. Distributed Electrostatic Moments Based on the Electron
Localization Function Partition

(a) Theory: In addition, as a fine understanding of cooperative effects is required
in order to test the validity and the transferability of force fields parameters, some
of us have been developing methodologies enabling the evaluation of local chemi-
cally intuitive distributed electrostatic moments using the topological analysis of the
Electron Localization Function (ELF) [12].

For over a decade, the topological analysis of the ELF has been extensively used
for the analysis of chemical bonding and chemical reactivity. Indeed, the Lewis’ pair
concept can be interpreted using the Pauli Exclusion Principle which introduces an
effective repulsion between same spin electrons in the wavefunction. Consequently,
bonds and lone pairs correspond to area of space where the electron density generated
by valence electrons is associated to a weak Pauli repulsion. Such a property was
noticed by Becke and Edgecombe [28] who proposed an expression of ELF based
on the laplacian of conditional probability of finding one electron of spin σ at r2,
knowing that another reference same spin electron is present at r1. Such a function
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was later linked by Savin [29] to a local excess of kinetic energy due to the Pauli
repulsion and reformulated by taking the homogenous electron gas as reference.
That way, the ELF function (denoted η) can be interpreted as a measure of the Pauli
repulsion in the atomic or molecular space and allows an access to the probability of
finding two same spin electrons:

η(r) = 1

1 + ( D
D0
)2

(6-11)

where D is a measure of kinetic energy excess and D0 is the kinetic energy of a same
density homogenous electron gas. ELF is defined to have values restricted between
0 and 1 in order to tend to 1 where parallel spins are highly improbable (there is
therefore a high probability of opposite-spin pairs), and to zero in regions where
there is a high probability of same-spin pairs. The ELF function can be interpreted
as a signature of the electronic-pair distribution but, in contrast to pair functions, it
can be more easily calculated and interpreted.

Once computed on a 3D grid from a given ab initio wave function, the ELF func-
tion can be partitioned into an intuitive chemical scheme [30]. Indeed, core regions,
denoted C(X), can be determined for any atom, as well as valence regions associated
to lone pairs, denoted V(X), and to chemical bonds (V(X,Y)). These ELF regions,
the so-called basins (denoted �), match closely the domains of Gillespie’s VSEPR
(Valence Shell Electron Pair Repulsion) model. Details about the ELF function and
its applications can be found in a recent review paper [31].

It has been recently shown [12] that the ELF topological analysis can also be
used in the framework of a distributed moments analysis as was done for Atoms in
Molecules (AIM) by Popelier and Bader [32, 33]. That way, the M0(�) monopole
term corresponds to the opposite of the population (denoted N):

M0(�) = −
∫

�

ρ(r)dτ = −N (�) (6-12)

The first moments or dipolar polarization components of the charge distribution
are defined by three-dimensional integrals for a given basin � according to:

M1,x (�) = −
∫

�

(x − Xc)ρ(r) dτ

M1,y(�) = −
∫

�

(y − Yc)ρ(r) dτ

M1,z(�) = −
∫

�

(z − Zc)ρ(r) dτ

(6-13)

where Xc, Yc, and Zc are the Cartesian coordinates of the basin centres.
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The five second-moment spherical tensor components can also be calculated and
are defined as the quadrupolar polarization terms. They can be seen as the ELF basin
equivalents to the atomic quadrupole moments introduced by Popelier [32] in the
case of an AIM analysis:

M2,zz(�) = −1

2

∫

�

(3(z − Zc)
2 − r2)ρ(r) dτ

M2,x2−y2(�) = −
√

3

2

∫

�

[(x − Xc)
2 − (y − Y 2

c )]ρ(r) dτ

M2,xy(�) = −√
3
∫

�

(x − Xc)(y − Yc)ρ(r) dτ

M2,xz(�) = −√
3
∫

�

(x − Xc)(z − Zc)ρ(r) dτ

M2,yz(�) = −√
3
∫

�

(y − Yc)(z − Zc)ρ(r) dτ

(6-14)

The first- or second-moment basin magnitude is then defined as the square root of
the sum of squared components:

|M(�)| =
√∑

i

Mi (�)2 (6-15)

Thanks to the invariance of the magnitude of any multipole rank (|M1| or |M2|)
with respect to the axis for a given bond or lone pair, the approach allows us to
compare the dipolar or quadrupole polarization of a given basin in different chemical
environments.

That way, the Distributed Electrostatic Moments based on the ELF Partition (DE-
MEP) allows computing of local moments located at non-atomic centres such as
lone pairs, σ bonds and π systems. Local dipole contributions have been shown
to be useful to rationalize inductive polarization effects and typical hydrogen bond
interactions. Moreover, bond quadrupole polarization moments being related to a
π character enable to discuss bond multiplicities, and to sort families of molecules
according to their bond order.

(b) Applications: It is then possible to compute a chemically intuitive distributed
analysis of electrostatic moments based on ELF basins. As this partition of the to-
tal charge density provides an accurate representation of the molecular moments
(dipole, quadrupole etc. . .), the distributed ELF electrostatic moments allows the
computation of local moments located at non-atomic centers such as lone pairs,
bonds and π systems. It has been recently shown [12] that local dipole contributions



148 G.A. Cisneros et al.

Figure 6-2. ELF moments for
the canonical water dimer
(dipole moments in Debye, M1
in au.)

V(O) N = 2.15
|M1| = 0.928

V(O) N = 2.50
|M1| = 0.998

V(O)  N = 2.37 e
|M1| = 0.951

Donor
μ = 2.09 D

Acceptor
μ = 2.06 D

π Type, ex: H2CO)
 (bonding order ≥ 2)

sType, ex: CH3OH
 (bonding order = 1)

Figure 6-3. Correlation between the quadrupolar polarization (|M2|) of CO bonds in selected molecule
and of the bond multiplicity
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Figure 6-4. Electron localization function domains (concentration of electrons) in glycine. Lone pair
domains are displayed in red

can be used to rationalize inductive polarization effects and so should be able to give
some new insight towards a better understanding of local density modifications due
to the cooperative effects. Figure 6-2 shows the difference of local dipole moment
within the canonical water dimer. We can clearly distinguish the acceptor molecule
from the donor one. Moreover, the local M1 value of the lone pair involved in the
hydrogen bond (i.e. Acceptor molecule) is clearly higher than for the lone pairs of
the donor molecule.

Following the same idea, it has been shown that the quadrupole moment of a bond
was related to its π character, allowing the discussion on its multiplicity. Then it be-
comes possible to discuss the influence of the intra- or inter-molecular environment
on a given constituent of a molecule. Figure 6-3 displays such influence on a C O
bond through a large set of molecules.

In a recent study of the transferability of moments, it has shown that stable trends
are actually observed for the chemical bond features along investigated test peptide
chains (Figure 6-4 and Table 6-4).

Such results are interesting for force field development as they clearly establish
the existence of conserved “electrostatic blocks” within amino acids, an encouraging
step for transferability of force field parameters.

6.3. DEVELOPMENT OF NEXT GENERATION POLARIZABLE
FORCE FIELDS: FROM SIBFA TO GEM

6.3.1. Sum of Interaction Between Fragments Ab Initio (SIBFA)

SIBFA [2, 13] is a polarizable molecular mechanics procedure, formulated as a sum
of five energy contributions, each of which is destinated to reproduce its counterpart
from reference EDA ab initio computations. The intermolecular interaction energy
is formulated as:

Eint = EMTP∗ + Erep∗ + Epol + Ect + Edisp(+ELF) (6-16)
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Which denotes respectively the short-range penetration corrected electrostatic
multipolar (EMTP∗ ) energy, short-range repulsion (Erep∗ ), polarization (Epol), charge-
transfer (Ect), and dispersion (Edisp) contributions. In presence of an open-shell
cation, a ligand field correction is introduced (ELF).

The connectedness of SIBFA to quantum chemistry stems from the use of dis-
tributed multipoles and polarizabilities. They are derived from the molecular orbitals
of any given molecular fragment using procedures due to Claverie and coworkers
[34] concerning the multipoles and by Garmer and Stevens concerning the polariz-
abilities [35, 36]. They are then stored in the SIBFA library of fragments along with
the fragment internal geometry and types of successive atoms and used in subsequent
inter- or intramolecular interactions that involve that fragment. SIBFA can be seen
as a set of parametric equations aiming to reproduce the required integrals produced
by Localized Molecular Orbitals Theory.

We have previously [2] emphasized the features that an MM methodology should
have in view of a meaningful reproduction of QC, namely separability, anisotropy,
non-additivity and transferability.

Non-additivity and anisotropy of the interaction potential are critical features
in molecular recognition and docking. Non-additivity in SIBFA stems from both
second-order contributions, Epol and Ect. That of Epol stems from the vector ad-
dition of the polarizing fields on a given centre and the use of the square of its
norm. Iteratively accounting for the effects of the induced dipoles further enhances
non-additivity. That of Ect is conferred by the modulation of the ionization potential
of the electron donor on the one hand, and of the electronic affinity of the elec-
tron acceptor on the other hand, by the electrostatic potential that each undergoes
in a multimolecular complex. Moreover, such potentials embody components due
to the induced dipoles, whose amplitudes themselves depend non-additively upon
the fields. An additional coupling to nonadditive polarization effects stems from the
increase of the effective radius of the electron donor, intervening in the exponential
of Ect, by a term proportional to the magnitude of the field undergone by the electron
donor.

The anisotropy of EMTP∗ stems for the use of distributed multipoles on atoms
and on the barycentres of the chemical bonds, thus advancing beyond the assump-
tion of spherical symmetry incurred by the use of atom-centred point-charges. That
of Epol stems from: (i) the multipolar nature of the polarizing field; (ii) the use of
lone-pair polarizabilities that are off-centred, being located on the barycentres of the
Boys localized lone-pair orbitals; (iii) and the use of polarizability tensors instead of
scalars. The anisotropies of both short-range contributions, Erep and Ect, which are
overlap-dependent terms, is conferred by the use of localized lone-pairs accounting
for hybridization. The anisotropy of Edisp is, similarly, conferred by the introduction
of fictitious atoms on the localized lone pairs. We detail here the methodology used
for each one of the components of the SIBFA intermolecular interaction energy. Such
equations have been shown to be transferable for intermolecular interactions, see
Reference [2] and references therein.
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• Multipolar Electrostatic contribution: penetration corrected EMTP∗
In SIBFA, electrostatics is computed upon using distributed multipoles (monopoles,
dipoles, quadupole) located on atoms and bond midpoints as:

EMTP = Emono-mono + Emono-dip + Emono-quad + Edip-dip + Edip-quad + Equad-quad
(6-17)

If we review the separated components of EMTP, the electrostatic energy appears
mainly dominate by the terms involving the charge (Table 6-5).

However, if we analyse the functional form used to compute the charge–charge
interaction,

Emono-mono = qi.qj/r (6-18)

where r is the distance between qi and qj, we can easily see that it remains very
different from the quantum chemistry formulation [6]:

Ec = −2
∑

i

∑

υ

Zν

∫
(|ϕi(1)|2)/(r1ν)dι 1 − 2

∑

j

∑

μ

Zμ

∫
(|ϕi(1)|2)/(r2μ)dι 2

+ 4
∑

i

∑

j

∫
(|ϕi(1)|2|ϕj(2)|2)/(r12)dι 1dι 2 +

∑

μ

∑

υ

Zμ.Zν/rμν (6-19)

where μ and ϕi are respectively the nucleus and the unperturbed MOs of monomer
A ; and ν and ϕj, those of monomere B.

Indeed, the ab initio integrals exhibit an exponential decay at short-range which
is not present in any of the EMPT energy terms. This comportment of integrals is at
the origin of the so-called penetration energy, an overlap dependant term which is,
by definition, absent of the long-range multipolar approximation.

In our approach [18, 37], we have modified the formulation of the terms involving
the charges (mono-mono, mono-dip and mono quad term) to screen the electrostatic
interaction.

Table 6-5. Contributions to the multipolar electrostatic energy (kcal/mol) for various complexes at their
equilibrium geometry

Complexes mono-mono. mono-dip. mono-quad. dip-dip. dip-quad. Quad-quad.

(H2O)2 linear −3.3 −2.6 −1.1 −0.5 −0.1 −0.3
(HCONH2)2 linear −7.3 −2.8 1.6 0.1 −0.7 0.6
Cu2+ – H2O −46.2 −27.9 0.9 0.0 0.0 0.0
HCOO− – H2O

monodentate
−11.3 −4.9 −0.3 −0.1 −0.7 0.6

H3CNH+
3 – H2O −12.5 −7.6 0.1 −0.2 −0.1 0.0
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First, we have modified the mono-mono term (now denoted Emono-mono∗) to pro-
pose a functional form mimicking the three terms present in ab initio, namely the
nucleus–nucleus repulsion, the electron–nucleus attraction and the electron–electron
repulsion. For two interacting centers i and j, the modified mono-mono term is:

Emono-mono∗ = [ZiZj − {Zi(Zj − qj)(1 − exp(−αi.r))+ Zj(Zi − qi)

(1 − exp(−αj.r))}
+ (Zi − qi)(Zj − qj)(1 − exp(−βi.r))(1 − exp(−βj.r))]∗(1/r) (6-20)

Where Zi and Zj are the valence electrons for the i and j atoms. This number is
set to 0 for sites located on bonds. αi and βi are parameters depending on effective
van der Waals radii (denoted rvdw) and given by:

αi = γ/rvdw i and βi = δ/rvdw i

γ and δ are fixed parameters depending on the reference ab initio level (method-
ology and chosen basis set). They are transferable to any atom and are evaluated
once and for all upon fitting on a set of H2 or H2O dimers geometries. For bonds
monopoles, the rvdw values are given by the arithmetic mean of the radii forming the
bond.

From a physical point of view, this new formulation includes exponential terms
that are in agreement with the observed ab initio and experimental results. Moreover,
it is easy to verify that the new expression converges to the classical one when r
increases. That way, at long range, where the multipolar approximation is valid, the
exponential part dies whereas, at short distances, the monopole–monopole interac-
tion embodies a part of the penetration energy. Consequently, Emono-mono∗ has the
correct dependence at any range.

The second modification acts on the monopole-dipole term.

Emono-dip = −μj.ξ (6-21)

Where ξ, the electric field due to a charge qi located at a point j is equal to:

ξ = qirij/rij
3 (6-22)

where rij is the vector oriented along r from i towards j.
We chose here to only modify ξ to obtain the Emono-dip

∗ component:

Emono-dip∗ = −μj.ξ
∗ (6-23)

where

ξ∗ = {Zi − (Zi − qi)(1 − exp(−ηr))}.rij/r
3
ij (6-24)
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η is given by:

η = χ/((rvdw i + rvdw j))/2

As for the charge-charge term, χ is a constant depending on the chosen level of
reference ab initio computation and converges to the classical form as r increases.

At this level, our formulation includes a penetration correction for terms varying
like R−1 (monopole-monopole), like R−2 (monopole-dipole) but does not include
any correction for terms varying like R−3 (dipole-dipole and monopole-quadupole).
We then added a correction for the monopole-quadupole interaction.

For the evaluation of this term, we used a non usual formalism (see Ref. [20]
and references therein), the so-called axial quadupole. Indeed, it is possible to define
any quadupole as the sum of 3 axial quadupoles oriented towards the main axis
(e1, e2, e3) of a local frame. We then obtain:

Q =
3∑

i=1

Qij(ei ⊗ ej) (6-25)

Thanks to tensors mathematic properties, it is possible to add the same constant
to each one of the diagonal terms, which allows the elimination of one of the axial
qaudrupoles.

That way, the mono-quad interaction energy is given by:

Emono-quad = Emq1 + Emq2 (6-26)

where Emq1 and Emq2 are respectively the monopole-axial quadupole interaction
(Emq1 and Emq2 are different and represent the true quadupole) given by:

Emq1 = q∗(Q1/2r3)[3(a.r/r)2 − 1] (6-27)

Where a is the unit vector defined by the local frame defining the axial quadupole,
r is the vector oriented towards r from the monopole to the axial quadupole. Qa is
the corresponding matrix element. Following the modification of the charge-dipole
interaction, we introduced a modified mono-quad interaction, namely Emono-quad∗ :

Emono-quad∗ = Emq1∗ + Emq2∗ (6-28)

with:

Emq1∗ = {Zi − (Zi − qi)(1 − exp(−ϕr)){∗ϕ(Qa/2r3)[3(a.u)2 − 1] (6-29)

ϕ is given by:

ϕ = �/(rvdw i + rvdw j)/2

� is a constant dependant on the chosen level of reference ab initio computation.
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To conclude, the penetration corrected EMTP∗ interaction energy is then computed
as:

EMTP∗ = Emono-mono∗ + Emono-dip∗ + Emono-quad∗ + Edip-dip + Edip-quad + Equad-quad

• Short Range exchange-repulsion: E∗
rep

To determine an expression of Erep
∗, we chose to follow the theoretical results of

Murrell [38, 39] who proposed a simplified ab initio perturbation scheme to rep-
resent the exchange-repulsion energy based on an overlap expansion of localized
Molecular Orbitals (MOs). Studying the interaction between hydrogen atoms, they
shown that a KS2/R relation, S being the overlap between MOs, was not able to ac-
curately reproduce the exchange-repulsion energy. They then proposed an extended
S2(AR−1+BR−2) expression that we have used to formulate Erep

∗. Following early
expression (see References [2, 13] and references therein) based on LMOs approxi-
mation derived by Claverie, we have expressed Erep

∗ [18, 40, 41] as a sum of bond-
bond, bond-lone pair and lone pair-lone pair repulsion:

Erep
∗ = C1(

∑

AB

∑

C D

rep∗(AB,CD)+
∑

AB

∑

Lγ

rep∗(AB,Lγ)+
∑

Lα

∑

C D

rep∗(Lα,CD)+
∑

Lα

∑

Lγ

rep∗(Lα,Lγ)) (6-30)

Where each one of the repulsion term includes two components: one varying like
1/R, the other like 1/R2:

Rep∗(AB,CD) = Nocc(AB)Nocc(CD)S2(AB,CD)/RAB,CD + Nocc(AB)Nocc

(CD)S2(AB,CD)/(RAB,CD)
2 (6-31)

AB and CD denoted the center positions of the bonds formed by atoms A and B;
and C and D respectively. Lα and Lγ represent the lone pair positions. As we will see,
this formulation takes into account bonds and lone pairs hybridation, each one of the
term depending of an overlap functional. Nocc(AB) and Nocc(CD) are the electron
occupation numbers of the AB and BC bonds. Therefore, Nocc is equal to 2 for usual
bonds and lone pairs. RAB,CD is the distance between the barycenters of the AB and
CD bonds.

The S overlap expression relies on the general situation where 4 atoms form 2
bonds having their valence electrons involved in spn hybrid Mos. In the context of
Slater orbitals, cs et cp are the hybridation coefficients and, for example, S is then
formulated for the bond-bond term as:

S(AB,CD) = (csIcsk〈2sl2sk〉 + cpIcsK〈2pσl2sK〉cos(IJ, IK)

+ cpKcsl〈2pσK2sl〉cos(KL,KI)+ cpIcpK〈2pσl2σK〉cos(IJ, IK)cos(KL,KI))
(6-32)
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To simplify the problem, we introduce the following approximation:

〈2pσA2sC〉 = mAC〈2sA2sC〉 (6-33)

mAC is a parameter obtained from computations of overlap integrals between
atoms A and B obtained from Mulliken [42] and Roothaan [43] approximations using
Slater orbitals. Their values are tabulated and depend on a given atoms couple.

〈2sA2sC〉 can be approximate by an exponential depending on the distance sepa-
rating atoms A and C and modulated on effective van der Waals radii:

〈2sA2sC〉 = MAC exp(−αρAC) (6-34)

with

ρAC = RAC/4
√

WAWC

and

MAC =
√

KAC (1 − QA/N A
V AL)(1 − Qc/N C

V AL)

QA and QC are the charges obtained from the multipolar expansion of the interact-
ing A and C molecular charge distributions, N A

V AL and N C
V AL being their respective

number of valence electrons. WA and WC are the A and C atoms effective van der
Waals radii. KAC is a proportionality factor tabulated upon the atomic numbers of
the A and C atoms. α is a constant fixed to 12.35. The same treatment is applied to
the others terms of the repulsion energy.

It is important to point out that recent results on density based overlap integrals
[16] confirm the interest of the formulation of Erep

∗ as a sum of bond-bond,
bond-lone pair and lone pair-lone pair repulsion: indeed, core electrons do not
contribute to the value of the overlap integrals.

• Polarization contribution
Epol also relies on a local picture as it uses polarizabilities distributed at the Boys
LMOs centroids [44] on bonds and lone pairs using a method due to Garmer et al.
[35]. In this framework, polarizabilities are distributed within a molecular fragment
an therefore, the induced dipoles do not need to interact together (like in the Appleq-
uist model) within a molecule as their value is only influenced by the electric fields
from the others interacting molecules.

The general expression of the polarization energy at center I located at the centroid
of an LMO of a A molecule is:
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Epol(i) = −0.5
∑

j

μ(i)E0( j)

μ(i) = α(i)
xyz∑

j

E(μ(i))+ E0( j)
(6-35)

E0 and E (μ(i)) are respectively the electric fields generated by the permanent
and induced multipoles moments. α(i) represents the polarisability tensor andμ(i)
is the induced dipole at a center i. This computation is performed iteratively, as Epol
generally converges in 5–6 iterations. It is important to note that in order to avoid
problems at the short-range, the so-called polarization catastrophe, it is necessary
to reduce the polarization energy when two centers are at close contact distance. In
SIBFA, the electric fields equations are “dressed” by a Gaussian function reducing
their value to avoid such problems.

The initial electric field generated by a centre i of molecule A on a center j of
molecule B is denoted Einit

i→ j is modified by a Gaussian function denoted S [45] as:

Efinal
i→ j = (1 − S(i, j))Einit

i→ j

S(i, j) = �i E exp(−�(R2
i j )/(rvdw(i)+ rvdw( j))

(6-36)

Rij is the distance between centers i and j. �i is the monopole associated to center i.
E and � are empirical parameters associated to each atom types as rvdw are the atom
effective radii.

It is important to point that parametrization procedure of the short-range damp-
ing is really important. In SIBFA, in order to embody short-range penetration and
exchange-polarization effects, the fit is performed upon CSOV (or RVS) polariza-
tion energy which embodies exchange effects (see Section 6.1). To do so, the SIBFA
polarization energy “prior iterating” is adjusted to the CSOV value which corre-
sponds to the relaxation of a molecule A in the field of a frozen B molecule (before
the compution of higher-orders induction terms δE). Details can be found in Refs.
[18, 19].

• Charge transfer contribution
As for Erep

∗, Ect is derived from an early simplified perturbation theory due to Murrel
[46]. Its formulation [47, 48] also takes into account the Lα lone pairs of the electron
donor molecule (denoted molecule A). Indeed, they are the most exposed in this case
of interaction (see Section 6.2.3) and have, with the π orbital, the lowest ionization
potentials. The acceptor molecule is represented by bond involving an hydrogen (de-
noted BH) mimicking the set, denoted φ∗BH, of virtual bond orbitals involved in the
interaction.
Ect is expressed as:

Etc = −2C
∑

Lα

Nocc(α)(Tαβ∗)2/�Eαβ∗ (6-37)
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C is a constant which has been calibrated in order to reproduce Ect at the equi-
librium geometry of the water dimer. This value is transferable for all non metallic
acceptors. Nocc(α) is the occupation number Lα lone pair.

Tαβ∗ is a function of:
i) The transition density overlap of the Lα donor lone pairs and the bond BH cen-

troid, expressed with the same approximations as Erep∗ .
ii) The electrostatic potential applied on A by all the other molecules (

∑
C

VC→A). It

is important to point out that the fields due to the polarization converged induced
dipoles are taken into account in order to introduce an explicit link between po-
larisation and charge transfer.
Eαβ∗ is the energy is the energy required to allow an electron transfer from

an orbital α of molecule A towards a virtual β∗ orbital on molecule B. It can be
expressed as:

�Eαβ∗ = (ILα +
∑

C

VC→A)− (Aβ∗ +
∑

C

VC→B) (6-38)

ILα is the ionization potential of the Lα lone pair as Aβ∗ is the electronic affinity of
the electron acceptor. Here also, the introduction of the final iterated field of induce
dipole allow to take into account the many-body properties of Ect.

Here also, Ect has its ab initio counterpart within the CSOV framework. The sum
of Epol and Ect matchs the EOI contribution at the HF and DFT level and the SAPT
induction when δE remains small (see Section 6.1).

• Dispersion contribution
Edisp [49, 50] is coupled to an exchange-dispersion term and is computed as an
expansion of Cn terms: C6/Z6, C8/Z8 et C10/Z10, Z being expressed as:

Z = rij/
√

vdwA.vdwB

rij is the distance between atoms i and j; vdwA and vdwB are the effective radii
of the involved atoms. The C6, C8 and C10 coefficients are empirical parameters
adjusted on H2 dimers SAPT computations. Each one of the Cn terms are damped at
short-range by the following function:

Edamp(n) = (1/Rn)Lij exp(−adamp(n)D(i, j)) (6-39)

where:

D(i, j) = ((vdwA + vdwB)bdamp/Rij)− 1

Lij, adamp and bdamp are parameters; n can be 6, 8 ou10.
This dispersion energy is coupled to an exchange-dispersion component:

Eexch-disp = Lij(1 − Qi/Nval(i))(1 − Qj/Nval(j))Cexch exp(−βecxcZ) (6-40)
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Qi and Qj are the net charges of atoms i and j; Nval(i) and Nval(j) their number
of valence electrons. Cexch and βexch are empirical parameters. Some additional re-
finements exist within SIBFA as explicit addition of lone pairs for the exchange term
[50].

• Ligand field contribution
To correct the energy function from ligand field effects (presently in the case of open-
shell cations), SIBFA uses the formalism of the Angular Overlap Model (AOM) [51–
53]. The AOM [52] is based on the fact that the relative changes of d orbitals energies
caused by ligand field effects can be associated to the overlap of these orbitals with
the ligands orbitals. As intermolecular overlap integral can be factorized into radial
and angular parts, it is then possible to consider the radial part as a constant for a
given intermolecular distance. That way, it can be introduced as a parameter, specific
of a given metal/ligand couple, whereas the angular part can be exactly computed as
it depends only on the relative orientation of the metal d orbitals and of those of the
ligands. More precisely, the AOM treatment can be seen as an effective Hamiltonian
built on the basis of d orbitals. Its evaluation uses spherical coordinates (θ, φ) and
requires the diagonalization of an energy matrix. For each computation, each ligand
is considered separately as the total matrix reflects the sum of the local perturbation
of the d orbitals due to ligands as each matrix element is the sum of the contribution
of each ligands. The construction of the energy matrix uses angular coefficient de-
noted Di (see Table 6-6) which give the values of overlap of a ligand involved in a σ

interaction with the metal.
In order to be able to evaluate the radial part in all point of space and to adapt

the AOM to the SIBFA intermolecular potential, we have introduced an exponential
dependence of the radial overlap following a procedure introduced by Woodley et al.
[54]:

eλ = a + b.exp(−α.r) (6-41)

r is the metal-ligand distance; a, b and α are parameters, specific of a given metal-
ligand couple.

It is then possible to construct the energy matrix [51, 53]:

Table 6-6. angular coefficients for the
different d orbitals involved d in a σ

interaction with ligands

i Di (θi ,φi )

z2 1/2 (3 cos2 θ–1)
yz 1/2 (

√
3 sin(2θ) sin φ)

xz 1/2 (
√

3 sin(2θ) sin φ)
xy 1/4 (

√
3(1– cos 2θ) sin 2φ)

x2-y2 1/4 (
√

3(1– cos 2θ) cos 2φ)
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Hdd’ =
∑

l

el
λ < d|l >< l|d’ > (6-42)

Its eigenvalues (εi) correspond to the relative energies of the d orbitals of the
metal. These energies are used to computed the ligand field energy contribution de-
noted ELF.
For a dn system:

ELF = −2
5∑

i=1

εi +
n∑

i=1

ρiεi (6-43)

Where ρi are the d orbital occupation numbers (0, 1 or 2).

6.3.2. The Gaussian Electrostatic Model (GEM)

As the SIBFA approach relies on the use of distributed multipoles and on approx-
imation derived form localized MOs, it is possible to generalize the philosophy to
a direct use of electron density. That way, the Gaussian electrostatic model (GEM)
[2, 14–16] relies on ab initio-derived fragment electron densities to compute the
components of the total interaction energy. It offers the possibility of a continuous
electrostatic model going from distributed multipoles to densities and allows a direct
inclusion of short-range quantum effects such as overlap and penetration effects in
the molecular mechanics energies.

6.3.2.1. From Density Matrices to GEM

This method relies on the use of an auxiliary gaussian basis set to fit the molecular
electron density obtained from an ab initio one-electron density matrix:

ρ̃ =
N∑

k=1

xkk(r) ≈ ρ =
∑

μν

Pμνφμ(r)φ
∗
v (r) (6-44)

Do so, we use the formalism of the variational density fitting method [55, 56]
where the Coulomb self-interaction energy of the error is minimized:

E2 = 1

2

∫∫ [ρ(r1)− ρ̃(r1)][ρ(r2)− ρ̃(r2)]
|r1 − r2| dr1dr2 = 〈ρ − ρ̃‖ρ − ρ̃〉 (6-45)

inserting the right hand of Eq. (6-44) into Eq. (6-45), we obtained:

E2 = 1

2

∑

μ,ν

∑

σ,τ

Pμν Pστ 〈μν‖στ 〉 −
∑

l

xl

∑

μ,ν

Pμν〈μν‖l〉 + 1

2

∑

k

∑

l

xk xl〈k‖ l〉
(6-46)
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E2 from Eq. (6-3) can be minimized with respect to the expansion coefficients xl

and a linear system of equations can be obtained:

∂E2

∂xl
= −

∑

μν

Pμν〈μν‖ l〉 +
∑

k

xk〈k‖ l〉 (6-47)

Equation (6-5) is used to determine the coefficients:

x = A−1b (6-48)

Where

bl =
∑

μν

Pμν〈μν‖ l〉 and Akl = 〈k‖ l〉

In a standard density fitting, the determination of the coefficients requires the use
of a modified singular value decomposition (SVD) procedure in which the inverse
of an eigenvalue is set to zero if it is below a certain cutoff. A cutoff value of 10−8

has been previously determined [14] to be acceptable for the molecules which will
be under study. In addition to the SVD approach, we have also implemented noise
reduction techniques for the fitting procedure as this method can produces numerical
instabilities (noise) when the number of basis functions starts to grow and when
higher angular momentum are used (these instabilities are also present when us-
ing only s-type spherical [14] functions albeit to a lower extent). Several strategies
have been implemented [15]. Among them, we used the the Tikhonov regularization
formalism and a damped Coulomb operator Ô = erfc(βr)/r procedure in order
to localize the integrals to increase the calculation speed. Alternatively to the DF
procedure, it is possible to perform such a fit using density and electrostatic grids
[16]. That way, the ab initio calculated properties (density, electrostatic potential,
and/or electric field) are fitted via a linear or nonlinear-least-squares procedure to the
auxiliary basis sets (ABS). Neglecting the core contributions allows to perform more
robust fit of the coefficients compared to the numerical grids and allows to reduce
the number of functions and so the computational cost.

Using fitted densities expressed in a linear combination of Gaussian functions
has the advantage that that the choice of Gaussian functions auxiliary basis set is
not be restricted to Cartesian Gaussians. To use higher order angular momenta, nor-
malized Hermite Gaussian functions can be preferred [2, 15, 16]. Indeed, the use
of Hermite Gaussians in integral evaluation improves efficiency by the use of the
McMurchie-Davidson (McD) recursion [57] since the expensive Cartesian-Hermite
transformation is avoided. Obtaining the Hermite expansion coefficients from the
fitted Cartesian coefficients is straightforward since Hermite polynomials form a ba-
sis for the linear space of polynomials. Moreover, Hermite Gaussians have a simple
relation to elements of the Cartesian multipole tensor and can be used to multipoles
distributed at the expansion sites. This smooth connection leads to a continuous
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electrostatic model that can be used directly into second generation APMM such
as SIBFA. It is important to note that unlike conventional multipole expansions,
the spherical multipole expansion obtained from Hermite Gaussians has an intrinsic
finite order, namely, the highest angular momentum in the ABS. This connection
between multipoles and Hermite densities has its importance as, unlike s-type func-
tions (l = 0), fitting coefficients with l > 0 (sp, spd . . .) are not invariant by rotation.
These coefficients must be transformed for each molecular fragment orientation in
order to compute interaction energies. Such a transformation can be achieved [15]
by defining both a global orthogonal coordinate system frame and a local orthogonal
coordinate frame for each fragment fitting site.

6.3.2.2. Computing Integrals for Molecular Mechanics

The GEM force field follows exactly the SIBFA energy scheme. However, once com-
puted, the auxiliary coefficients can be directly used to compute integrals. That way,
the evaluation of the electrostatic interaction can virtually be exact for an perfect fit
of the density as the three terms of the coulomb energy, namely the nucleus–nucleus
repulsion, electron–nucleus attraction and electron–electron repulsion, through the
use of ρ̃ [2, 14–16, 58].

Ecoulomb = Z A Z B

rAB
−
∫

Z Aρ̃
B(rB)

rAB
dr −

∫
Z B ρ̃

A(rA)

rAB
dr +

∫
ρ̃A(rA)ρ̃

B(rB)

rAB
dr

(6-49)
To complete the first order terms, the exchange–repulsion energy can be evaluated

through an overlap model [14, 59] as:

Eexch/rep ≈ KSρ (6-50)

Where:

Sρ =
∫
ρa(r)ρb(r)dr ≈

∫
ρ̃a(r)ρ̃b(r)dr

As electric fields and potential of molecules can be generated upon distributed ρ̃,
the second order energies schemes of the SIBFA approach can be directly fueled by
the density fitted coefficients. To conclude, an important asset of the GEM approach
is the possibility of generating a general framework to perform Periodic Boundary
Conditions (PBC) simulations. Indeed, such process can be used for second gener-
ation APMM such as SIBFA since PBC methodology has been shown to be a key
issue in polarizable molecular dynamics with the efficient PBC implementation [60]
of the multipole based AMOEBA force field [61].
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6.3.2.3. Using Periodic Boundary Conditions to Increase Computational
Efficiency

In this section we describe the methods to extend Ewald sum methodologies to ac-
celerate the calculation of the intermolecular interactions using PBC. For simplic-
ity, we begin with a generalization of Ewald sums to interacting spherical Hermite
Gaussians (e.g. GEM-0 [14]). This is followed by the extension to arbitrary angular
momentum. Finally, we describe the implementation of methods to speed up both
the direct an reciprocal terms in the Ewald sum [62].

N.1 Spherical charge densities
To begin let U denote a unit cell such that it contains the set of points r with asso-
ciated fractional coordinates s1, s2, s3 satisfying −1/2 ≤ si ≤ +1/2, i = 1, 2, 3.
Then the idealized infinite crystal C is generated by the union of all periodic trans-
lations Un of U , using the set of general lattice vectors n. For the Ewald sum to be
convergent, extra conditions need to be imposed. To that end, consider a large but
finite crystal, i.e., let P denote a closed, bounded region in space, centered at the
origin (e.g., sphere, cube, etc.). For a positive integer K , let �(P, K ) denote the set
of lattice vectors such that |n|/K is in P . The Coulomb interaction of a spherical
Gaussian charge distribution ρ1 in a unit cell U0 centered at point R1 ∈ U0 with an
exponent α1, i.e. ρ1 = (α1/π)

3/2 exp(−α1(r − R1)), interacting with a second nor-
malized Gaussian charge distribution ρ2 centered at point R2 ∈ U0 with exponent α2
together with all images in Un for n ∈ �(P, K ) centered at R+n can be shown to be:

E12 =
∑

n∈�(P,K )

erfc(μ12α0 |R12 − n|)− erfc(μ12|R12 − n|)
|R12 − n|

+ 1

πV

∑

m 
=0

exp(−π2m2/μ12α0)

m2
exp(−2πi · (R12))

− π

μ12α0

+ 1

π
HP,K (R12)+ ε(K ),

(6-51)

where the first term corresponds to the direct part of the Ewald sum, the second to
the reciprocal part, HP,K (R12) is the surface term which depends on the dipole of
the unit cell (D), ε(K ) denotes a quantity that converges to 0 as K → ∞, m denotes
the reciprocal lattice vectors, 1/μ12θ = 1/α1 + 1/α2 + 1/α0, 1/μ12 = 1/α1 + 1/α2
and α0 is the Ewald exponent [62].

Equation (6-51) can be generalized to calculate the energy EP,K of U interacting
with the entire crystal P . Let ρ1 . . . ρN be normalized spherical Gaussian charge
distributions (e.g. GEM-0) centered at {R1 . . .RN } = R{N } ∈ U , and let q1 + . . .+
qN = 0 (neutral unit cell). Then the energy of the central unit cell U0 within a large
spherical crystal, due to the interactions of the Gaussian charge distributions qiρi

with each other and all periodic images within the crystal is given by
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ES,K (R{N }) = 1

2

′∑

n

N∑

i, j=1

qi q j

⎧
⎨

⎩
erfc(μ1/2

i jα0
|Ri j − n|)− erfc(μ1/2

i j |Ri j − n|)
|Ri j − n|

⎫
⎬

⎭

+ 1

2πV

∑

m 
=0

N∑

i, j=1

qi q j
exp(−π2m2/μi jα0)

m2
exp(−2π im · (Ri j ))

− π

2V

N∑

i, j=1

qi q j

μi jα0

−
N∑

i=1

q2
i

(μi iα0

π

)1/2 + 2πD2

3V
+ ε(K ),

(6-52)
where Ri j = Ri − R j and D = q1R1 + . . .+ qN RN is the unit cell dipole.

In order to be able to calculate the reciprocal contribution in Eq. (6-52) it is
necessary to grid the Gaussian densities. However, for large exponents (compact
Gaussians) this can become intractable. To overcome this problem, the first GEM
implementation relied on a method inspired by Fusti-Molnar and Pulay [63]. In this
method, the individual Gaussian charge densities are classified into compact and
diffuse Hermite Gaussian functions for a given α0. Thus, all Hermites with an ex-
ponent αi ≥ α0 are considered compact, and the rest are considered diffuse. In this
way, the interaction energy expressions may be re-expressed in order to calculate the
contributions involving diffuse Hermites completely in reciprocal space [64].

This method was subsequently improved by noting that the α0 in μi jα0 can be
different for each pair i j [15]. In this way, the Hermite charge distributions qiρi are
separated into compact and diffuse sets based on their exponents αi . Subsequently, α0
is chosen to be infinite for i j pairs where at least one of the two Gaussians is diffuse.
This ensures that all pairs involving diffuse Hermites are evaluated in reciprocal
space. For all compact i j pairs, α0 is chosen so that μi jα0 is constant, that is, given
β > 0, a Gaussian distribution qiρi is classified as compact if αi ≥ 2β (C set)
and diffuse otherwise (D set). Then, for i, j ∈ C , choose α0 so that 1/μi jα0 =
1/αi + 1/α j + 1/θ = 1/β. Otherwise, α0 is set to infinity. From this, the Coulomb
energy of the spherical unit cell can be re-expressed as:

ES,K (RN ) = 1

2

∑

n

′ ∑

(i, j)∈C×C

qi q j

{
erfc(β1/2|Ri j − n|)− erfc(μ12

i j |Ri j − n|)
|Ri j − n|

}

+ 1

2πV

∑

m 
=0

N∑

(i, j)∈C×C

qi q j
exp(−π2m2/β)

m2
exp(−2π im · (Ri j ))

+ 1

2πV

∑

m 
=0

N∑

(i, j)/∈C×C

qi q j
exp(−π2m2/μi j )

m2
exp(−2π im · (Ri j ))

− π

2V

N∑

(i, j)/∈C×C

qi q j

(
1

β
+ 1

αi
+ 1

α j

)
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−
N∑

i∈C

q2
i

(
β

π

)1/2

−
N∑

i /∈C

q2
i

(αi

π

)1/2

+ 2πD2

3V
+ ε(K ),

(6-53)

N.2 Higher angular momentum charge densities
In the case of GEM, the auxiliary bases employed for the fitting of the molecu-
lar fragment include higher angular momentum Gaussians. In this case, Eq. (6-53)
can be extended to account for the higher order Gaussians. As explained above,
the fitted densities are expanded in a linear combination of Hermite Gaussians
�tuv(r, α,R). Here, the Gaussian charge distribution is given by ρi (r,Ri ,∝) =

L∑
l=1

∑
tuv

ci,l,tuv�tuv(r, αl ,Ri ), where ci,l,tuv are the Hermite coefficients, and L denotes

the different exponents in the ABS on center i . Based on this, the Coulomb energy
of the total density within the spherical crystal is given by

ES,K (ρ
{N }) = 1

2

∑

n

′
N∑

i=1

∑

li ∈C

∑

ti uivi

ci,li ,ti uivi

N∑

j=1

∑

l j ∈C

∑

t j u jv j

(−1)(t j +u j +v j )c j,l j ,t j u jv j

×
(

∂

∂Rijx

)ti +t j
(

∂

∂Rijy

)ui +u j
(

∂

∂Rijz

)vi +v j

×
⎧
⎨

⎩
erfc(β1/2|Ri j − n|)− erfc(μ1/2

li l j
|Ri j − n|)

|Ri j − n|

⎫
⎬

⎭

+ 1

2πV

∑

m 
=0

1

m2
exp(−π2m2/2β)

N∑

l1∈C

Sl1(m)

× exp(−π2m2/2β)

N∑

l2∈C

Sl2(−m)

+ 1

2πV

∑

m 
=0

1

m2

N∑

(l1,l2)/∈C×C

exp(−π2m2/αl1)

× exp(−π2m2/αl2)Sl1(m)Sl2(−m)

− π

2V

N∑

l1∈C

∑

l2∈C

N∑

i=1

N∑

j=1

ci,l1,000c j,l2,000

(
1

β
− 1

αl1
− 1

αl2

)

−
N∑

i=1

Eself (ρi )+ 2πD2

3V
+ ε(K ), (6-54)
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where the structure factors Sl(m) are given by

Sl (m) =
N∑

i=1

∑

tuv

ci,l,tuv

(
∂

∂Ri j x

)ti +t j
(

∂

∂Ri j y

)ui +u j
(

∂

∂Ri j z

)νi +ν j

exp(−2π im · (Ri ))

(6-55)

Eself (ρi ) is given by

− lim
R→0

∑

t1u1v1

∑

t2u2v2

(−1)(t j +u j +v j )c j,l j ,t j u jv j

×
(
∂

∂Rx

)ti +t j
(
∂

∂Ry

)ui +u j
(
∂

∂Rz

)vi +v j

×
⎧
⎨

⎩
∑

(l1,l2)∈C×C

ci,l1,t1u1v1 ci,l2,t2u2v2

erfc(β1/2|R|)
|R| (6-56)

−
∑

(l1,l2)/∈C×C

ci,l1,t1u1v1ci,l2,t2u2v2

erfc(μ1/2
12 |R|)

|R|

⎫
⎬

⎭

where, similar to the previous section above, 1/μ12 = 1/αl1 + 1/αl2 and D is the
unit cell dipole [62].

N.2 Computational speedup for the direct and reciprocal sums
Computational speedups can be obtained for both the direct and reciprocal contribu-
tions. In the direct space sum, the issue is the efficient evaluation of the erfc function.
One method proposed by Sagui et al. [64] relies on the McMurchie-Davidson [57]
recursion to calculate the required erfc and higher derivatives for the multipoles.
This same approach has been used by the authors for GEM [15]. This approach has
been shown to be applicable not only for the Coulomb operator but to other types of
operators such as overlap [15, 62].

In the case of the reciprocal sum, two methods have been implemented, smooth
particle mesh Ewald (SPME) [65] and fast Fourier Poisson (FFP) [66]. SPME is
based on the realization that the complex exponential in the structure factors can be
approximated by a well behaved function with continuous derivatives. For exam-
ple, in the case of Hermite charge distributions, the structure factor can be approxi-
mated by
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Sl(m) ≈ λ(z1)λ(z2)λ(z3)

M1
2∑

k1=− M1
2 +1

M2
2∑

k2=− M2
2 +1

M3
2∑

k3=− M3
2 +1

N∑

i=1

∑

tuv

di,l,tuv

×
∞∑

l1=−∞

(
∂

∂w1 j

)t

B(w1i − k1 − l1 M1)

×
∞∑

l2=−∞

(
∂

∂w2i

)u

B(w2i − k2 − l2 M2)

×
∞∑

l3=−∞

(
∂

∂w3i

)v
B(w3i − k3 − l3 M3)

× exp

(
2π i

(
m1k1

M1
+ m2k2

M2
+ m3k3

M3

))

(6-57)

where di,l,tuv are the transformed Hermite coefficients obtained from ci,l,tuv by
change of variable and B(w) are B-splines [15]. Equation (6-57) is the approxi-
mation to Sl(m) as a three dimensional discrete Fourier transform (3DFFT) times
λ(z1)λ(z2)λ(z3). If the function B(w) has finite support, then the structure factors
can be calculated in O(N(log(N))) time.

The FFP method relies on the fact that the structure factors can be approximated
by rewriting the reciprocal sum such that the structure factor is re-expressed as the

3DFFT evaluated at m of a Gaussian density ρ(r) =
N∑

i=1
qiρ2α0(r− ri ) where ρ2α0 is

a normalized Gaussian with exponent 2α0. This is very similar to the FFT methods
used to accelerate structure factor and density map calculations in macromolecular
structure determinations.

The efficiency of the methods outlined above has been tested by calculating the
intermolecular Coulomb energies and forces for a series of water boxes (64, 128, 256,
512 and 1024) under periodic boundary conditions [15, 62]. The electron density
of each monomer is expanded on five sites (atomic positions and bond mid-points)
using two standard ABSs, A2 and P1.These sets were used to fit QM density of
a single water molecule obtained at the B3LYP/6-31G∗ level. We have previously
shown that the A1 fitted density has an 8% RMS force error with respect to the
corresponding ab initio results. In the case of P1, this error is reduced to around
2% [15, 16]. Table 6-1 shows the results for the 5 water boxes using both ABSs
(Table 6-7).

6.4. CONCLUSION

As we have seen, Anisotropic Polarizable Molecular Mechanics (APMM) proce-
dures such as SIBFA or GEM are more complex than usual classical approaches.
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Table 6-7. Timing (in seconds) of the calculated water boxes using full Ewald, PME and FFP for two
different accuracies. All calculations were performed on a single 3.g GHz Xeon processora

RMS force = 10−3

A1 P1

Ewald PME FFP Ewald PME FFP

64 0.365 0.106 0.142 2.321 0.310 0.399
128 1.336 0.218 0.271 7.706 0.591 0.832
256 5.239 0.387 0.528 35.178 1.186 1.920
512 17.881 0.837 1.100 119.863 2.549 3.825
1024 71.513 1.701 2.236 486.384 4.953 6.890

RMS force = 10−4

A1 P1

Ewald PME FFP Ewald PME FFP

64 0.520 0.144 0.274 3.858 0.478 0.688
128 1.869 0.287 0.380 11.056 0.923 1.576
256 7.256 0.517 0.846 49.107 1.805 2.736
512 25.511 1.104 1.534 183.487 3.794 5.684
1024 108.158 2.249 3.152 714.644 6.947 11.307

a Additional speedups can be gained by reducing the size of the mesh for the sampling of the Gaussians
by using the Gaussian split Ewald approach [67].

However, their parametrization is performed upon first principle energy decomposi-
tion schemes therefore lies on solid ground as any physical ingredients of the inter-
action can be added. We have seen that despite their variety, EDA schemes present
significant convergence and can be easy used to calibrate MM approaches, especially
as liner scaling techniques will allow performing large reference computations. In
addition, methods able to unravel local electrostatic properties such as the ELF based
DEMEP approach should help force field developers to build more realistic models.
To conclude, we have seen that despite their different formulation, SIBFA and GEM
share a common philosophy. That way, the GEM continuous electrostatic model will
be used to replace SIBFA’s distributed multipoles to produce a multiscale SIBFA-
GEM approach. It will use the newly developed density based Periodic boundary
conditions techniques giving access to an N.log(N) evaluation of integrals, a key
issue to perform fast and accurate polarizable molecular dynamics simulations. As
perspectives, it is important to point out that such APMM approaches should clearly
be an asset for hybrid Quantum Mechanics/Molecular Mechanics (QM/MM) compu-
tations [2, 68, 69] as they embody short-range electrostatics and full induction. They
will also help improving classical force fields by performing higher level reference
calculations on relevant system [69].
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12. Pilmé J, Piquemal J-P (2008) Advancing beyond charge analysis using the electronic localization
function: Chemically intuitive distribution of electrostatic moments. J Comput Chem 29:1440

13. Gresh N, Claverie P, Pullman A (1984) Theoretical studies of molecular conformation. Derivation of
an additive procedure for the computation of intramolecular interaction energies. Comparison with
ab initio SCF computations. Theor Chim 66(1):1–20

14. Piquemal J-P, Cisneros GA, Reinhardt P, Gresh N, Darden TA (2006) Towards a force field based on
density fitting. J Chem Phys 24:104101

15. Cisneros GA, Piquemal J-P, Darden TA (2006) Generalization of the Gaussian electrostatic model:
extension to arbitrary angular momentum, distributed multipoles and speedup with reciprocal space
methods. J Chem Phys 125:184101

16. Cisneros GA, Elking D, Piquemal J-P, Darden TA (2007) Numerical fitting of molecular properties
to Hermite Gaussians. J Phys Chem A 111:12049



170 G.A. Cisneros et al.

17. Gordon MS, Jensen JH (1998) Wavefunctions and chemical bonding. In: Schleyer PvR, Allinger
NL, Clark T, Gasteiger J, Kollman PA, Schaefer III, HF, Schreiner PR (eds) The encyclopedia of
computational chemistry, 5:3198 John Wiley and Sons, Chichester

18. Piquemal J-P, Chevreau H, Gresh N (2007) Towards a separate reproduction of the contributions to
the Hartree-Fock and DFT intermolecular interaction energies by polarizable molecular mechanics
with the SIBFA potential.J Chem Theory Comput 3:824

19. Piquemal J-P, Chelli R, Procacci P, Gresh N (2007) Key role of the polarization anisotropy of water
in modeling classical polarizable force fields. J Phys Chem A 111:8170

20. Claverie P, PhD Thesis, CNRS library number A.O. 8214, Paris (1973)
21. Claverie P (1976) Localization and delocalization in quantum chemistry. In: Chalvet O, Daudel R,

Diner S, Malrieu JP (eds) 21:127, Reidel, Dordrecht
22. Hess O, Caffarel M, Huiszoon C, Claverie P (1990) Second-order exchange effects in intermolecular

interactions. The water dimer. J Chem Phys 92:6049
23. Khaliullin RZ, Cobar EA, Lochan RC, Bell AT, Head-Gordon M (2007) Unravelling the ori-

gin of intermolecular interactions using absolutely localized molecular orbitals. J Phys Chem A
111:8753

24. Daudey J-P (1974) Direct determination of localized SCF orbitals. Chem Phys Lett 24:574
25. Ochsenfeld C, Kussmann J, Lambrecht DS (2007) Linear-scaling methods in quantum chemistry. In:

Lipkowitz KB, Cundari TR (ed) Rev Comp Chem 23(1), VCH, New York
26. Rubio J, Povill A, Malrieu J-P, Reinhardt PJ (1997) Direct determination of localized Hartree-Fock

orbitals as a step toward Nscaling procedures. J Chem Phys 107:10044
27. Pople JA, Gill PMW, Johnson BG (1992) Kohn-Sham density-functional theory within a finite basis

set. Chem Phys Lett 199:557
28. Becke AD, Edgecombe KE (1990) A simple measure of electron localization in atomic and molecular

systems. J Chem Phys 92:5397
29. Savin A, Flad OJ, Andersen J, Preuss H,Von Schering HG, Angew (1992) Electron localization in

solid-state. Structures for the elements: the diamond. Chem Int 31:187
30. Silvi B, Savin A (1994) Classification of chemical bonds based on topological analysis of electron

localization functions. Nature 371:683
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Abstract: Recent QM/MM developments based on the SCC-DFTB method as the QM level are dis-
cussed and illustrated using several biological applications. An important theme in these
developments concerns the treatment of long-range electrostatics in a “multi-scale” fashion
in which the system is partitioned into QM, MM and continuum electrostatic regions. The
value of carefully benchmarking the computational model using microscopic pKa calcula-
tions and the importance of conducting sufficient conformational sampling are emphasized
with applications to long-range proton transfer problems

Keywords: Self-consistent-charge density-functional-tight-binding, Generalized solvent boundary
potential, Microscopic pKa calculations, Free energy perturbation, Long-range proton
transfers

7.1. INTRODUCTION

For chemical reactions occurring in biological systems, entropic contributions to the
reactive free energy can be as important as total energy contributions. In many cases,
fluctuations in the environment of the active site lead to large variations of reaction
energetics, emphasizing the importance of conformational sampling [1–3]. There-
fore, in productive QM/MM studies, a focus on the accuracy of the QM description
needs to be balanced with computational efficiency to allow for sufficient sampling.
In most QM/MM applications to biological systems [4–7], the QM level is typically
either Density Functional Theory (DFT) or a semi-empirical (SE) method, although
highly correlated methods have also been used for improving the energetics based on
single point energy calculations [8]. With DFT methods as the QM level, QM/MM
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simulations are often limited to the pico-second regime, which is likely too short
for most biological problems except for ultra-fast processes involving electronically
excited states [9]. In recent years, however, a promising framework for calculating
free energies with DFT based QM/MM methods have been proposed [10–12], where
the key idea is to decouple the fluctuation of QM and MM atoms and to sample
fluctuation of the environment at the MM level with the frozen QM part treated as
effective charges.

Semi-empirical methods are roughly three orders of magnitude faster than DFT
due to the approximation and even neglect of specific interaction integrals [13]. As
a result, SE methods routinely allow for at least nano seconds of simulations and
therefore a meaningful probe of free energies while treating fluctuations of both
the QM and MM atoms at equal footing [14, 15]. This is an important advantage
of SE methods, which underlines the value of exploring and pushing forward the
applicability of SE based QM/MM methods. This is the main topic of discussion in
this chapter, although some of the technical insights (e.g., the treatment of van der
Waals interactions and long-range electrostatics) are, in principle, applicable to DFT
and ab initio based QM/MM methods as well.

Most SE methods are derived from the Hartree-Fock theory by applying various
approximations resulting in, for example, the so-called Neglect of Differential Di-
atomic Overlap (NDDO) type of methods, the most well known being the MNDO,
AM1 and PM3 models. Some of the more recent models include the inclusion of or-
thogonalization corrections in the OMx model [16], the PDDG/PM3 model [17], and
the NO-MNDO model [18]. The retained integrals in these SE methods are treated as
parameters and derived by either fitting to experimental data or pre-calculation from
first principles. Due to these approximations, SE methods usually have an overall
lower accuracy than DFT and other ab initio methods, although this may be reversed
for specific applications. For example, an interesting option is to develop “specific
reaction parametrizations” [19] for a SE method (e.g., PM3), which may provide a
very accurate description for the reaction of interest at a level even unmatched by
popular DFT methods. However, parameterization of a SRP that works well for con-
densed phase simulations is not as straightforward as for gas-phase applications and
a large number of carefully constructed benchmark calculations are needed [20, 21].
Therefore, it remains an interesting challenge to develop generally robust SE meth-
ods that properly balance computational efficiency and accuracy.

We focus on the self-consistent-charge density-functional-tight-binding (SCC-
DFTB) method [22], which is an approximation to density functional theory (DFT)
and derived from a second order expansion of the DFT total energy expression. In
recent years, SCC-DFTB has been successfully applied to a wide range of prob-
lems involving structures and dynamics of biomolecules and biocatalysis in several
enzymes; for comprehensive reviews see, for example, Refs. [23–27]. With respect
to its computational efficiency, SCC-DFTB is comparable to the NDDO type semi-
empirical methods, i.e., being 2–3 orders of magnitude faster than DFT(HF) methods
(with small to medium-sized basis sets). The speed-up with respect to DFT is
achieved without much loss of accuracy in the description of molecular geometries,
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while reaction energies and vibrational frequencies are usually less reliable [22, 28].
This is confirmed by two recent thorough studies that evaluated SCC-DFTB for heats
of formation, molecular structures etc. on large sets of molecules [29, 30]. While
the most sophisticated NDDO methods [13] are slightly superior to SCC-DFTB for
heats of formation, the strength of SCC-DFTB is the overall excellent prediction of
molecular structures, in particular for larger (bio-) molecular systems [31–34].

Due to their fast computational speed, the SE methods may not be the computa-
tional bottleneck for SE based QM/MM simulations when the system is very large
in size, such as membrane proteins or large RNA (e.g., the ribosome!) molecules.
In these context, there is great interest in pushing forward QM/MM techniques
in a “multi-scale” framework [35]. This is important not only for computational
efficiency but also for better benefiting from enhanced sampling techniques for re-
gions of most relevance. The most straightforward concept is to treat the reactive
fragments with QM, the immediate environment (e.g., within 20–25 Å) with MM,
and the rest with continuum electrostatics. Although this scheme has been envisioned
many years ago by a number of researchers, a flexible implementation applicable to
biomolecules has only been reported in recent years. For example, we have imple-
mented the generalized solvent boundary (GSBP) condition approach of Roux and
co-workers [36] in a QM/MM framework [37]. A related but different formulation
based on the boundary element approach has been reported by York and co-workers
[38]. With simpler QM methods, such a framework has been explored by Warshel
and co-workers in their pioneering studies [39].

In the following, we first briefly review the SCC-DFTB method and comment
on a few issues related to the implementation of SCC-DFTB/MM, such as the
“multi-scale” SCC-DFTB/MM-GSBP protocol. Next, a few specific examples of
SCC-DFTB/MM simulations are given. The basic motivation is to highlight a num-
ber of issues that might impact either the quantitative or even qualitative nature of
the result. We hope that the chapter is particularly instructive to researchers who
are relatively new to the field and able to help them carry out meaningful QM/MM
simulations.

7.2. QM/MM METHODOLOGY

7.2.1. SCC-DFTB

In DFT the total energy is expressed as a functional of the electron density ρ of
the molecular system of interest. The derivation of the SCC-DFTB method starts
by choosing a reference density ρ0 as a superposition of densities ρα0 of the neutral
atoms α constituting the molecular system,

ρ0 =
∑

α

ρα0 (7-1)
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and a density fluctuation δρ, also built up from atomic contributions

δρ =
∑

α

δρα, (7-2)

in order to represent the ground state density

ρ = ρ0 + δρ. (7-3)

Then, the DFT total energy functional is expanded up to second order with respect
to the charge density fluctuations δρ around the reference ρ0 [22] (ρ′

0 = ρ0(r ′),∫ ′ = ∫ dr ′):

E =
occ∑

i

〈�i |Ĥ0|�i 〉 + 1

2

∫∫ ′ ( 1

|r − r ′| + δ2 Exc

δρ δρ′

∣∣∣∣
ρ0

)
δρ δρ′

−1

2

∫∫ ′ ρ′
0ρ0

|r − r ′| + Exc[ρ0] −
∫

Vxc[ρ0]ρ0 + Ecc (7-4)

Ĥ0 = Ĥ [ρ0] is the effective Kohn-Sham Hamiltonian evaluated at the reference
density ρ0 and the �i are Kohn-Sham orbitals. Exc and Vxc are the exchange-
correlation energy and potential, respectively, and Ecc is the core-core repulsion
energy (an extension up to third order has been presented recently [40, 41]).

The derivation of the DFTB model involves three major approximations of
Eq. (7-4):

• The Kohn-Sham orbitals in the first term are expanded in a minimal LCAO basis
set�i =∑μ ci

μημ. The resulting matrix-elements in the AO basis are subjected to
a two-center approximation, which reduces the number of integrals to be evaluated
significantly and allows to calculate and tabulate these parameters [42, 43].

• The density fluctuations in the second term are approximated by atomic charge
monopoles qα , which allows to approximate the functional derivatives by an
analytical function γαβ (for a more detailed discussion, see Refs. [22, 40, 41]).

• The remaining four energy contributions depend on the reference density only.
This is an important observation, which allows to combine these contribution
into the so called ‘repulsive energy’ term Erep[ρ0], which is treated in a simpli-
fied way by approximating it by a sum of two-body potentials [44], Erep[ρ0] =∑
αβ Uαβ(Rαβ)

These approximations result in the final energy of the SCC-DFTB model:

E =
occ∑

iμν

ci
μci
ν < ημ|Ĥ0|ην > +

∑

α<β

Uαβ(Rαβ)+ 1

2

∑

αβ

qαqβγαβ (7-5)
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Having these severe approximations in mind, SCC-DFTB performs surprisingly
well for many systems of interest, as discussed above. However, it has a lower overall
accuracy than DFT or post HF methods. Therefore, applying it to new classes of sys-
tems should be only done after careful examination of its performance. This can be
done e.g. by conducting reference calculations on smaller model systems with DFT
or ab initio methods. A second source of errors is related to some intrinsic problems
with the GGA functionals also used in popular DFT methods (SCC-DFTB uses the
PBE functional), which are inherited in SCC-DFTB. This concerns the well known
GGA problems in describing van der Waals interactions [32], extended conjugate π
systems [45, 46] or charge transfer excited states [47, 48].

7.2.2. QM/MM Implementations with DFTB

DFTB has been combined with various force field programs, including CHARMM
[49], Amber [50, 51], SIGMA [52], TINKER [34] and GROMACS (to be pub-
lished). All these combined methods have used the same strategy for the interface
with respect to the treatment of bonding interactions at the interface and non-bonded
Coulomb and van der Waals (vdW) terms. The concepts will not be reviewed in
detail here, for this purpose we would like to refer to an excellent and extensive
recent review [4].

In principle, one can distinguish between “additive” and “subtractive” QM/MM
methods. In both approaches, the system is divided into two (or more) parts, where
one part is described by the QM method (e.g. the active site in protein) while the
other is treated by the MM method. In the “subtractive” scheme, the MM method
is applied to the entire system and the MM description for the QM region is cor-
rected by subtracting the results of a QM and a MM calculation for that region.
In this method, the MM method has to treat the QM region as well, although its
contribution is “subtracted out”. In the “additive” schemes, the QM method is ap-
plied to the QM region and the MM method treats the remainder of the system.
The two methods in the subsystems are then coupled by bonding and non-bonding
(electrostatic and vdW) terms. All QM/MM implementations of DFTB mentioned
above have used the additive scheme. A recent implementation into the GAUSSIAN
[53] software packages uses the subtractive scheme (to be published). The DFTB
QM/MM methodology has been described in several reviews as well [24–27].

7.2.2.1. QM/MM Frontier

When combining QM with MM methods, the partitioning of the system will often
intersect a chemical bond. This bond is usually chosen to be a carbon-carbon single
bond (whenever possible) and three major coupling methods have been developed,
which are referred to as the “link-atom [54]”, “pseudo-atom/bond [55]” and “hybrid-
orbital [56]” approach, respectively. In the “link atom” approach the open valency
at the border is capped by a hydrogen atom, and most DFTB QM/MM implementa-
tions are based on this simple scheme [49, 50] or related variations [57]. Recently,
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a “hybrid-orbital” approach has been implemented into the DFTB/CHARMM inter-
face [58]. Several systematic comparisons of different approaches indicate that all
linking schemes work more or less equally well if the MM charges at the boundary
are treated carefully [57, 59, 60].

7.2.2.2. QM/MM Coulomb Interaction

A second approximation in the SCC-DFTB/MM implementation is related to the
treatment of the Coulomb interaction between the QM and MM regions. First prin-
ciple methods have to evaluate additional core-electron integrals [61], while SE
methods facilitate the coupling using the integral approximations of the respective
SE level [54]. The DFTB QM/MM interface has been implemented by making use
of the Mulliken charges for the QM region, calculating the Coulomb sum between
Mulliken charges from the QM atoms and MM charges. In principle, this interaction
should not use the point charge approximation for charges near the QM region, which
may lead to a severe overpolarization of the QM region, as frequently discussed for
QM/MM implementations using first principles methods [62, 63]. As a consequence,
a short range damping should be applied, which, however is neglected in practical
SE QM/MM implementations since QM Mulliken charges are usually small in mag-
nitude (for a more detailed discussion, see Ref. [24]). In principle, a more elaborate
charge schemes like the CM3 charges [64] may also be superior; however, adopting
such charge schemes is more tedious since the charge calculation would have to be
considered in both the SCF and parameter fitting procedures.

7.2.2.3. QM/MM van der Waals (vdW) Interactions

The vdW interaction between QM and MM regions represents both the short-
range repulsion and long-range dispersion interaction between the QM and MM
atoms. Since for most force fields, the non-bonding parameters (vdW parameters
and charges) are fitted together as a set, directly “borrowing” vdW parameters from
existing force fields for the QM atoms may lead to a unbalanced description. There-
fore, vdW parameters may have to be refitted when used for the QM/MM interface
[65, 66], especially when solvation free energy and solvent structure around the so-
lute are of interest [67]. For relative energetic properties (e.g., differential solvation),
however, error cancellation often leads to only mild dependence of the result on the
choice of vdW parameters.

7.2.2.4. The Choice of Boundary Condition and Treatment of Electrostatics

As in classical simulations of biomolecules, there are two general frameworks for
setting up QM/MM simulations for a biological system: periodic boundary condi-
tion (PBC) and finite-size boundary condition (FBC). When the system of interest
is small (∼200–300 amino acids), PBC is well suited because the entire system can
be completely solvated and therefore structural fluctuations ranging from the residue
level to domain scale can potentially be treated at equal footing, within the limit
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of the sampling time-scale. To avoid periodic artifacts [68], however, large sim-
ulation cells are needed, which makes the PBC set-up computationally intensive
even if the QM region is small. A key issue in PBC simulations is the treatment
of long-range electrostatics, which has a rich literature for classical simulations
[69, 70]. For QM/MM simulations, a number of groups have implemented Ewald
and Particle-Mesh-Ewald algorithms for either semi-empirical QM [71–73] or ab
initio QM methods [74]. Therefore, especially with semi-empirical level QM, it has
become very feasible to carry out PBC simulations with QM/MM potentials.

If the process of interest is highly localized, FBC is preferred because only a
modest number of atoms (e.g., a spherical region of 25 Å radius) need to be simulated
explicitly. The reliability of FBC based simulations, however, depends on the details
of the set-up procedure, such as the treatment of interface and interactions between
the explicitly simulated and simplified regions. In the context of QM/MM simula-
tions, a popular scheme is the stochastic boundary condition (SBC) developed by
Brooks and co-workers [75] originally for classical simulations. In the most recently
refined version [76, 77], the atoms in a spherical region are treated explicitly and
surrounded by a buffer region of typically 2–4 Å thick; to consider the screening
effect due to the bulk solvent, partial charges of charged residues are scaled based on
Poisson-Boltzmann (PB) calculations in the vacuum and solution. The subsequent
QM/MM simulations are done using the scaled partial charges with the system in
vacuum, and the effects of the full charges can be considered by PB “post-correction”
calculations using a collection of snapshots. A number of applications have shown
that for modest-size systems, SBC works rather well provided that the PB corrections
are done carefully [78, 79].

A potential problem of SBC is that the charge-scaling factors are calculated for
a single structure, which may not be most appropriate for all structures sampled
during the simulation. In addition, for reactions that involve significant variations
in charge distributions, the PB “post-corrections” tend to involve large numbers of
opposite signs and therefore subject to significant numerical noises. Motivated by
these limitations, we have pursued an alternative “multi-scale” protocol based on the
Generalized Solvent Boundary Potential (GSBP) approach [36] developed by Roux
and co-workers for classical simulations.

Similar to the standard SBC, GSBP partitions the system into inner and outer re-
gions and the effects of the outer region on the inner, reaction region are represented
implicitly within the total effective potential (potential of mean force) [36],

WGSBP = U (ii) + U (io)
int + U (io)

LJ +Wnp +W (io)
elec +W (ii)

elec, (7-6)

where U (ii) is the complete inner–inner potential energy, U (io)
int and U (io)

LJ are the
inner–outer internal (bonds, angles, and dihedrals) and Lennard–Jones potential en-
ergies, respectively, and Wnp is the non-polar confining potential. The last two
terms in Eq. (7-6) are the core of GSBP, representing the long-range electrostatic
interaction between the outer and inner regions. The contribution from distant protein
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charges (screened by the bulk solvent) in the outer region, W (io)
elec , is represented in

terms of the corresponding electrostatic potential in the inner region, φ(o)s (rα),

W (io)
elec =

∑

α∈inner

qαφ
(o)
s (rα) (7-7)

The dielectric effect on the interactions among inner region atoms is represented
through a reaction field term,

W (ii)
elec = 1

2

∑

mn

Qm Mmn Qn (7-8)

where M and Q are the generalized reaction field matrix and generalized multipole
moments, respectively, in a basis set expansion [36].

The advantage of the GSBP method lies in its ability to include these contribu-
tions explicitly while sampling configurational space of the reaction region during
a simulation at minimal additional cost. The static field potential, φ(o)s (r), and the
generalized reaction field matrix M are computed only once based on PB calculations
and stored for subsequent simulations. The only quantities that need to be updated
during the simulation are the generalized multipole moments, Qn ,

Qn =
∑

α∈inner

qαbn(rα) (7-9)

where bn(rα) is the nth basis function at nuclear position rα .
As described in Ref. [37], the implementation of GSBP in a combined QM/MM

framework requires three additional terms,

1

2

∑

mn

QQM
m Mmn QQM

n +
∑

mn

QQM
m Mmn(Q

MM
n − QEX

n )+
∫

dr ρQM(r)φ(o)s (r),

(7-10)
corresponding to the QM–QM and QM–MM (corrected for exclusions due to
link host schemes [37, 57]) reaction field, and the QM-static field terms, respec-
tively. For the GSBP combined with SCC-DFTB, these terms take on a simple
form because ρQM(r) is expressed in terms of Mulliken charges, [22] ρQM(r) =∑

A∈QMq Aδ(r − RA), resulting in expressions,

QQM
m =

∑

A∈QM

q Abm(RA), (7-11)

for the generalized QM multipoles and,



“Multi-Scale” QM/MM Methods 181

W QM(io)
elec =

∑

A∈QM

q Aφ(o)s (RA), (7-12)

for the interaction of the QM region with the static field due to the outer region. These
terms are included in the SCC-DFTB matrix elements during the SCF iteration [37].

Although the formulation of GSBP is self-consistent, the validity of the approach
depends on many factors especially the size of the inner region and the choice of
the dielectric “constant” for the outer region. Therefore, for any specific application,
the simulation protocol has to be carefully tested using relevant benchmarks such as
pKa of key residues (see examples below in Sections 7.3.1 and 7.3.2).

7.2.2.5. Free Energy Simulations Using QM/MM Potentials

Due to its low computational cost, SCC-DFTB makes it possible to perform QM/MM
simulations with extensive sampling, which is crucial for condensed phase systems.
In general, two types of free energy simulations are of interest: potential of mean
force (PMF) and free energy perturbation (FEP) simulations. PMF is relevant for
studying the free energy profile for a chemical reaction and the result can be related
to the rate constant through rate theories [80]. In addition to adequate sampling,
the value of the computed PMF depends critically on the choice of the reaction co-
ordinate(s). For chemical reactions that involve a large number of groups, such as
long-range proton transfers, for example, the design of a proper reaction coordinate
is important for meaningful simulation of the mechanism (see example below in
Section. 7.3.3).

Although FEP is mostly useful for binding type of simulations rather than chemi-
cal reactions, it can be valuable for reduction potential and pKa calculations, which
are of interest from many perspectives. For example, prediction of reliable pKa val-
ues of key groups can be used as a criterion for establishing a reliable microscopic
model for complex systems. Technically, FEP calculation with QM/MM potentials is
complicated by the fact that QM potentials are non-seperable [78]. When the species
subject to “perturbation” (A → B) differ mainly in electronic structure but similar in
nuclear connectivity (e.g., an oxidation-reduction pair), we find it is beneficial to use
the same set of nuclear geometry for the two states [78], i.e., the coupling potential
function has the form,

Uλ(λ) = (1 − λ)UA(XA,XC )+ λUB(XA,XC )+ UCC (XC ) (7-13)

We note that using the same set of geometry for the two states, per se, does not in-
troduce any approximation due to the state character of free energy (i.e., as λ evolves
from 0 to 1, the geometry evolves from that for A to B). In practice, error may occur
when SHAKE [81] is used to constrain bond distances involving hydrogen to be the
same for all λ values, although the magnitude is expected to be very small for all
practical cases.
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This “dual-topology-single-coordinate” (DTSC) protocol apparently works only
when A and B have very similar (but not identical) nuclear geometries. In the special
case of a small difference between the two “solute” states, e.g., AH and A− for pKa

problems, special thermodynamic cycles can be constructed to take advantage of the
DTSC protocol [73, 82]. When A and B are very different (e.g., for relative binding
free energy simulations), one could either use the conventional dual-topology-dual-
coordinate potential or use the elegant “chaperone” approach proposed by Yang and
co-workers [83].

7.3. EXAMPLES AND DISCUSSIONS

In this section, we use examples to illustrate several key issues that may significantly
impact the reliability of QM/MM simulations of biological systems. In addition, we
also discuss calculations that are useful for validating the simulation protocols in
realistic applications.

7.3.1. The Importance of Consistent Electrostatic Treatment

As discussed in many previous studies of biomolecules, the treatment of electrostatic
interactions is an important issue [69, 70, 84]. What is less widely appreciated in the
QM/MM community, however, is that a balanced treatment of QM–MM electrostat-
ics and MM–MM electrostatics is also an important issue. In many implementations,
QM–MM electrostatic interactions are treated without any cut-off, in part because
the computational cost is often negligible compared to the QM calculation itself.
For MM–MM interactions, however, a cut-off scheme is often used, especially for
finite-sphere type of boundary conditions. This imbalanced electrostatic treatment
may cause over-polarization of the MM region, as was first discussed in the context
of classical simulations with different cut-off values applied to solute-solvent and
solvent–solvent interactions [85]. For QM/MM simulations with only energy min-
imizations, the effect of over-polarization may not be large, which is perhaps why
the issue has not been emphasized in the past. As MD simulations with QM/MM
potential becomes more prevalent, this issue should be emphasized.

As an illustration, we briefly discuss the SCC-DFTB/MM simulations of carbonic
anhydrase II (CAII), which is a zinc-enzyme that catalyzes the interconversion of
CO2 and HCO−

3 [86]. The rate-limiting step of the catalytic cycle is a proton trans-
fer between a zinc-bound water/hydroxide and the neutral/protonated His64 residue
close to the protein/solvent interface. Since this proton transfer spans at least 8–10 Å
depending on the orientation of the His 64 sidechain (“in” vs. “out”, both observed in
the X-ray study [87]), the transfer is believed to be mediated by the water molecules
in the active site (see Figure 7-1). To carry out meaningful simulations for the proton
transfer in CAII, therefore, it is crucial to be able to describe the water structure in
the active site and the sidechain flexibility of His 64 in a satisfactory manner.
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Figure 7-1. The active site of CAII rendered from the crystal structure (PDB ID: 2CBA [87]). All dotted
lines correspond to hydrogen-bonding interactions with distances ≤3.5 Å. E117 and E106 are in close
proximity to H119, and E106 also interacts with T199 through the presumed hydroxyl proton of T199
(not shown for clarity). H64 is resolved to partially occupy both the “in” and “out” rotameric states

As shown in Figure 7-2, rather different orientations of the His 64 sidechain and
water distributions are accessible in SCC-DFTB/MM simulations with different elec-
trostatic treatments; in all simulations, no cutoff is used for QM–MM interactions.
When the “default” force-shift cutoff scheme is used for interaction among MM
atoms, the His 64 side chain consistently flipped to the “out” position (Figure 7-2(a))
in the very early stage of the trajectory in all COHH [88] simulations (protonated
His 64, zinc-bound hydroxide) [37]. This behavior is likely due to the unbalanced
QM–MM and MM–MM interactions, which overestimate the repulsion between
the protonated His 64 and zinc-hydroxide (both groups bear a charge of +1). For
example, the favorable interaction between Glu 106 in the active site (Figure 7-1)
and the protonated His 64, which counteracts the repulsion between His 64 and
the zinc site, is truncated in the MM interactions. When the MM interactions are
treated with the extended electrostatics scheme in which interactions beyond 12 Å
are computed using multipolar expansion, both “in” and “out” configurations were
sampled more evenly during the simulations [37]. However, if the bulk solvation
effect is not taken into account, as done in many conventional stochastic boundary
condition based simulations, the His 64 side chain was observed [37] to reach a
region very close (∼5.0 Å) compared to the value ∼8.0 Å in the X-ray data) to the
zinc atom, as shown in Figure 7-2(a). Indeed, without the proper treatment of the
bulk solvation, the attraction between the protonated His 64 and active site residues
is overestimated (i.e., opposite to the force-shift cutoff simulations). In the GSBP
based SCC-DFTB/MM simulations, since QM–MM and MM–MM electrostatics
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Figure 7-2. Properties of CAII active site in the COHH state (zinc-bound hydroxide and protonated His
64). (a) Superposition of a few key residues from two stochastic boundary SCC-DFTB/MM simulations
with the X-ray structure [87] (colored based on atom-types); the two sets of simulations did not have any
cut-off for the electrostatic interactions between SCC-DFTB and MM atoms but used different treatments
for the electrostatic interactions among MM atoms: group-based extended electrostatics (in yellow) and
atom-based force-shift cut-off (in green). Extended electrostatics simulations sampled configurations with
the protonated His 64 too close to the zinc moiety while force-shift simulations consistently sampled the
“out” configuration of His 64 in multiple trajectories. (b) Statistics for productive water-bridges (only
from two and four shown here) between the zinc bound water and His 64 with different electrostatics
protocols

were treated in a balanced manner and the effect of bulk solvation (as well as protein
atoms outside of the explicitly sampled region) is considered, the system was well
behaved and no artifactual behavior was observed.

Another property relevant to the current discussion is the distribution of water in
the active site. Specifically, we characterize the population of various “water wires”
connecting the zinc-bound water/hydroxide and His 64 found in the SCC-DFTB/MM
simulations. These wires were identified following a definition of hydrogen-bond in
terms of both distance (O O < 3.5 Å) and angle (O H O ≥ 140◦) and care
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was taken to classify the wire as productive if a proton can be successfully passed
from donor to acceptor through the wire and unproductive otherwise (e.g., one water
molecule serves as a double-donor or double-acceptor); when more than one pro-
ductive water bridge was present in a frame, only the shortest one was counted.
As shown in Figure 7-2(b), the agreement between Ewald and GSBP based SCC-
DFTB/MM results was overall very good, while the agreement between GSBP and
stochastic boundary simulations depended on the protonation state and orientation
of the His 64 sidechain. For example, for the CHOH state (zinc-bound water and
neutral His 64) with His 64 adopting the “in” conformation, extended electrostatics
and force-shift cutoff simulations distinctively favored four- and two-water bridges,
respectively; GSBP simulations, on the other hand, produced rather even distribu-
tions of two- to six-water bridges. The Ewald simulations produced results similar to
the GSBP calculations, although a slight preference over four-water bridge was seen
(Figure 7-2(b)).

The problem with the cutoff simulation was also apparent when analyzing the
number of water molecules in the active site; within 10 Å from the zinc ion, the
average number of water molecules in the CHOH simulations (His 64 “in”) is 14.2,
14.7, 15.1 and 23.1 for the GSBP, Ewald, extended electrostatics and force-shift
cutoff protocols, respectively [27]. This issue of water “flooding” the active site when
imbalanced QM-MM and MM-MM interactions are used has also been found in the
studies of several systems in our group [89, 90]. For example, in the simulation
of β-lactamase, the substrate dissociated from the active site in a SCC-DFTB/MM
simulation using force-shift cutoff for MM–MM interactions as a result of active-site
flooding; with a balanced electrostatics treatment in the QM/MM-GSBP framework,
the active-site remained stable during nanoseconds of simulations [90].

It is worth noting that although the GSBP protocol provided results in favorable
agreement with Ewald simulations in the above discussions, the validity of GSBP
based simulations depends on several key factors. First, the fact that the “outer
region” protein atoms are fixed may suppress the fluctuation of atoms in the “inner
region” because collective motions, which make significant contributions to thermal
fluctuations, are removed. As shown in Figure 7-3, with a 20 Å-inner-region simu-
lations for CAII [91], even the largest RMSF is smaller than 0.5 Å, which is consid-
erably lower compared to results from Ewald simulations or experimental B-factors.
Upon closer inspection, the atomic fluctuations close to the center of the sphere (zinc
ion in CAII simulations) are reproduced in GSBP calculations but the damping effect
starts to increase steeply when the buffer region is approached. For residues within
13.5 Å from the zinc, for example, the RMSD between the RMSFs from the 20 Å-
inner-region GSBP simulations and those from the Ewald simulations is 0.11 Å; the
RMSD then quickly shoots up beyond that region. The RMSDs of atomic RMSF in
the 25 Å-inner-region GSBP simulations are generally smaller than those from the 20
Å set-up; to reach the same RMSD of 0.11 Å, for example, the region extends to 17
Å from the zinc ion. Similarly, the diffusion constant of water molecules in the active
site is described well in GSBP simulations for those very close to the center of the
sphere; for water molecules close to the inner/outer boundary, substantial decrease
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Figure 7-3. Active site properties of CAII from SCC-DFTB/MM-GSBP simulations [91]. (a) The root
mean square differences between the RMSFs calculated from GSBP simulations (WT-20 and WT-25 have
an inner radius of 20 and 25 Å respectively) and those from Ewald simulation, for atoms within a certain
distance from the zinc, plotted as functions of distance from the zinc ion; that the center of the sphere
in GSBP simulations is the position of the zinc ion in the starting (crystal) structure. (b) The diffusion
constant for TIP3P water molecules as a function of the distance from the zinc ion in different simulations

in the diffusion constant as compared to the Ewald simulations was observed
(Figure 7-3). Therefore, it is important to keep in mind that the GSBP protocol
is best suited for describing localized processes and the proper size of the “inner
region” needs to be established with careful benchmark calculations for the specific
system of interest.

7.3.2. pKa Calculations as Crucial Benchmark

Although water structure and sidechain flexibilities are useful gauges for the
simulation protocol, more quantitative measures are needed for reliable QM/MM
simulations of enzyme systems. In this regards, we have found that reduction poten-
tial [78] and pKa [73, 91] calculations are particularly useful benchmark calculations
because the results are likely very sensitive to the simulation details.

With the QM/MM potential and the free energy perturbation (thermodynamic in-
tegration) approach discussed above, it is in principle possible to compute absolute
pKa values. In practice, however, this is very challenging because of uncertainties in
the proton solvation free energy and also the need of predicting highly accurate gas-
phase proton affinity. With a series of amino acid sidechain analogues, we showed
[73] that reliable absolute pKa values are obtained with SCC-DFTB/MM simula-
tions only when highly-correlated ab initio methods (e.g., CCSD) are used to correct
for gas-phase proton affinity and ab initio/DFT QM methods are used to correct for
QM–MM interactions. For the purpose of validating the simulation protocol, such as
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the GSBP set-up, however, it is sufficient to compute pKa shift, i.e., the change in a
group’s pKa going from bulk solution to the protein, as commonly done in MM or
continuum electrostatics calculations.

It is worth emphasizing that when the titritable group is in the interior of the pro-
tein, even if the area is rather polar (such as the active-site of the CAII, which is full
of water molecules) the structural response of the protein/solvent during “in silico”
titration can be substantial. This means that long simulations or enhanced sampling
techniques are crucial for obtaining reliable pKa values. As an example, the results
of the free energy derivatives and statistical analyses of the data from two 20 Å-
inner-region simulations for the E106Q mutant of CAII (denoted as “E106Q-20”,
the group under titration is the zinc-bound water) are shown in Table 7-1. It is clear
that while the free energy derivatives converge with statistical errors ∼1 kcal/mol,
there are differences between the two independent runs on the order of 10(!) kcal/mol
for some λ windows (compare Columns 4 and 7 of Table 7-1). Therefore, the free
energy derivatives for these runs appear to have equilibrated to sample different
regions of the configuration space. Inspection of the trajectories suggests that the
difference is likely due to the different orientations of the Thr 199 sidechain sam-
pled in separate simulations, which leads to substantial variation in the interaction
between Thr 199 and the zinc-bound water and therefore change in the free energy
derivatives.

The pKa calculations also illustrate the importance of carefully considering
the treatment of the QM/MM frontier. As discussed in several previous studies
[57, 59, 60, 62], the treatment of the QM/MM frontier is particularly important
for reactions where the net charge of the QM region changes significantly, as in
the titration process. As shown in Table 7-2, re-evaluating the free energy deriva-
tives with the more robust “link-host-group” exclusion for the three zinc-bound

Table 7-1. Representative results from statistical analyses used to determine the values and statistical
errors of ∂GCH(D)OH/∂λ for the pKa calculation of the zinc-bound water in CAIIa

SET 1 SET 2

λ Lengthb Block sizec ∂GCH(D)OH/∂λ
d Lengthb Block sizec ∂GCH(D)OH/∂λ

d

0.00 1.4 (0.3) 13 (86) 212.6 (1.0) 1.3 (0.6) 15 (51) 211.1 (1.1)
0.25 1.1 (0.6) 5 (89) 184.0 (0.7) 1.1 (0.8) 6 (44) 176.1 (1.1)
0.50 1.4 (0.6) 8 (103) 156.8 (0.8) 1.2 (0.2) 9 (112) 144.9 (0.6)
0.75 1.1 (0.7) 6 (65) 123.0 (1.4) 1.1 (0.3) 8 (94) 113.9 (1.1)
1.00 1.4 (0.6) 14 (58) 69.0 (1.6) 1.2 (0.6) 18 (33) 67.5 (1.8)

a As examples, results from two independent sets of 20 Å-inner-region simulations for the E106Q mutant
of CAII are shown.
b Total simulation length (in ns) for each λ window, the number in parentheses is the length of equilibra-
tion identified by trend analysis.
c Number without any parentheses is the size of the block (in ps), number with parentheses is the number
of blocks; these are determined after the equilibration sections of the trajectories are removed.
d In kcal/mol; the number in parentheses is the statistical error evaluated based on block average.
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Table 7-2. Calculated pKas of the zinc-bound water in the
wild type and E106Q mutant of CAII using thermodynamic
integrationa

Calculation pKa
b GCH(D)OHc GEXGRd

WT-20 7.1 151.3 (1.8) –8.0
WT-25 5.4 149.0 (1.6) –8.8
E106Q-20 –3.0 137.5 (4.5) –8.5
E106Q-25 –3.4 136.9 (1.5) –8.9

a The free energies and contributions are in kcal/mol, the
numbers in parentheses are statistical uncertainties.
b The pKa is calculated using 4-methyl-imidazole in solu-
tion (4-MI) as the reference compound; i.e., pK CAII

a = 7.0

(exp.115) +[GCAII
CH(D)OH −G4−MI

CH(D)OH]/1.370; the com-

puted value of G4−MI
CH(D)OH is 152.5 kcal/mol.

c The values here include the contribution from the EXGR
correction (GEXGR).
d The effect due to switching the QM/MM frontier treat-
ment from “link-host-atom” exclusion to “link-host-group”
exclusion (EXGR).

His residues at configurations sampled using the popular “link-host-atom” exclusion
scheme changes the free energy derivatives by 8–9 kcal/mol despite that the QM/MM
frontiers are far from the zinc-bound water. With this effect taken into account, the
calculated pKa value for the zinc-bound water in the WT CAII is in encouraging
agreement with experiment: the value is 7.1 (5.4) for the 20 (25) Å-inner-region
simulations, as compared to the experimental value of around 7 [86].

An interesting finding in the pKa calculations for CAII is that the E106Q mutant
is computed to reduce the pKa for the zinc-bound water by around ∼9 pK units.
Although the shift is very large, this result is reasonable considering that the mu-
tation neutralizes a negative charge near the zinc-bound water, which is supported
by a perturbative analysis of the free energy derivatives [91]. Strikingly, the pKa

determined experimentally from the pH profile of kcat/KM yielded no shift [92].
Considering that there is little structural change between the WT and E106Q mutant
[93], the calculation result suggests that there may be a change in the mechanism
for the step manifested by kcat/KM , perhaps similar to the behaviors of the cobalt
substituted CAII [94] where, unlike the Zn(II) containing CAII, kcat/KM depends on
the concentration of bicarbonate. Therefore, pKa calculations can not only provide
a stringent benchmark for the simulation protocol but also provide additional mecha-
nistic insight that may stimulate new experimental investigations. In the investigation
of proton pumping in complex biomolecules, for example, where electrostatics are
crucial [14, 95] and major ambiguities exist concerning the titration states of various
groups, we argue that pKa analysis of key residues is an indispensable step before
the proton transfer pathways are explored.
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In this context, we note that pKa in proteins has also been calculated by mini-
mization type of studies using QM/MM protocols with continuum electrostatics for
the bulk solvent [96, 97]. Although rather impressive results have been obtained,
the cases considered rarely involve residues deep in the active site or core region
of proteins. In these latter cases, the proper sampling of conformational space is
expected to be extremely important since structural response to titration is significant
[73, 98]. By adopting a proper reference molecule in solution, errors in the proton
affinity and interaction with the environment are largely cancelled out, which is an
important reason that encouraging pKa shifts have been obtained using approximate
QM methods such as SCC-DFTB in a QM/MM-FEP framework.

7.3.3. The Importance of Sampling for Analyzing Chemistry

For the analysis of chemical reaction mechanisms, it is a common practice to use
the minimum energy path (MEP) based calculations. Although MEP, or intrinsic
reaction coordinate, is an extremely useful concept for small molecule reactions, it
is less suitable for condensed phase reactions. This is largely because the existence
of astronomically number of local stationary points and minimum energy paths in
condensed phase systems, thus collecting a few paths is unlikely to capture the be-
havior of the system at finite temperature. In favorable cases, the MEPs can provide
a qualitative understanding of the effect of the enzyme environment on the reaction
of interest, which is indeed valuable [3, 89, 99, 100]; we will not review these cases
here. In some cases, however, where collective rearrangements in the protein/solvent
during the reaction is important, local MEP calculations may provide even mislead-
ing results as we discuss below.

A useful example is the long-range proton transfer in CAII. As discussed above,
there are multiple water wires of different length in the active site that connect the
donor/acceptor groups (zinc-bound water, His 64). A question of interest is whether
specific length of water wire dominates the proton transfer or all wires have compa-
rable contributions. As the first approach, a large number of MEPs have been col-
lected starting from different snapshots collected from equilibrium MD simulations
at the SCC-DFTB/MM level. Since essentially a positive charge is transferred over
a long-distance in the proton transfer, it was not surprising that the MEP energetics
were found to depend on the origin of the starting structure, which reflects the fact
that the active-site residues/solvent respond significantly to the proton transfer. For
example, when the starting structure came from a CHOH equilibrium simulation,
the proton transfer from the zinc-water to His 64 is largely endothermic according to
MEPs (on average by as much as ∼13 kcal/mol, see Table 7-3). By contrast, when the
starting structure came from a COHH simulation, the same proton transfer reaction
was found largely exothermic based on MEP results (Table 7-3). Analysis of the
interaction energies in the structures along the MEPs found that water molecules in
the active site (within 7.5 Å from the zinc), which could reorient more easily than
protein residues (dipoles), are largely responsible for this striking variation [27].
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Table 7-3. Statistics for the barrier and reaction energy (in kcal/mol) associated with
minimum energy paths based on different samplings of carbonic anhydrasea

Sampling Two-water Three-water Four-water

CHOHb Eact 16.2 (4.1) 20.8 (4.9) 23.4 (5.8)
Erxn 13.2 (5.4) 14.7 (5.1) 13.7 (6.0)

COHHb Eact 3.7 (1.8) 5.4 (3.6) 8.7 (3.7)
Erxn −8.2 (5.0) −17.3 (5.5) −13.6 (5.4)

“TS-reorganized”b Eact 6.8 (2.2) 12.6 (1.9) 17.4 (2.0)
Erxn −0.2 (3.5) 3.3 (2.8) 3.0 (2.7)

PMFc Gact 13.0 “in” 12.8 “out”
Grxn 0.1 “in” 0.1 “out”

a The simulations were carried out using the SCC-DFTB/MM-GSBP approach as dis-
cussed in details in Ref. [27] Independent of the chemical state simulated in the MD, all
the energetics reported were determined relative to the chemical state involving the zinc-
bound water. Numbers without parentheses are average values and those with parentheses
are the standard deviations. The typical sample size for different simulations includes fifty
minimum energy paths starting from independent snapshots.
b Indicate the chemical state for the QM region used in the MD simulations. CHOH: zinc-
bound water and neutral His 64; COHH: zinc-bound hydroxide and doubly protonated His
64; “TS-reorganized”: transferring protons along the water wire were constrained to be
half-way between neighboring oxygen atoms, which is the protocol that approximately
samples the protein/solvent configurations so that the proton-localized states are nearly
degenerate.
c The details for the PMF calculations are given in Ref. [14], which involve using a col-
lective reaction coordinate and on the order of 7–10 ns of simulations for each His 64
sidechain configuration (“in” vs. “out”).

As an attempt to capture the “intrinsic barrier” for the proton transfer reaction,
which is known to be close to be thermoneutral experimentally [101], we generated
configurations from equilibrium MD simulations in which protons along a specific
type of water wire were restrained to be equal distance from nearby heavy atoms
(e.g., oxygen in water or Nε in His 64). In this way, the charge distribution associ-
ated with the reactive components is midway between the CHOH and COHH states,
thus the active-site configuration was expected to facilitate a thermoneutral proton
transfer process as confirmed by MEP calculations using such generated configu-
rations as the starting structure (see Table 7-3). Interestingly, the barriers in such
“TS-reorganized” MEPs showed a steep dependence on the length of the water wire;
it was small (∼6.8±2.2 kcal/mol) with short wires but substantially higher than the
experimental value (∼10 kcal/mol) with longer water wires (e.g., 17.4±2.0 kcal/mol
for four-water wires).

This steep wire-length dependence is in striking contrast with the more rigorous
PMF calculations of the same proton transfer process [14, 102]. In the PMF calcu-
lations, a collective coordinate [103] is used to monitor the progress of the proton
transfer without enforcing specific sequence of events involving individual protons
along the wire; the use of a collective coordinate is important because this allows
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averaging over different water wire configurations, which is proper since the life-time
of various water wires is on the pico-second time scale [27, 37], much faster than the
time scale of the proton transfer (μs) [101]. In the PMF calculations, the wire-length
dependence is examined by comparing results with different His 64 orientations (“in”
and “out”, which is about 8 and 11 Å from the zinc, respectively); both configurations
are associated with multiple lengths of water wires but different relative populations
(clearly, longer water wires have higher population for the “out” configuration). As
shown in Table 7-3, the two sets of PMF calculations produced barriers of very
similar values, which suggests that the length of the water wire (or donor–acceptor
distance) is unlikely an important factor in determining the proton transfer rate.
Physically speaking, this makes sense for the following reason. The pKa of both the
donor and acceptor groups in CAII are shown experimentally to be around 7.0 [86]
(which was also reproduced by the simulations discussed above), thus the dominant
energetic component is related to the proton exchange between water in the wire
and the donor/acceptor group; either with the conventional Grotthius mechanism
[104, 105] (zinc-bound water first transfers a proton to the next water, generating a
hydronium) or the “proton-hole” mechanism we proposed recently [14] (see below,
which involves first transfer a water proton to His 64, generating a hydroxide), the
energetics change is approximately 7 pKa unit, which is close to the experimen-
tally observed barrier of ∼10 kcal/mol. In other words, once either a hydronium or
a hydroxide is generated, the species can move without a major barrier (consistent
with the high mobility of hydronium and hydroxide in solution [106]) over a variable
distance and therefore the dependence on the length of the water wire is not expected
to be large (for more complete discussions, see Refs. [14, 102]).

What is then the origin for the striking difference between the MEP and PMF
results? To illustrate the configurations accessed in the MEP and PMF simulations,
the “excess coordination plots [14]” are compared in Figure 7-4. In such plots, the
key information is the protonation state of the heavy atoms (donor/acceptor atoms
plus mediating water oxygen) as a function of the reaction progress; positive “excess
coordination” indicates extra proton (e.g., hydronium) while negative value indicates
“proton hole” (e.g., hydroxide). The PMF simulations (Figure 7-4(b)) exhibit nega-
tive peaks along the anti-diagonal of the plot with both the donor/acceptor protonated
during most of the reaction; as explained in Ref. [14], this is indicative of a “proton-
hole” mechanism that involves the generation and sequential propagation of hydrox-
ide rather than the classical Grotthuss mechanism assumed in all previous proton
transfer studies of CAII and related systems. As shown in Figure 7-4(a), the config-
urations accessed in the MEP calculations show discrete positive peaks throughout
the reaction, which indicates an almost fully concerted proton transfer. While se-
quential transfers of hydroxide (or hydronium), as discussed above, are not expected
to exhibit a strong dependence on the distance of transfer, concerted transfers are
expected to be more costly for long-distance transfers because many O H bonds
are broken simultaneously. We emphasize that the concerted nature of the MEPs is
unlikely an artifact of the path search algorithm because multiple guesses are used
and they all converged to the same path. The concerted nature is likely dictated by the
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(a) (b)

Figure 7-4. Excess coordination number plots for (a) MEP (three-water-bridge) [27] and (b) PMF (H64
“in”) [14] simulations for the proton transfer in CAII. Note that the MEP calculation follows a very
concerted mechanism while PMF simulation follows a step-wise “proton hole” mechanism

protein/solvent configurations used in the MEP calculations. As discussed above, to
generate the “TS-reorganized” configurations, all transferring protons along the wire
are constrained to be half-way between the neighboring heavy atoms; therefore, such
sampled protein/solvent configurations would favor a concerted over step-wise pro-
ton transfers. Although all atoms in the inner region are allowed to move in the MEP
searches, the local nature of MEPs does not allow collective reorganization of the
active site residues/solvent molecules thus the “memory” of the sampling procedure
is not erased.

In short, this example clearly illustrates that care must be exercised when using
MEP to probe the mechanism of chemical reactions in biomolecules, especially when
collective rearrangements in the environment are expected (e.g., reactions involving
charge transport). In addition, when doing PMF type of simulations, the choice of
a proper reaction coordinate is equally important; in this context, understanding the
relative time-scale of various motions (e.g., water-wire rearrangements vs. proton
transfer) is crucial in deciding what degrees of freedom should be properly aver-
aged over [107], which is not always straightforward. Therefore, the validity of the
reaction coordinate should always be tested with activated dynamics [80, 108] or
transition path sampling [109].

7.4. CONCLUSIONS AND PERSPECTIVES: WHAT’S
THE NEXT STEP?

As many chapters in this book and recent reviews [4–6, 27, 110] indicate, substantial
progresses are being made in the QM/MM community for both DFT/ab initio and SE
based QM/MM methods. For relatively localized chemical reactions, very reliable
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results can now be obtained as compared to experimentally measured barrier heights
[8] and relative kinetic parameters such as kinetic isotope effects [7]. Regarding fu-
ture challenges, in addition to the pressing need to further improve the QM and MM
methods themselves (e.g., fast SE methods [17, 21, 41], more accurate DFT [111]
and polarizable MM force fields [112]), there are several topics of particular interest,
which we briefly mention below.

• First, although nanoseconds of straightforward MD simulations appear to be suffi-
cient for dealing with rather localized chemical processes, such samplings are still
too limited for reactions that are coupled to significant structural rearrangements
in the biomolecular/solvent environment. Good examples include long-range pro-
ton/electron transfers and nucleotide hydrolysis in molecular motors and titration
of residues in the interior of the protein. To treat those processes adequately, using
enhanced sampling techniques based on either replica exchange or other sophisti-
cated Monte Carlo schemes is likely required.

• Second, most QM/MM free energy simulations of chemical reactions have been
based on potential of mean force simulations along a (set of) reaction coordinate(s)
chosen based on chemical intuition. Selecting a proper reaction coordinate is in-
creasingly difficult as the reactive process becomes more “delocalized” and tightly
coupled to significant reorganizations in the environment. Adopting more sophis-
ticated path sampling techniques [109] is likely another important necessity in
QM/MM studies of increasingly complex biological problems. It’s worth empha-
sizing that such path sampling techniques are computationally demanding, which
once again highlights the importance of developing effective SE based QM/MM
methods.

• Third, as the size and complexity of the biomolecular systems at hand further
expand, there are more uncertainties in the molecular model itself. For example,
the resolution of the X-ray structure may not be sufficiently high for identifying
the locations of critical water molecules, ions and other components in the system;
the oxidation states and/or titration states of key reactive groups might be unclear.
In those cases, it is important to couple QM/MM to other molecular simulation
techniques to establish and to validate the microscopic models before elaborate
calculations on the reactive mechanisms are investigated. In this context, pKa and
various spectroscopic calculations [113, 114] can be very relevant.

• Finally, in the spirit of this book’s subject, it remains a major challenge to prop-
erly describe the structural and dynamic features of the environment at a coarse-
grained but robust level. For example, in the SCC-DFTB/MM-GSBP protocol,
the outer region is described as fixed with an apparent dielectric constant; how to
include the slow motions for the outer region and adequately describe the relevant
dielectric contribution are important issues that need to be solved. In this context,
it is perhaps worth emphasizing again that one of the major advantages of adopt-
ing a multi-scale(resolution) type of model is that enhanced sampling techniques
can be more effectively applied when the number of active degrees of freedom is
relatively small.
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CHAPTER 8

COARSE-GRAINED INTERMOLECULAR POTENTIALS
DERIVED FROM THE EFFECTIVE FRAGMENT
POTENTIAL: APPLICATION TO WATER, BENZENE,
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Abstract: A force matching technique based on previous work by Voth and co-workers is devel-
oped and employed to coarse grain intermolecular potentials for three common solvents:
carbon tetrachloride, benzene, and water. The accuracy of the force-matching approach is
tested by comparing radial distribution functions (RDF) obtained from simulations using
the atomistic and coarse-grained potentials. Atomistic molecular dynamics simulations
were performed using the effective fragment potential method (EFP). The RDFs obtained
from molecular dynamics simulations of EFPs for carbon tetrachloride, benzene and water
are in a good agreement with the corresponding experimental data. The coarse-grained
potentials reproduce the EFP molecular dynamics center-of-mass RDFs with reasonable
accuracy. The biggest discrepancies are observed for benzene, while the coarse-graining
of water and spherically symmetric carbon tetrachloride is of better quality

Keywords: Coarse-graining, Force-matching, Effective fragment potential method, Molecular
dynamics, Radial distribution functions, Multiscale modeling

8.1. INTRODUCTION

In the molecular dynamics (MD) [1, 2] technique, a system of particles evolves in
time according to the equation of motion, Fi = mi ẍi , where Fi is the net force acting
on particle i, and mi and ẍi are the mass and acceleration of particle i, respectively.
In a molecular system, typical bond lengths are of the order of angstroms while bond
vibrations take place at the time scale of 10−13 s. Therefore, the equations of motion
for atoms have to be integrated with time steps on the order of 10−15 s. However,
many important chemical and biological phenomena in macromolecules take place
at much larger time scales, as shown in Table 8-1.
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Table 8-1. Characteristic time scales of different events in macromolecular systems

System/Phenomena Characteristic time scales

Fusion of micelles [3] 10−2 s
Self-assembly of diblock copolymers [4] 10−6 s
Entanglement of a polymer chain [5] 10−5 s
Protein folding [6] 10−6 s
DNA replication [6] 10−3 s
Membrane fusion [6] 10−1 s

Large time and length scales of characteristic events in macromolecular systems,
such as polymers, lipids and nanoparticles, prohibit a molecular simulation study at
the atomistic level due to enormous CPU time and memory requirements. Moreover,
when studying phenomena occurring at timescales on the order of 10−6 to 10−1 s,
the behavior of the fast degrees of freedom, like bond fluctuations, are not always of
interest. Therefore, a systematic approach to coarse-graining is needed, in which the
unimportant degrees of freedom are eliminated, but the underlying physics governing
the phenomena at larger length and time scales is retained.

Thus, the aim of coarse-graining techniques is to determine the effective inter-
action potentials between the coarse-grained sites such that the simulation of the
coarse-grained (CG) system using the CG potentials yields properties that compare
favorably with those of the corresponding atomistic system. An effective coarse-
graining method should be systematic, automatic, and fast. Moreover, it should be
flexible enough to handle different kinds of potentials and capable of generating
CG potentials that would reproduce properties matching experimental data or the
properties obtained from an atomistic simulation.

In general, coarse-graining an atomistic system requires a two step process, i.e.,
first, grouping the atoms into CG sites, as shown in Figure 8-1, and second, de-
termining the effective bonded and non-bonded potentials between the CG sites.
Most of the coarse-graining procedures reported in the literature can be classified
into three categories: (i) optimization of potential parameters by fitting them to a
desired property [7–11], (ii) structure matching [5, 12–22], and (iii) force matching
[23, 24]. Systematic structure matching and force matching methods are preferable
to the method of ad hoc parameter guessing.

In structure matching methods, potentials between the CG sites are determined by
fitting structural properties, typically radial distribution functions (RDF), obtained
from MD employing the CG potential (CG-MD), to those of the original atomistic
system. This is often achieved by either of two closely related methods, Inverse
Monte Carlo [12–15] and Boltzmann Inversion [5, 16–22]. Both of these methods
refine the CG potentials iteratively such that the RDF obtained from the CG-MD
approaches the corresponding RDF from an atomistic MD simulation.

Both the inverse Monte Carlo and iterative Boltzmann inversion methods are
semi-automatic since the radial distribution function needs to be re-evaluated at



Coarse-Grained Intermolecular Potentials Derived 199

(a) Atomistic system (c) Coarse-grained
system representation

(b) Grouping scheme

A

B

C

D
C

E

Figure 8-1. Coarse-graining procedure. (a) A snapshot of an atomistic system. (b) Groups of atoms of
the atomistic system are combined into CG sites in order to reduce the number of degrees of freedom. (c)
The atomistic system of (a) as represented by CG sites

each iteration. Moreover, convergence can be a problem if the potential of mean
force (PMF) does not serve as a good initial guess. The inverse Monte Carlo method
evaluates all the potentials at the same time and requires adequate sampling of the
four-particle correlation functions during each iteration. The latter becomes time
consuming if there are several different kinds of pair potentials. On the other hand, in
the Boltzmann inversion method, potentials can be refined one at a time by keeping
the rest of them constant. However, as the potentials depend upon each other, it
is important to ensure that each potential does not change during the optimization
of others. The advantage of the structure matching methods is that they result in
potentials that will reproduce the correct structural properties; however, their main
disadvantages are the necessity for frequent re-evaluation of radial distribution func-
tions and the increasing complexity for a system with more than five coarse-grained
sites.

In the force matching method, the effective pair-forces between coarse-grained
sites are derived from the net force acting on chosen CG sites along an MD trajectory
obtained from a short atomistic MD. The force-matching method has the advantage
of being systematic and automatic because the CG pair forces are evaluated from
the data gathered along the atomistic trajectory and there is no need to run multiple
simulations. The force matching method has been successfully applied to study con-
densed phase liquids [23–25], ionic liquids [26, 27], C60 nanoparticles [28, 29] and
dimyristoylphosphatidylcholine (DMPC) lipid bilayers [30, 31].

In order to ensure accurate CG potentials, one needs to conduct MD simulations
with a reliable atomistic potential model. The most desirable theoretical approach for
the atomistic-scale simulations would be to use a level of quantum mechanics (QM)
that can treat both intermolecular and intramolecular interactions with acceptable
accuracy. Realistically, the minimal QM levels of theory that can adequately treat all
different types of chemical forces are second order perturbation theory [32] (MP2)
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and, preferably, coupled cluster (CC) theory with some accounting for triples; i.e.,
CCSD(T) [33]. Unfortunately, a sufficiently high level of QM comes at a significant
computational cost; for example, CCSD(T) scales ∼N7 with a problem size, where
N is the number of atomic basis functions. This places serious limitations on the
sizes of accessible molecular systems. Moreover, in order to obtain the CG poten-
tials including the three-body terms, one needs to perform an extensive sampling
of the atomistic-level system, which at present is impractical even for very short
time-scales. Successful examples of QM-based coarse-graining have been presented
based on Car-Parrinello simulations of atomistic systems [23].

An alternative approach is to replace an accurate but expensive first-principle-
based technique by a reliable model potential. Such potentials, broadly referred to as
molecular mechanics (MM), generally cannot account for bond-breaking, but can,
in principle, account for the range of intermolecular interactions. However, using a
fitted pair-wise potential may result in losing quantitative accuracy, predictability,
and the underlying physics.

This contribution pursues a different approach for preserving the accuracy of the
atomistic level, by using a model potential that is exclusively derived from first prin-
ciples, the effective fragment potential method (EFP). The original EFP1 method
[34, 35] was developed specifically to describe aqueous solvent effects on biomolec-
ular systems and chemical reaction mechanisms, and contains fitted parameters for
the repulsive term. A general (EFP2) method [36] is applicable to any solvent; it
includes all of the essential physics and has no empirically fitted parameters. A
force matching technique is applied to derive a coarse-grained potential from the
molecular trajectories generated with EFP MD simulations. The quality of the EFP
force matching is tested on carbon tetrachloride, benzene, and water systems. This
contribution is the first application of a coarse-graining procedure to the EFP method.

8.2. THEORY

8.2.1. Effective Fragment Potential Method

The effective fragment potential method is a first-principles based model potential
for describing intermolecular forces. The interaction energy in EFP1, specifically
designed for modeling water, consists of electrostatic, induction, and fitted exchange-
repulsion terms. Presently, three different EFP1 models are available, with fitting
done to represent Hartree-Fock (HF), DFT/B3LYP, and MP2 levels of theory. These
models are called EFP1/HF [34], EFP1/DFT [37], and EFP1/MP2 [38], respectively.
In EFP1/MP2, fitted dispersion terms are also included.

The general EFP2 model can be applied to any solvent and includes electrostatic,
induction, exchange-repulsion, dispersion, and charge-transfer components, all of
which are derived from first-principles using long- and short-range perturbation the-
ory. Charge-transfer interactions are not included in this work, since they are primar-
ily important for charged species. All of the EFP2 parameters are generated during
a MAKEFP run, performed for each unique molecule; e.g., benzene and CCl4. Once
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EFP parameters for a particular fragment are generated for a given atomic basis
set, they can be used in a variety of applications. The various components of the
non-bonded interactions between molecules are evaluated using the EFP2 gener-
ated parameters. The procedure has been described in elsewhere [36]; only the main
points are summarized below.

The electrostatic energy is calculated using the distributed multipolar expansion
introduced by Stone [39, 40], with the expansion carried out through octopoles. The
expansion centers are taken to be the atom centers and the bond midpoints. So, for
water, there are five expansion points (three at the atom centers and two at the O-H
bond midpoints), while in benzene there are 24 expansion points. The induction or
polarization term is represented by the interaction of the induced dipole on one frag-
ment with the static multipolar field on another fragment, expressed in terms of the
distributed localized molecular orbital (LMO) dipole polarizabilities. That is, the
number of polarizability points is equal to the number of bonds and lone pairs in the
molecule. One can opt to include inner shells as well, but this is usually not useful.
The induced dipoles are iterated to self-consistency, so some many body effects are
included.

The Coulomb point multipole model breaks down when fragments approach too
closely, since then the actual electron density on the two fragments is not well
approximated by point multipoles. Thus, electrostatic interactions become too re-
pulsive whereas the induction energy is too attractive if fragments approach each
other too closely. In order to avoid this unphysical behavior, electrostatic and induc-
tion energy terms are modulated by exponential damping functions with parameters
being obtained from fitting the damped multipole potential to the Hartree-Fock one
[41, 42]. In EFP2, the induction energy terms are damped in a similar way [43].

The exchange repulsion energy in EFP2 is derived as an expansion in the in-
termolecular overlap. When this overlap expansion is expressed in terms of frozen
LMOs on each fragment, the expansion can reliably be truncated at the quadratic
term [44]. This term does require that each EFP carries a basis set, and the smallest
recommended basis set is 6-31++G(d,p) [45] for acceptable results. Since the basis
set is used only to calculate overlap integrals, the computation is very fast and quite
large basis sets are realistic.

The dispersion interaction can be expressed as the familiar inverse R expansion,

Edisp =
∑

n

Cn R−n (8-1)

The coefficients Cn may be derived from the (imaginary) frequency dependent
polarizabilities summed over the entire frequency range [46]. If one employs only
dipole polarizabilities the dispersion expansion is truncated at the leading term, with
n = 6. In the current EFP2 code, an estimate is used for the n = 8 term, in addition to
the explicitly derived n = 6 term. Rather than express a molecular C6 as a sum over
atomic interaction terms, the EFP2 dispersion is expressed in terms of LMO-LMO
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interactions. In order to ensure that the dispersion interaction goes to zero at short
distances, the damping term proposed by Tang and Toennies [47] is employed.

The effective fragment potential method is several orders of magnitude less com-
putationally expensive than ab-initio methods because it evaluates intermolecular
interactions by simplified formulas derived from perturbation series in terms of in-
termolecular distances and orbital overlap integrals. The most time-consuming terms
in EFP2 are the charge-transfer (omitted in the current work) and the exchange-
repulsion, which is evaluated using calculated on the fly orbital overlap integrals
between different fragments. EFP2 can be used in MD simulations of moderately
sized systems. For example, calculation of the energy and gradient for a system of 64
waters with periodic boundary conditions (PBC) requires about 2 s on one Opteron
2600 MHz processor. Despite its low computational cost, the accuracy of EFP in
predicting structures and binding energies in weakly-bonded complexes and liquids
is very high and comparable with that of MP2 [42].

8.2.2. Force Matching Procedure

The aim of the force matching procedure is to obtain the effective pair-force between
CG sites using the force data obtained from a detailed atomistic molecular dynamics
(MD) trajectory. The current implementation of the force-matching method closely
follows the formulation from Refs. [23, 24].

The first step of the systematic force matching procedure is to define the CG
sites, which are generally the centers of mass or geometric centers of groups of
atoms, as illustrated in Figure 8-1(b), thus eliminating the group’s internal degrees
of freedom. Following the coarse graining scheme depicted in Figure 8-1(b), the
snapshot of the MD trajectory of Figure 8-1(a) will look like the one shown in
Figure 8-1(c). In the next step, the forces and positions of atoms from the de-
tailed atomistic MD are converted to forces and positions of CG sites as depicted in
Figure 8-2.

Assume that there are a total of N coarse-grained sites in the system for any
one MD snapshot (p = 1), with coordinates (ri = xi , yi , zi ) and net forces, Fi ,
(where i = 1 − N ) acting on them, and that these are known from the atomistic
MD trajectory data. If fi j (ri , r j ) represents the force acting on the ith CG site due to

F1net

F3netF2net

FCG-net

Figure 8-2. Conversion of forces from atomistic MD to forces on coarse-grained sites
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the jth CG site, then each snapshot from the MD trajectory results in the following
n(= N for one snapshot) equations:

N∑

j=1

fi j = Fi i = 1, 2, 3 . . . N (8-2)

Here the pair-force fi j (ri , r j ) is unknown, so a model pair-force
fi j (ri , r j , p1, p2 . . . pm) is chosen, which depends linearly upon m unknown
parameters p1, p2 . . . pm . Consequently, the set of Eq. (8-2) is a system of linear
equations with m unknowns p1, p2 . . . pm . The system (8-2) can be solved using the
singular value decomposition (SVD) method if n > m (over-determined system),
and the resulting solution will be unique in a least squares sense. If m > n, more
equations from later snapshots along the MD trajectory should be added to the
current set so that the number of equations is greater than the number of unknowns.
Mathematically, n = q N > m where q is the number of MD snapshots used to
generate the system of equations.

It is important to note that model pair-forces for the interactions A-A, A-B, A-C,
etc. are different from each other although they may have the same functional form. If
required, the interaction between two non-bonded A CG sites (A-Anon-bonded) can be
treated differently from the interaction between two bonded A CG sites (A-Abonded).
In a system with A, B . . . E as chosen coarse-grained sites,

fi j =

⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

f AA
i j (pAA

1 , pAA
2 . . . pAA

a ) i f i j = AA

f AB
i j (pAB

1 , pAB
2 . . . pAB

b ) i f i j = AB or B A
...

...

f E E
i j (pE E

1 , pE E
2 . . . pE E

z ) i f i j = E E

(8-3)

Clearly, the total number of unknowns that need to be determined is m =
a + b + . . . + z and a solution set for parameters p1, p2 . . . pm is determined using
the singular value decomposition or any other suitable method. The mean pair-force
corresponding to the “potential of mean force” can be obtained in a systematic man-
ner by averaging a number of sets of solutions for parameters p1, p2 . . . pm obtained
along the atomistic MD trajectory in which the phase space is sampled extensively.

A convenient and systematic way to represent fi j (ri j ) (ri j is the distance between
particles i and j) as a linear function of unknowns is to employ cubic splines [48], as
shown in Figure 8-3. The advantage of using cubic splines is that the function is con-
tinuous not only across the mesh points, but also in the first and second derivatives.
This ensures a smooth curvature across the mesh points. The distance ri j is divided
into 1-dimensional mesh points, thus, fi j (ri j ) in the kth mesh (rk ≤ ri j ≤ rk+1) is
described by Eqs. (8-4), (8-5) and (8-6) [48].
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Figure 8-3. fi j (ri j ) as cubic splines. The distance, ri j , between atoms i and j is divided into the mesh as
shown. In each mesh, the pair-force fi j is modeled as a cubic polynomial
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Here, f
∣∣∣
k
, f ′

∣∣∣
k

and f ′′
∣∣∣
k

are the values of the pair-force fi j (ri j ) and its first

and second derivatives, respectively, at mesh point rk . Equation (8-4) ensures the
continuity of the function and its second derivative at the mesh points. In order to
make the first derivatives continuous across the mesh points rk , an additional set of
Eq. (8-6) is needed:

rk − rk−1

6
f ′′
∣∣∣
k−1

+ rk+1 − rk−1

3
f ′′
∣∣∣
k
+ rk+1 − rk

6
f ′′
∣∣∣
k+1

=
f
∣∣∣
k+1

− f
∣∣∣
k

rk+1 − rk
−

f
∣∣∣
k
− f

∣∣∣
k−1

rk − rk−1

(8-6)

At the end points of the mesh, Eq. (8-6) cannot apply. Instead, one needs to intro-
duce boundary conditions, for instance, at large ri j the pair-force fi j is usually zero.
It is important to note that the mesh sizes should not necessarily be uniform. For
example, at those separations for which the pair-force varies rapidly with distance
the mesh size can be chosen to be small enough to capture all of the variations.
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If some meshes do not get sampled in the set of Eq. (8-2), i.e., if the coefficients of

the correspondingare f
∣∣∣
k

and f ′′
∣∣∣
k

are zero, then these unknowns are removed from

the set of equations and set equal to zero. Equation (8-6) and boundary conditions
need to be satisfied exactly, however, in this work we have solved all the equations
in least squared sense. By solving the combined set of Eqs. (8-2– 8-6). Solutions ob-
tained for a large number of such sets of equations are averaged to reduce statistical
noise in the CG pair-force. Then, a suitable analytic function should be fitted to the
tabulated fi j (ri j ). If no distinction is made between A-Abonded and A-Anon-bonded

interactions in the force matching procedure the resulting coarse-grained A-A pair-
force will have the combined effect of bonded and non-bonded interactions. In a
typical atomistic MD simulation, bonded and non-bonded interactions both occur at
short A-A distances. Therefore, the coarse-grained A-A interaction force may not be
physically correct. In general, separate treatments of bonded and non-bonded inter-
actions are preferred even though it increases the total number of unknowns and the
size of the linear least squared problem.

Once all the coarse-grained interactions are determined using the force-matching
procedure, they need to be validated by running a MD simulation of the coarse-
grained system. Comparing properties such as pair correlation function(s) obtained
from the coarse-grained and original atomistic MD is a direct test of the quality of
coarse-graining.

The reduction in the number of degrees of freedom can lead to an incorrect pres-
sure in the simulation of the coarse-grained systems in NVT ensembles or to an
incorrect density in NPT ensembles [24]. The pressure depends linearly on the pair-
forces in the system, hence the effect of the reduced number of degrees of freedom
can be accounted for during the force matching procedure [24]. If T is the temper-
ature, V the volume, N the number of degrees of freedom of the system, and kb the
Boltzmann constant then the pressure P of a system is given by

P = NkbT

3V
+ 1

3V

∑

i< j

fi j • ri j (8-7)

In order to compensate for the reduced number of degrees of freedom in the
coarse-grained system, the following constraint should be added to the set of
Eq. (8-2):

∑

i< j

fi j • ri j = 3P At−M D V CG − N CGkbT (8-8)

Here, P At-M D is the pressure in the system in detailed atomistic MD and V CG

and N CG are the volume and number of degrees of freedom of the coarse-grained
system. The left side of this equation is evaluated for the coarse-grained system for
each snapshot during force-matching.
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8.3. COMPUTATIONAL DETAILS

8.3.1. EFP MD Simulations

Molecular dynamics simulations of liquid carbon tetrachloride, benzene, and water
were performed using the effective fragment potential method, as implemented in the
GAMESS (General Atomic and Molecular Electronic Structure System) electronic
structure package [49, 50]. EFP2 parameters for benzene were obtained using the
6-311++G(3df,2p) basis set at the MP2/aug-cc-pVTZ [51] geometry of the benzene
monomer, with C C and C H bond lengths of 1.3942 Å and 1.0823 Å, respec-
tively. EFP2 parameters for CCl4 were generated by using the 6-311++G(d,p) ba-
sis [52–54], with the monomer geometry optimized at the MP2/6-311G(d,p) level
(C Cl bond length of 1.772 Å). The EFP1/MP2 [38] potential was used for water.

The MD simulations were carried out in an NVT ensemble at ambient condi-
tions; each simulation contained 64 molecules in a cubic box with periodic bound-
ary conditions. The temperature is set to 300K in all the simulations. Table 8-2
summarizes details of the EFP-MD simulations used for force-matching. In par-
ticular, the type of the potential, box size, time step of integration, frequency
of data sampling, total number of sampled configurations, and the total time of
the equilibrated MD simulation are listed for each system. Initial equilibration of
the systems was performed before recording the data for force matching. In or-
der to ensure good energy conservation in the MD simulations, switching func-
tions were employed for all EFP interaction terms at long distances [55]. Ad-
ditionally, in simulations of water, Ewald summations were used to treat long-
range electrostatic interactions (charge-charge, charge-dipole, dipole-dipole, and
charge-quadrupole).

Since EFP employs frozen internal geometries of fragments, during the MD sim-
ulations, CCl4, benzene and water molecules are treated as rigid bodies with a net
force and torque acting on each center of mass (COM). Thus, the net forces acting
on COMs required for force matching are directly available from the EFP MD sim-
ulations. The information about torques is not used in force-matching because each
molecule is represented as a point at its COM.

Table 8-2. EFP-MD simulation parametersa

System Potential
Box Length
(Å)

Timestep
(fs)

Frequency
(fs) Samples

Total simulation
time (ps)

CCl4 EFP2 21.77 0.3 30 1200 36
Benzene EFP2 21.20 0.5 50 500 25
Water EFP1/MP2 12.40 0.3 30 1000 30

aFor each system, columns specify the type of the potential, simulation box size, time step of MD inte-
gration, frequency at which data is sampled for force-matching, total number of configurations sampled
in MD simulations and the total time of equilibrated MD simulations.
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8.3.2. Force Matching

Carbon tetrachloride, benzene and water molecules have been coarse-grained to their
COM using the force matching technique described in Section 8.2.1. The effective
COM pair-force was modeled using cubic splines over a range of distances, described
by an inner cutoff and an outer cutoff, with the mesh sizes summarized in Table 8-3.
The outer cutoff of the model pair-force was set such that it never exceeded half of
the simulation box length and large enough to ensure that the effective pair-force
obtained from force-matching naturally approaches zero at the chosen outer cutoff.
The inner cut-off can be safely chosen as zero or it can be approximated as a distance
which is smaller than the smallest separation between a pair of CG sites sampled in
the atomistic MD. The mesh-size should be small enough to capture all the features
of the effective pair-force but, as mentioned earlier, smaller mesh-sizes result in more
unknowns. Consequently, a smaller mesh is used in the regions where the CG pair-
force is sharply repulsive and varies rapidly with distance. A total of k meshes are
used to model an interaction that is expressed in 2k + 2 unknowns.

Table 8-3. Force matching detailsa

System Distance (Å) Mesh-Size (Å) Unknowns
Configurations
per Set

Number of sets
averaged

CCl4
4–6 0.05 178 3 400

6–10.8 0.1

Benzene
3–6 0.05 202 3 150

6–10 0.1

Water
2–3.5 0.025 222 4 250

3.5–6 0.05

a For each studied system, the range of distances at which pair-forces are modeled as cubic splines is
given, as well as mesh sizes and the number of resulting unknowns, the number of configurations included
in a set to generate an over-determined system of equations, and the number of sets for which the least
squared solution is averaged.

The net forces acting on the COMs of all molecules in a given MD snapshot
were equated to the corresponding net force obtained from the model pair-force;
consequently, each configuration yields 64 equations since each EFP-MD simulation
contains 64 molecules. Three or four (see Table 8-3) MD configurations were used
to generate a set of equations such that the number of equations was greater than the
number of unknowns. Solutions for a number of such sets were averaged to obtain
the effective mean COM pair-force. In the results reported here, the pressure is not
constrained.

At short distances, approximately equal to the excluded volume diameter, effec-
tive pair forces obtained from force matching exhibit unphysically large fluctuations.
This is largely due to inadequate sampling of configurations at short distances in
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the EFP-MD simulation. These short-range pair-force data were ignored in further
analysis. Ignoring the force data may lead to some inconsistency in the agreement of
properties of atomistic and CG systems; however, as very few CG sites exist at such
small separations in the EFP-MD simulation, this should not lead to significant error
if averaging is done over a large number of sets during force matching. The remain-
ing pair-force data, f(r), obtained from force-matching, are fitted to the following
function:

F (r) =
∫ 16∑

n=2

An

rn
(8-9)

The fitting coefficients An for CCl4, benzene, and water are listed in Table 8-4.
The corresponding effective COM pair-potential, U(r), was obtained by integrating
F(r) with the condition that the potential is zero at the outer cutoff:

U (r) = −
∫

F (r) dr (8-10)

The coarse-grained pair-force and pair-potential were used for carrying out the
molecular dynamics simulations (coarse-grained MD, CG-MD) of 64 points, each
point representing a COM of a CCl4 or benzene or water molecule, at the same con-
ditions as used for the corresponding atomistic MD (Table 8-2). All CG-MD simula-
tions were run using the LAMMPS [56] (Large-scale Atomic/Molecular Massively
Parallel Simulator) molecular simulation code available at http://lammps.sandia.gov.
LAMMPS is capable of running MD simulations using tabulated pair-forces and

Table 8-4. Fitting coefficients An corresponding to Eq. (8-9). The units of r and F(r) are Å and kcal/mol-
Å, respectively, for curve fitting

Carbon Tetrachloride Benzene Water

A2 −1.969703152101180E + 21 1.244993048322720E+21 2.175775867955310E+17
A3 4.306989690407250E+21 −2.620983313167290E + 21 −8.551913708210820E + 17
A4 −4.333455273390900E + 21 2.545558326687080E+21 1.550778775883470E+18
A5 2.659644152606080E+21 −1.511552672176440E + 21 −1.719444254190780E + 18
A6 −1.112575488728160E + 21 6.129876548482810E+20 1.302147676537040E+18
A7 3.356022412317150E+20 −1.795710744899950E + 20 −7.124434785792410E + 17
A8 −7.528548090161490E + 19 3.918212052328320E+19 2.903928257920110E+17
A9 1.276021907548210E+19 −6.468394131217870E + 18 −8.957222760163820E + 16
A10 −1.642124116314870E + 18 8.117691446975380E+17 2.100873205120480E+16
A11 1.596839968332750E+17 −7.706208900534920E + 16 −3.728428139785960E + 15
A12 −1.155063457121670E + 16 5.446871839354590E+15 4.928243298286980E+14
A13 6.026936982240990E+14 −2.779449283288870E + 14 −4.704569177419660E + 13
A14 −2.144530055247100E + 13 9.678942266368310E+12 3.066010958528650E+12
A15 4.658131620368480E+11 −2.058787501037060E + 11 −1.221016058567130E + 11
A16 −4.660182908774720E + 09 2.018075773802740E+09 2.241814292894480E+09
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pair-potentials. Therefore, the CG pair-forces obtained from force matching can be
directly used to run the CG MD simulations. The integration time step was 1 fs.
Each equilibrated CG-MD simulation was 3 ns long and the position data was col-
lected every 1 ps. In order to test the ability of coarse-grained potentials to reproduce
properties of atomistic systems, RDFs obtained from CG-MD are compared below
to the corresponding COM-COM RDFs from atomistic EFP-MD.

8.4. RESULTS AND DISCUSSION

8.4.1. EFP-MD Simulations

EFP radial distribution functions for liquid CCl4, benzene, and water are presented
in Figures 8-4, 8-5 and 8-6. EFP2 and experimental [57] C Cl and Cl Cl RDFs
for liquid carbon tetrachloride are shown in Figure 8-4. The Cl Cl EFP2 RDFs are
in good agreement with the experimental data. The discrepancies in the C Cl RDF
curves are more significant, although the qualitative features of the experimental
RDF are reproduced. It is possible that the strong structural enhancement observed
in the experimental CCl4 RDFs is an artifact that arises due to numerical instabil-
ities when specific atom-atom RDFs are obtained from X-ray and neutron analysis
data [58]. To confirm this the so-called Gd(r) functions were calculated. The Gd

X(r)
and Gd

n(r) functions are Fourier transforms of the X-ray and neutron diffraction
distinct structure functions, respectively; the latter are unambiguously determined
experimentally [57]. For CCl4, Gd

X(r) and Gd
n(r) functions are connected to specific

atom-atom RDFs in the following way:

G X
d (r) ≈ 0.00gCC (r)− 0.12gCCl (r)− 0.88gClCl (r)

Gn
d (r) ≈ 0.02gCC (r)+ 0.25gCCl (r)+ 0.75gClCl (r) ,

where gCC (r), gCCl(r), and gClCl(r) are C C, C Cl, and Cl Cl RDFs,
respectively.

Experimental and EFP-MD Gd
n(r) and Gd

X(r) functions are shown in Figure 8-4c
and 8-4d, respectively. The agreement between the EFP2 and experimental
Gd-functions is better than that between specific RDFs, although some discrepancies
remain. EFP2 overestimates the heights of the peaks at 4.0 Å in both Gd graphs, and
the peaks at 6.2 Å are slightly shifted to longer distances.

Figure 8-5 shows the EFP2 and experimental [59] C C RDFs for liquid ben-
zene. The EFP2 RDF is in reasonable agreement with the experimental curve, with
three distinct peaks in the 4–7 Å region. These peaks might correspond to different
orientations of neighboring benzene molecules in solution, e.g., T-shaped-like and
parallel-displaced configurations are possible. Compared to experiment, the EFP2
RDF features are slightly more pronounced, suggesting that EFP2 over-structures



210 G. Pranami et al.

Figure 8-4. Comparison of EFP2 and experimental RDFs and Gd-functions for liquid carbon
tetrachloride: (a) C−Cl, and (b) Cl−Cl RDFs, (c) Gd
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Figure 8-5. Comparison of EFP2 and experimental C−C RDFs for liquid benzene
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Figure 8-6. Comparison of EFP1/MP2 and experimental O−O RDFs for liquid water

liquid benzene. This may be due to the fact that EFP2 slightly overestimates the
interactions between benzene molecules [42].

The EFP1/MP2 oxygen-oxygen RDF for water is shown in Figure 8-6. The posi-
tions of the peaks in the EFP1/MP2 and experimental RDFs are in excellent agree-
ment [60], but the intensities of the EFP peaks are overestimated, i.e., EFP1/MP2
over-structures the water RDF. Some degree of over-structuring has been attributed to
omitting quantum affects [61], although such affects are likely to be very small when
no H atoms are involved. Over-structuring could arise due to intrinsic inaccuracies
in the EFP1/MP2 potential, for example, water-water interactions that are too strong.
A detailed analysis of the performance of different EFP models for liquid water can
be found elsewhere [62].

8.4.2. Coarse-Graining

Because carbon tetrachloride is a spherically symmetric molecule, it is logical to
coarse-grain it to its COM and represent it as a single point. The effective pair-force
and pair-potential for the CCl4 COM obtained from force matching are shown in
Figure 8-7. The CG pair-potential was obtained by integrating the pair-force ac-
cording to Eq. (8-10). The potential, U(r), becomes sharply repulsive below r ∼ 4Å
indicating that the CCl4 excluded volume corresponds to the diameter ∼ 4Å. This
is reasonable given that the C Cl bond length in CCl4 is 1.767Å and the excluded
volume diameter should be slightly larger than twice the C Cl bond length (≈
3.534 Å). Therefore, the force matching method has taken excluded volume into
account. The potential U(r) is smooth and slowly varying with a wide minimum
at r ∼ 7Å.
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Figure 8-7. Coarse-graining of CCl4. (a) Black: COM-COM RDF from EFP-MD, (b) red: RDF from
CG-MD, (c) orange circles: the effective COM pair-force, (d) green: polynomial fit of the force matching
data, (e) blue: the effective COM pair potential

The comparison of the CG and EFP RDFs clearly indicates that the coarse-grained
potential is able to reproduce the liquid structure of CCl4 reasonably well. The lo-
cations of the CG RDF peaks are in good agreement with those in the EFP RDF,
although the CG peaks are a bit higher. This may be attributed to an overly steep
repulsive CG pair-force (at r ∼ 4.5 Å) used in the CG MD. There is an uncertainty
about the nature of the repulsive CG pair-force at short distances, where the pair-
force obtained from force-matching exhibits large unphysical fluctuations due to
insufficient sampling of pairs at short separations (r ∼ 4.5 Å) in the atomistic MD.
Ignoring the data with large unphysical fluctuations in CG pair-force and replacing
it with a fit through the remaining pair-force data may make the pair-force strongly
repulsive at r ∼ 4.5 Å as shown in Figure 8-7. This repulsion may be stronger than
the repulsion in the corresponding EFP-MD. Strong repulsion at close separations
(r ∼ 4.5 Å) in the CG MD at the same density as the EFP-MD probably results in a
more structured liquid, so sharper peaks are observed.

Favorable coarse-graining results for CCl4 are not surprising because this
molecule is spherically symmetric. Planar benzene presents a more stringent test
for the force-matching approach. Figure 8-8 shows the effective pair-force and
pair-potential for the benzene COM.

The locations of the peaks in the benzene CG RDF are in good agreement with
the EFP RDF, but the heights of the peaks consistently exceed that of the EFP RDF.
Moreover, the first peak in the CG RDF is not as broad as the first peak in the EFP
RDF. This indicates that the coarse-grained pair-potential produces a more structured
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Figure 8-8. Coarse-graining of benzene. (a) Black: COM-COM RDF from EFP-MD, (b) red: RDF from
CG-MD, (c) orange circles: the effective COM pair-force, (d) green: polynomial fit of the force matching
data, (e) blue: the effective COM pair potential

liquid compared to that of the EFP. It is possible that these discrepancies arise due
to the use of a system (64 molecules) that is too small and a 25 ps EFP MD run that
is too short. This might result in inadequate configuration sampling. For example, as
noted above for CCl4, inadequate configuration sampling at short distances, r ∼ 4–
4.5 Å, the CG leads to unphysically large fluctuations in the CG pair force. Therefore
the data in this range has to be neglected. This leads to the loss of information re-
lating to the minimum energy parallel displaced benzene dimer configuration, see
Figure 8-9(b). Fitting a curve using the remaining f(r) data makes the interaction at
short distances more repulsive, resulting in a larger excluded volume and a narrower
first peak. The 5.0 Å shoulder in the first peak of the EFP RDF can be associated with
the T-shaped benzene dimer structure, Figure 8-9(a). Due to inadequate sampling
and repulsion at short distances, the peak in the CG RDF lacks this shoulder and is
narrower and higher than the corresponding EFP RDF peak. Additionally, due to the
short EFP run, the coarse-grained potential has been averaged over only 150 sets,
compared to 250 and 400 sets for water and CCl4, respectively (Table 8-3). This
is because the EFP MD simulations of liquid benzene are more computationally
demanding than the simulations for water or CCl4 (see Table 8-5).

Water is a very important and widely used solvent. Many of the unique properties
of water are the result of the complex interactions that occur among water molecules.
A water molecule is planar and highly polar, so it is an important system to test with
the force matching approach. The coarse-graining results for water are summarized
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Figure 8-9. The minimum energy configurations of benzene dimer: (a) T-shaped, (b) parallel-diplaced,
and (c) edge-to-edge structures

in Figure 8-10. The CG pair-force and pair potentials match qualitatively with the
results reported in the literature [24].

The CG RDF is in reasonable agreement with the EFP MD COM-COM RDF. In
particular, the first peak is in excellent agreement, while the second peak is slightly
off (4.2 vs. 4.5 Å and slightly lower compared to the EFP RDF). After about 5 Å
there is almost no structure in the CG RDF. Water is a complicated molecule to
coarse-grain to a single site due to the presence of Van der Waals and coulombic
interactions. Moreover, as it is a highly polar molecule, coarse-graining it to a sin-
gle point at its COM may not be the best choice. Despite these shortcomings, the
one-site coarse-grained potential is able to reproduce the first and second peaks,
indicating that the force matching technique works reasonably well even for polar
non-symmetric molecules.

The real advantage of coarse-graining is the speed up due to the reduction in the
number of degrees of freedom and due to substituting a complex EFP potential by

Table 8-5. CPU time per timestep for EFP-MD and CG-MD simulations and CPU speed-up due to coarse-
graininga

EFP-MD CG-MD

CPU time (s) Timestep (fs) CPU time (s) Timestep (fs) Speed-upb

CCl4 24.80 0.3 0.000238 1.0 3.47·105

Benzene 117.30 0.5 0.000249 1.0 9.42·105

Water 1.03 0.3 0.000239 1.0 1.29·104

aAll CPU times reported are for MD simulations carried out on one AMD 280 Opteron 2.4 GHz processor.
bSpeed-up = EFP-MD (CPU time/time step)/CG-MD (CPU time/time step)
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Figure 8-10. Coarse-graining of water. (a) Black: COM-COM RDF from EFP-MD, (b) red: RDF from
CG-MD, (c) orange circles: the effective COM pair-force, (d) green: polynomial fit of the force matching
data, (e) blue: the effective COM pair potential

a simpler polynomial one. The speed-ups achieved for the three studied systems are
listed in Table 8-5. Additional speed-up can be achieved by using larger timestep
for running CG-MD, which is reasonable to do because the CG potentials vary less
rapidly with distance compared to underlying interaction potentials used in atom-
istic MD.

8.5. CONCLUSIONS

In the work presented here, the force matching technique is used to coarse-grain
three typical solvents, carbon tetrachloride, benzene, and water, to their centers of
mass. The accuracy of the force-matching is tested by comparing structural proper-
ties, namely, the radial distribution functions, of the underlying atomistic and coarse-
grained systems. The atomistic MD simulations were performed using the effective
fragment potential method. The EFP is a first-principles-based method designed for
describing intermolecular interactions.

The RDFs for all three systems obtained from coarse-grained MD compare
favorably with RDFs from EFP MD. Owing to its spherical symmetry, CCl4
was found to be the most amenable to coarse-graining using the force matching
method. For benzene, the coarse-grained MD produced a more structured liquid
than that obtained with the atomistic MD. This might be attributed to a limited
sampling of configuration space in the atomistic MD that is required for force
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matching. This issue needs to be explored further. On the other hand, the coarse-
grained RDF of water is in reasonably good agreement with the corresponding
atomistic RDF.

The quality of coarse-grained potentials critically depends on the accuracy of
the underlying atomistic MD from which the data required for force matching are
generated. EFP, used for “atomistic” MD simulations in this work, is a promising
technique for capturing the chemistry of liquids and solvents. Most of the previous
applications of the EFP method focused on analysis of reactions and properties in
complexes and clusters. This work presents the results of EFP MD simulations on
liquid CCl4, benzene, and water. In all cases, the EFP RDFs are in reasonable agree-
ment with the available experimental data. EFP does tend to produce sharper peaks
in RDFs, suggesting that some overstructuring of liquids may occur. For coarse-
graining, the quality of the sampling of conformational space in an EFP MD sim-
ulation can be an issue. For example, more extensive sampling of conformational
space in benzene could potentially improve the quality of its coarse-graining. Be-
cause it is a first principles-based technique, EFP is significantly more expensive
than other force fields. This makes long EFP-MD simulations computationally de-
manding. These issues will be addressed in future work. Future contributions will
also extend the methodology presented here to coarse-graining polymers, in order to
study the mechanisms of their aggregation.
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CHAPTER 9

FORMALISMS FOR THE EXPLICIT INCLUSION
OF ELECTRONIC POLARIZABILITY IN MOLECULAR
MODELING AND DYNAMICS STUDIES
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Abstract: Current methodologies for modelling electronic polarization effects in empirical force
fields are presented. Emphasis is placed on the mathematical details of the methods used to
introduce polarizability, namely induced dipoles, Drude oscillators or fluctuating charge.
Overviews are presented on approaches used to damp short range electrostatic interactions
and on Extended Langrangian methods used to perform Molecular Dynamics simulations.
The final section introduces the polarizable methods under development in the context of
the program CHARMM

Keywords: Empirical force field, Electronic polarization, Polarizability, Force field, Inducible dipoles,
Drude oscillators, Fluctuating charge, Molecular dynamics, CHARMM

9.1. INTRODUCTION

Molecular mechanical (MM) force fields (FF) are widely used in molecular modeling
studies of systems with thousands on up to millions of atoms. To date they have
proved to be surprisingly accurate in many applications despite their simplified
functional forms. This accuracy is, to some extent surprising, due to the number
of approximations in FFs, the biggest of which is typically the method by which
the charge distribution of the molecules is treated. In additive force fields, which
represents the bulk of current FFs [1, 2] this is done by assigning partial fixed
charges to the atoms, thus creating a force field whose electrostatic properties are
not capable of reacting to changes in the environment. Additive force fields common
for biomolecular simulations [3–6] share the same general functional form:
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U = Ubond + UL J + Uelect (9-1a)

Uelect =
N∑

i=1

∑

j 
=i

qi q j

ri j
(9-1b)

where Ubond (r) represents the bonded terms (bonds, angles, dihedrals, etc), UL J (r)
represents the van der Waals (vdW) interactions and is typically treated as a 6–12
Lennard-Jones (LJ) term and Uelect (r) is the electrostatic term of the Coulomb form
(Eq. 9-1b). In recent years it has became that the additive treatment of electrostatic
interactions is limiting and that electronic polarization will play a central role in the
next generation of force fields for molecular simulations, including both molecular
dynamics (MD) and Monte Carlo (MC) methods [7–9]. Accordingly, much effort
is being devoted to the development of methods and parameters required for the
implementation of polarizable force fields.

In nature, the charge distribution of a molecule can be significantly influenced
or ‘polarized’ by its surroundings, a phenomenon that may be included in FFs via
the explicit inclusion of electronic polarizability. A large motivating factor towards
polarizable force fields is the fact that it is increasingly important to simulate het-
erogeneous environments, which requires that a given model is able to provide an
environment-dependent response. For example, it is commonly accepted that mod-
eling a water molecule with fixed point charges is not adequate to simultaneously
describe bulk water molecules as well as water in highly hydrophobic environments
[10, 11]. This is more critical if it is considered that a given molecule may visit these
environments within the course of a single simulation. Therefore, the inclusion of
molecular polarizability seems a basic requirement in order to develop force fields
suitable for a wide range of hetergeneous environments.

Electronic polarizability is often included in force fields via the use of induced
dipoles. Assuming that hyperpolarization effects are absent, the induced dipoles re-
spond linearly relative to the electric field. In this case, the induced dipole μ on an
atom is the product of the total electric field E and the atomic polarizability tensor α.

μ = α · E (9-2)

The total electric field, E, is composed of the external electric field from the per-
manent charges E0 and the contribution from other induced dipoles. This is the basis
of most polarizable force fields currently being developed for biomolecular simula-
tions. In the present chapter an overview of the formalisms most commonly used for
MM force fields will be presented. It should be emphasized that this chapter is not
meant to provide a broad overview of the field but rather focuses on the formalisms of
the induced dipole, classical Drude oscillator and fluctuating charge models and their
development in the context of providing a practical polarization model for molecu-
lar simulations of biological macromolecules [12–21]. While references to works in
which the different methods have been developed and applied are included through-
out the text, the major discussion of the implementation of these models focuses
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on efforts in the context of the program CHARMM. For additional information the
reader is referred to issue 6 of volume 3 of the Journal of Chemical Theory and
Computation which was a “Special Issue on Polarization.

9.2. METHODS TO INCLUDE POLARIZATION IN CLASSICAL
FORCE FIELDS

9.2.1. Induced Dipoles

One method for treating polarizability is the assignment of both partial atomic
charges and induced dipoles on the atoms in a molecule. In its most common im-
plementation in biomolecular simulations, inducible point dipoles are added to some
or all atomic sites in the molecule [22–25]. An alternative methodology proposed by
Allinger and co-workers is the use of bond dipoles [26].

The dipole moment, μi , induced on a site i is proportional to the electric field at
that site, Ei . The proportionality constant is the polarizability tensor, αi . The dipole
feels an electric field both from the permanent charges of the system and from the
other induced dipoles. The expression for μi is

μi = αi · Ei = αi ·
⎡

⎣E0
i −

∑

j 
=i

Ti jμ j

⎤

⎦ (9-3)

where E0
i is the field from the permanent charges. (Note that permanent dipoles

or higher multipoles, when present, contribute to E0.) The induced dipoles interact
through the dipole field tensor, Ti j

Ti j = 1

r3
i j

[
I − 3

ri j ri j

r2
i j

]
(9-4)

where I is the identity matrix, r is the distance between i and j, and x, y, and z are
the Cartesian components of the vector between i and j.

The inducing field responsible for the energy of the induced dipoles, Uind, has
contributions from three terms: the permanent or static field, Ustat, the induced
dipole–induced dipole interaction, Udip, and the polarization energy, Upol,

Uind = Ustat − Udip − Upol (9-5)

The energy Ustat is the interaction energy of the N induced dipoles with the static
electric field,

Ustat = −
N∑

i=1

μi · E0
i , (9-6)
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the energy Udip represents the induced dipole–induced dipole interaction via the
dipole field tensor, Ti j

Uelect = 1

2

N∑

i=1

∑

j 
=i

μi · Ti j · μ j (9-7)

and the polarization energy, Upol,

Upol = 1

2

N∑

i=1

μi · Ei (9-8)

is defined as the energy cost needed to induce the dipoles [22, 27]. By using Eq. (9-3)
the electric field can be replaced by α−1

i · μi , and Upol becomes

Upol = 1

2

N∑

i=1

μi · α−1
i · μi (9-9)

where α−1
i is the inverse of the polarization tensor. All polarizable models in which

dipole moments, charges, or other multipoles can be modified by their environment
will have a polarization term corresponding to Upol. Inserting the expressions for
Ustat, Uelect and Upol into Eq. (9-5) yields

Uind =
N∑

i=1

μi ·
⎡

⎣−E0
i + 1

2

∑

j=i

Ti j · μ j + 1

2
Ei

⎤

⎦ (9-10)

and using the relationship of Eq. (9-3) (Ei = E0
i −∑Ti j · μ j ), reduces the depen-

dence of Uind to a function of the static field, E0,

Uind = −1

2

N∑

i=1

μi · E0
i (9-11)

It is noteworthy that the induced energy is the dot product of the induced dipole and
the static field and not the total field. The interpretation of Eq. (9-11) is that a static
field is required to originate induced dipoles.

Interesting properties of the induced dipole polarizable model can be derived by
simple mathematical manipulation. A particularly important one relates the min-
imum of the energy with converged values of the induced dipole. By combining
Eqs. (9-9) and (9-10), the induction energy can be rewritten as



Explicit Inclusion of Electronic Polarizability 223

Uind = −
N∑

i=1

μi · E0
i + 1

2

N∑

i=1

∑

j 
=i

μ j · Ti j · μ j + 1

2

N∑

i=1

μ j · α−1
i

· μi (9-12)

and the derivative of Uind with respect to the induced dipoles is

∇μi Uind = −E0
i +

∑

j 
=i

Ti j · μ j + α−1
i

· μi = 0 (9-13)

Taking into consideration Eq. (9-3), makes the derivative in Eq. (9-13) zero be-
cause α−1

i
· μi = E0

i −∑Ti j · μ j . The converged values of the induced dipoles are
those that minimize the energy. Consecutive (iterative) adjustments of μi are referred
to as self-consistent field (SCF) calculations and represent a systematic optimization
of the polarization degrees of freedom to attain values of those degrees of freedom
that minimize the energy. More details are presented in Section 9.4. Other polarizable
models also have auxiliary variables, analogous to μ, which are adjusted to minimize
the energy in similar ways.

An approximation to the induced point dipole model that uses induced charges
was proposed by Ferenczy and Reynolds [28–36]. This induced charge method in-
volves point charges only and those depend on the environment. In this sense the
method is related to the fluctuating charge model (see below). It is based on the idea
of representing a series of multipole moments by several lower rank multipole mo-
ments on neighboring sites (e.g. representing a dipole by two individual monopoles)
[29, 30, 37, 38]. Such a model was shown to be efficient in accounting for elec-
trostatic interactions, and preliminary extensions to polarization using point charges
have been described [32, 34]. The method shares similarities with the approaches of
Zhu et al. [39] and Sprik [15] but without the requirements for a regular geometry or
a molecular dynamics implementation, respectively. The method was systematically
extended so that both the polarization energy and its derivatives can be determined.

More recently, Ponder and co-workers [40–48] developed the AMOEBA force
field based on a modification of the formulation of Applequist [49] and Thole [50]. It
is based on a modification of Eq. (9-3) with the static electric field due to permanent
charges replaced by permanent multipoles:

μi = αi · Ei = αi ·
⎡

⎣
∑

j 
=i

Tαi j M j +
∑

k 
=i

Tαβik μk

⎤

⎦ (9-14)

where M(Mi = (
qi , μi,x , μi,y, μi,z, Qi,xx , Qi,xy, Q,xz · · · Qi,zz

)T
) is the vector of

permanent atomic multipole components, up to quadrupole, and T is the interaction
matrix, defined previously.

In the AMOEBA force field the “permanent” atomic multipoles are determined
from QM calculations [40]. The prescription considers that the resulting multi-
poles on the atoms result from two components, the “permanent” and the “induced”
moments:
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Mi = Mperm
i + Mind

i (9-15)

Mind
i results from induction from all sites in the absence of an external field and is

defined by an expression similar to Eq. (9-3)

Mind
i,α = αi ·

⎡

⎣
∑

j 
=i

Tαi j M
perm
j +

∑

k 
=i

TαikMind
k

⎤

⎦ (9-16)

Substituting Eq. (9-15) into Eq. (9-16) results in

Mind
i,α = αi ·

⎡

⎣
∑

j 
=i

Tαi j

(
M j − Mind

j

)
+
∑

k 
=i

TαikMind
k

⎤

⎦ . (9-17)

In the case j = k, Eq. (9-17) simplifies greatly and becomes

Mind
i,α = αi

∑

j 
=i

Tαi j M j (9-18)

Otherwise, if j 
= k and after rearrangement and introduction of different frac-
tional scaling factors the following equation results:

Mind
i,α = αi ·

[
∑

Allsites

s p
j Tαi j

(
M j − Mind

j

)
+
∑

Allsites

sm
j TαikMind

k

]

= αi ·
[
∑

Allsi tes

s p
j Tαi j M j +

∑

Allsi tes

(
sm

j − s p
j

)
Tαi j M

ind
j

] (9-19)

The scaling factor s j can take any value between 0 and 1 and is applied to site j .
The superscripts p and m indicate permanent and mutual induction, respectively.
Equation (9-19) can be solved iteratively using similar procedures to those used to
solve Eq. (9-3). The formal “permanent” moments can be calculated by subtracting
induced moments from moments from ab initio calculations. For any conformation
of a given compound the atomic multipoles can be determined from Distributed Mul-
tipole Analysis (DMA) [51].

Calculation of the energy and forces acting on a molecular system requires knowl-
edge of the magnitude of the inducible dipoles. The forces associated with the dipoles
(spatial derivatives of the potential) [13], can be computed from Eq. (9-12), and on
atomic site k are

Fk = −∇Uind =
N∑

i=1

μi∇k E0
i + 1

2

N∑

i=1

μi ·
N∑

j=1

(∇k Ti j
) · μ j (9-20)
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All contributions to the forces from terms involving derivatives with respect to the
dipoles are zero because of the condition in Eq. (9-13) [13, 52]. Attaining this con-
dition is a necessary prerequisite for using induced dipoles, or any electronic polar-
ization, in force field calculations.

The electric field that each dipole feels depends on all other induced dipoles re-
quiring the use of a self-consistent method as mentioned above. To achieve this,
Eq. (9-13) can be rearranged and written in matrix form considering that A =
α−1 (I − αT),

A · μ = E0 (9-21)

The diagonal elements of the matrix Ai i are α−1
i and the off-diagonal elements

of Ai j are Ti j . Equation (9-21) determines how the dipoles are coupled to the static
electric field. There are three major methods to determine the dipoles: matrix inver-
sion, iterative methods and predictive methods.

The system in Eq. (9-21) can be solved with direct matrix inversion. Bernardo
et al. [53] found the method more robust but significantly slower than the itera-
tive procedure. For a system with N dipoles, solving for each of them involves
inverting the N × N matrix, A – an O(N3) operation that is typically much more
computationally expensive to perform at each step of a O(N) or O(N2) molecular
dynamics simulation and this method has been used very rarely [53]. In the iter-
ative method, the left-hand side of the Eq. (9-3) is calculated by substituting an
initial guess for μ into the right-hand side, and then the cycle is repeated until
the desired level of self-consistency is achieved [52, 54, 55]. Both matrix inver-
sion and iterative methods may be used in the SCF calculation to determine the
induced dipoles following which the energies, forces as well as second and higher
order derivatives acting on the molecular system may be determined. Such infor-
mation is necessary for energy minimizations and molecular dynamics (MD) sim-
ulations. However, the requirement of computational accessibility allowing for MD
simulations of large molecular systems requires special considerations when elec-
tronic polarizability is included in the model. These will be discussed below in
Section 9.4.

9.2.2. Classical Drude Oscillator Model

The models discussed in the previous section treat the polarization on each polariz-
able center using point dipoles. An alternative approach is to model the polarizable
centers using dipoles of finite length, represented by an explicit pair of point charges.
A variety of different models of polarizability have used this approach, but espe-
cially noteworthy are the Drude models (also known as “shell” or “charge on spring”
models) frequently used in simulations of solid state ionic materials and recently
extended to water and organic compounds [10, 11, 56–65]. Efforts in our laboratory
are aimed at developing a classical Drude model based polarizable force field for
biological macromolecules (see Section 9.5).
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The Drude model can trace its origins to the work of Paul Drude in 1902 and
was developed as a simple way to describe the dispersive properties of materials
[66]. In the classical formalism, it represents electronic polarization by introducing
a massless charged particle attached to each polarizable atom by a harmonic spring.
The positions of these “auxiliary” particles are then adjusted self-consistently to
their local energy minima for any given configuration of the atoms in the system.
A quantum version of the model has been used in early applications to describe the
dipole–dipole dispersion interactions [67–70]. A semiclassical version of the model
was used more recently to describe molecular interactions [71], and electron binding
[72]. The classical version of the model has been quite useful in statistical mechan-
ical studies of dense systems and in recent decades has seen widespread use in MD
and MC simulations. Examples of applications include ionic crystals [73–78], simple
liquids of polarizable particles [63, 64, 79–83], liquid water [10, 11, 56, 84–87], and
the hydration of small ions [61, 88]. In recent years, the Drude model was extended
to interface with QM approaches for use in QM/MM methods [89].

A particularly attractive aspect of the Drude oscillator model is that it preserves
the simple charge–charge Coulomb electrostatic interactions to treat polarizability
and, therefore, may be implemented in standard biomolecular simulation programs in
a relatively straightforward way. Despite this technical advantage, Drude oscillators
have not been as widely used as the point dipole or charge transfer models, probably
because of the difficulties designing efficient computational schemes to solve the fast
motion of the auxiliary particles in MD simulations [56]. In contrast with the point
dipole [90] and fluctuating charge models [17, 91], extended Lagrangian algorithms
have only recently been implemented [12], as discussed below in Section 9.4. Prior to
this applications of the Drude model to liquids usually used computationally costly
direct SCF iterative schemes.

In the classical Drude polarizable model polarization is determined by a pair of
point charges separated by a variable distance d. For a given atom with charge q
a mobile Drude particle (also referred to as a Drude oscillator in the text) carrying
a charge qD is introduced. The charge on the parent atom is replaced by q − qD

in order to preserve the net charge of the atom–Drude oscillator pair. The Drude
particle is harmonically bound to the atomic particle with a force constant kD . Thus,
the Drude model can be described as consisting of an effective nuclear charge and
a charge in the valence shell responsible for most of the polarization of the atom.
The mathematical formulation of the Drude model is in fact an empirical method of
representing the dipolar polarization of the site when ‖d‖ → 0.

In the absence of an electric field, the Drude particle coincides with the position of
the atom, r, and the atom appears as a point charge of magnitude q. In the presence
of a uniform electric field E, the Drude particle assumes a displaced position r + d.
The Drude separation d is related to kD , E and qD:

d = qDE
kD

(9-22)
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The formula for the induced atomic dipole, μ as a function of d is

μ = q2
DE

kD
(9-23)

From which results a simple expression for the isotropic atomic polarizability:

α = q2
D

kD
(9-24)

As with any model involving inducible dipoles, the potential energy of the system
contains terms representing the interaction with the static field, the interaction with
other dipoles and the polarization energy (self energy), in addition to the standard
representation of the bonding terms (bonds, angles, dihedrals, etc.) and intermolec-
ular interactions, typically represented by a Lennard-Jones term in biological force
fields.

U (r,d) = Ubond (r)− UL J (r)− Uelect (r,d)− Uself (d) (9-25)

The dependence on the nuclear positions is indicated by r and the dependence on
the Drude positions is indicated by d. In Eq. (9-25) Ubond (r) is the intramolecular
energy contribution from, typically, the bond lengths, valence angles, and dihedral
angles, UL J (r) is a Lennard-Jones “6–12” nonpolar contribution, Uelect (r,d) rep-
resents all Coulombic interactions, atom–atom, atom–Drude, and Drude–Drude, and
Uself (d) represents the atom–Drude harmonic bonds. The term Uself (d) arises from
the harmonic spring separating the two charges and has the simple expression

Uself (d) = 1

2

N∑

i=1

ki d
2
i (9-26)

The electrostatic interaction between independent polarizable atoms is simply the
sum of the charge–charge interactions between the four charge sites (i.e. two atoms
and their respective Drude particles):

Uelect (r,d) = 1

2

N∑

i=1

∑

j 
=i

qi q j

[
1∣∣ri j
∣∣ − 1∣∣ri j − d j

∣∣ + 1∣∣ri j + di
∣∣ + 1∣∣ri j − d j + di

∣∣

]

(9-27)
For a given α the force constant kD can be chosen in a way that the dis-

placement d of the Drude particle remains much smaller than the interatomic
distance. This guarantees that the resulting induced dipole μ, is almost equiva-
lent to a point dipole. In the Drude polarizable model the only relevant param-
eter is the combination q2

D/kD which defines the atomic polarizability, α. It is
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noteworthy that the electrostatic interaction in the Drude model requires only the
charge–charge terms already present in MD and Monte-Carlo simulation codes.
No new interaction types, such as the dipole field tensor Ti j of Eq. (9-3) are re-
quired. The computational advantage of not having to compute the dipole–dipole
interactions is balanced by the extra charge–charge calculations. In the case of
the CHARMM implementation [10, 11, 58, 60, 63–65] the computational im-
pact of the Drude model is minimized by hydrogen atoms not carrying Drude
particles thereby diminishing number charge–charge interactions that need to be
calculated.

The Drude oscillators are typically treated as isotropic on the atomic level.
However, it is possible to extend the model to include atom-based anisotropic
polarizability. When anisotropy is included, the harmonic self-energy of the Drude
oscillators becomes

Uself = 1

2
d ·
[

K D
]

· d

= 1

2

([
K D

11

]
d2

1 +
[

K D
22

]
d2

2 +
[

K D
33

]
d2

3

) (9-28)

Where the quantities d2
1 , d2

2 and d2
3 are the projections of the Drude displacement

vector d on orthogonal axis defined on a local intramolecular reference frame. The
intramolecular reference frame may be defined, for example, by the C O vector
and the N C O plane of an amide bond [65].

The term Uelec of Eq. (9-27) corresponds to the sum over all Coulombic interac-
tions between the core charges qi , located at ri , and the Drude charges q D

i , located at
rD

i = ri + d. The interactions of the various pairs of charges are treated according to
the topological bonding order determined from the atoms in the molecule. As in stan-
dard fixed charge force fields, the interactions between core charges corresponding
to 1–2 (neighbor) and 1–3 (next-neighbor) pairs are accounted by explicit bonding
terms in the potential energy, Uinternal, and necessarily excluded from the electro-
static energy. Similarly, the interactions of the Drude oscillators with core charges
are excluded for 1–2 and 1–3 pairs. The Coulomb interactions between Drude os-
cillators corresponding to 1–2 and 1–3 atom pairs are present and screened by the
function f1(ri j ) [50]. The form of the screening function used in the Drude model of
CHARMM is

f1(ri j ) = 1 −
(

1 + (αi + α j )ri j

2
(
αiα j

)1/6 e−(ai +a j )ri j /(αiα j)
1/6

)
(9-29)

where ri j is the distance between Drude charges, αi is the trace of the atomic polariz-
ability tensor, and the Thole damping parameters, ai , modulate the screening strength
of f1(ri j ). The interactions involving all core charges and all Drude oscillators are
included for all 1–4 pairs and beyond without screening. Additional details of the
damping function are presented in Section 9.3.
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9.2.3. Fluctuating Charges Model

Polarizability can also be introduced into standard potentials (Eq. 9-1) by allowing
the values of the partial charges to respond to the electric field of their environ-
ment. This may be achieved by coupling the charges to their environment using
electronegativity equalization (EE) or chemical potential equalization (CPE). This
method for treating polarizability has been called the “fluctuating charge” method
[17, 92], the “chemical potential (electronegativity) equalization” method [93–108],
or “charge equilibration” method [109–115] and has been applied to a variety of
systems [17, 116–126]. A practical advantage of this approach is that it introduces
polarizability without introducing new interactions. Compared to the Drude model,
this can be done using the same number of charge–charge interactions as would be
present in a nonpolarizable simulation.

In the fluctuating charge method [109] variable discrete charges are located on
atomic sites within the molecule. Their value is computed, for a given molecular
geometry, by minimization of the electrostatic energy. The energy of a molecule, as
well as a system comprised of a collection of molecules, can be described hierarchi-
cally starting from the energy of an isolated atom. Using a neutral atom as a reference
point, the energy of an isolated atom can be expanded as second-order Taylor series
of the charge [127]:

U atom (qα) = Uα (0)+ χ0
αqα + 1

2
J 0
ααq2

α (9-30)

The coefficients χ0
α and J 0

αα have a clear physical interpretation. χ0
α is the “Mulliken

electronegativity”, namely one-half of the ionization energy and the electron affinity
[128].

χ0
α = I Pα + E Aα

2
(9-31)

The value 1
2 J 0
αα is called the “absolute hardness” and can be obtained as half of the

difference between the ionization potential and the electron affinity [129].

1

2
J 0
αα = I Pα − E Aα

2
(9-32)

When atoms are brought together to form an isolated molecule, the molecular
energy consist of contributions from the individual atoms plus intra-atomic inter-
actions, and thus is a function of both charges and coordinates, U molec

(
rμν, q

)
. In

the following equations indices α and β run over charged sites on a given molecule
and μ and ν indicate atoms that comprise the molecule. The distinction is relevant
since in many models (ex. TIP4P-FQ water model) charged and atomic sites are not
coincident. Typically, when there is no external electrostatic field the potential can be
partitioned into Coulombic and nonelectrostatic V nonelec

(
rμν
)

types of interactions:
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U molec (r, q) =
Nsite∑

α=1

[
χ0
αqα + 1

2
J 0
ααq2

α

]

+
Nsite∑

α=1

Nsite∑

β>α

Jαβ
(
rαβ
)

qαqβ

+ V nonelec (rμν
)

(9-33)

In a multi-molecular system with Nmolec molecules and each molecule consisting
of Natom atoms and Nsite charged sites, the total energy becomes

U system (r, q) =
Nmolec∑

i=1

Nsite∑

α=1

[
χ0

iαqiα + 1

2
J 0

iαiαq2
iα

]

+
Nmolec∑

i=1

Nsite∑

α=1

Nsite∑

β>α

Jiαiβ
(
riαiβ

)
qiαqiβ

+
Nmolec∑

i=1

Nmolec∑

j>1

Nsite∑

α=1

Nsite∑

β>α

Jiα jβ
(
riα jβ

)
qiαq jβ

+ V nonelec (riμjν
)

(9-34)

Equation (9-34) without the V nonelec
(
riμjν

)
term is denoted as U elec (r, q):

U elect (r, q) =
Nmolec∑

i=1

Nsite∑

α=1

[
χ0

iαqiα + 1

2
J 0

iαiαq2
iα

]

+
Nmolec∑

i=1

Nsite∑

α=1

Nsite∑

β>α

Jiαiβ
(
riαiβ

)
qiαqiβ

+
Nmolec∑

i=1

Nmolec∑

j>1

Nsite∑

α=1

Nsite∑

β>α

Jiα jβ
(
riα jβ

)
qiαq jβ

(9-35)

The energy given by Eq. (9-35) replaces the Coulomb energy qi q j/ri j in
Eq. (9-1). The charges qi are now treated as independent variables, and the polariza-
tion response is determined by variations in the charge values. These charges depend
on the interactions with other molecules as well as other charge sites on the same
molecule, and will change for every time step or configuration sampled during a
simulation. The charge values used for each configuration are, in principle, those
that minimize the energy given by Eq. (9-35).

Charge conservation can be imposed in two ways. A charge neutrality constraint
can be applied to the entire system, thus allowing charge to move from one atomic
site to another until the electronegativities are equal on all the atoms of the system.
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Alternatively, charge can be constrained independently on each molecule (or other
subgroup), so that charge flows only between atoms on the same molecule until
the electronegativities are equalized within each molecule, but not between distinct
molecules [17]. At each molecular configuration r, the charges are redistributed
among the atoms so as to equalize the instantaneous electronegativities. In other
words, the ground-state charge distribution qeq(r) satisfies the following equations

(
∂U system

∂qiα

)

q=qeq
=
(
∂U system

∂qiβ

)

q=qeq

(9-36)

or equivalently

(
∂U elect

∂qiα

)

q=qeq

=
(
∂U elect

∂qiβ

)

q=qeq

(9-37)

and the ground-state energy Ug(r) = U system(qeq , r). The same set of coupled linear
equations can be obtained by variationally minimizing the total energy U system(q, r)
with respect to the charge distribution, subject to the constraints of molecular charge
conservation,

∑

α

qiα = 0 (9-38)

or the constraint of overall charge conservation,

∑

i

∑

α

qiα = 0 (9-39)

An analogy may be drawn between the ground state Born-Oppenheimer potential en-
ergy and Ug(r). The charges, q, in this case play a role similar to the electronic wave
functions, and they represent the electronic degrees of freedom. In fact, Eq. (9-37) is
the principle of chemical potential equalization [130] in density functional electronic
structure theory [131] reformulated for the point-charge representation. In the adia-
batic limit, the nuclei evolve dynamically on the Born-Oppenheimer potential energy
surface. In the same fashion, the principle of electronegativity equalization requires
the charge density to fluctuate adiabatically as the nuclear coordinates evolve in time.

In most cases, charge is conserved for each molecule, so there is no charge trans-
fer between molecules. In quantum mechanics, charge transfer is an important part
of the interaction energy, so there are reasons to remove this constraint [132–136].
Unfortunately, many fluctuating charge methods are known to suffer from a su-
perlinear scaling of the polarizability with increasing molecular size that penalizes
model transferability and prevents application of these methods to large molecules of
biological importance [107, 137]. The principal cause of this failure is the fact that in
the traditional fluctuating charge models, charge can flow between covalent bonds at
small energetic cost, thus covering large portions of the molecule. This method may
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be suited for small molecules, highly conjugated large size π systems like polyenes,
but is in general not accurate for bigger systems, as charge will be able to flow to far
regions of the extended molecules.

One solution was developed based on the concept of atom–atom charge transfer
(AACT) [137]. In this approach the energy is Taylor expanded in terms of charges
transferred between atomic pairs within the molecule, rather than in terms of the
atomic charges themselves. Similar in spirit is the bond-charge increment (BCI)
[120, 138] model, which only allows for charge to flow between two atoms that are
directly bonded to each other, guaranteeing that the total charge of each set of bonded
atoms is conserved. In a related effort the Atom-Bond Electronegativity Equalization
Method (ABEEM) [139–143] has been developed based in concepts from density
functional theory. In this model, the total electronic energy of a molecule in the
ground state is a complex function of different quantities: (a) valence-state chemical
potential of atom a, bond a − b and lone-pairs, (b) valence-state hardness of atom a,
bond a − b, and lone-pairs, (c) partial charges of atom a, bond a − b, and lone-pairs,
(d) distances between the different components, atoms, bonds and lone-pairs. The
combination of ABEEM and molecular mechanics was performed bringing ABEEM
charges of atoms, bonds, and lone-pair electrons into the intermolecular electrostatic
interaction term in molecular mechanics [144, 145].

9.3. DAMPING FUNCTIONS IN POLARIZABLE FORCE FIELDS

The development of the methods described in Section 9.2 was an important step
in modeling polarization because it led to accurate calculations of molecular polar-
izability tensors. The most serious issue with those methods is known as the “po-
larization catastrophe” since they are unable to reproduce the substantial decrease
of the total dipole moment at distances close to contact as obtained from ab initio
calculations. As noted by Applequist et al. [49], and Thole [50], a property of the un-
modified point dipole is that it may originate infinite polarization by the cooperative
interaction of the two induced dipoles in the direction of the line connecting the two.
The mathematical origins of such singularities are made more evident by considering
a simple system consisting of two atoms (A and B) with isotropic polarizabilities,
αA and αB. The molecular polarizability, has two components, one parallel and one
perpendicular to the bond axis between A and B,

α|| = (αA + αB + 4αAαB/r3)/(1 − 4αAαB/r6) (9-40a)

α⊥ = (αA + αB − 2αAαB/r3)/(1 − αAαB/r6) (9-40b)

When the distance r between the two points approaches 4(αAαB)
1/6, the parallel

component α|| goes to infinity and will be negative for shorter distances.
The singularities can be avoided by making the polarizabilities sufficiently small

so that at the typical distances between the atoms (> 1 Å) the factor 4αAαB/r6 is
always less than one. The Applequist polarizabilities are in fact small compared to ab
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initio values [50] Applequist’s atomic polarizabilities were selected to optimize the
molecular polarizabilities for a set of 41 molecules. Careful choice of polarizabilities
can move the singularities in Eqs. (9-40a) and (9-40b) to small distances, but not
eliminate them altogether, thus causing problems for simulation techniques such as
MC, which tend to sample these nonphysical regions of configuration space.

While nonbonded atom pairs will typically not come within 1 Å of each other, it
is possible for covalently bound pairs, either directly bounds, as in 1–2 pairs, or at
the vertices of an angle, as in 1–3 pairs. Accordingly it may be considered desirable
to omit the 1–2 and 1–3 dipole–dipole interactions as is commonly performed on
additive force fields for the Coulombic and van der Waals terms. However, it has
been shown that inclusion of the 1–2 and 1–3 dipole–dipole interactions is required
to achieve anistropic molecular polarizabilites when using isotropic atomic polariz-
abilites [50]. For example, in a Drude model of benzene in which isotropic polariza-
tion was included on the carbons only inclusion of the 1–2 and 1–3 dipole–dipole
interactions along with the appropriate damping of those interactions allowed for
reproduction of the anisotropic molecular polarizability of the molecule [64]. Thus, it
may be considered desirable to include these short range interactions in a polarizable
force field.

Another way to deal with this limitation is the inclusion of electrostatic damp-
ing, which can be achieved through the method outlined by Thole [50, 146], that
uses charge distributions instead of point charges. The screening (attenuation) of the
dipole–dipole interaction can be physically interpreted as correcting for the fact that
the electronic distribution is not well represented by point charges and point dipoles
at small distances [49, 50, 147]. Mathematically, screening avoids the singularities
such as those in Eqs. (9-40a) and (9-40b). Basically, Eqs. (9-2), (9-3) and (9-4) retain
their significance with the only change being that both the electric field created by
fixed charges is damped by the function f1(r), that effectively changes the contri-
bution to E from the charge at j [53, 148–151], and, when created by point dipoles,
by f2(r).

E = f1(r)q
r
r3

(9-41)

T = f2(r)3
r · r
r5

− f1(r)
I

r3
(9-42)

The method of Thole was developed with the help of the induced dipole formu-
lation, when all dipoles interact through the dipole field tensor. The modification
introduced by Thole consisted in changing the dipole field tensor:

(
Tpq
)

i j = δi j r
−3 − 3xi x j r

−5

= (αpαq
)−1/2

(
δi jμ

−3 − 3ui u j u
−5
)

= (αpαq
)−1/2

ti j (u)

(9-43)
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where u = x/
(
αpαq

)−1/6 and δi j is the Kronecker delta. T is a shape function
that does not depend on p or q, but is related to a model charge distribution ρ(u).
Thole originally investigated various forms for the charge distribution and two were
considered:

ρ(u) =
⎧
⎨

⎩

3

π

(a − u)

a4
u < a

0 u ≥ a
(linear) (9-44a)

ρ(u) =
(

a3

8π
e−au

)
(exponential) (9-44b)

with associated dipole–dipole tensors:

Ti j = (4υ3 − 3υ4
)
δi j/r3 − 3υ4

(
rir j/r5

)
r < s

Ti j = δi j/r3 − 3rir j/r5 r ≥ s
s = a(αpαq)

1/6 υ = r/s
(linear) (9-45a)

and

Ti j =
[
1 −

(
a2r2/2 + ar + 1

)
e−ar

]
δi j/r3 − 3

[
1 −

(
a3r3/6 + a2r2/2 + ar + 1

)

e−ar ] rir j/r5 (exponential) (9-45b)

Thole’s polarizability parameters were selected to optimize the molecular polariz-
abilities for a set of 16 molecules. The method was later expanded to fit 52 molecules
[146]. It must be emphasized that this electric-field damping method is totally in-
dependent of the polarization scheme used. For the Drude and fluctuating charge
methods only f1(r) is required, whereas for methods based on induced dipoles both
f1(r) and f2(r) are necessary. In the context of the induced dipole model other mod-
els were proposed since the formula of Thole does not provide enough attenuation.
For example, in Ref. [152] the field is evaluated using

S(ri j ) = 1 − exp

[
−γ

(
ri j

si j

)n]
(9-46)

for all values of ri j and the constants γ and n determine the extent of attenuation.

9.4. MOLECULAR DYNAMICS WITH POLARIZABLE
FORCE FIELDS

In general MD simulations are performed via integrating Newton’s equations of mo-
tion using a variety of integrators as previously described [153–155]. The concepts
for MD simulations are similar to all methods of describing polarization discussed
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in Section 9.2. In the following sections details of the implementations for different
methodologies will be addressed.

9.4.1. Molecular Dynamics Using Induced Dipoles

In the case of the induced dipole methods, computation of the forces acting on the
particles of the system requires self consistent determination of the inducible dipoles.
A mathematically elegant way of doing it is by performing a SCF calculation to
obtain the polarization contribution to the energy and forces from which the new
atomic positions are determined. The computational requirement of this step can
be greatly decreased by using a good initial guess for the SCF calculation and an
initial guess for the electric field is typically obtained from the static field, E0 and
the dipoles from the previous time step of the MD simulation [52, 156]. The iterative
SCF calculation is then performed. Convergence limits on the dipoles reported in
the literature range from 1 × 10−2 D to 1 × 10−6 D and have been made more
strict over time [14, 157–161]. This is necessary as MD simulations require very
strict convergence limits due to poor energy conservation [162]. While iterative
methods can achieve the required level of convergence, the procedure is still CPU
time intensive in cases that the system is large. (For example, in a simulation of 4000
polarizable sites the matrix A in Eq. (9-21) will have dimensions of 12,000 ∗ 12,000 =
144,000,000 elements and the CPU time needed to achieve convergence will be quite
significant.

Predictive methods that calculate u for the next time step of a MD simulation
based on information from previous timesteps have been developed to minimize the
computational cost. Ahlström et al. [13] used a first-order predictor algorithm, in
which values of u from the two previous times steps are used to determine u at the
next time step. A very serious drawback of this method is that it is not stable for long
simulation times. However, it has been combined with iterative solutions, either by
providing the initial iteration of the electric field values [163, 164], or by performing
an iterative SCF step less frequently than every step [13, 165]. Higher-order predictor
algorithms have also been described in the literature [13, 163, 166].

Another approach to minimize computational costs was a simplification of the
iterative method proposed by Kaminski et al. [167]. The method consists in truncat-
ing the iterative SCF process after the second iteration. Equation (9-47) shows the
process which is actually the initial iterations of the full iterative process.

μ1st
i = αi E0

i (9-47a)

μ2nd
i = αi E0

i + αi

∑

j 
=i

Ti jμ
1st
i (9-47b)

In the first-order approximation (Eq. 9-47a) the magnitude of the inducible dipoles
is determined based on the assumption that they cannot interact with each other at
all. The second-order approximation from Eq. (9-47b) is able to retain a greater part
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of the dipole–dipole interactions than the first-order approximation while providing
the benefits of reduced computational cost compared to the full iterative method. It
should be noted that the second-order approximation in Eq. (9-47b) does not have a
direct physical meaning and can be viewed as introducing a set of induced dipoles
with magnitudes calculated on the assumption that each of them perceive all the
other dipoles as if those other dipoles were induced by the electrostatic field of the
permanent charges only.

An important advance in making explicit polarizable force fields computationally
feasible for MD simulation was the development of the extended Lagrangian meth-
ods. This extended dynamics approach was first proposed by Sprik and Klein [91],
in the sipirit of the work of Car and Parrinello for ab initio MD dynamics [168]. A
similar extended system was proposed by van Belle et al. for inducible point dipoles
[90, 169]. In this approach each dipole is treated as a dynamical variable in the MD
simulation and given a mass, Mμ, and velocity, μ̇. The dipoles thus have a kinetic
energy,

∑
i Mμ (μ̇)

2/2, and are propagated using the equations of motion just like
the atomic coordinates [90, 91, 170, 171]. The equation of motion for the dipoles is

Mμμ̈ = −∇μi = Ei − α−1
i · μi . (9-48)

The dipole mass does not correspond to any physical mass and is chosen based
on the requirement of having approximately adiabatic fictitious dynamics for the
duration of the MD simulation. This is satisfied with small values of Mμ. The
timestep of the simulation is chosen such that the frequency of the fictitious modes
is much larger than the fastest nuclear frequency in order to keep the coupling be-
tween fictitious and real dynamics low, which is achieved by using small integration
timesteps [172]. It is desirable to keep the kinetic energy of the dipoles small so
that the dipole degrees-of-freedom are cold and near the potential energy minimum
(corresponding to the exact solution of Eq. 9-3) such that it approximates the SCF
condition.

Because this method avoids iterative calculations to attain the SCF condition, the
extended Lagrangian method is a more efficient way of calculating the dipoles at
every time step. However, polarizable point dipole methods are still more compu-
tationally intensive than nonpolarizable simulations. Evaluating the dipole–dipole
interactions in Eqs. (9-7) and (9-20) is several times more expensive than evalu-
ating the Coulombic interactions between point charges in Eq. (9-1). In addition,
the requirement for a shorter integration timestep as compared to an additive model
increases the computational cost.

Most liquid phase molecular simulations with explicit atomic polarizabilities are
performed with MD rather than MC techniques. This is due to the fact that, de-
spite its general computational simplicity, MC with explicit polarization [173, 174]
requires that Eq. (9-21) be solved every MC step, when even one molecule in the
system is moved, and the number of configurations in an average Monte Carlo
computation is orders of magnitude greater than in a MD simulation. For nonpo-
larizable, pairwise-additive models, MC methods can be efficient because only the
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interactions involving the moved particle need to be recalculated (while the other
(N − 1)× (N − 1) interactions are unchanged). For polarizable models, all N × N
interactions must be calculated, in principle, when one particle moves. Consequently,
exact polarizable MC calculations can be two to three orders of magnitude slower
than comparable nonpolarizable calculations [175]. This is true for all models that
account for explicit polarization. Thus, employing MC becomes much less prac-
tical for polarizable systems, even though it might be otherwise preferable. The
induced dipole polarizable model has, nevertheless, been used in MC simulations
with single particle moves [158, 159, 167, 176–181]. To make the update of the
induced dipoles at each step more efficient the distances between all the particles
may be stored, since most of them are unchanged. However, the memory usage
is high. Alternatively, various approximate methods, involving incomplete conver-
gence or updating only a subset of the dipoles, have been suggested [176]. Unfor-
tunately, these methods result in significant errors in computed physical properties
[175, 178].

One final point concerns the long-ranged nature of the interactions in induced
dipole based models. Dipole–dipole and dipole–charge interactions are termed long-
ranged because they do not decrease faster than volume grows – i.e., as r3. If periodic
boundary conditions are used, which is common on MD simulations of biomolecu-
lar systems, some treatment of the long-ranged interactions is needed. All models,
whether polarizable or not, face this problem, but for polarizable models this is a
more significant issue. The use of cut-offs or other truncation schemes will change
both the static field and the dipole field tensor. These changes to the electric field will
modify the value of the induced dipoles, which in turn will change the field at other
sites. Accordingly, the treatment of long-ranged forces feeds back on itself in a way
that does not occur with nonpolarizable models. Nymand and Linse [182] showed
that different boundary conditions (including Ewald sums, spherical cut-off and re-
action field methods) lead to more significant differences in equilibrium, dynamical
and structural properties for polarizable water models than for nonpolarizable mod-
els. It is thus crucial to treat the long-ranged interactions as accurately as possible
in polarizable simulations. The most complete treatment of the long-ranged forces is
the Ewald summation technique [161, 162, 183, 184]. Faster-scaling methods, such
as the fast multipole and particle mesh algorithms, have also been extended to the
treatment of point dipoles [161, 185–188].

9.4.2. Molecular Dynamics Using the Classical Drude Oscillator

Several different methods exist for treating the motion of the polarizable degrees of
freedom in dynamic simulations with the Drude model. Similarly to models based on
induced dipoles, there are iterative adiabatic techniques and fully dynamic methods
based on extended Lagrangians. In the adiabatic methods, it is assumed that a corre-
spondence between the Drude charge and the electronic degrees of freedom obeying
the Born-Oppenheimer approximation exists. The heavier and slowly-moving nuclei
and atomic core charges are considered to move adiabatically in the field generated
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by the Drude charges. The positions of the Drude particles are assumed to react
instantaneously in response to the motion of the nuclei, and thus always remain in po-
sitions in which they experience no net force. Those are the positions that minimize
the total energy of the system attained via an SCF calculation as discussed above.
The forces on the atomic charges are then used to propagate the dynamics, using
standard numerical integration methods. The other alternative is to treat the charges
dynamically, allowing them to occupy positions away from the minimum-energy
position dictated by the nuclei, and thus experience non-zero forces.

When the Drude particles are treated adiabatically, a SCF method must be used to
solve for the displacements of the Drude particle, d, similarly to the dipoles μi in the
induced dipole model. The implementation of the SCF condition corresponding to
the Born-Oppenheimer approximation is straightforward and the real forces acting
on the nuclei must be determined after the Drude particles have attained the energy
minimum for a particular nuclear configuration. In the case of N polarizable atoms
with positions r, the relaxed Drude particle positions r + dSCF are found by solving

∂U

∂di
= 0 (9-49)

where index i runs from 1 to N. Ubond and ULJ are independent of d, and

∂Uself

∂di
+ ∂Uelec

∂di
= 0. (9-50)

These equations define the force equilibria on the Drude particles

kDdi − qDEi = 0 (9-51)

where Ei is the total electric field in r − d, arising from the fixed charges as well as
all the induced dipoles (modeled with Drude oscillators). For atomic positions r, the
relaxed displacements produce the potential

U SCF (r) = U (r,d) (9-52)

and the atomic motions in the SCF regime are described by

mi r̈i = −∂U
(
r,dSCF

)

∂ri
(9-53)

Integrating Eq. (9-53) in MD simulations requires that the positions of the Drude
particles be set at their energy minimum at every integration time step, by solv-
ing Eq. (9-51). This simple simulation method has been widely used in MD
[75, 76, 87, 189] and to a lesser extent in MC simulations, although examples of ap-
plication exist [171]. Nonetheless, the SCF procedure is limited and computationally
expensive, because any nonconverged SCF calculation introduces systematic drag
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forces on the physical atoms that considerably affect energy conservation and the
stability of the temperature [56, 76, 190]. Depending on the convergence crite-
rion used, these iterative methods typically require between three and ten iterations
[56, 57, 76, 87, 190, 191]. It is interesting to compare the Drude model with models
based on induced dipoles. The induced energy of the Drude model system can be
written as

Uind (ri ,d) =
N∑

i=1

⎧
⎨

⎩
1

2
ki d

2
i + qi

[
ri i · E0

i − (ri i + di ) · E0
i

]
+
⎡

⎣1

2

n∑

i=1

∑

j 
=i

×
(

1

ri j
− 1∣∣ri j − d j

∣∣ + 1∣∣ri j + di
∣∣ + 1∣∣ri j − d j + di

∣∣

)]}
(9-54)

This equation is the equivalent of Eq. (9-12) for the induced dipole model but has
one important difference. Equation (9-13), the derivative of Eq. (9-12), is linear and
standard matrix methods can be used to solve for the μi because Eq. (9-12) is a
quadratic function of μi , while Eq. (9-54) is not a quadratic function of d and thus
matrix methods are usually not used to find the Drude particle displacements that
minimize the energy.

An important alternative to SCF is to extend the Lagrangian of the system to
consider dipoles as additional dynamical degrees of freedom as discussed above for
the induced dipole model. In the Drude model the additional degrees of freedom
are the positions of the moving Drude particles. All Drude particles are assigned
a small mass m D,i , taken from the atomic masses, mi , of their parent atoms and
both the motions of atoms and Drude particles (at positions ri and rD,i ≡ ri + di )
are propagated

(
mi − m D,i

)
r̈i = −∂U

∂ri
(9-55)

m D,i r̈D,i = − ∂U

∂rD,i
(9-56)

The motion of Drude particles is expected to be decoupled from the atomic motion if
m D is sufficiently small. The obvious drawback is that a small m D requires a small
integration time step [77, 85]. For a single Drude oscillator, a significant speedup
can be attained by using a multi-timestep integration approach [118, 119], but this
advantage is lost for a dense system of polarizable atoms, because the long-range
1/r3 dipole–dipole interactions include high-frequency oscillations and have to be
integrated using very short time steps. However, even if m D is very small, the Drude
particles will eventually reach a thermal equilibrium with the rest of the system.
Therefore, simulation approaches relying solely on the kinetic decoupling of the
Drude oscillators to maintain a Born-Oppenheimer regimen are inappropriate for
long simulation runs. To overcome this the long thermalization time can be exploited
to remain close to the SCF energy surface by periodically resetting the positions
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of the Drude oscillators to their energy minimum [118], but doing so makes the
simulation irreversible.

From this point of view it is of interest to examine the consequences of full ther-
malization of the classical Drude oscillators on the properties of the system. This
is particularly important given the fact that any classical fluctuations of the Drude
oscillators are a priori unphysical according to the Born-Oppenheimer approxima-
tion upon which electronic induction models are based. It has been shown [12] that
under the influence of thermalized (hot) fluctuating Drude oscillators the corrected
effective energy of the system, truncated to two-body interactions is

U eff (r) = U SC F (r)− 3

2
kB T

N∑

i=1

∑

j 
=i

αiα j

r6
i j

+ · · ·. (9-57)

In addition to the static induction effects included in USCF, the hot Drude oscillators
give rise to a 1/r6, temperature-dependent, attractive term. This 3

2 kB Tα2/r6 term is
the classical thermodynamic equivalent of the London quantum dispersive attraction
I Eα2/r6. It corresponds to a small perturbation to the London forces, because kBT
is at least two orders of magnitude smaller than the typical ionization energy IE. The
smaller the temperature of the Drude motion, the closer the effective potential is to
the SCF potential, making Eq. (9-57) independent of mD, the mass of the oscillators.

To approximately reproduce the dynamics equivalent to the SCF regimen of
Eq. (9-51) a scheme involving low-temperature Drude particles was devised. It in-
volves the use of two Nose’–Hoover thermostats [192]: one to keep the atoms at
room temperature T and the second to reduce the thermal fluctuations of the Drude
oscillators by imposing a temperature T∗ on the Drudes such that T∗ << T . The
idea of cooling the polarization degrees of freedom with a separate thermostat was
carefully studied by Sprik [15], who showed that, for cold dipoles, both the equi-
librium and diffusion properties are independent of the value of the dipole inertia
parameter (the analog of mD), as long as it is sufficiently small. For Drude oscillators,
the temperature T∗ should be small enough to leave almost no kinetic energy in the
atom–Drude vibrations, yet large enough to allow the Drude particles to readjust to
the room-temperature motion of the atoms. This is attained with the second thermo-
stat by coupling the motion of the Drude particles relative to their nuclei, ḋ (not to
their absolute motion ṙD). Denoting Ri the center of mass of each (ri , rD,i ) pair, mi

the total mass of the pair (as before), and m′
i = m D(1 − m D/mi ) the reduced mass,

the equations of motion are

mi R̈i = FR,i − mi Ṙi η̇ (9-58)

m′
i
d̈i = Fd,i − m′

i
ḋi η̇∗ (9-59)

Qη̈ =
∑

m j Ṙ2
j − N f

.

kB T (9-60)

Q∗η̈∗ =
∑

m′
j
ḋ2

j − N f ∗
.

kB T∗ (9-61)
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Indices i and j run from 1 to N, the total number of atoms. Because not all atoms
have to be polarizable, the total number of Drude particles, ND, may be less than
N. If a given atom i bears no Drude oscillator, Ri corresponds to ri , m′

i is zero,
and the corresponding Eqs. (9-59) and (9-61) are ignored. Nf is the number of
degrees of freedom associated with the atomic motion, accounting for distance con-
straints imposed by SHAKE [193], and Nf ≡ 3ND is the number of degrees of
freedom associated with the motion of the Drude oscillators. Q and Q∗ are the
inertia factors of the Nosé–Hoover thermostats. The “velocities” η̇ and η̇∗ are act-
ing as friction coefficients, that is, as scaling exponents on the velocities ṙ and ḋ,
respectively.

9.4.3. Molecular Dynamics Using Fluctuating Charges

In most fluctuating charge models, if the energy is quadratic in the charges (as in
Eq. 9-35), the minimization condition (Eq. 9-37) leads to a coupled set of linear
equations for the charges. As with the polarizable induced dipole and Drude models,
solving for the charges can be done by matrix inversion, iteration, or extended La-
grangian methods. And similarly to the other polarizable models, the matrix methods
tend to be avoided because of their computational cost, and when they are used, the
matrix inversion is typically not performed at every step [194, 195].

Applications of the fluctuating charge model have relied on iterative methods to
determine the converged charges [52, 159, 164, 196] and for very large-scale sys-
tems, multilevel methods have also been developed [197, 198]. MC methods have
also been used with fluctuating-charge models [116, 194].

As with the other polarizable models, proper treatment of long-range electrostatic
interactions is essential as found by English [199]. In a comparison of the Lekner
[200–202], Ewald [162, 183] and reaction field [203–205] methods to handle the
long range electrostatics of several water models, including the additive flexible
SPC, rigid SPC, SPC/E, TIP4P and TIP4P-Ew, and the polarizable TIP4P-FQ, En-
glish [199] found that the Lekner method gave the best results, while the reaction
field method produced the worst agreement with the experimental data. Another
interesting conclusion was that the Ewald method was 3.5–5 times faster than the
Lekner technique. Despite this variety of available techniques, the most common
approach is to use a matrix inversion or iterative method only to obtain the initial
energy-minimized charge distribution and then use an extended Lagrangian method
to propagate the charges dynamically in order to take advantage of its computational
efficiency.

As discussed for the induced dipole and Drude polarizable models the extended
Lagrangian method [168, 206, 207] is the most efficient strategy to perform MD
simulations. In the extended Lagrangian applied to a fluctuating charge system
[17, 92], the charges are given a fictitious mass, mq , and evolved in time according to
Newton’s equation of motion. The extended Lagrangian corresponding to the energy
defined in Eq. (9-34) is
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L = 1

2

Nmolec∑

i=1

⎛

⎝
Natom∑

μ=1

Mμṙ2
iμ +

Nsite∑

α=1

mqq2
iα

⎞

⎠−U system(r,q)−
Nmolec∑

i=1

λi

Nsite∑

α=1

qiα (9-62)

In Eq. (9-62) Mμ is the mass of atom μ. The mass mq does not correspond to any
physical mass and is simply set to a value small enough such that the charges follow
the atomic coordinates adiabatically. The Lagrangian also includes an Nmolec number
of constraints to ensure that each molecule remains electrostatically neutral.

Based on the Lagrangian of Eq. (9-62), the equations of motion for the positions
and charges are

Mμr̈iμ = − ∂

∂riμ

[
U system(r,q)

]
(9-63)

and

mq q̈iα = −∂U system(r,q)
∂riμ

− λi (9-64)

These equations of motion can be integrated by many standard ensembles: constant
energy, constant volume, constant temperature and constant pressure. More complex
forms of the extended Lagrangian are possible and readers are referred to Ref. [17]
for a Lagrangian that allows intermolecular charge transfer.

Although a direct comparison between the iterative and the extended Lagrangian
methods has not been published, the two methods are inferred to have comparable
computational speeds based on indirect evidence. The extended Lagrangian method
was found to be approximately 20 times faster than the standard matrix inversion pro-
cedure [117] and according to the calculation of Bernardo et al. [208] using different
polarizable water potentials, the iterative method is roughly 17 times faster than di-
rect matrix inversion to achieve a convergence of 1.0×10−8 D in the induced dipole.

9.5. POLARIZABLE FORCE FIELDS IN CHARMM

9.5.1. Classical Drude Oscillatory

The polarizable Drude model in CHARMM results from the work of MacKerell,
Roux and co-workers [10, 11] and it is geared at developing polarizable force fields
for biological macromolcules. Significant progress on the model has been made to
date. The algorithm for extended Lagrangian MD has been generically described in
Ref. [12] and a water model that is a generalization of the TIP4P model and has
been described in Refs. [10] and [11]. The second water model, termed SWM4-
NDP, uses a negative charge on the Drude particle (e.g. NDP) and represents the
model that acts as the baiss for the rest of the force field. The protocols to determine
fixed charges, polarizabilities and Thole factors are published in Refs. [58] and [60].
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Results of parameter optimization and MD simulations of small model compounds
have been published, including alcohols [63], alkanes [63], aromatic [64] and het-
eroaromatic [209] compounds and liquid amides [65]. Studies of ions in aqueous
solution were also performed [61, 88] and results from an MD simulation on a DPPC
lipid monolayer have been reported (Harder, MacKerell, Roux, submitted). Notable
from the monolayer study was the reproduction of the dipole potential across the
monolayer, a value that cannot be reproduced using non-polarizable models. This
exciting, unforeseen observation points to the types of results that may be obtained
from polarizable macromolecular force fields that are not accessible to the present
additive models.

Details of the implementation of the Drude model in CHARMM follow. The
potential energy function is the same of Eq. (9-25). The interactions of the vari-
ous pairs of charges are treated according to the connectivity of the atoms in the
molecule. As in standard additive force fields, the interactions between core charges
corresponding to 1–2 (neighbor) and 1–3 (next-neighbor) covalently bound atom
pairs are accounted by explicit bonding terms in the potential energy, Uinternal, and
excluded from the electrostatic and LJ energy calculations. Similarly, the interac-
tions of the Drude oscillators with core charges are excluded for 1–2 and 1–3 pairs;
however, the 1–2 and 1–3 dipole–dipole interactions are included in the model. The
Coulomb interactions between Drude oscillators corresponding to 1–2 and 1–3 atom
pairs are damped by a Thole like function Sij [50, 146]. An important extension of
the damping function was the inclusion of atom-specific damping parameters, α in
Eq. (9-27), allowing for improved reproduction of the molecular polarizability tensor
in polar neutral species [65, 209]. The interactions involving all core charges and all
Drude oscillators are included for all 1–4 pairs and beyond without screening.

An important addition to the model was the inclusion of virtual particles represen-
tative of lone pairs on hydrogen bond acceptors [60]. Their inclusion was motivated
by the inability of the atom-based electrostatic model to treat interactions with water
as a function of orientation. By distributing the atomic charges on to lone pairs it
was possible to reproduce QM interaction energies as a function of orientation. The
addition of lone pairs may be considered analogous to the use of atomic dipoles on
such atoms. In the model, the polarizability is still maintained on the parent atom. In
addition, anisotropic atomic polarizability, as described in Eq. (9-28), is included on
hydrogen bond acceptors [65]. Its inclusion allows for reproduction of QM polariza-
tion response as a function of orientation around S, O and N atoms and it facilitates
reproduction of QM interaction energies with ions as a function of orientation.

The parametrization protocol developed for the polarizable Drude model of
CHARMM is well defined. A procedure for determining core and Drude charges
[58, 60] and Thole damping parameters [65] has been developed and is analogous
to work by Friesner and co-workers [117, 120, 138, 210, 211]. A map of the elec-
trostatic potential (ESP) that surrounds the model compound monomer is evaluated
on a set of specified grid points using density functional theory computations at the
B3LYP/aug-cc-pVDZ level. To measure the electronic response of the molecule, a
series of perturbed ESP maps is computed by placing a single +0.5e test charge
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at chemically relevant positions around the molecule. The same calculations are
repeated using the Drude model, restricting the force constant tensor of each oscil-
lator to be isotropic. Optimal parameters are chosen to minimize the difference be-
tween the QM and Drude ESP maps [58, 60]. On atoms bearing lone pairs the atomic
charge is moved to the lone pair. It must be emphasized that the lone pair geometry
and the force constant tensor are not part of the automated fitting procedure described
above. The force constant tensor of atoms with lone pairs required for the anisotropic
polarizability is determined by comparing to the local QM polarization response in
the vicinity of the oxygen atom. Perturbation charges are placed around the lone pair
and the QM and Drude polarization responses are computed. The components of
the force constants are then manually adjusted to reproduce the QM polarization re-
sponses. Optimization of the components of the potential energy equation (Eq. 9-25)
not dependent of the Drude oscillator positions, namely the bonding and Lennard-
Jones terms, are adjusted as described previously for the additive CHARMM force
field [2, 212, 213].

9.5.2. Fluctuating Charge Model

The polarizable fluctuating charge model in CHARMM results from the work of
Patel, Brooks and co-workers [92, 214]. The water model is based on the TIP4P-
FQ model of Rick, Stuart and Berne [17]. In the development of the force field the
electronegativities and hardnesses were treated as empirical parameters and do not
have any association with experimental or QM values, for example, from ionization
energies and electron affinities of single atoms.

The fitting of electronegativities and hardnesses is done independently of each
other with the help of a reformulation of the fluctuating charge model in terms of a
linear response model [117, 120, 210]. In the presence of an external potential � the
electrostatic energy defined in Eq. (9-35) is:

U ee
pert (r,q) =

Nmolec∑

i=1

Nsite∑

α=1

[
χ0

iαqpert
iα + 1

2
J 0

iαiα

(
q pert

iα

)2
]

+
Nmolec∑

i=1

Nsite∑

α=1

Nsite∑

β>α

Jiαiβ
(
riαiβ

)
q pert

iα q pert
iβ

+
Nmolec∑

i=1

Nmolec∑

j>1

Nsite∑

α=1

Nsite∑

β>α

Jiα jβ
(
riα jβ

)
q pert

iα q pert
jβ

+
Nmolec∑

i=1

Nsite∑

α=1

�iαq pert
iα

(9-65)

where qpert is a charge in the presence of the external field. At equilibrium, the
conditions
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∂U ee

∂qi
= 0, i = 1, Nsite (9-66)

and

∂U ee
pert

∂qpert
i

= 0, i = 1, Nsite (9-67)

lead to the following equations:

J · q = −χ (9-68)

and

J · qpert = − (χ + �) (9-69)

Taking the difference of Eqs. (9-68) and (9-69) yields an expression for the response
of the molecular charge distribution to the external field

J · (qpert − q
) = J ·q = −� ⇒ q = − (J)−1 � (9-70)

An objective function measuring the deviation from the parameterized model and
the target response, determined, for example, from density functional theory based
methods can be defined as

ε =
∥∥∥
(
qDFT −qFQ

)∥∥∥ (9-71)

Minimization of Eq. (9-71) or other related expression of qDFT and q F Q

yields optimal model parameters. Details of the choice of model compounds and
placement of probes is given in reference [92]. Parameterization of the atom
electronegativities is performed next by fitting to charge distributions of the
optimized model compounds in the gas phase. Dipole moments are included in
the fitting procedure as this was found necessary to accurately reproduce gas-
phase moments, since those are very sensitive to small changes in the charge
distributions [92]. MD is performed within an extended Lagrangian formalism
and optimization of the LJ parameters has been based on the reproduction of
small molecular pure solvent properties [92]. Application of the model have been
performed on interfaces [215–217], ions in aqueous solution [218, 219] and a
simulation study of DMPC have been reported [220]. Recently, the implemen-
tion of the fluctuating charge model in CHARMM was extended to allow for
calculation of free energies of salvation [221], an important tool for future force
field.
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9.5.3. Induced Dipole Model

An implementation of the induced dipole method in CHARMM has been reported
[25], based on the polarizable intermolecular potential functions (PIPF) model of
Gao and co-workers [23, 24]. The PIPF potential combined with the CHARMM22
force field as been designed PIPF-CHARMM. The implementation closely follows
the description of the induced dipole model in Section 9.2. The induced dipole at
the ith interaction site due to the homogeneous external electric field Ei is given by
Eq. (9-3) and the dipole field tensor is defined by Eq. (9-4). Infinite polarization1 is
avoided by using Thole’s damping scheme [50, 146]. The damping scheme imple-
mented is equivalent to considering a smeared charge distribution between two inter-
acting sites with a charge distribution of the exponential form, similar to Eq. (9-44b).
The three standard methods to solve Eq. (9-3) discussed in Section 9.2.1, namely the
self-consistent approach (iterative procedure), the direct solution via matrix alge-
bra and the extended Lagrangian method have been implemented. Application of
the PIPF-CHARMM method to liquid amides and alkanes have been reported [25].
When used in conjunction with the CHARMM22 force field the method required
only minor modifications of several torsional parameters, yielding adequate struc-
tural and thermodynamic properties.

9.6. CONCLUSION

In this chapter we have presented an overview of the formalisms used for the in-
clusion of inducible electronic polarizability into empirical forces. All methods are
based on the polarizability relaxing in a self consistent fashion in the electric field
of the static charges and multipoles and in the field of the inducible dipoles. Intro-
duction of dipoles may be based on the explicit introduction of inducible dipoles on
atomic centers or along bonds, introduction of dipoles via the inclusion of additional
charge sites attached directly to polarizable atoms, termed the Drude model, or by
allowing charges to fluctuate in the surrounding electric field. All three approaches
have been implemented and are currently undergoing development, though at the
time of the writing of this chapter, a broad polarizable force field for biological
macromolecules was not yet available. In one limit, the three methods are similar,
yielding molecular polarizabilities as a function of environment; however, differ-
ences do exist. For example, in the fluctuating charge model out of plane polarization
does not occur in planar molecular unless off-atomic sites are included in the model
whereas the Drude model, via the explicit inclusion of different particles allows for
the inclusion of mechanical polarizabilities by including LJ parameters on the Drude
particles [8]. While such aspects could be the subject of additional discussions,
in the end it is the proper implementation of a polarizable model in combination
with an accurate optimization of the parameters in that model that will lead to the

1 See Section 9.5 for a detailed discussion.
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ultimate utility of polarizable force fields to the scientific community. We look for-
ward to these future developments in the laboratories of others as well as in our own
laboratories.
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CHAPTER 10

MODELING PROTONATION EQUILIBRIA IN BIOLOGICAL
MACROMOLECULES

JANA KHANDOGIN
Department of Chemistry & Biochemistry, University of Oklahoma, Norman, OK 73019, USA,
e-mail: Jana.K.Shen@ou.edu

Abstract: The stability and function of proteins are dependent on the charge states. For more than
a decade, theoretical methods for the prediction of protonation equilibria in proteins have
been based on a macroscopic description in which the dielectric response of protein to
the fluctuating environment is modeled implicitly through an effective dielectric constant.
Recently, constant pH molecular dynamics methods have been developed, which allow for
an explicit coupling between the conformational dynamics and protonation equilibria in
proteins. Of particular interest is the continuous constant pH method based on λ dynamics
and GB implicit models. This method has enabled accurate and robust pKa predictions for
proteins, and simulations of pH-coupled protein folding from first principles

Keywords: Molecular dynamics, pKa , Protein folding, pH-dependent conformational change

10.1. INTRODUCTION

Protein can gain or loose protons in response to variations in solution acidity or
pH. Protonation or deprotonation leads to a change in the charge properties, which
in turn affects the stability and function of the protein. Protein folding occurs in a
specific pH range, a deviation from which may facilitate misfolding or aggregation.
A well-known example is the tetrameric transthyretin, natively folded at pH 7.5. At
pH 3, it undergoes dissociation into a monomeric intermediate, which proceeds to
form amyloid fibrils that are linked to clinical syndromes, senile systemic amyloi-
dosis and familial amyloid polyneuropathy I [39]. The ion-exchange function of an
integral membrane protein, the Na+/H+ antiporter is regulated by pH. This antiporter
protein comprises several helices which form cytoplasmic and periplamic funnels.
At alkaline pH, a conformational change is induced such that two of the helices
are reoriented, exposing the Na+-binding site to the cytoplasmic funnel. Binding of
Na+-ions in turn results in opening of the periplasmic funnel leading to release of
cations [36]. The catalytic function of enzymes is dependent on pH. For instance,
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the pH for maximum protein degradtion activity of the enzyme pepsin is 2 while
pancreatic lipase which catalyzes the hydrolysis of fat molecules has an optimum
pH of 8.

Most frequently, protonation or deprotonation of protein occurs at ionizable, also
called titratable, side chains, such as aspartate, glutamate or histidine. The ionization
equilibrium of a titratable site,

H A � A− + H+ (10-1)

is characterized with the equilibrium constant Ka defined as

Ka = [A−][H+]
[H A] (10-2)

The pKa value of a side chain is related to Ka by

pKa = − log Ka (10-3)

Combining Eq. (10-2) and Eq. (10-3) gives the Henderson-Hasselbach equation:

pH = pKa + log
[A−]
[H A] (10-4)

Thus, the pKa value equals pH if the concentrations of protonated and deprotonated
states are identical. For this reason, pKa is also called pK1/2. Equation (10-4) can
be rearranged and written in a generalized form in the presence of multiple titration
sites,

Sdeprot = 1

1 + 10n(pKa−pH)
(10-5)

where Sdeprot denotes the deprotonated fraction and n is the Hill coefficient, re-
flecting the extent of cooperativity in protonation between multiple titration sites.
If n is greater than 1, protonation is cooperative. If n is smaller than 1, protonation
is anti-cooperative. If n equals 1, protonation is independent. The Hill coefficient
was originally derived for characterizing cooperative binding of ligands to a receptor
[105]. A plot with Sdeprot vs. pH is often known as the titration curve.

Comparison of solution pH with the pKa of a side chain informs about the
protonation state. A unique pKa , termed the standard or model pKa , can be ex-
perimentally determined for each ionizable side chain in solution when it is incorpo-
rated in a model compound, often a blocked amino acid residue [73] (Table 10-1).
In a protein environment, however, the pKa value of an ionizable side chain can
substantially deviate from the standard value, due to desolvation effects, hydrogen
bonding, charge-charge, charge-dipole, and other electrostatic interactions with the
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Table 10-1. Standard pKa values for titratable side chains in a protein [85, 97]

Side chain pKa Side chain pKa

Asp 4.0 Cys 10.5
Glu 4.4 Tyr 10.1
Hisδ 6.6 Lys 10.8
Hisε 7.0 Arg 12.5
C-ter 3.8 N-ter 7.5

surrounding polar groups. Experimental determination of abnormally shifted pKa’s
is tedious and sometimes even impossible. For instance, variation in pH may induce
large conformational changes or even unfolding of the protein, which makes it im-
possible to obtain extremely shifted pKa’s by NMR titrations. This is because the
measurement relies on the observation of chemical shifts for both protonated and
deprotonated states, but the baseline representing the fully protonated state can not
be obtained if a protein unfolds at a pH that is higher than the expected pKa [75].
Experimental pKa determination of integral membrane proteins is also nontrivial
because standard techniques for water soluble proteins can not be applied [32]. In
addition to being highly desirable in these cases, theoretical pKa studies can of-
fer the structural and energetic basis for pKa shifts that are often not accessible by
experimental techniques [32].

10.2. ABSOLUTE pKa FOR SMALL MOLECULES

In principle, one can calculate pKa by making use of the thermodynamic cycle as
shown in Figure 10-1 and a relationship between the free energy of deprotonation in
aqueous phase and pKa ,

Gdeprot
aq = ln(10)RT pKa (10-6)

The pKa obtained this way is often referred to as the absolute pKa . Thus, pKa can
be computed if the gas-phase deprotonation free energy and solvation energies of
AH, A− and H+ are known [60, 81].

Figure 10-1. Thermodynamic cycle for the absolute pKa calculation of small molecules. Subscripts gas
and aq denote gas- and aqueous-phase, respectively



264 J. Khandogin

Gdep
aq = Gdep

gas −Gsolv(H A)+Gsolv(A−)+Gsolv(H+) (10-7)

This approach may be possible for small molecules because the gas-phase proton
affinity can be obtained quantum mechanically with an accuracy of 1–2 kcal/mol
[19]. However, the solvation free energy of H+ cannot be calculated and the experi-
mental value is only known approximately, from 259.5 to 262.5 kcal/mol [60]. Also,
because the proton affinity and solvation free energies in Eq. (10-7) are on the order
of hundreds of kcal/mol, small percentage errors in the calculation can give rise to
large error in Gdep

aq and pKa . Thus, this method for calculation of absolute pKa’s
remains impractical at the present time [6].

Another method to obtain absolute pKa’s for small molecules is to compute de-
protonation free energy directly from the free energies of species in the reaction
using quantum mechanical and continuum solvation methods (Eq. 10-1),

Gdeprot
aq = G(A−)− G(H A)+ [G(H3O+)− G(H2O)] (10-8)

where the free energy difference between H3O and H2O is treated as a constant [48].
Klamt et al. applied density functional theory [77] and a continuum solvent model,
the COSMO solvation method [47], with the TURBOMOLE/COSMO program [86,
101] to compute the free energy of deprotonation for a large variety of organic and
inorganic molecules. They found that the deprotonation free energies were linearly
correlated with the experimental pKa’s,

pKa = A
Gdeprot

aq

ln(10)RT
+ B (10-9)

with a slope of about 0.58. This result was surprising because the expected slope is
1 if calculation errors were minimum.

10.3. pKa CALCULATION FOR BIOLOGICAL MACROMOLECULES

Over the past two decades, significant progress has been made in the development of
theoretical methods for the calculation of pKa for proteins. Unlike in the calculation
of absolute pKa’s, pKa for a protein side chain is obtained by computing the dif-
ference in deprotonation free energy (G) in the protein environment and that in
the corresponding model compound (Figure 10-2). A fundamental assumption made
in these methods is that quantum mechanical effects in the deprotonation energy,
which include bond breaking and other electronic effects are approximately identical
for the protein and the model compound. Consequently, G can be obtained from
computing the free energy difference due to nonbonded interactions of the ioniz-
able site with the protein environment vs. that in solution. Below we will discuss
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Figure 10-2. Thermodynamic cycle for the pKa calculation of proteins. Subscripts mod and prot refer to
the model compound and protein, respectively

the development of two types of widely used methods, which differ in the way the
dielectric environment of protein is modeled.

10.3.1. Methods Based on a Macroscopic Description of Protein

Since electrostatic effects dominate the thermodynamic cycle as shown in
Figure 10-2, major development efforts have focused on the calculation of electro-
static energy for transferring the neutral and charged forms of the ionizable group
from water with dielectric constant of about 80 to the protein with a low dielectric
constant (see later discussions). This led to the development of continuum based
models, where water and protein are described as uniform dielectric media, and enter
into the linearized Poisson-Boltzmann (PB) electrostatic equation,

∇ · [ε(r)∇φ(r)] − κ2(r)ε(r)φ(r) = −4πρ0(r) (10-10)

where ε(r) is the dielectric constant, φ(r) is the electrostatic potential, and ρ0(r) is
the fixed solute charge density. κ(r) is related to the ionic strength I of the solution
by κ2(r) = 8πeI/ε(r)kT . This second-order differential equation can be solved
analytically for a spherical protein as in the Tanford-Kirkwood model [96]. Over the
past two decades, efficient algorithms based on finite-difference approach have been
developed for solving the PB equation with an arbitrarily shaped dielectric boundary,
such as the molecular or van der Waals surface [7, 22, 49, 72]. These algorithms were
implemented in several computer programs such as DELPHI [72], MEAD [5], and
UHBD [63] that have been widely used for solving the PB equation and computing
pKa’s for proteins [2, 8, 106].

In PB based methods, the pKa for a protein ionizable site i is given by [6],

pK prot
a = pKint − 1

ln(10)RT
GCoul (10-11)

where pKint is the intrinsic pKa according to Tanford. This is the pKa an ioniz-
able group would have if all other groups are held in the neutral state [6]. GCoul
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represents the Coulomb interaction between other charged sites in the protein. pKint
can be written in reference to the model pKa (pK mod

a ) as

pKint = pK mod
a − 1

ln(10)RT
(GBorn +Gbg) (10-12)

whereGBorn is the Born or reaction field energy describing the difference between
the self energy of each charge in the protein and in water, andGbg represents the in-
teraction energy between the titrating group and other charge sites in the protein. The
division in energetic contributions allows one to analyze the molecular determinants
of the calculated pKa values [32].

Another advantage of PB based pKa calculations is that effects of electrolytes are
readily accounted for in the PB equation. The Coulombic contribution in conjunction
with salt dependence to the abnormally depressed pKa’s of histidine in staphylococ-
cal nuclease has been experimentally tested [56]. Recently, the methodology used
in the PB calculations (Eqs. 10-11 and 10-12) has been combined with the gener-
alized Born (GB) implicit solvent model [94] to offer pKa predictions at a reduced
computational cost [52].

An inherent problem to methods that rely on a dielectric continuum description
of protein is the lack of representation of the dielectric relaxation in protein, which
arises from dipole movement, charge fluctuations, local rearrangement of polar side
groups, and in some extreme case, global unfolding. Another mechanism for dielec-
tric relaxation in protein is through conformational reorganization upon ionization.
To compensate for the lack of explicit treatment of dielectric response, an effective
dielectric constant εeff for protein is used in the electrostatic calculation. The value
of εeff can be empirically adjusted, typically between 4 and 20 [2]. However, as
noted by Garcı́a-Moreno and Fitch, no single dielectric constant is able to reproduce
experimental pKa’s for both internal and surface residues [32]. This can be explained
by the heterogeneous nature of the dielectric property as well as the conformational
flexibility of the protein [90]. In fact, using molecular simulations, Simonson and
Brooks showed that the dielectric constant in a protein changes abruptly from 2 to 3
in the interior, similar to the experimental value for dry protein powders [12, 35], to
a significantly higher value, 14–25, in the outer region [90]. Mehler suggested that
in polar solvent, an effective dielectric function, εeff(r), that has a sigmodal shape, is
better suited for describing charge-charge interactions [64]. For the interested reader,
the meaning of protein dielectric constant has been extensively discussed by Warshel
and coworkers [87, 104].

Several remedies have been suggested for improving the PB based pKa prediction
methods. Most of them are based on strategies that combine conformational flexi-
bility with the PB calculation. You and Bashford included multiple conformers by
systematically scanning the side chain torsion angles [107]. Alexov and Gunner used
Monte-Carlo protocol to sample positions of hydroxyl and other polar protons [1].
This method, referred to as the multi-conformation continuum electrostatic (MCCE),
was later extended to include rotamers for residues that have strong electrostatic
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interactions, and gave a root mean square error below 1 pK unit for Asp, Glu, His,
Lys, Tyr, N-ter and C-ter residues in 12 proteins using a single εeff of 4 [33]. Other
ways to account for protein dielectric response due to conformational variations
are to average pKa’s and to use an average structure from a short-time molecular
dynamics trajectory [51, 99]. Finally, Mehler and Guarnieri addressed the problem
with the heterogeneity of protein dielectric environment by devising a sigmoidally
screened Coulomb potential parameterized to characterize the hydrophobicity and
hydrophilicity around titratable residues [65]. This method was able to reproduce
the divergent pKa’s for two buried residues in lysozyme [65] and some of the largest
pKa shifts (up to 4.7 unit) in staphylococcal nuclease [66]. Despite the encourag-
ing results demonstrated by the above mentioned development, a fundamental is-
sue remains, namely, the coupling between conformational dynamics and ionization
equilibria is missing in the macroscopic approaches based on static structures.

10.3.2. Methods Based on a Microscopic Description of Protein

The linkage of protein conformation to ionization of titratable residues on a local
level, such as the ionization induced reorientation of nearby polar groups [24, 53, 54]
can be addressed by pKa calculation using free energy simulation techniques such
as the free energy perturbation (FEP) method [68, 80, 91, 103]. In this approach,
the free energy of the charging process in protein environment is obtained using
molecular dynamics with either explicit or continuum solvent models. In the same
spirit, another method is to apply the Gaussian fluctuation formula derived from
linear response theory [59] in molecular dynamics simulations with explicit solvent
[23]. Warshel et al. developed a method [88] base on the protein dipoles Langevin
dipoles (PDLD) model, which considers protein to be surrounded by point dipoles
in a grid representing solvent molecules [55]. In this method, the pKa calculation
follows Eqs. (10-11) and (10-12) as in PB based methods. However, none of the
above mentioned methods can be applied to situations, where ionization is coupled
to a large conformational transition, such as unfolding of protein [6]. In this case,
methods have to developed that can simultaneously describe the conformational dy-
namics of protein and the protonation process of titratable residues. Below we will
outline recent progress in the development of these methods and the application to
pKa calculations and the study of pH-coupled conformational processes in proteins.

10.3.2.1. Constant pH Molecular Dynamics Based on Discrete
Protonation States

In recent years, a class of methods has been developed for molecular dynamics sim-
ulations to be performed with an external pH parameter, like temperature or pres-
sure [18, 43, 44, 70]. These methods treat the solution as an infinite proton bath,
and are thus referred to as constant pH molecular dynamics (PHMD). In PHMD,
conformational dynamics of a protein is sampled simultaneously with the proto-
nation states as a function of pH. As a result, protein dielectric response to the
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correlated event of charging and conformational dynamics is explicitly taken into
account. Also, a physical description for the coexistence of the charged and neutral
states is enabled. Currently, there are two types of PHMD methods. In the methods
based on discrete protonation states, also known as stochastic titration, molecular
dynamics (MD) is periodically interrupted by Monte-Carlo (MC) sampling of proto-
nation states [4, 16, 71, 102]. After the MD sampling of conformational states, a MC
step generates a Boltzmann distribution of protonation states at a given pH, which
in turn, affects the generation of new conformational states. The procedure repeats
itself until convergence, at which point the coupling between conformational and
protonation equilibria is established. The discrete protonation states methods devel-
oped so far differ mainly in the solvent model used for the MD and MC sampling
but also in the protocol for the update of protonation states as well as the method for
evaluating the free energy of deprotonation (relative to that of the model compound
value) in the MC step.

Baptista et al. developed a mixed solvent scheme [4], in which an explicit solvent
MD simulation was combined with MC sampling using the free energy obtained
from the PB calculation (Eq. 10-11). After a switch in protonation states, explicit
solvent molecules are allowed to relax at the fixed solute conformation. This step is
necessary to alleviate a problem due to the abrupt change in the charge states, which
is a potential pitfall for all discrete states methods. An instantaneous switch in charge
states may lead to a large increase in unfavorable energy, which may result in a low
acceptance ratio in the MC move (see later discussions) [93]. The effect due to mo-
bile counter ions can be trivially included in the PB calculation. However, it is more
problematic in the sampling of conformational states using explicit solvent, because
the total charge of the solute is changing and unknown at the start of the simulation.
Machuqueiro and Baptista tested two approaches [61], the generalized reaction field
(GRF) method [98] which can account for the effects due to ionic strength, and the
Particle mesh Ewald (PME) method [21] with inclusion of an approximate number
of counter ions. A most recent study showed that the GRF method gives better pKa

prediction for hen egg lysozyme [62].
To explore the explicit solvent scheme for both conformational and protonation

states sampling, Bürgi et al. employed a free energy simulation technique, thermo-
dynamic integration (TI), to estimate the deprotonation free energy for the MC trial
moves [16]. However, since free energy calculation is prohibitively expensive, the TI
sampling could be performed only for a very short period of time (20 ps in the work
of Bürgi et al. [16]), giving rise to a large uncertainly in the estimated free energy
[70]. Most recently, Stern proposed a method, in which MC trial moves consist of
short molecular dynamics runs with a time-dependent Hamiltonian that interpolates
between the old and new protonation states [93]. This method may offer reduction in
computational cost as compared to the one based on the free energy calculation. Also,
because the trial MC move is not instantaneous, the problem with discontinuous
force is circumvented.

The discrete protonation states methods employing implicit solvent models in
both MD and MC steps have significantly lower computational cost. Dlugosz and
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Antosiewicz combined the implicit solvent model, Analytical Continuum Electro-
statics [84], for conformational sampling with the PB calculation [25]. To speed
up simulations even further, Mongan et al. developed a protocol that employs a GB
implicit solvent model for both conformational and protonation states sampling [71].
Another advantage of using implicit solvent model for conformational sampling is
that the problem due to discontinuous energy may be largely circumvented because
of the instantaneous adjustment of the solvent to new protonation states. Another
trick that may ease the problem is to change the protonation state of one site at
each MC step although this may slow the convergence for strongly coupled titrations
[70, 71]. Besides the pitfall due to discontinuous energy, a discrete protonation states
simulation is significantly more expensive than a standard MD simulation, because
of the extra computational time spent on energy evaluations in the MC trial moves.

The accuracy of PHMD methods and their feasibility for studying pH-dependent
conformational phenomena of proteins can be assessed by pKa calculations. In this
case, PHMD simulations are performed with several pH values. The resulting occu-
pancy values for deprotonated states (Sde prot) are plotted against pH (Figure 10-3).
A titration curve and pKa values (Figure 10-3) can be obtained by fitting the data to
the generalized HH equation (Eq. 10-5).

The discrete protonation states methods have been tested in pKa calculations for
several small molecules and peptides, including succinic acid [4, 25], acetic acid
[93], a heptapeptide derived from ovomucoid third domain [27], and decalysine [61].
However, these methods have sofar been tested on only one protein, the hen egg
lysozyme [16, 61, 71]. While the method using explicit solvent for both MD and
MC sampling did not give quantitative agreement with experiment due to conver-
gence difficulty [16], the results using a GB model [71] and the mixed PB/explicit
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Figure 10-3. Theoretical titration curves for the model compounds of Asp and His obtained from REX-
CPHMD simulations [41]. Solid curves are the obtained by fitted the computed deprotonated fraction to
the generalized Henderson-Hasselbach equation. The dashed lines indicate the computed pKa values
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solvent scheme [61] are encouraging. Machuqueiro and Baptista performed 30 ns
titration simulations with a MC trial move every 2 ps followed by 0.2 ps solvent
relaxation [61]. The overall root-mean-square deviation between the computed and
experimental pKa values was below 1 pK unit.

10.3.2.2. Constant pH Molecular Dynamics Based on Continuous
Protonation States

In an early work by Mertz and Pettitt, an open system was devised, in which an
extended variable, representing the extent of protonation, was used to couple the
system to a chemical potential reservoir [67]. This method was demonstrated in the
simulation of the acid-base reaction of acetic acid with water [67]. Recently, PHMD
methods based on continuous protonation states have been developed, in which a set
of continuous titration coordinates, λi , bound between 0 and 1, is propagated simulta-
neously with the conformational degrees of freedom in explicit or continuum solvent
MD simulations. In the acidostat method developed by Börjesson and Hünenberger
for explicit solvent simulations [13], λi is relaxed towards the equilibrium value via a
first-order coupling scheme in analogy to Berendsen’s thermostat [10]. However, the
theoretical basis for the equilibrium condition used in the derivation seems unclear
[3]. A test using the pKa calculation for several small amines did not yield HH
titration behavior [13].

An alternative formalism to the acidostat method, continuous constant pH molec-
ular dynamics (CPHMD), has been developed by Brooks and coworkers [42, 58]
drawing on the flavor of the early work by Mertz and Pettitt [67]. In CPHMD,
each titration residue carries a titration coordinate, λ j , which is a function of an
unbounded variable θ j ,

λ j = sin2(θ j ) (10-13)

The titration coordinates evolve along with the dynamics of the conformational de-
grees of freedom, ri , in simulations with GB implicit solvent models [37, 57]. An
extended Hamiltonian formalism, in analogy to the λ dynamics technique developed
for free energy calculations [50], is used to propagate the titration coordinates. The
deprotonated and protonated states are those, for which the λ value is approximately
1 or 0 (end-point states), respectively. Thus, in contrast to the acidostat method,
where λ represents the extent of deprotonation, Sdeprot is estimated from the relative
occupancy of the states with λ ≈ 1 (see later discussions). The extended Hamiltonian
in the CPHMD method is a sum of the following terms [42].

H ext({ri }, {θ j }) = Hhyb({r j }, {θ j })+
∑

i

m j

2
θ̇2

j + U∗({θ j }) (10-14)

The hybrid Hamiltonian, which depends on both spatial and titration coordinates,
can be written in terms of van der Waals, Coulomb, and GB electrostatic energies,
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Hhyb({ri }, {θ j }) = U vdW({ri }, {θ j })+U elec({ri }, {θ j })+U GB({r j }, {θ j }) (10-15)

where the van der Waals energy for the interaction between the titrating proton j and
another atom i is, given by

U vdW( j, i) =
{
(1 − λ j )Ũ vdW( j, i) i: other atom

(1 − λ j )(1 − λi )Ũ vdW( j, i) i: titrating proton
(10-16)

where Ũ vdW( j, i) represents the protonation independent (full-strength) van der
Waals interaction energy. The dependence of the Coulomb and GB electrostatic
energies on λ is incorporated through a linear attenuation of partial charges.

qα, j = λ j q
deprot
α, j + (1 − λ j )q

prot
α, j (10-17)

where qdeprot
α, j and qprot

α, j are the partial charge of atom α from the titrating residue j in
the deprotonated and protonated states, respectively.

The second term in Eq. (10-14) represents the kinetic energy of θ j , which has a
fictitious mass similar to that of a heavy atom. The last term represents the sum of
the biasing potential for each titrating group, defined as

U∗({θ j }) =
∑

j

[−U bar(θ j )− U mod(θ j )+ U pH(θ j )] (10-18)

For the sake of convenience, we will express the biasing potentials as a function of
λ below. U bar(θ j ) is a harmonic potential,

U barr(λ j ) = 4βi

(
λ j − 1

2

)2

(10-19)

that equally lowers the energy of the end-point states. This term is necessary for
suppressing the population of mixed states (0 < λ < 1), which are unphysical and
could introduce distortion in the presence of strongly coupled titration groups. Previ-
ous studies [41–46] indicated that the barrier height β j can be set to 1.5 kcal/mol (or
2.5 kcal/mol for double-site titration, see later discussions), which offers a reasonable
tradeoff between the transition rate of protonation states and a low population (below
15%) of mixed states.

U mod(θ j ) represents the potential of mean force (PMF) for deprotonating a model
compound along the titration coordinate. This ensures that the titration simulation
of a model compound at pH = pK mod

a , yields approximately 50% protonated and
50% deprotonated states. In other words, the PMF along the titration coordinate
for a model compound is flattened out at pH = pK mod

a , thus allowing us to model
only the difference between the free energy of deprotonation in protein and that in
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solution (Figure 10-2). Due to the pair-wise form of the GB energy function, U mod

is a quadratic function of λ,

U mod(λ j ) = A j (λi − B j )
2 (10-20)

The parameters, A j and B j , can be obtained via thermodynamic integration using
titration simulations of the model compound at different θ values [58]. Finally,
U pH(θi ) models the free energy dependence on the external pH by

U pH(λ j ) = ln 10 · kBT · λ j (pK mod
j − pH) (10-21)

where pKa( j) is the model pKa . Thus, the ratio between the protonated and deproto-
nated states (the protonation equilibrium, Eq. (10-1)) is controlled by the difference
between the simulation pH and the standard pKa’s, and between the nonbonded en-
vironment in a protein and that in solution.

The formalism introduced so far treats the protonation equilibria of different
sites independently, and can be referred to as the single-site model. This is, how-
ever, not realistic for histidine and carboxyl side chains of Asp, Glu and C-terminal
residues. Histidine can loose or gain a proton from either Nδ or Nε, while protona-
tion/deprotonation can occur at either of the carboxylate oxygens in Asp. Another
way of viewing the competitive titration problem is to consider the titration products
as tautomers, although in the case of a carboxylate group, the two protonated forms
are chemically equivalent. Nevertheless, we can treat them as tautomers because
rotation of the C O bond in a carboxylate group is slow on a MD time scale
(Figure 10-4). In order to couple the protonation equilibria of the tautomers, a
double-site model was developed, in which a new extended variable, x j , describing
tautomeric interconversion, is introduced and is treated in the same manner as the

Figure 10-4. The double- and single-site titration models for His and Asp groups [42]. (A) In the double
site model, only one λ is used for describing the equilibrium between the protonated and deprotonated
forms, while the tautomer interversion process is represented by the variable x . (B) In the single-site
model, protonation at different sites is represented by different λ variables. HSP refers to the doubly
protonated form of histidine. HSD and HSE refer to the singly protonated histidine with a proton on the
δ and ε nitrogens, respectively. ASP1 and ASP2 refer to the protonated carboxylic acid with a proton
on either of the carboxlate oxygens
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fictitious λ particles (Figure 10-4) [42]. The double-site model can be viewed as a
special case in the two-dimensional λ dynamics formalism [42]. Thus, the energy
terms for nonbonded interactions need to be reformulated to include the dependence
of x . Also, the PMF for titrating the model compound is no longer a simple quadratic
function of λ, but rather, it becomes a bivariate polynomial, quadratic in either λ or
x [42]. The exact functional form can be obtained by thermodynamic integration at
different λ or x values [42]. In principle, the two-dimensional λ dynamics technique
can be extended to devise a multiple-site titration model for the titration of the amino
group in lysine. However, the necessity for developing such a sophisticated model
is unclear. The ionization equilibrium of lysine is typically not considered in studies
under cellular (pH=4.5–8) or physiological (pH≈7.5) conditions because its known
pKa’s in proteins are mostly above 10 [65]. Currently, the CPHMD method is im-
plemented in the CHARMM molecular dynamics program package (version c33a1
and up) [15].

10.3.2.3. De Novo Prediction of pKa Values in Proteins

One major bottleneck in the development of methods based on a microscopic de-
scription of protein is convergence [70]. Given the current CPU power, de novo pre-
diction of protein pKa’s in explicit solvent is practically unattainable using methods
based on either discrete or continuous protonation states due to poor convergence.
The current CPHMD implementation utilizes the recently developed implicit solvent
GB models, GBMV [57] and GBSW [37] with a simple solvent accessible surface
area approximation for modeling the nonpolar solvation effects. These GB models
offer high accuracy (less than 1% error with respect to PB solvation energies for
a large set of proteins [30]) but are significantly less computationally demanding
relative to PB calculations or explicit solvent simulations. Nevertheless, random
errors in the CPHMD titration simulations of model compounds were as large as
0.5 pK units, indicating the lack of convergence [42]. Considering the fact that pro-
tonation states are very sensitive to local conformational variations, the CPHMD
method was combined with the replica-exchange (REX) conformational sampling
technique [95], in order to enhance the protonation states sampling. In a REX algo-
rithm, multiple independent copies of the system are simulated in parallel at different
temperatures. Conformational states at adjacent temperatures are allowed to swap
periodically based on the Monte Carlo criterion, thus enhancing barrier crossing in
the potential energy surface. The REX technique has been applied to significantly
speed up the first principles protein folding simulations [74]. Indeed, by incorpo-
rating the REX algorithm, the magnitude of random errors was reduced to below
0.16 pK units in model compound titrations with CPHMD using the same amount
of total simulation time [41]. The replica-exchange protocol was implemented in
a PERL based package, MMTSB tool set [29] (http://blue11.bch.msu.edu/mmtsb),
which was interfaced with the CHARMM program to enable REX-CPHMD
simulations.
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The accuracy of pKa predictions is intimately linked to that of the underlying
solvent model. Overstabilization of attractive electrostatic interactions in GB models
[38] led to a systematic underestimation of pKa’s for carboxyl residues that interact
with positively charged groups [42]. By employing an optimized set of atomic input
radii for the GBSW model and the improved torsion energetics for the implicit sol-
vent force field [17], significant improvement was demonstrated [41]. In PB based
methods, effects due to mobile ions are naturally included in solving the PB equation
(Eq. 10-10). In GB based methods, however, one has to resort to some approxima-
tion. One way is to apply a scaling function, eκr , to the solvent dielectric constant
ε, where κ depends on the ionic strength of the solution and is defined earlier [92].
Although the extent of salt dependence recovered by this crude treatment is still
unclear; and may be somewhat larger than that from the PB calculation [92], REX-
CPHMD simulations that incorporate the approximate screening function yield pKa

results in better agreement with experiments that were conducted in 100–300 mM
salt solution [45].

By combining with the REX sampling protocol, employing an improved GB
model, and accounting for salt effects, REX-CPHMD simulations are able to offer
quantitative prediction of protein pKa’s. A benchmark study demonstrated that 1-ns
REX-CPHMD simulations give results with an RMS error below 1 pKa unit for a
stringent test set of proteins, in which anomalously large pKa shifts are observed in
carboxyl and histidine residues [45]. The ability of predicting the ionization equilib-
ria for these residues is important, because they are often involved in the catalytic
activity of enzymes [28, 31] and functional processes driven by proton gradients
[9, 36, 40]. One of the remaining challenges is to improve the pKa prediction for
deeply buried sites. In fact, buried side chains gave the largest error in the bench-
mark study using the REX-CPHMD technique [45]. This may be attributed to the
underestimation of desolvation energies of buried residues as well as buried charge-
charge interactions, because the employed GB model uses a dielectric boundary (van
der Waals surface), which neglects solvent excluded volumes [41]. Furthermore, the
efficiency of REX-CPHMD simulations can be greatly enhanced by coupling both
temperature and pH in a two-dimensional version of the REX protocol. Nonetheless,
this [41] and other on-going studies (Khandogin and Brooks III, unpublished results)
clearly indicate that de novo pKa prediction by REX-CPHMD simulations is soon
to become a routine task.

10.4. pH-COUPLED MOLECULAR DYNAMICS SIMULATIONS
OF PROTEINS

pH effects have been traditionally included in molecular simulations through the
fixed charge state approach. The underlying assumptions are (1) pKa’s of titratable
side chains are known or can be approximated with the standard pKa’s; (2) titrable
side chains assume one of the charge states (charged or neutral); (3) their charge
states remain fixed in the course of the simulation. Obviously, these assumptions
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often do not reflect the physical reality. First, pKa’s in a protein can be significantly
shifted from the corresponding standard values. Second, when solution pH is close
to the pKa of the titrable group, both charge states are populated in the protonation
equilibrium. Lastly, the charge states of titratable groups fluctuate in response to en-
vironment. PHMD simulations offer a rigorous way of including solvent pH effects
in molecular simulations, thus allowing for studies of pH-coupled conformational
phenomena. Although the ability to model pH-coupled conformational transitions
is limited by the bottleneck in conformational sampling and the accuracy of force
field and solvent model, recent applications of PHMD to explore pH-dependent
conformational properties and folding of proteins are encouraging.

10.4.1. pH-Dependent Structural Properties in Peptides

Using stochastic titration simulations with implicit solvent, Dlugosz and
Antosiewicz investigated the question regarding the significance of solvent-solute
proton exchange for the structure of polypeptides under pH conditions such that both
protonated and deprotonated states are occupied [26]. They showed that the distance
distributions between Asp and Lys residues in a pentapeptide can not be reproduced
by a linear combination of those from the fixed-protonation state simulations [26].

The origin of the pH-dependent helicity of peptides and proteins has been a
subject for both experimental [11] and theoretical studies in the past two decades.
An early work by Ripoll et al., which allows a coupling between ionization and
conformational states using Monte Carlo simulation and the Multigrid Boundary
Element method for solving PB equation, examined the pH-dependent helicity of
a 17-residue peptide [83]. This study showed that conformations containing right-
handed α helical segments are energetically more favorable at low pH, in con-
trast to simulations using fixed charge states. The difference was attributed to the
restrictions imposed on the conformational space in the fixed-charge approach,
which led to the exclusion of low-energy conformations [83]. A similar method-
ology was later used to study the pH-dependent helicity of a penta-peptide con-
sisting of lysine and alanine residues, and resulted in a quantitative agreement
with experiment [100]. More recently, the pH dependent helicity of decalysine was
studied by Börjesson and Hünenberger using the acidostat method in explicit sol-
vent [14], and by Machuqueiro and Baptista using the stochastic titration method
with the mixed solvent scheme [61]. In the latter study [61], the authors com-
pared the calculated helix profile as a function of pH with experiment. The overall
shape of the helix profile vs. pH was reproduced although the helix-coil transition
obtained from the simulation was not as abrupt as that from experiment. The above-
mentioned simulation studies focused on the comparison of theoretical and exper-
imental pKa’s and total helix content. However, convergence of conformational
properties was not demonstrated due to the lack of conformational sampling. This,
in turn, made it difficult to gain detailed molecular mechanisms of the structural
transitions.
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10.4.2. De Novo Simulations of pH-Dependent Proten Folding

Because of the quantitative accuracy in predicting protein pKa’s and the advan-
tage of being only marginally slower than standard GB simulations, which are sig-
nificantly faster compared to explicit solvent simulations, CPHMD has become a
powerful tool for gaining atomistic insights into a host of pH-dependent confor-
mational phenomena. Khandogin and Brooks applied REX-CPHMD simulations to
investigate the pH-dependent folding of the C-peptide from ribonuclease A, start-
ing from an extended structure [45]. Although molecular mechanisms governing
the pH-dependent folding behavior can be probed by spectroscopic measurements
combined with amino acid mutations, much detailed information is inaccessible.
For example, a bell-shaped pH profile of helix content for the C-peptide has been
known for a long time [11, 76, 89]. However, questions regarding the composition
of the conformational equilibrium and specific interactions responsible for the pH
dependence remained elusive. The study by Khandogin and Brooks was able to
reveal, not only a pH-dependent total helix content in agreement with experiment,
but also a pH-dependent conformational equilibrium consisting of unfolded and par-
tially folded states of various helical lengths [45]. This study was able to provide
a direct correlation between the specific electrostatic interactions and stability of
different helical conformations, thus offering atomic insights into the mechanism of
pH-modulated helix-coil transitions [45]. The latter information is both consistent
with and complementary to the existing experimental data.

De novo folding simulations based on REX-CPHMD were also applied to elu-
cidate the folding behavior of β amyloid peptides (Aβ) from Alzheimers disease,
Aβ(1–28), Aβ(10–42) [43, 44]. Unlike the C-peptide and many globular proteins,
which are maximally folded at an intermediate pH that minimizes the total charge,
Aβ is helical with an inverse bell-shaped pH profile in aqueous TFE solution but
it is largely unfolded in water [43, 44]. The study of Khandogin and Brooks rec-
onciled this discrepancy in folding by showing that Aβ is mainly coil-like but con-
tains several short, nascent helical segments that have increased helix propensity
under low and high pH conditions (Figure 10-5). Furthermore, this study revealed a
pH-dependent solvent exposure in the central hydrophobic cluster, which forms the
minimum fibril forming sequence, and a pH-dependent β-turn formation in residues
23–26. Taken together, these data predicted that, at pH 6, Aβ adopts conformational
states that are most prone for the formation of β-sheet based aggregates. Finally, this
study suggested that, although minimum charge-charge repulsion at the isoelectric
point provides an initial driving force for aggregation, the folding conformational
landscape of Aβ is strongly modulated by pH leading to an enhanced intermolecular
hydrophobic association which stabilizes the β-sheet based oligomers.

REX-CPHMD simulations have also been applied to understand the mechanism
of the formation of protein intermediate states. Recent solution NMR data revealed
a sparsely populated intermediate in the villin headpiece domain, in which the N-
terminal subdomain is largely random but the C-terminal subdomain adopts a native-
like fold [34]. Interestingly, H41 in this intermediate state titrates at a pH value of
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Figure 10-5. Representative conformations of the β amyloid peptide (10–42) under different pH con-
ditions. The conformations were obtained as centroids of the most populated clusters from the replica-
exchange CPHMD folding simulations [43, 44]. The N-terminal residues 10–28 are shown in blue; the
C-terminal residues 29–42 are shown in red. In the most aggregation-prone state (pH 6), the side chains
of the central hydrophobic cluster Leu-17, Val-18, Phe-19, Phe-20 and Ala-21 are shown as van der Waals
spheres in pink, grey, cyan, purple and green, respectively

5.6, more than 1.5 units higher than that of the native state [34]. REX-CPHMD
simulations initiated from an X-ray crystal and a minimized average solution NMR
structure gave rise to two conformational states that have distinct titration behavior
for H41, corresponding the measurements for the native and intermediate states [46].
Supported by the dynamical, structural and titration properties, the simulation data
suggested that the state derived from the solution NMR structure resembles a puta-
tive intermediate that has a largely unfolded N-terminal subdomain. Moreover, the
formation of the putative intermediate was thought to be the result of the loss of a
hydrogen-bonded network centered at H41. Thus, this work put forth a proposal that
the hydrogen-bonded network and not the protonation state of H41 is a prerequisite
for folding in the villin headpiece domain.

Another interesting application area of PHMD simulations is to investigate elec-
trostatic interactions in the unfolded states of proteins. A traditional view that un-
folded proteins adopt random conformational states that are devoid of electrostatic
and hydrophobic interactions, are recently challenged by experimental data [20, 69].
REX-CPHMD folding simulations of the 35 residue C-terminal subdomain of the
villin headpiece domain revealed a significant deviation from the standard pKa val-
ues for several titratable residues. Additional simulations, in which a charged group
is neutralized confirmed the existence of specific electrostatic interactions in the un-
folded states (JK and CLB, manuscript in preparation).
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10.5. SUMMARY AND OUTLOOK

Many biological and chemical processes are modulated by solution salt and pH
conditions. Over the past decade, significant progress has been made in the de-
velopment of theoretical methods that explicitly account for the microscopic cou-
pling between conformational dynamics and protonation equilibria in proteins. These
methods, known as constant pH molecular dynamics, eliminate the need for the
ad hoc assignment of protein dielectric constant in the pKa calculation as in the
traditional Poisson-Boltzmann (PB) based approaches, and it can be applied to study
pH-dependent conformational phenomena of proteins. Of particular interest are the
stochastic titration method that combines the PB calculation sampling of protonation
states and explicit solvent molecular dynamics for sampling of conformational states,
and the continuous constant pH molecular dynamics (CPHMD) method based on λ
dynamics and GB implicit solvent models. The accuracy and speed of the CPHMD
method has enabled, for the first time, robust and quantitative pKa prediction for
proteins on the first-principles level. By employing the replica-exchange algorithm
to enhance the coupled conformational and protonation states sampling, the CPHMD
method can compute pKa during protein folding, thus providing a powerful tool for
the simulation of pH-dependent protein folding.

Despite the above-mentioned success, the accuracy of the CPHMD method can
be further improved through continued development of the underlying GB implicit
solvent model and its parameterization. The underestimation of pKa shifts for deeply
buried residues may be reduced by using a molecular surface that accounts for sol-
vent excluded volumes. A more elaborate scheme relative to the current approximate
function [41] may be considered to better capture salt screening effects. Another
effect that may play an important role in further pushing the level of accuracy for
pKa determinations is polarization. In this regard, the CPHMD technique can be
combined with methods of treating polarization, such as the fluctuating charge model
[82], for which an all-atom force field for protein simulations has been recently de-
veloped [78, 79]. Since the solvation energy is coupled with titration coordinates
through modulation of partial charges, the CPHMD formalism can be combined, in
a similar manner, with other implicit solvent models such as PB. However, since
the PB approach requires numerical solutions, the potential of mean force function
for model compound titration is no longer analytic and has to be approximated by
a continuous function, through, for example, cubic spline fitting to grid data. The
CPHMD formalism can also be extended to explicit solvent simulations although,
with the current CPU and sampling capability, convergence is expected to be poor.

The first series of applications of CPHMD to pH-dependent conformational pro-
cesses has provided novel insights, inaccessible by traditional molecular simulations
and current experiments, into the pH-modulated peptide folding, formation of inter-
mediate, and the aggregation properties of amyloidogenic peptides. Ongoing studies
(JK and CLB, unpublished data) indicate that the CPHMD method can be applied
to investigate a variety of pH-dependent phenomena, such as peptide insertion into
the membrane, and the backbone hydrogen bond registry shift in amyloid fibrils.
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The development and application of the CPHMD method demonstrate that simula-
tions are capturing physical reality at increasing resolution. With the explosion in
computing technologies, we are just at the beginning of a new era, where in silico
experimentation becomes an indispensable complement to wet lab experiments in
exploring unanswered questions related to a wide variety of biological and chemical
processes.
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Abstract: This chapter reviews current computational studies of the photophysical behavior of DNA
and RNA bases. The theoretical concepts and electronic structure methods appropriate for
computational photophysical and photochemical studies are presented. The natural nucle-
obases have ultrashort excited state lifetimes and very low quantum yields for fluorescence.
Quantum chemical calculations revealing radiationless decay pathways that quench fluo-
rescence are discussed
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11.1. INTRODUCTION

In this chapter we will review current computational studies of the photophysical
behavior of DNA and RNA bases. The photophysics of nucleic acids is of extreme
importance since their interaction with UV radiation can lead to photodamage in
DNA [1, 2]. During the last decade there has been great progress in understanding
the fundamentals of the photophysical behavior of nucleic acids based on femtosec-
ond spectroscopy and high level quantum chemical studies. Earlier work has been
reviewed several times [3–5] and the more recent studies were reviewed in great
detail in 2004 [6]. The current chapter focuses primarily on recent quantum chem-
ical calculations on nucleobases and their radiationless relaxation through singlet
electronic states. The review is mainly divided into two parts. Section 11.2 reviews
the fundamental theoretical tools for studying photophysical and photochemical pro-
cesses in molecular systems while Section 11.3 presents the computational studies
on photophysical behavior of nucleobases.
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11.2. COMPUTATIONAL PHOTOCHEMISTRY

The interaction of light with matter has many applications in chemistry and biology.
Biological processes using light are essential in life, and vital processes, such as
photosynthesis, light harvesting, vision, photochemical damage and repair in DNA,
utilize light to proceed. These biological functions are based on fundamental pho-
tophysical and photochemical processes in molecules present in biological systems.
Understanding better these processes requires extensive studies by physical and bio-
logical chemists.

The contribution of computational chemistry to the area of photochemistry and
photobiology has been slow over the years because of the difficulty of the theory
involved, but progress has been accelerated in recent years. The main difficulty arises
from the fact that photochemistry and photobiology involve processes taking place
on the excited states of molecules. Excited states only exist in a quantum world, and
consequently all the methods based on classical mechanics that have been developed
and are being used for ground state processes in biochemistry cannot be used, at
least not without some incorporation of quantum effects. So a quantum mechani-
cal model is needed even for the simplest qualitative description of photochemical
events. When localized events are described a quantum mechanical model can be
used for the local excitation in combination with classical mechanics to incorpo-
rate the much larger biological environment. The situation is even more challenging
since the requirements to calculate excited states, even within quantum mechanical
models, are a lot more demanding than the requirements for ground state reactions.
So although quantum mechanical methods for ground state problems have been
available for many years and are now being used routinely by many chemists, even
non-experts, the same is not true for excited states. Accurate methods exist for small
systems but the accuracy deteriorates rapidly as the size of the system increases.
This area of theoretical chemistry is an active field of research today, and methods are
being developed and improved so that we can apply them and expand our knowledge
of photochemical and photobiological events.

Computational photochemistry requires knowledge of the excited states beyond
initial vertical excitations and calculations of the potential energy surfaces (PES),
energies as a function of the geometrical distortions, are essential. Thus, the require-
ments of electronic structure methods are more than just an accurate description of
excited states at a given equilibrium geometry of a molecule, but, rather, an accurate
description at different distorted geometries, and possibly the ability to calculate the
forces along the PES. When we move away from the initial absorption to reaction
mechanisms we need to consider the framework that enables modeling of these ex-
cited state processes. Figure 11-1 shows a cartoon of ground and excited state PES
and possible processes that can occur upon photoexcitation. Ground state reactions
occur through transition states and computational chemists study these reactions by
locating transition states between the reactants and products and connecting them
through reaction coordinates. Excited states also have transition states, but ultimately
a system cannot remain on an excited state with the extra electronic energy, rather,
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Figure 11-1. Cartoon of ground and excited state potential energy surfaces, indicating points where nona-
diabatic transitions can occur

it will return to the ground state, either at the equilibrium structure where absorption
occurred, or it will go to a different product. In the former case the overall process is
photophysical while in the latter it is photochemical. The important point here is that
any photophysical or photochemical process involves transitions between different
electronic states. Transitions between different electronic states can occur either with
absorption or emission of photons (radiative transitions) or radiationlessly.

In order to computationally study these processes it is crucial to be able to model
the radiationless nonadiabatic transitions. It is growth in this area that has catalyzed
computational photochemistry and photobiology. The basics of the theory describing
radiationless transitions are outlined below.

11.2.1. Nonadiabatic Processes

Based on the Born-Oppenheimer approximation [7] the behavior of molecules is
described by the dynamics of the nuclei moving along a single PES generated by
the electrons. Nonadiabatic phenomena occur when at least two potential energy
surfaces approach each other, and the coupling between them becomes important.
As two PES approach each other, the rate of nonadiabatic processes depends on the
energy separating these two surfaces. The Landau-Zener formula gives the rate for
nonadiabatic transitions PL Z between two states
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PL Z = e− 2πλ2
vF , (11-1)

where λ is the coupling, v is the velocity at the crossing point, and F is the
difference of the slopes of the two diabatic surfaces at that point. This formula is
a one-dimensional scattering solution to the problem derived by assuming the the
nuclei follow a classical trajectory [8–10]. Traditionally nonadiabatic transitions are
described as internal conversion through avoided crossings. Fermi’s Golden Rule
[11] can also be used to calculate nonadiabatic transition rates.

In recent years ultrafast experimental techniques have allowed the observation of
nonadiabatic processes that take place in femtoseconds [12], and these ultrafast rates
cannot be explained with the traditional theories. Conical intersections, which are
the actual crossings of two potential energy surfaces, however, can facilitate rapid
nonadiabatic transitions. Conical intersections were known mathematically since the
1930s [13, 14] but they were regarded as mathematical curiosities rather than a useful
concept for explaining photochemistry. Developments in the 1990s however changed
that view when algorithms were developed that allowed for the location of conical
intersections without the presence of symmetry [15, 16]. These algorithms have since
revealed that conical intersections occur in the excited states of many molecules and
are far from uncommon [10, 17–25]. In fact, our understanding of photochemistry
has undergone a transformation based on the concept of conical intersections, which
has become the standard in photochemistry textbooks [26, 27]. Conical intersec-
tions and nonadiabatic dynamics are expected to participate actively in photobiology
as studies reveal [28–35]. Modern computational photophysics and photochemistry
uses high level electronic structure methods to locate conical intersections and map
the PES of ground and excited states in order to understand the underlying mecha-
nisms involved.

11.2.1.1. Conical Intersections

Neumann and Wigner proved, in their seminal work in 1929 [13], that for a molec-
ular system with N int internal nuclear coordinates two electronic surfaces become
degenerate in a subspace of dimension N int −2. To illustrate this dimensionality rule,
consider two intersecting adiabatic electronic states, ψ1 and ψ2. These two states are
expanded in terms of two diabatic states φ1 and φ2, which are orthogonal to all the
remaining electronic states and to each other [36]. The electronic energies are the
eigevalues of the Hamiltonian matrix

H =
(

H11 H12
H21 H22

)
(11-2)

where Hi j = 〈φi |H |φ j 〉. Diagonalizing H gives the adiabatic energies, E1,2 =
H11+H22

2 ± 1
2

√
(H11 − H22)2 + 4H2

12. For the eigenvalues to be degenerate two con-
ditions must be satisfied,
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H11 − H22 = 0 (11-3)

H12 = 0 (11-4)

Thus the degeneracy occurs in the subspace where these two equations are satisfied,
which is N int − 2.

A consequence of the noncrossing rule is that the degeneracy is lifted linearly in a
two-dimensional space, called the branching plane, and the energies of the two states
form a double cone. Conical intersections are characterized by the topography of the
potential energy surfaces in their vicinity [20, 36]. This topography plays a signifi-
cant role in the efficacy of a conical intersection’s ability to promote a nonadiabatic
transition [20, 30, 32, 36–39].

Location of conical intersections is based on minimizations constrained to satisfy
the above Eqs. (11-3) and (11-4). The development of analytic gradient techniques
for ab initio methods [40] enables the efficient characterization of PES by finding
optimized structures for molecules, locating transition states, and establishing re-
action pathways. Optimizations in the excited states and conical intersections are
less widespread than those of the ground state but progress is being made, as dis-
cussed in the next section. To locate conical intersections efficiently the nonadia-
batic couplings are needed in addition to the gradients of the surfaces (because of
the second constraint), although algorithms that do not require the coupling can be
used. Even though conical intersections are multidimensional seams (of dimension
N int − 2), usually the minimum energy point on that seam is located and reported.

The derivative (nonadiabatic) coupling, fIJ, is the term neglected in the Born-
Oppenheimer approximation that is responsible for nonadiabatic transitions between
different states I and J . It originates from the nuclear kinetic energy operator
operating on the electronic wavefunctions ψI and is given by

fI J = 〈ψI |∇ψJ 〉 (11-5)

where differentiation, ∇, is with respect to nuclear coordinates and the integration
is over electronic coordinates. The derivative coupling fI J is a measure of the vari-
ation of the electronic wavefunction with nuclear coordinates, and depends on the
energy difference between states I and J . When the states are well separated, the
coupling is small and the Born-Oppenheimer approximation is valid. If, however,
the electronic eigenvalues are close, a small change in the nuclear coordinates may
cause a large change in the electronic wavefunctions, a situation where the coupling
becomes important.

In order to be able to characterize the PES of excited states, locate conical in-
tersections, and derive mechanisms for photophysics and photochemistry, efficient
electronic structure methods for excited states are required. In the following section
we give a brief overview of the current state of methodological developments in
electronic structure methods applicable to excited states.
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11.2.2. Electronic Structure Methods for Excited States

The electronic structure method used to provide the energies and gradients of the
states is crucial in photochemistry and photophysics. Ab initio electronic structure
methods have been used for many years. Treating closed shell systems in their ground
state is a problem that, in many cases, can now be solved routinely by chemists using
standardized methods and computer packages. In order to obtain quantitative results,
electron correlation (also referred to as dynamical correlation) should be included
in the model and there are many methods available for doing this based on either
variational or perturbation principles [41].

However, when treating excited states the situation is more complicated. The sim-
plest method that can be used to study excited states is configuration interaction with
single excitations (CIS), which is equivalent to Hartree-Fock (HF) for the ground
state. In this method all Slater determinants with promotion of a single electron from
the HF wavefunction to the virtual orbitals are constructed and the optimized linear
combinations of those are obtained by diagonalizing the Hamiltonian matrix in the
basis of the Slater determinants. This has been the most frequently used method in
the past to study excited states and it still is the only applicable method for very
large systems. Because it does not include dynamical correlation it predicts excita-
tion energies that are too high. Often the energies are scaled by an empirical factor so
that they match the experimental absorption maxima. It has also been combined with
semiempirical methods giving the opportunity to be used to even larger systems.

In order to improve the quality of excited state description, correlation needs to be
included. The methods having been developed can be categorized into two groups,
the multireference methods, and the single-reference based methods.

11.2.2.1. Multireference Methods

Multireference methods provide a straightforward way to treat excited states, since
studying excited states requires the equivalent treatment of these states. Multirefer-
ence methods are extensions of the single reference Hartree-Fock or configuration
interaction (CI) methods, where many configurations are used instead of a single
configuration,

ψI =
N CSF∑

a=1

cI
aψa (11-6)

The basis of the expansion, ψa , are configuration state functions (CSF), which are
linear combinations of Slater determinants that are eigenfunctions of the spin opera-
tor and have the correct spatial symmetry and total spin of the electronic state under
investigation [42].

The Multi-Configuration Self-Consistent Field (MCSCF) method includes con-
figurations created by excitations of electrons within an active space. Both the coef-
ficients ca of the expansion in terms of CSFs and the expansion coefficients of the
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molecular orbitals setting up the Slater determinants are optimized. The choice of
which configurations and active orbitals to be included is critical and depends on the
chemical nature of the problem. This selection process is the most difficult step in
setting up an MCSCF calculation, and the flexibility in the choice of the active space
and its dependence on the investigator’s intuition have been criticisms of these meth-
ods. The most useful approach is the complete active space MCSCF designated as
CASSCF [43, 44]. Nevertheless, one must still choose the orbitals to be included in
the active space. For small systems a full valence active space can be used, where all
the valence orbitals of all atoms are included. This is not possible for larger systems,
and compromises between rigor and computing time have to be made.

To include dynamical correlation into a quantum calculation one must go beyond
the MCSCF approach. A multireference configuration interaction model (MRCI) is
a CI expansion where many electronic configurations are used as references instead
of using a single Hartree-Fock reference. The final expansion is a linear combination
of all the references and of the configurations generated from single and double
excitations out of these references to the virtual orbitals. The MRCI method is very
accurate provided all the important configurations are included in the expansion.
This requirement can be satisfied for small systems, but as the size of the system
increases the expansion becomes prohibitively large and truncations are necessary.
If one is interested in excitation energies at a single geometry (most often vertical
excitations) different expansions for the different states can be used to reduce the
size of the calculation. Alternatively the configurations can be truncated based on
some selection criterion. If, however, one is interested in the excited states over a
range of geometries, with the possibility of states crossing, then the importance of
consistency of the expansion for all states dictates the approach. Analytic gradients
have been developed for MRCI wavefunctions [45–48], which is a huge advantage
in computing cost when using these wavefunctions for studying conical intersections
and excited state stationary points. The COLUMBUS suite of programs [49] for
example has algorithms for studying conical intersections and derivative couplings
[50, 51] that rely upon analytic gradient techniques [45–47]. An efficient, internally
contracted MRCI method has been developed by Werner and Knowles [52] and is
implemented in the MOLPRO suite of programs [53]. This program is widely used,
but it has the disadvantage of not including analytic gradients.

Efficient methods to calculate excited states based on perturbation theory have
also been developed. Roos and coworkers [54, 55] developed the Complete Active
Space Second-Order Perturbation Theory (CASPT2), which has been implemented
in the ab initio package MOLCAS [56]. The CASPT2 method [54, 55] perturbatively
computes, through second order, the dynamical correlation using a single CASSCF
reference state and a non-diagonal zeroth-order Hamiltonian H0. This method has
been used for the study of many systems of various sizes and it reproduces exper-
imental excitation energies with high accuracy [57]. The CASPT2 method, how-
ever, cannot treat near degeneracies efficiently, since in these cases the CASSCF
wavefunction is an insufficient reference state for the perturbation calculation. Multi-
state perturbative methods have been developed [58, 59] (MS-CASPT2) that avoid
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this problem, and have been found to perform well at avoided crossings and when
valence-Rydberg mixing occurs [59]. Serrano-Andrés et al. [60] recently investigated
the possibility of using CASPT2 and multi-state CASPT2 for locating actual conical
intersections [60]. They concluded that these methods can lead to nonphysical results
when small active spaces are used. CASPT2 is frequently used to obtain refined
energies at selected points (stationary points or conical intersections) optimized at
the CASSCF level. This approach has been very useful in studying nonadiabatic
problems in systems of moderate size, and, as will be seen in Section 11.3, it is the
most frequent protocol used in the studies of radiationless decay in nucleobases.

Other implementations of perturbation theory for excited states have also been de-
veloped [58, 61, 62] and exist in other computational packages such as in GAMESS
[63]. MCQDPT [64, 65] is a method developed by Nakano that includes perturbation
theory for simultaneous treatment of many states. This method calculates perturba-
tion based corrections to both diagonal and off-diagonal elements to give an effective
Hamiltonian which is then diagonalized. Diagonalization after inclusion of the off-
diagonal perturbation ensures that avoided crossings of states of the same symmetry
are treated correctly.

11.2.2.2. Single-Reference Methods

A different approach for calculating excited states is based on indirect methods that
allow one to calculate excitation energies based on a single reference wavefunction.
Single reference methods for the calcualtion of excited states of large molecules have
been reviewed recently [66].

Configuration interaction with single substitutions (CIS) is the simplest method
that can describe electronically-excited states, but it does not include dynamical
correlation and thus it cannot predict accurate energies. Furthermore it is unable to
predict the correct topography of the intersecting surfaces because of the identically
zero Hamiltonian matrix elements between the HF reference and the singly-excited
determinants (Brillouin’s theorem). One has to go beyond the CIS approximation
and to include the dynamic correlation consistently in order to recover the correct
conical topography. The quasidegenerate second-order perturbation corrections to
CIS developed by Head-Gordon and coworkers, denoted CIS(D) [67], where the
(D) signifies double excitations treated perturbatively, is the cheapest excited-state
method that includes dynamical correlation. This method has the accuracy of the
second-order Møller-Plesset perturbation theory (MP2) method for the ground state
and scales as N 5 where N is the number of basis functions.

The CIS(D) method should not be able to resolve the problem of describing
conical intersections because it still separates the calculation of the ground and the
excited state energies. A new electronic structure model, termed CIS(2), has been de-
veloped in which the energies of both the ground and singly-excited states are eigen-
values of a dressed symmetric CI matrix in the space of the reference and singly-
excited determinants. The effects of double and triple substitutions are approximately
included into the CI matrix elements in the spirit of quasidegenerate second-order
perturbation theory [68]. This method can describe conical intersections.
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Starting from a coupled cluster representation for the ground state, linear-response
and equation-of-motion coupled cluster (LR-CC and EOM-CC respectively) [69,
70] can be used to provide accurate excitation energies. Variations of the method
can allow for more extended problems such as bond-breaking [71, 72]. Coupled
cluster methods represent the most sophisticated methods to account for dynamical
correlation when a single electronic configuration is a good first order description of
the chemical system but they are computationally expensive and thus limited to small
systems. The symmetry-adapted cluster configuration interactions approach (SAC-
CI) is a related approach that can be used for applications to open-shell systems, as
well as closed-shell systems [73].

The CC2 method [74] is an approximation to coupled cluster with singles and
doubles (CCSD), and the excited state energies calculated have MP2 quality. An
implementation that employs the resolution of identity (RI) approximation for two-
electron integrals to reduce the CPU time is also available, RI-CC2 [75], which is
suitable for large scale integral-direct calculations. This method has been imple-
mented in TURBOMOLE [76].

Alternatively, methods based on the density rather than the wavefunction [77],
have proven quite succesful for the ground state and have been extended to an excited
state formalism. Time-dependent density functional theory (TDDFT) [78] provides
excitation energies at a relatively low cost. TDDFT has gained unprecedented popu-
larity in recent years. This method can predict vertical excitation energies efficiently,
but its extension to the description of excited state properties and potential energy
surfaces is more complicated and is currently under development. Methods based on
TDDFT appear to be inadequate for describing conical intersections [79] due to a
qualitatively incorrect description of the energy surfaces in the vicinity of a conical
intersection. A method that combines density functional theory (DFT) with MRCI
(DFT/MRCI) has also been developed and has been useful in describing medium
size systems [80].

11.3. EXCITED STATES IN DNA

The interaction of UV radiation with nucleic acids is of great importance since it
can lead to UV-induced damage in DNA with profound consequences, including
photocarcinogenesis [1, 2]. The nucleobases are the primary chromophores in DNA
and RNA, and consequently, the photophysical and photochemical behavior of the
nucleobases has been the focus of extensive theoretical and experimental work over
the years [4, 6, 81, 82].

Upon absorption of UV radiation from sunlight the bases can proceed through
photochemical reactions that can lead to photodamage in the nucleic acids. Pho-
tochemical reactions do occur in the bases, with thymidine dimerization being a
primary result, but at low rates. The bases are quite stable to photochemical damage,
having efficient ways to dissipate the harmful electronic energy, as indicated by their
ultrashort excited state lifetimes. It had been known for years that the excited states
were short lived, and that fluorescence quantum yields are very low for all bases
[4, 81, 82]. Femtosecond laser spectroscopy has, in recent years, enabled a much
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more accurate measurement of lifetimes and detailed studies of excited state dynam-
ics [6, 83–120]. Transient absorption spectroscopy and fluorescence up-conversion
techniques have been used to measure the lifetimes and to study the dynamics of nu-
cleosides, nucleotides, and isolated bases, in solution. These studies report lifetimes
on the order of hundreds of femtoseconds and suggest that nonradiative relaxation
proceeds on an ultrafast timescale to the ground state with the excess energy being
transformed into heat [83, 84]. Experiments in the gas phase have been performed
as well, reporting spectra and lifetimes [95–115]. A review was published in 2004
summarizing the experimental and theoretical work up to that point of the excited
states in DNA and RNA [6]. Much progress has occurred since then in this exciting
field. Experiments have moved beyond single bases, nucleotides and nucleosides, to
the much more complicated and more biological relevant area of polynucleotides,
and single and double stranded DNA. Theoretically, there had been very limited
studies of excited state photophysics in the monomers in 2004, but there has been
an explosion since then. Many studies have appeared since then on mechanisms for
radiationless relaxation in all nucleobases. Computationally, only the bare bases have
been studied. It is not clear what effect the phosphate or sugar has on the excited
state dynamics. Initially the effect was believed to be very small, but more recent
experimental results suggest that the presence of phosphates in nucleotides may play
a role in the lifetimes [116], although that has not been explicitly studied theoreti-
cally. Recently theoretical attention has also shifted to systems with more than one
base, following the lead of experimental work. Computationally, however, it is much
more difficult to study these bigger systems, so progress is slower. Here we will
focus mainly on the computational studies of radiationless relaxation in monomers,
starting by the character and energies of excited states upon initial absorption.

11.3.1. Vertical Excitation Energies

Figure 11-2 shows the structures of the five nucleobases considered here. Only the
tautomers present in the nuclei acids will be considered. The first step in under-
standing the photochemistry and photophysics of nucleic acid bases is to have a
good knowledge of their excited states produced by photon absorption. Here only
singlet excited states are considered. Most computational studies have focused on
the singlet states, since any mechanism that involves singlet states will be much
faster than mechanisms involving triplet states. The reader should not infer from the
absence of triplet states in this review that they are not contributing to any radiation-
less processes in the nucleobases. The valence orbitals likely to be excited in these
heteroatomic aromatic molecules are π orbitals and lone pair orbitals localized on
nitrogen or oxygen. Figures 11-3 and 11-4 show the orbitals calculated to be involved
in excitation for the pyrimidine and purine bases, respectively. The lowest excited
states then are either ππ∗ excitations or nπ∗. At higher energies Rydberg states also
exist, although these are more difficult to detect experimentally because of their low
oscillator strengths. They are also more challenging to compute in a balanced way
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Figure 11-2. Structures of the DNA/RNA bases
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Figure 11-3. Molecular orbitals for the pyrimidine bases cytosine and uracil

relative to the valence states due to their different requirements for basis sets and
dynamical correlation, so the exact location of these states is less certain.

The ground state minimum of the nucleobases is planar or almost planar. In the
bases that have an amino group, adenine, cytosine and guanine, the nitrogen on the
animo group is pyramidalized breaking the planarity slightly. So the point group
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Figure 11-4. Molecular orbitals for the purine bases adenine and guanine

symmetry of the bases is Cs , or very close to it, and the excited states have either
A′ symmetry (i.e. ππ∗ states) or A′′ symmetry (i.e. nπ∗, πσ ∗). Vertical excitation
energies for uracil, thymine, cytosine, adenine and guanine calculated using var-
ious methods are given in Tables 11-1, 11-2, 11-3, 11-4, and 11-5. Only excitation
energies for the canonical tautomers of the nucleobases present in DNA are shown in
these tables and discussed further. This is a representative list of calculated energies
and does not include all published values. The most recent results obtained using
high level ab initio methods including dynamical correlation are included but older
values based on semiempirical methods and scaled CIS results are omitted. The ta-
bles list the methods used, but there is no specific information about the basis sets
used or other related information. The reader is directed to the actual publication for
the computational details.

11.3.1.1. Uracil–Thymine

Uracil has eight π orbitals and two lone pair nO orbitals on the two oxygen atoms.
The lowest excited states, if we neglect Rydberg states, originate from excitations
from these valence orbitals. Figure 11-3 shows the orbitals mainly participating in the
first four excited states. The excited states of uracil have been studied theoretically
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Table 11-1. Vertical excitation energies in eV relative to the ground state minimum of the singlet
electronic excited states in the uracil

S1 S2 S3 S4 S5

CASSCF [125] 4.78a 6.31a 6.88b 7.03b

CASSCF [126] 5.11a 7.36b

CAS-MSPT2 [126] 4.83a 5.20b

CASPT2 [125] 4.54 (0.00018)a 5.00 (0.19)b 5.82 (0.08)b 6.00 (0.00)a

MRCI [147] 4.80 (0.00015)a 5.79 (0.19)b 6.31 (0.000)a 6.57 (0.035)b

CCSD [128] 5.428a 6.015b

QDPT2 [128] 4.988a 5.883b

QCCSD [128] 4.988a

DFT/MRCI [130] 4.61 (0.0002)a 5.44 (0.2626)b 5.95 (0.000)a 6.15 (0.0501)b

CC2 [124] 4.79 (0.000)a 5.34 (0.182)b 6.02 (0.003)c 6.09 (0.000)a 6.25 (0.032)b

CIS(2) [68] 5.107 5.891
TDDFT [129] 4.64a 5.11b 5.64a 5.85b

TDDFT [131] 4.66 (0.0000)a 5.17 (0.1343)b 5.67 (0.0021)c 5.79 (0.0000)a 5.89 (0.0366)b

Oscillator strengths are given in parenthesis.
a nπ∗ state.
b ππ∗ state.
c Rydberg state.

Table 11-2. Vertical excitation energies in eV relative to the ground state minimum of the singlet
electronic excited states in thymine

CASSCF [125] 5.22a 6.75b 6.77a 7.15b

CASSCF [126] 5.30a 7.49b

CAS-MSPT2 [126] 4.88a 5.17b

CASPT2 [125] 4.39 (0.00019)a 4.88 (0.17)b 5.88 (0.17)b 5.91 (0.00091)a

CASPT2 [152] 4.81b 4.97a 5.99b 6.51a

CC2 [152] 4.88a 5.29b 6.39b 6.25a

CC2 [124] 4.82 (0.000)a 5.20 (0.182)b 5.74 (0.000)c 6.16 (0.000)a 6.27 (0.037)b

TDDFT [131] 4.69 (0.0000)a 4.96 (0.1388)b 5.43 (0.0003)c 5.81 (0.0001)a 5.95 (0.0668)b

Oscillator strengths are given in parenthesis.
a nπ∗ state.
b ππ∗ state.
c Rydberg state.

previously with ab initio methods ranging from CIS [121–123] to highly correlated
CC2 [124], CASPT2 methods [125, 126], MRCI methods [127], coupled cluster
[128], and density functional approaches for excited states [129–131]. The lowest
singlet excited states using different methods are shown in Table 11-1. Although the
different methods give different vertical excitation energies, all of them agree that
the first excited state S1 is an nπ∗ and the second is a ππ∗ more than 0.4 eV above.
The next two states, S3 and S4, are nπ∗ and ππ∗ respectively, but their predicted
ordering may change depending on the method used. The correlated methods MRCI,
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Table 11-3. Vertical excitation energies in eV relative to the ground state minimum of the singlet
electronic excited states in cytosine

S1 S2 S3 S4 S5

CASSCF [153] 5.21a 5.24b 6.00
MRCI [157] 5.14 (0.067)a 5.29 (0.002)b 5.93 (0.001)b

CASPT2 [140] 4.50 (0.065)a 4.88 (0.001)b 5.23 (0.003)b

CASPT2 [134] 4.39 (0.061)a 5.00 (0.005)b 6.53 (0.001)b

CR-EOMCCSD(T) [263] 4.76a 5.24b

CC2 [124] 4.66 (0.052)a 4.87 (0.002)b 5.26 (0.002)b 5.53 (0.005)c 5.61 (0.138)a

CIS(2) [68] 5.026 5.330
DFT/MRCI [133] 4.83 (0.0803)a 5.02 (0.0022)b 5.50 (0.0014)b 5.67 (0.1807)a 5.91 (0.000)b

TDDFT [153] 4.71 (0.036)a 4.76 (0.002)b 5.15 (0.001)b

TDDFT [131] 4.62 (0.0455)a 4.70 (0.0033)b 5.10 (0.0008)b 5.26 (0.0051)c 5.44 (0.0744)a

Oscillator strengths are given in parenthesis.
a ππ∗ state.
b nπ∗ state.
c Rydberg state.

Table 11-4. Vertical excitation energies in eV relative to the ground state minimum of the singlet
electronic excited states in adenine

S1 S2 S3 S4 S5

CASSCF [138] 5.226a 6.193b 6.674b 6.859a 7.232a

CASPT2 [138] 4.852 (0.0064)a 4.902 (0.1416)a 5.503 (0.0039)b 5.685 (0.0061)b 5.68c [160]
CASPT2 [143] 5.13 (0.070)a 5.20 (0.370)a 6.15 (0.001)b 6.86 (0.001)b

CASPT2 [164] 4.96 (0.004)b 5.16 (0.004)a 5.35 (0.175)a

CASPT2 [141] 5.01 (0.006)b 5.05 (0.002)a 5.16 (0.21)a 5.72 (0.005)b

MCQDPT [264] 4.92a

MRCI [210] 5.67a 5.68b 6.11a 6.25b

CIPSI [219] 4.96 (0.001)b 4.97 (0.010)a 5.34 (0.359)a

CC2 [124] 5.12 (0.007)b 5.25 (0.302)ac 5.53 (0.011)c 5.75 (0.003)bc 5.86 (0.004)c

DFT/MRCI [139] 4.90 (0.034)a 5.01 (0.001)b 5.04 (0.307)a 5.31 (0.006)c 5.45 (0.003)b

TDDFT [219] 4.97 (0.000)b 5.08 (0.167)a 5.35 (0.065)a

TDDFT [131] 4.86 (0.0095)b 4.97 (0.2114)a 5.20 (0.0178)a 5.23 (0.0114)c 5.53 (0.0056)b

Oscillator strengths are given in parenthesis.
a ππ∗ state.
b nπ∗ state.
c Rydberg state.

CASPT2, and DFT/MRCI agree in the ordering of the states with the exception that
the S3, S4 states are switched in CASPT2. A comparison of the different methods
demonstrates the difficulty in calculating these states. S1 energies range from 4.5 to
5.4 eV, S2 from 5.0 to 7.3 eV, S3 from 5.6 to 6.9 eV and S4 from 5.8 to 7.0 eV. It
should also be emphasized that the energies calculated with multireference methods,
like MRCI and CASPT2, depend on the choice of active space. This will be even
more apparent on comparisons for some of the other nucleobases where calcula-
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Table 11-5. Vertical excitation energies in eV relative to the ground state minimum of the singlet elec-
tronic excited states in guanine

S1 S2 S3 S4 S5

CASSCF [145] 5.207a 5.694b 5.982c 6.930c 7.607b

CASPT2 [145] 4.653 (0.188)c 4.896 (0.0007)a 5.422 (0.115)c 5.510 (0.001)b 6.711 (0.026)b

CASPT2 [143] 4.76 (0.133)c 5.09 (0.231)c 5.79 (10−4)b 6.60 (0.008)b

CIPSI [220] 4.76 (0.135)c 5.64 (0.184)c

CC2 [124] 4.98 (0.132)c 5.08 (0.028)a 5.38 (0.003)ba 5.43 (0.141)a 5.47 (0.179)ca

DFT/MRCI [171] 4.53 (0.22)c

TDDFT [131] 4.64 (0.0312)c 4.86 (0.1275)c 5.04 (0.0100)a 5.17 (0.2193)c 5.28 (0.0023)b

Oscillator strengths are given in parenthesis.
a Rydberg state.
b nπ∗ state.
c ππ∗ state.

tions for different active spaces are present. Here the most reasonable active space
for non-Rydberg low energy states is an active space of 14 electrons in 10 orbitals
(8 π + 2 n), denoted (14,10). This active space has been used for the MRCI calcu-
lations. Roos and coworkers examined the effect of different active spaces on their
CASPT2 results [125]. The results shown in Table 11-1 are using an active space
of 12 electrons in 12 orbitals. A recent multistate CASPT2 (CAS-MSPT2) [126]
used an active space of eight electrons in seven orbitals averaged over five states.
In this type of multistate calculation even the number of states included can have
a big effect on excitation energies. The effect of dynamical correlation can be seen
by comparison between a CASSCF calculation and the corresponding CASPT2 that
uses the same active space. Dynamical correlation has small importance on the nπ∗
state, lowering the state by 0.3 eV, but it has a huge effect on the ππ∗ states, lowering
the energy by about 2 eV for the first one and more than 1 eV for the second. The
basis set is another parameter that can affect the energies. For uracil the studies that
have used a variety of basis sets have not shown a big effect [130], but further work
is needed to examine this in greater detail. The Rydberg states have not been studied
extensively by many methods. CC2 calculates that the first Rydberg state is around
6 eV [124], and TDDFT predicts that state at 5.67 eV [131].

Thymine is very similar to uracil since it differs only by a methyl group. Vertical
excitation energies are given in Table 11-2. The first excited state is again an nπ∗
state, and S2 is a ππ∗. The shift of the energies compared to those of uracil is
generally small, but it also varies depending on the method used to calculate the
excitation energies for both bases.

Experimentally the lowest peak in uracil corresponding to the bright ππ∗ states
is observed in the gas phase at 5.1 eV [132]. In thymine the first band maximum
is at 4.8 eV [132]. An extended table of available experimental results taken from
absorption spectra and circular dichroism is given by Roos and coworkers [125] for
both molecules.
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11.3.1.2. Cytosine

The final pyrimidine base, cytosine, has an amino group and a carbonyl group as
substituents instead of two carbonyl groups present in uracil and thymine. As a
consequence the excited states are different than those in uracil and thymine. The
orbitals involved in the lowest valence excited states are shown in Figure 11-3. There
are three states that are quite close energetically, making it harder for the theoreti-
cal methods to predict even the right ordering of the states. Excitation energies are
given in Table 11-3. Contrary to uracil and thymine, the first excited state in cytosine
is a ππ∗ state with calculated vertical excitation energy 4.4–5.1 eV. S2 and S3 are
nπ∗ states where the lone pair orbitals involved are one on oxygen and the other on
nitrogen. S1 and S2 are calculated to be very close energetically by most methods.
Like uracil and thymine, the Rydberg states have not been studied as extensively as
the valence states. CC2 predicts the first Rydberg state to be at 5.53 eV [124], while
TDDFT locates it at 5.26 eV [131], and DFT/MRCI above 6 eV [133].

An extended table of available experimental results for cytosine in given by Roos
and coworkers [134]. The first experimental peak is at ca. 4.6 and the second at 5.2 eV
[132, 135, 136]. Gas phase REMPI spectra locate the origin of S1 at 4 eV [97].

11.3.1.3. Adenine

Although adenine has many tautomers that have similar energies and can be present
in gas phase experiments, here we will focus only on the tautomer present in natural
DNA, the 9H-adenine, shown in Figure 11-2.

The lowest four states are two ππ∗ states and two nπ∗ states, but their ordering
is not satisfactorily determined despite the considerable work done both theoreti-
cally and experimentally. The different computational methods vary widely in the
ordering and energies of the states they predict. The orbitals mainly contributing to
these excited states are shown in Figure 11-4 and the vertical excitation energies are
given in Table 11-4. The second ππ∗ state has the largest oscillator strength and
it is designated as La , using Platt’s nomenclature [137]. This is the state that the
dominant configuration is mainly an excitation from the HOMO orbital (as indicated
in Figure 11-4) to the LUMO. The oscillator strength of the first ππ∗ state is 5–10
times smaller, and the dominant configuration for this state involves a mixing of
HOMO → LUMO +1 and HOMO −1 → LUMO. This is the Lb state. The La

state is very difficult to describe computationally and its energy depends greatly on
dynamical correlation. So if one compares CASSCF and CASPT2 values using the
same active space and basis sets [138], at the CASSCF level its energy is 6.8 eV, and
when dynamical correlation is included at the CASPT2 level it drops to 4.9 eV. By
comparison the Lb state with inclusion of dynamical correlation drops from 5.2 to
4.8 eV, only by 0.4 eV. The location of Rydberg states in adenine is a point of ex-
tended discussion, especially in relation to the photophysical properties of adenine.
CASPT2 locates the first Rydberg states at 5.68 eV, while DFT/MRCI locates them
at 5.31 eV [139] and CC2 at 5.53 eV [124]. The CC2 method predicted considerable
mixing of valence and Rydberg character for higher excited states of adenine.
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As was already discussed for uracil, the choice of the active space and basis sets
in multireference methods is very important. This dependence can be clearly seen in
the variation of CASPT2 results obtained for adenine, as seen in Table 11-4. Serrano-
Andrés and coworkers used an active space with 12 electrons in 11 orbitals and a
6-31G(d,p) basis set [140]. Domcke and coworkers used an active space (12,10), of
either 10π , 8π+2n or 9π+1n, and MP2 geometry [138]. Blancafort used an active
space (16,12) of 10 π and 2 n orbitals [141]. The energies of the ππ∗ states vary by
0.3 eV, while the energies of the nπ∗ states change by as much as 1 eV, depending
on the active space used in the CASPT2 calculations.

Experimentally the gas phase UV/V is absorption spectrum of adenine has a max-
imum at 4.92 eV, which is red shifted in aqueous solution to 4.77 eV [132]. This band
contains at least two electronic transitions with maxima at about 4.6 and 5.0 eV, with
the first transition being weaker than the second [142, 143]. A second band appears
at higher energies, around 6 eV. In the gas phase R2PI spectra of jet-cooled adenine
there are two origins at 4.40 and 4.48 eV, where the low energy one corresponds to a
nπ∗ transition, and the higher energy one corresponds to ππ∗ [105].

11.3.1.4. Guanine

The ground state geometry of guanine is almost planar with the amino group
being slightly pyramidalized. The tautomer presented here is 9H-guanine, shown
in Figure 11-2. The excited states of guanine calculated using a variety of methods
are shown in Table 11-5. The orbitals mainly involved are shown in Figure 11-4. As
in adenine the first four singlet excited states are two ππ∗ states and two nπ∗ states.
The first two states, S1 and S2, are predicted by all methods to be ππ∗ states with
similar oscillator strengths. This differs from adenine where the brightest state is the
second ππ∗ state. The dominant configurations in these states differ from adenine as
well. In guanine the S1 state is mostly HOMO → LUMO excitation (La) while S2 is
mostly HOMO → LUMO +1 (Lb) without much excitation from HOMO −1 [143].
So the ordering between La and Lb is reversed in guanine compared to adenine.
The energy for S1 is lower than the corresponding state in adenine and this trend is
predicted by all methods applied. This should be expected since it is easier to predict
qualitative trends between molecules that differ in their substituents than predict ac-
curate absolute excitation energies [144]. The next states arise by excitation from the
lone pairs, which here are one on nitrogen and one on oxygen. S3 is an nOπ

∗ state
while the second A′′ state is an nNπ

∗ state. These states appear to be well separated
from the ππ∗ states located at higher energies. The first Rydberg state at the CASPT2
level is at 4.90 eV [145]. The CC2 method again predicts considerable mixing of va-
lence and Rydberg character with the first mainly Rydberg state at 5.08 eV [124]. In
general, in these calculations where Rydberg states were considered, the first one was
found to be low in energy and possibly the S2 or S3 state. Involvement of Rydberg
states may be important in the photophysical properties of guanine, as has been seen
in adenine, although there have not been studies that explicitly include Rydberg states
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when studying the photophysical properties of guanine. The relaxation studies will
be discussed in more detail in the following section.

Experimentally guanine shows spectral features with similarities to those of ade-
nine. There are two peaks at 4.51 and 4.95 eV with relatively low intensity and much
stronger bands higher than 6 eV. The oscillator strengths for the first two peaks are
similar also, 0.14 and 0.21, respectively [143, 146].

11.3.2. Photophysics

All the nucleic acid bases absorb UV radiation, as seen in Tables 11-1, 11-2, 11-3,
11-4, and 11-5, making them vulnerable to the UV radiation of sunlight, since the
energy of the photons absorbed could lead to photochemical reactions. As already
mentioned above, the excited state lifetimes of the natural nucleobases, and their
nucleotides, and nucleosides are very short, indicating that ultrafast radiationless
decay to the ground state takes place [6]. The mechanism for nonradiative decay
in all the nucleobases has been investigated with quantum mechanical methods. Be-
low we summarize these studies for each base and make an effort to find common
mechanisms if they exist.

11.3.2.1. Uracil

The electronically excited singlet states of uracil, and how they can lead to efficient
radiationless decay to the ground state, were initially investigated using MRCI meth-
ods by Matsika [147] and later with other methods that agree with the MRCI results
in the more general features [92, 126, 128, 148–150]. The discussion in this section
describes MRCI results for free uracil in detail, along with the studies that have been
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Figure 11-5. Energy level diagram of minima and conical intersections involved in the radiationless decay
in uracil. Energies and structures taken from Ref. [147, 224]
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published after that. Figure 11-5 summarizes the features in the PES that were found
to be important in the photophysical behavior of uracil.

Vertical excitation energies for the first two excited singlet states, S1 and S2, are
given in Table 11-1. The first excited state is a dark state involving excitation from
the lone pair on oxygen to a π∗ orbital (nOπ

∗) while the second is a bright ππ∗
state. Initial absorption of UV radiation excites uracil to the S2 state and subsequent
radiationless decay necessarily involves both S1 and S2 excited states. The other
singlet states are higher in energy and are not considered further, although they could
be involved indirectly in the photophysical behavior of uracil, especially at higher
energies. The vertical excitation energies depend strongly on the level of correlation,
and the MRCI expansion has to be designed so that some type of σ correlation is
included. See original work for more details [147]. Vertical excitation energies at the
MRCI level are 4.8 and 5.8 eV for the S1 and S2 states respectively.

Pathways that can lead to radiationless decay to the ground state after initial ex-
citation to the bright S2 state have been calculated using MRCI. These pathways
are provided via conical intersections, as shown in Figure 11-5. The first conical
intersection seam is between the first two excited states, S2 and S1, and is easily
accessible from the Franck Condon region. The molecule is significantly distorted
from planarity at this geometry as seen in Figure 11-5. The C5C6 bond is stretched
to 1.48 Å loosing its double bond character and simultaneously the C4O8 bond is
stretched from 1.20 to 1.25 Å. Minimum energy paths on the S1 surface starting
from this conical intersection can lead to two different directions. In one direction
the S1 minimum can be reached, while in another direction a conical intersection
seam between S1 and the ground state will be accessed. Access to this conical in-
tersection will lead to ultrafast radiationless decay to the ground state, while access
to the S1 minimum will result in a long lifetime, since this is a dark state with low
oscillator strength for radiative emission. The radiative lifetime calculated for this
state is 2×10−5 s. Both of these possibilities have been observed in experiments. He
et al. [101, 102] first observed the dark state in the gas phase of methylated uracil
molecules and in complexes of thymine with water molecules. Recently a dark state
has also been observed in aqueous solutions of 1-cyclohexyluracil by Kohler and
coworkers [151]. In that work the branching between the dark state and final decay
to the ground state is observed to be 60% for radiationless decay.

The S1 minimum and the minimum energy point on the conical intersection seam
S1/S0 are almost isoenergetic with an energy ca. 4.1 eV. The lifetime of the dark
state, if the S1 minimum is reached, depends on the ability of a wavepacket on the S1
minimum to reach the seam. Although these points are isoenergetic, they have very
different conformations and lie in different regions of the PES, so it is important to
investigate pathways connecting them. A transition state exists on the S1 surface that
connects the S1 minimum with the S1/S0 conical intersection seam. This transition
state creates a barrier of 0.65 eV, which makes radiationless relaxation from the S1
minimum to the ground state difficult. The imaginary frequency is 2045 cm−1. The
motion involves mainly twist of the C5 C6 bond, especially the C6H6 fragment,
which is the motion needed to reach the conical intersection. The wavefunction of the
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S1 state at that transition state involves mixing of the nOπ
∗ and ππ∗ configurations.

The geometry also reflects this mixing. The C4O8 bond is 1.25 Å, a value between
that of the S1 minimum (1.35 Å) and the conical intersection (1.20 Å). The C4C5

bond is 1.44 Å, again between the values at the S1 minimum, 1.36 Å, and at the con-
ical intersection, 1.49 Å. Alternative radiationless decay pathways from the S1 mini-
mum have been investigated by searching for different conical intersections between
S1 and the ground state. A conical intersection seam at 5.5 eV was located but the en-
ergy is much higher than the conical intersection S1/S0 and the barrier, so this conical
intersection is not expected to be important for radiationless decay from the S1 sur-
face. Overall these calculations suggest that nonadiabatic transition from S2 to S1 is
very fast, but subsequent relaxation to the ground state depends on the branching be-
tween the pathway leading to the conical intersection S1/S0 and the pathway leading
to the dark state minimum. Escape of population from this minimum is hindered by
a barrier. This seems to be responsible for the nanosecond lifetimes observed in the
gas phase [101, 102].

Pathways leading to the ground state have been investigated using different
methods, CIS, CR-EOM-CCSD(T) [128, 148], TDDFT [92, 149] and CASPT2
[126, 150]. Specifically the S1/S0 conical intersection has also been found by
others to be the leading path for deactivation to the ground state in uracil and
thymine[92, 128, 148–150]. Zgierski et al. [128, 148] describe the S1/S0 conical
intersection as an intersection between a biradical state and the ground state, but the
structure is very similar to that found by the other methods.

Hudock et al. [126] used the ab initio molecular dynamics multiple spawning
method to go beyond the static picture based on PES and include the time dependent
dynamical behavior and predict time-resolved photoelectron spectroscopy results.
According to these results the first ultrafast component of the photoelectron spec-
tra of uracil corresponds to relaxation on the S2 minimum rather than nonadiabatic
transitions to the S1 state. The authors suggest that the radiationless relaxation from
S2 to S1 through the S2/S1 conical intersection is responsible for the second pi-
cosecond lifetime observed. Several trajectories were calculated starting from verti-
cal excitation on the S2 surface and it was observed that only a small fraction of
them ended up on the S1 surface in the first 500 fs. Furthermore, the electronic
states of the uracil cation, formed upon photoionization, play an important role on
the photoelectron spectra. This study points to the fact that time-dependent calcu-
lations mimicking the experimental observable may reveal aspects of excited state
dynamics that are difficult to extract relying only on time-independent electronic
structure potential energy surfaces. So the ultimate fate of excited states can only be
determined through dynamical studies. Since these studies depend on the quality of
the PES and require many quantum chemical calculations, they have been limited
so far, but it is expected that a lot more contributions will be made in this area in
the near future. For uracil the current study explores initial dynamics on the S2 sur-
face, but further work is needed to follow the dynamics after that and finally to the
ground state.
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11.3.2.2. Thymine

As discussed earlier, thymine is very similar to uracil in its excited states pattern.
This is also true for its radiationless decay mechanism except from the fact that the
excited state lifetime in thymine is somewhat longer than in uracil. Theoretically
the mechanism for radiationless decay has been studied using CASPT2 electronic
structure methods [150, 152].

The excites states in thymine, as in uracil, are an S1 nπ∗ state and an S2 ππ
∗

bright state. So initial UV absorption will lead to the bright S2 state. This state crosses
with the S1 state first. Perun et al. [152] found three different conical intersections
between S1 and S0 present in thymine. All conical interections are characterized
by strongly out-of-plane distorted geometries of the heterocyclic ring. Figure 11-6
shows the structure of thymine at two of these conical intersections. The energeti-
cally lowest one is similar to the one found in uracil and corresponds to a crossing
between the ground state and the ππ∗ state. The structure involves twisting of the
C5C6 bond and the methyl group being almost perpendicular to the plane of the
molecule, similarly to the structure found in uracil (see Figure 11-6a,b). This conical
intersection is accessible without a barrier from the minimum of the ππ∗ state and
can provide a pathway for direct quenching of the population of the lowest ππ∗ state
of thymine. The energy at this point is 4.35 eV at the CASPT2 level while the energy
at the ππ∗ minimum is 4.48 eV. The other two conical intersections involve the nπ∗

(a)

(b)

(c)

(d)

(e)

(f)

Figure 11-6. Structures of representative conical intersections S1/S0 in the pyrimidine bases, uracil,
thymine, and cytosine. Uracil structures (a,d) are taken from Ref. [147, 210]. Thymine structures (b,e)
are taken from Ref. [152]. Cytosine structures (c,f) are taken from Ref. [157]
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state and S0 and are much higher in energy, about 7.5 eV. Merchan et al. [150] have
also calculated the C5C6 twisted conical intersection using CASPT2 methods located
at 4.0 eV.

The ab initio molecular dynamics study by Hudock et al. discussed above for
uracil included thymine as well [126]. Similarly to uracil, it was found that the first
ultrafast component of the photoelectron spectra corresponds to relaxation on the
S2 minimum. Subsequently a barrier exists on the S2 surface leading to the con-
ical intersection between S2 and S1. The barrier involves out-of-plane motion of
the methyl group attached to C5 in thymine or out-of-plane motion of H5 in uracil.
Because of the difference of masses between these two molecules, kinematic factors
will lead to a slower rate (longer lifetime) in thymine compared to uracil. Experimen-
tally there are three components for the lifetimes of these systems, a subpicosecond,
a picosecond and a nanosecond component. The picosecond component, which is
suggested to correspond to the nonadiabatic S2/S1 transition, is 2.4 ps in uracil and
6.4 ps in thymine. This difference in the lifetimes could be explained by the barrier
described above.

11.3.2.3. Cytosine

Cytosine was the first nucleobase whose radiationless decay was studied with quan-
tum mechanical methods. Nevertheless, its first excited states are not so clearly sep-
arated as in uracil and thymine, and this causes complications in the computational
studies of the photophysics. So, many computational studies have been reported to
elucidate the mechanisms for radiationless decay to the ground state but, not always
with the same conclusions.

Overall the different calculations have reported that three different conical inter-
sections between S1 and S0 exist in cytosine. One of them involves twisting of the
C5C6 double bond and the states crossing are the ground state and the ππ∗ state
which, however, looks more like a diradical at this distorted geometry (ci1). The
second conical intersection involves N3C4 torsion and the S1 state has been called
either an nπ∗ or ππ∗ state, although it is the same state and only the nomenclature
differs (ci2). The third conical intersection involves the nOπ

∗ excited state and has
the CO bond elongated (ci3). All three conical intersections have somewhat similar
energies and, depending on the method used, their relative importance varies.

The first study, by Ismail et al. [153], used the CASSCF method with a 6-31G*
basis set and an active space of 14 electrons in 10 orbitals to locate conical intersec-
tions and pathways connecting them to the Franck Condon region. Two such conical
intersections were identified in that work, the ci2 and ci3, as defined above. In that
work the barrier leading to ci2 was calculated to be 10 kcal/mol, too high to make
this conical intersection relevant. But the barrier leading to ci3 was found to be much
smaller, 3.6 kcal/mol, and it was concluded that ci3 is involved in the dominant decay
path . Reaching this intersection requires first a conical intersection between the ππ∗
state, which is vertically the S1 state, and the nOπ

∗ state, which is vertically the S2
state. Merchan and Serrano-Andrés followed up this study [140] using a method
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that included dynamical correlation though, CASPT2, and predicted that an S1/S2
conical intersection is not necessary and the S1 ππ

∗ state can directly evolve to a
conical intersection with the ground state. The structure of cytosine at this conical
intersection is very similar to that of ci3, but the character of S1 is ππ∗ instead of
nOπ

∗. In fact, it has been shown that in the vicinity of these two conical intersections
all three states, S0, S1, and S2, are close in energy and upon optimization a three-state
conical intersection has been located [154].

Later, several other studies appeared where a different conical intersection, the
twisted conical intersection (ci1), was located and was connected to the S1 mini-
mum with small barriers [133, 155–157]. MRCI calculations by Kistler and Matsika
located all the above mentioned conical intersections between S1 and S0 and con-
structed detailed pathways that connect them to the Franck Condon region. Initial
absorption of a UV photon excites the ground state system to S1, the bright ππ∗
state at 5.14 eV. The minimum energy path (MEP) on S1 leads to a minimum at
4.31 eV by stretching the carbonyl by about 0.1 Å and folding the ring slightly in a
butterfly fashion along the N1/C4 axis. From this minimum the base can continue to
distort on the MEP in two different ways, both of which lead to conical intersections
through barriers of about 0.15 eV. Figure 11-7 shows the pathways connecting the S1

Figure 11-7. Minimum energy pathways on the S1 surface of cytosine connecting the S1 minimum to
two S1/S0 conical intersections. The five singlet state energies at the MRCI level are shown. Energies
are given in eV with respect to the ground state minimum energy. ciI J represents conical intersection
between states SI , SJ . (From Ref. [157])
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minimum to the two conical intersections. Progression in the “sofa” direction of dis-
tortion (as is indicated in the figure), where N3 puckers out of plane, leads to a conical
intersection between S1 and the closed-shell S0 surface with energy of 4.27 eV. This
is ci2 as defined above. Interestingly the MRCI calculations predict a very small
barrier leading to ci2, although CASSCF had predicted a much higher barrier as
discussed in the previous paragraph [153]. CASPT2 calculations reported recently
also predict a small barrier of 0.2 eV [156]. The S1 minimum is also connected to a
second conical intersection that involves twisting of the C5C6 bond (ci1), as shown
in Figure 11-7. A transition state along the pathway creates a low barrier of 0.15 eV.
This conical intersection has an energy of 3.98 eV, which is about 0.3 eV lower than
the global stationary minimum or the sofa ci2, making this the more energetically
favored conical intersection [157]. The third conical intersection, ci3, is too high at
the MRCI level, and also at the CASPT2 level as calculated by Blancafort [156].
The low barriers connecting the S1 minimum to the conical intersections are consis-
tent with REMPI experiments that show sharp lines only in a very narrow range of
energies [97].

11.3.2.4. Adenine

The photophysical properties of adenine have intrigued chemists from early on. Broo
studied adenine and 2-aminopurine (2AP) in order to understand their differences
in photophysical properties. Adenine like all natural nucleobases has very short
excited state lifetimes and low quantum yields of fluorescence, while 2AP, which
differs from adenine in the position of the amino group, has long lifetimes and
strong fluorescence, making it a very useful fluorescent probe. In Broo’s work it
was observed that the first excited state is a ππ∗ at vertical excitation but crosses
with an nπ∗ state which becomes the S1 state adiabatically at the minimum. The
large out-of-plane distortion on the nπ∗ state opens up a deactivation channel in
adenine compared to 2AP. In 2AP, on the other hand, the S1 state always has a ππ∗
character.

After the recent experimental studies [83, 84] measured more accurately the ultra-
short excited state lifetimes, the photophysical properties of adenine became again
highly interesting. In 2002 Domcke and coworkers [158] published a study that
showed that a Rydberg state is present close to the valence excited states and it has
a conical intersection with the ground state along the N9H stretching coordinate of
the azine group. They argued that the predissociation of the ππ∗ and nπ∗ states
by the Rydberg state (a πσ ∗ state) and the conical intersection of the πσ ∗ state
with the ground state provide the mechanism for the ultrafast deactivation of the
excited states of adenine. Similar mechanism has been observed in other aromatic
biomolecules, i.e. pyrrole [159]. This mechanism however can only be operative in
free bases since in nucleotides and nucleosides N9 forms a bond with the sugar rather
than the H. Discussions about the importance of this mechanism have not been set-
tled and experimentalists try to provide evidence in support or against its importance



Quantum Mechanical Studies 309

[108, 112, 114, 115]. Further theoretical calculations have been done including these
conical intersections between the πσ ∗ state and the ground state [160, 161].

This initial study in adenine was very different from studies on other bases where
the main vibrational motions involved in the radiationless deactivation are in the
ring. Several other studies however have appeared since then, where the mechanism
in adenine is shown to proceed via conical intersections involving out-of-plane defor-
mations of the six-membered ring [138, 139, 141, 160, 162–165]. Two conical inter-
sections between S1 and S0 involving such torsions have been calculated by several
groups [138, 139, 141, 163, 164]. The conical intersections involve twisting of the
C2N3 and N1C6 bonds in the ring (denoted CI23 and CI16 respectively by Domcke
and coworkers [138]). Figure 11-8 shows the structure of adenine at these two conical
intersections. The lowest minimum of the S1 state has nπ∗ character. This minimum
is connected to the two different conical intersections with the ground state with
paths that have very small barriers, ca. 0.1 eV. Although the ordering of the states
does not agree in all calculations, it is agreed in all of these studies that the brightest
state is the second ππ∗ state (La). If initial absorption of light excites mostly to that
state it will cross with the lower energy states and eventually become the S1 state.
It can then cross the ground state S0 with a conical intersection that involves twist-
ing along C2N3 (CI23). This mechanism is consistent with R2PI experiments that
show sharp vibronic peaks in a rather narrow wavelength range (1100 cm−1 from
the origin) [105]. Figure 11-9 shows the pathways connecting the S1 minimum to
the two conical intersections as calculated by Domcke and coworkers [138]. The left
panel of the figure also shows the higher bright La state falling rapidly in energy and
crossing with the ground state a CI23. Zgierski and coworkers proposed a biradical

a) 1La/S0
     (CI23)

9H-Adenine 9H-Guanine

b) 1nπ∗/S0
     (CI16) 

c) 1La/S0
     (CI23)

Figure 11-8. Structures of representative conical intersections S1/S0 in the purine bases, 9H-adenine
and 9H-guanine. Adenine structures (a,b) are taken from Ref. [138]. Guanine structure (c) is taken from
Ref. [171]
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Figure 11-9. CASSCF potential-energy profiles of the ground-state S0 (circles), the 1nπ∗ state (trian-
gles), the 1 Lb state (squares), and the 1 La state (filled squares) of the 9H-adenine along the linear
interpolation reaction path from the equilibrium geometry of the 1nπ∗ state to the CI32 (a) and CI16
(b) conical intersections. The diabatic correlation of the states is shown in (a). (From Ref. [138])

mechanism, as in the pyrimidine nucleobases, where the structure distorts as in the
ππ∗/S0 intersection proposed by the other authors [166].

The conical intersections involving out-of-plane deformations are probably re-
sponsible for radiationless deactivation at lower UV energies whereas at higher en-
ergies it is proposed that the Rydberg state may be accessed opening the channel
for hydrogen abstraction [160]. Additionally, a mechanism leading to opening of
the 5-membered ring has been found, but the barrier needed to overcome to reach a
conical intersection involved in this mechanism is high (ca. 1.5 eV) [160].

11.3.2.5. Guanine

Radiationless decay in guanine has been studied less compared to the other nucle-
obases. CASPT2, DFT and CCSD methods have been employed to study the pho-
tophysical properties of guanine [145, 167–172]. The first excited state is a bright
ππ∗ La state at 4.65 eV using CASPT2 theory. After initial excitation to this bright
state it relaxes to a minimum at 3.97 eV. This minimum is connected to a conical
intersection with the ground state at 3.7 eV. Thus the energy needed to reach the
conical intersection after relaxing to the minimum is only 0.17 eV [145]. Pathways
from the other higher energies have been calculated as well. Figure 11-10 taken from
the work of Chen and Li [145] shows the different possible pathways calculated
at the CASPT2 level. On the nNπ

∗ surface a conical intersection between nNπ
∗
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Figure 11-10. The nonradiative deactivation paths for the lowest two 1ππ∗ state and the 1nNπ
∗ state of

9H-guanine. (From Ref. [145])

and ππ∗ (La) is located, which suggests that the nNπ
∗ could transform to the ππ∗

excited state first and then follow the deactivation pathway described for that state.
The Rydberg πσ ∗ state was also considered, but it was found that dissociation of the
NH bond of the six-membered ring is difficult because of a significant barrier.

Zgierski and coworkers proposed for guanine the same biradical mechanism that
was proposed for all the other bases [172]. Furthermore, on the fly molecular dynam-
ics using density functional theory have been used to study initial evolution along the
S1 surface of methylated guanine [167–169].

Guanine has six tautomers that are relatively close energetically and are probably
present in gas phase experiments. This made the assignment of the spectra much
more complicated, and problems in assignments arose necessitating theoretical work.
The situation was additionally complicated because the excitation energies of the
different tautomers have different energies, lifetimes and relaxation mechanisms. For
example, the 9H tautomer is believe now to relax to the ground state so fast that it has
probably not been seen at all in any spectra [109–111, 113]. The first excited state of
the six tautomers and its radiationless decay has been studied theoretically by Chen
and Li using CASPT2 methods [170], and by Marian using DFT/MRCI methods
[171]. These calculations suggest that the deactivation of 9H-guanine is much more
rapid than the other tautomers.

11.3.2.6. General Features of Conical Intersections in Nucleobases

An important question in the topic of radiationless decay in nucleobases is whether
a common mechanism exists that operates in all of them. The studies above show
that the mechanism in each nucleobase depends on the details of the excited states
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present and their relative energies. Nevertheless, there are some similarities between
the different systems. Specifically, there are always conical intersections between a
ππ∗ state and the ground state, and the structures of these conical intersections share
some similarities.

Figures 11-6 and 11-8 show the structures of some representative S1/S0 conical
intersections located in the nucleobases. Pyrimidine bases have common a C5C6

double bond. The first ππ∗ excited state in all of them has a conical intersection
with the ground state where this bond is twisted. The structures for uracil, thymine,
and cytosine at the conical intersections are shown in Figure 11-6a,b,c. The dihedral
angle <XC5C6H (X H,CH3) is not the same in all bases but the main twisted
structure is. The wavefunction shows biradical character at this point. Cytosine also
has a double bond between N3C4. A second conical intersection with the ground state
exists where this bond is elongated and twisted forming a ’sofa’ like conformation as
seen in Figure 11-6f. Uracil and thymine also have additional conical intersections
arising from crossing of the nOπ

∗ with the ground state (see Figure 11-6d,e).
Purine bases are bicyclic, but it is the six-membered ring that has been seen to

participate mostly in conical intersection distortions. Some of the structures of the
conical intersections observed are shown in Figure 11-8. All purines have a C4C5

double bond but it is shared between the rings, so it cannot be twisted easily to
destabilize the ground state and bring S1 and S0 together in energy. However, the
C2N3 double bond can be distorted after excitation to the ππ∗ state. In both adenine
and guanine a conical intersection between the La state and the ground state involves
this bond twisting so that C2 comes out of the plane (see Figure 11-8a,c). Adenine
has another possibility with the N1C6 bond which also deforms to form a conical
intersection with the ground state (Figure 11-8b).

A question that becomes obvious at this point is what happens to the molecules
that have similar structures to the natural bases but have different photophysical
properties, i.e. they fluoresce. These molecules have similar main structure to the
bases, similar ring systems and double bonds, and so, according to the previous dis-
cussion, similar conical intersections should be expected. If that is true, and conical
intersections facilitate efficient radiationless decay, why do these molecules fluoresce
instead of decaying nonadiabatically? That is a question that has occupied a number
of scientists and some answers and insights are given in the following section.

11.3.3. Fluorescent Analogs

Analogs of the DNA bases have been synthesized which display a significant fluores-
cence quantum yield upon excitation, unlike the natural DNA bases, while retaining
much of the structural requirements necessary for base-pairing and formation of a
helical stack with the natural DNA bases. Because their fluorescence is often strongly
influenced by their immediate environment, with significant quenching occurring
when the analog is stacked with surrounding bases, and because of their lower, and
thus selective, excitation energies compared to the natural bases, these analogs have
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been used as probes for studying conformational dynamics of DNA strands. This sec-
tion will review the literature for these analogs, starting with the pyrimidine analogs,
and then the purine analogs.

Some examples of fluorescent pyrimidine analogs which have been synthesized
and used as probes are 5-methyl-2-pyrimidin-(1H)-one (5M2P) [173–176], pyrrolo-
cytosine (p-Cyt) [177], and the N9-H conjugate acid of N3,N4-ethenocytosine
(ε-CytH+) [178, 179]. The structures with atomic numbering are shown in
Figure 11-11. Kistler and Matsika studied the photophysics of 5M2P theoretically
using MRCI and compared the results to those for cytosine, the DNA base 5M2P
most closely resembles [157, 180]. It was shown that the stationary points on the S1
ππ∗ PES, as well as two S0–S1 conical intersections located on this surface, display
almost identical ring distortion for the two bases, but energetic differences for these
points predict the very different photophysical behaviors observed experimentally for
cytosine and 5M2P. The S1 PES for these two bases are shown in Figure 11-12 where
they are superimposed for comparison. Cytosine excites initially 0.8 eV higher than
5M2P, with its S1 population having a virtually unimpeded access to the two coni-
cal intersection channels to the ground state PES, supporting ultrafast radiationless
decay of the excited state. The S1 ππ

∗ PES for 5M2P, however, has a minimum
which is energetically deep enough to make the two S0–S1 conical intersections
located much less energetically accessible than they are in cytosine, thus binding
vibrational states and promoting fluorescence decay of the excited state. The largest
energetic difference for the S1 PES of these two bases was at vertical excitation,

Figure 11-11. The structures of pyrimidine analogs described in the text, along with the general structure
of C4- and C5-substituted 2P derivatives
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Figure 11-12. S1 pathways for cytosine and 5M2P from vertical excitations to the “sofa” and “twist”
conical intersections. Cytosine paths are shown in blue, and 5M2P are shown in green. MRCI energies
are given in eV. (From Ref. [144])

implying that cytosine is more vibrationally excited than 5M2P, and so has more
initial force to distort from its FC geometry than 5M2P. The reasons for this excita-
tion energy difference were further studied theoretically, by calculating the excited
state energies for 2-pyrimidin-(1H)-one (2P) derivatives with electron-donating or
electron-withdrawing groups at the C4 or C5 positions [144]. Using a simple frontier

Figure 11-13. HOMO and LUMO orbitals are shown for several 2P derivatives, where X means electron-
donating group (here it is amino), and Z means electron-withdrawing group (here it is nitrosyl). Orbital
levels are relative and qualitative. MRCI S1 (ππ∗) energies are shown at bottom, in eV. (From Ref. [144])



Quantum Mechanical Studies 315

molecular orbital model, it was shown that π -donating groups at C4, such as amino
in the case of cytosine (4-amino-2-pyrimidin-(1H)-one) (Label 2, Figure 11-13), in-
creased the ππ∗ (HOMO-LUMO) energy compared to 2P (Label 3, Figure 11-13)
by destabilizing the LUMO relative to the HOMO. This effect in cytosine was al-
most entirely removed by rotating the amino group so that the amino group was
perpendicular to the ring (Label 2, Figure 11-13), thus eliminating the π -donating
character of the group. Likewise, electron-withdrawing groups at C4 lowered the
ππ∗ energies relative to 2P by destabilizing the HOMO relative to the LUMO, and
therefore lowering the energy gap (Label 3, Figure 11-13). By assigning values of
the Hammett substituent parameter σ+

p to the C4 groups, a predictive linear trend
was shown between σ+

p and the ππ∗ energies. This trend was parallel with that
seen for the experimentally determined excitation energies for the handful of 2P
derivatives that have been measured. Figure 11-14 shows these correlations between
σ+

p and the ππ∗ energies. The dark nπ∗ state energies also follow this trend for the

C4-substituted derivatives. C5 substituents on 2P were shown to have either a small
lowering effect on the ππ∗ energies compared to 2P, due to destabilizing the HOMO
relative to that of 2P (Label 16, Figure 11-13), or no effect. The methyl group in
5M2P has almost no energetic influence compared to 2P. It should be noted that in
order to theoretically predict if these pyrimidine analogs fluoresce, a complete topo-
logical exploration of the S1 PES for each analog, including stationary points and

Figure 11-14. Plot of S1 (ππ∗) energies in eV, with respect to σ+
P for several C4-substituted 2P deriva-

tives. Squares are MRCI results, and hour-glasses are from experimentally determined absorption max-
ima. (From Ref. [144])
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conical intersections, must be carried out. With regards to the pyrimidine analogs,
this sort of theoretical analysis has only been done for 5M2P [180].

Like 5M2P, the fluorescent bicyclic cytosine analog p-Cyt (Figure 11-11) also
excites lower than Cyt, by over 1 eV. It has been studied theoretically by Thompson
and coworkers using CIS and TDDFT methods to calculate excited state energies
[181, 182]. Kistler and Matsika, using MRCI, included this base in their report on
2P substituent effects [144], since this base has both C4 and C5 substitution on the
2P ring system. Because of the low ππ∗ energy calculated for p-Cyt compared to 2P,
it was concluded that the five-membered ring was acting as a conjugation-extending
group or an electron-donating group at C5, both types of groups tending to lower
ππ∗ energy compared to 2P, rather than as an electron donating group from N7 at
C4, which would raise the ππ∗ energy, as it does in Cyt. Like 5M2P, p-Cyt has a
lower excitation energy compared to Cyt, but without a complete analysis of the S1
PES for p-Cyt outside the FC region, as has been done for 5M2P [180], a theoretical
support of fluorescence for p-Cyt cannot be made. Currently such a study on p-Cyt
has not been reported.

The cytosine analog ε-Cyt (Figure 11-11) does not itself fluoresce as the free
base. This base absorbs at about the same energy as cytosine (4.65 eV) [178]. In
a low pH environment, however, the absorption is red-shifted by about 0.8 eV, and
fluorescence is displayed. The species which fluoresces was identified as the N9-H
conjugate acid of ε-Cyt, ε-CytH+ (Figure 11-11). Kistler and Matsika [144] showed
theoretically using MRCI that protonation of N9 results in a similar red shift of the
ε-Cyt ππ∗ energy, and that this cytosine analog follows the same trend in absorption
energies of other 2P derivatives.

Three fluorescent purine analogs will be described here: 2-aminopurine (2AP)
[183] and 8-vinyladenine (8VAD), both of which mimic adenine, and N1,N6-
ethenoadenine (ε-AD). Their structures are shown in Figure 11-15. 2AP is probably
the most widely used fluorescent DNA base analog, being utilized as a probe for
DNA conformational dynamics [184, 185], due to the environmental specificity of

Figure 11-15. The structures of 2AP and 8VAD, ε-AD, and ε-ADH+
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its quantum yield. More recently, it has been used by Fiebig as a probe to study
excited state delocalization in nucleotide oligomers [186], and its excited state elec-
tronic structure has been studied with double resonance spectroscopy by Marian and
coworkers [187], and also in the presence of electric fields using Stark spectroscopy
by Stanley and coworkers [188]. Like the fluorescent pyrimidine analogs compared
to the natural pyrimidines they mimic, the first absorption band of 2AP is red shifted
compared to that of 9H-adenine, by about 3700 cm−1 [96, 189]. The excited states
base have been studied theoretically with a wide variety of theoretical methods, in-
cluding MCSCF [190], MCQDPT [191], CASPT2 [192], DFT [183], and MRCI
[188]. These studies all point to the bright absorption at vertical excitation being
the first ππ∗ state, with HOMO-LUMO character. Broo [193] used CIS and semi-
empirical methods to show that the nonradiative decay channel present in excited
adenine is not present in 2AP. This was further supported by Marian and coworkers
[187], who used TDDFT to show that the conical intersection between the S1 ππ

∗
state and the ground state, where 2AP is distorted out of plane at the amino-bearing
ring carbon, is blocked by a barrier and is too high in energy to be easily accessed
by the excited state population. A similar scenario was reported by Domke and
coworkers [194], using CASSCF and CASPT2, showing similar distortion of 2AP
at the gs/ππ∗ conical intersection and a barrier blocking access to it on the S1 PES.
Serrano-Andres and coworkers used CASSCF to map out the PES and CASPT2 to
refine the energies [164]. In their study, they presented an analysis of all the low-lying
excited states, including the nπ∗ states, and they contrasted their 2AP results with
those for adenine, in which the excited state population had unimpeded access to
a conical intersection between the S1 ππ

∗ state and the ground state, supporting a
nonradiative decay mechanism for excited adenine.

8VAD (Figure 11-15) is among the most recently utilized fluorescent nucleobase
analogs [195–197]. Its absorption maximum is red-shifted compared to adenine by
about 30 nm, at 291 nm, and it emits at 382 nm. Its base-pairing is the same as that of
adenine. Currently only one theoretical study has been reported for 8VAD, by Ken-
fack and coworkers, using TDDFT and CIS to calculate the excited state properties
and transitions [198]. In that study, the bright state was shown to be a ππ∗ state wth
HOMO-LUMO character.
ε-AD (Figure 11-15) has been utilized as a fluorescent probe in DNA since the

1970s [199]. Unlike ε-Cyt, ε-AD is fluorescent as the free base, but not in its pro-
tonated form, ε-ADH+. Its absorption energy is about 30 nm red-shifted compared
to that of adenine. Theoretical calculations to study its excited states have been done
using CIS, TDDFT, and MCQDPT [179]. Both absorption and emission energies
were studied in this report. Protonation of ε-AD was shown to increase the ππ∗
absorption energy compared to the free base by about 0.4 eV.

11.3.4. Three State Conical Intersections

Although the importance of two-state conical intersections in nonadiabatic processes
has been established [10, 26], the occurrence and relevance of accidental three-state
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conical intersections is only now emerging. Three-state degeneracies imposed by
symmetry have been studied in the context of the Jahn-Teller problem for many
decades [200], but only minor attention has been given to accidental three-state de-
generacies in molecules [201]. Since most molecular systems in nature have low or
no symmetry, these accidental intersections may have a great impact on the photo-
physics and photochemistry of molecular systems, as has been found in accidental
two-state intersections [10, 20, 24, 26]. Three-state degeneracies can provide a more
efficient relaxation pathway when more than one interstate transition is needed, they
introduce more complicated geometric phase effects [202–204], and they can affect
the dynamics and available pathways [205, 206]. The exact way these features af-
fect the dynamical behavior of molecules is a question that has yet to be studied
extensively. According to the noncrossing rule [13] three states can become degen-
erate in a subspace of dimension N int − 5, where N int is the number of internal
coordinates. For this reason they cannot be found in molecular systems with less
than five internal coordinates. Even in systems with enough degrees of freedom the
dimensionality makes their location difficult. Until recently the perception was that
three-state degeneracies are extremely rare, mostly due to the inability to locate them.
Recent developments of efficient algorithms, however, have made these calculations
possible and have revealed that three-state conical intersections exist in many sys-
tems [154, 205–207, 207–209] and may play an important role on their spectroscopic
or photophysical properties.

The involvement of three-state conical intersections in the photophysics and ra-
diationless decay processes of the nucleobases has been investigated using MRCI
and CASPT2 methods [154, 210]. Three-state conical intersections have been lo-
cated for the pyrimidine base, uracil, and the purine base, adenine by Matsika using
MRCI methods [210]. A diagram showing the energy of these three-state conical
intersections relative to vertical excitations and other two-state conical intersections
is shown in Figure 11-16. In uracil a three-state degeneracy between the S0, S1,
and S2 states has been located 6.2 eV above the ground state minimum energy. This
energy is 0.4 eV higher than vertical excitation to S2 and at least 1.3 eV higher than
the two-state conical intersections found previously. In adenine two different three-
state degeneracies between the S1, S2, and S3 states have been located at energies
close to the vertical excitation energies. The energetics of these three-state conical
intersections suggest they can play a role in a radiationless decay pathway present
in adenine. The existence of two different seams of three-state conical intersections
indicates that these features are common and complicate the potential energy sur-
faces of adenine and possibly many other aromatic molecules. CASSCF combined
with CASPT2 methods have been used to locate a three-state conical intersection
in cytosine [154]. This crossing between S0/ππ∗/noπ

∗ states has an energy 0.6 eV
above the S1 minimum at the CASSCF level but 2.42 eV at the CASPT2 level. So
CASPT2 predicts the three-state conical intersection is too high to be important to
any photophysical properties in cytosine. It is expected that three-state conical in-
tersections will be present in other nucleobases and similar organic molecules. It
remains to be seen how their presence will affect dynamics.
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Figure 11-16. Diagram of the energy levels at the two- and three-state conical intersections in uracil and
adenine calculated at the MRCI level. ciI J K represents conical intersection between states SI , SJ , SK .
(From Ref. [210])

11.3.5. Solvent Effects on Excited States of DNA Bases

Most theoretical calculations of nucleobases have been done in vacuo because of the
extra computational difficulties associated with modeling the surrounding environ-
ment. This is a good first step to understand the fundamental excited state properties,
but in order to learn more about the bases in their natural environment one has to go
beyond that. Most experimental spectroscopic work has been carried out in solution
and these experiments need theoretical results in the same medium to be interpreted
correctly. There is great interest in understanding the effect of the environment on
the photophysical properties of nucleobases, and there have been a number of studies
that have included solvent effects in the calculation of excited states and considered
solvatochromic shifts. Studies on the effect of solvent on the photophysical pathways
discussed above are a lot less common. The methods used range from the polariz-
able continuum model (PCM) to mixed quantum mechanics/molecular mechanics
methods (QM/MM). What is found in general terms is that the nπ∗ states are usu-
ally blue-shifted in polar solvents, such as water, while the ππ∗ states have much
smaller shifts which can be to the red or to the blue ends of the spectrum. The shift
in nπ∗ states is mainly electrostatic. The dipole moment of these states is usually
smaller than that of the ground state since excitation involves moving charge from
a localized lone pair to a delocalized orbital. When the molecule is surrounded by
a polar solvent the general rule is that the larger the dipole moment of a state is,
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the larger is the stabilization of that state. So, if the dipole moment of the ground
state is larger than the excited state, the ground state will become more stable, and
the final results will be an increased gap between the states, i.e. a blue shift. Using
the same argument a red shift is expected when the dipole moment of the ground
state is smaller than that of the excited state. Other effects, besides electrostatic,
are also present which are more difficult to model. These are more important in
nonpolar solvents.

11.3.5.1. Solvatochromic Shifts

Tables 11-6, 11-7, and 11-8 show calculated solvatochromic shifts for the nucle-
obases. Solvation effects on uracil have been studied theoretically in the past using
both explicit and implicit models [92, 94, 130, 149, 211–214] (see Table 11-6).
Initial studies used clusters of uracil with a few water molecules. Marian et al. [130]
calculated excited states of uracil and uracil-water clusters with two, four and six wa-
ter molecules. Shukla and Lesczynski [122] studied uracil with three water molecules
using CIS to calculate excitation energies. Improta et al. [213] used a cluster of
four water molecules embedded into a PCM and TDDFT calculations to study the
solvatochromic shifts on the absorption and emission of uracil and thymine. Zazza
et al. [211] used the perturbed matrix method (PMM) in combination with TDDFT
and CCSD to calculate the solvatochromic shifts. The shift for the S1 state ranges
between (+0.21) − (+0.54) eV and the shift for the S2 is calculated to be between
(−0.07)− (−0.19) eV. Thymine shows very similar solvatochromic shifts as seen in
Table 11-6 [92].

Table 11-6. Vertical excitation energy shifts in eV for uracil
and thymine in aqueous phase compared to gas phase,
using various levels of theory. The ordering of the states is
according to the gas phase energies

Level of theory S1(nπ∗) S2(ππ∗)

Uracil
Scaled CIS +3H2O [122] +0.20 −0.07
PMM/TDDFT [211] +0.38 −0.18
PMM/TD-PBE0 [211] +0.54 −0.10
PMM/CCSD [211] +0.34 −0.12
SCRF/CCSD [211] +0.21 −0.07
TDDFT-PCM [213] +0.29 −0.09
TDDFT-PCM +4H2 O [213] +0.48 −0.10
INDO-CIS +200H2O [214] +0.50 −0.19
Thymine
TDDFT-PCM [92] +0.29 −0.08
TDDFT-PCM +4H2 O [92] +0.41 −0.09
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Table 11-7. Vertical excitation energy shifts in eV for cytosine in aqueous
phase compared to gas phase using various levels of theory. The ordering
of the states is according to the gas phase energies

Level of theory S1(ππ∗) S2(nπ∗) S3(nπ∗)

TDDFT [215]+3H2O +0.18 +0.45 +0.43
Scaled CIS+3H2O [215] +0.10 +0.35 +0.31
EOM-CCSD/MM [263]a +0.25 +0.57
CR-EOM-CCSD(T)/MM [263]a +0.25 +0.54
CPCM-CASPT2 [216] +0.2 +0.6 +0.8

a Cytosine in native DNA environment.

Table 11-8. Vertical excitation energy shifts (in eV) for adenine in
aqueous phase compared to gas phase using various levels of theory.
The ordering of the states is according to the gas phase energies

Level of theory S1 S2 S3

Adenine
CIS-SCRF [217] −0.03a +0.01a +0.40b

CIPSI-IEF-PCM [219] +0.07b −0.36a −0.36a

TDDFT-PCM [219] +0.14b −0.06a −0.06a

LRFE-MRMP [223] −0.01a +0.11a +0.04b

Guanine
CIS-SCRF [218] +0.07a +0.71b −0.06a

CIPSI-IEF-PCM [220] −0.35a −0.70a

CASPT2-SCRF [143] −0.03a +0.02a

a ππ∗ state.
b nπ∗ state.

Solvatochromic shifts for cytosine have also been calculated with a variety of
methods (see Table 11-7). Shukla and Lesczynski [215] studied clusters of cytosine
and three water molecules with CIS and TDDFT methods to obtain solvatochromic
shifts. More sophisticated calculations have appeared recently. Valiev and Kowalski
used a coupled cluster and classical molecular dynamics approach to calculate the
solvatochromic shifts of the excited states of cytosine in the native DNA environ-
ment. Blancafort and coworkers [216] used a CASPT2 approach combined with the
conductor version of the polarizable continuous (CPCM) model. All of these meth-
ods predict that the first three excited states are blue-shifted. S1, which is a ππ∗ state,
is blue-shifted by 0.1–0.2 eV in water and 0.25 eV in native DNA. S2 and S3 are both
nπ∗ states and, as expected, the shift is bigger, 0.4–0.6 eV for S2 and 0.3–0.8 eV for
S3. S2 is predicted to be blue-shifted by 0.54 eV in native DNA.

Shukla and coworkers have studied the excited states of purine bases, adenine
and guanine, in water using CIS with the self-consistent reaction field (SCRF) to
model the water [217, 218]. Tomasi and coworkers have also studied the purine bases
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using an integral equation formalism PCM (IEF-PCM) model for solvation. The
multireference perturbation configuration interaction (CIPSI) and TDDFT methods
were used for the calculation of the excited states [219, 220]. Explicit clusters of
guanine with a few water molecules have also been used to study the first excited
state and proton transfer [221, 222]. Perturbation theory methods have also been
applied to these systems. The linear-response free energy (LRFE) method combined
with MRMP has also been used for adenine [223]. CASPT2 combined with SCRF
has been used for guanine [143]. The solvatochromic shifts obtained vary widely as
can be seen in Table 11-8. The variations in the purines are bigger than those in the
pyrimidine bases, and there is no agreement even on the sign of solvatochromic shift.
Shifts in the ππ∗ states of adenine vary between +0.11 to −0.36 eV, while the nπ∗
states shift by +0.04 to +0.40 eV. In guanine the first ππ∗ state has a shift predicted
to be between (+0.07) to (−0.35) and on the second ππ∗ state between (+0.02)
and (−0.70). The nπ∗ state has only been calculated with the CIS-SCRF method to
be blue-shifted by +0.71 eV. In general, there seems to be little consensus, and it is
difficult to estimate which of these values are more accurate.

11.3.5.2. Solvent Effects on Photophysics

These studies discuss vertical and adiabatic excitation energies but the photophysi-
cal behavior requires calculations along the PES and at highly distorted geometries,
which are more difficult to carry out in the presence of solvent. Some theoretical
work has been done in this area, but it is quite limited.

The effect of solvation on uracil and thymine photophysics has been studied
by Gustavvson and coworkers, who have studied uracil with four explicit water
molecules and PCM to study distorted geometries [92, 93, 149]. The conical intersec-
tion connecting S1 to the ground state that was found in the gas phase is also present
in solution. The barrier connecting the S1 minimum to the conical intersection is
lower in solution, however, causing much shorter lifetimes. So the nanosecond life-
time which is observed in the gas phase is not observed in solution but a picosecond
lifetime is observed.

The effect of a hydrogen bonded water molecule on the relaxation pathways of
uracil has also been examined by Yoshikawa and Matsika [224]. These results are
mainly related to the experimental work carried out by Kong and coworkers on the
clusters of water with methylated uracils [101, 102]. The electronically excited sin-
glet states of the four most stable complexes of uracil with one water molecule have
been studied theoretically using MRCI methods. Four cyclic isomers of uracil form-
ing two hydrogen bonds with the water molecule have been located with energies
within 0.2 eV from the lowest energy isomer. It was examined how complexation
of uracil with water affects previously reported radiationless decay pathways to the
ground state after initial excitation to the bright S2 state [224]. The features on the
excited state potential energy surfaces found previously for free uracil exist also in
the presence of water. The summary of the pathways found in free uracil is shown
in Figure 11-5. Their energies, however, are shifted because of the hydrogen bonds
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formed, and, since the shifts are not the same for all stationary points and conical
intersections, an effect on the excited state dynamics and lifetimes is expected. The
first step involving radiationless decay from S2 to S1 is not affected strongly by the
water molecule. An experimentally observed effect is seen in the shorter lifetimes
for the dark S1 state in methylated uracil upon complexation with one or more water
molecules. According to the calculations, the S1 lifetime depends on the barrier that
connects the dark state minimum to the conical intersection with the ground state.
This barrier is lower for some of the isomers compared to free uracil leading to
shorter S1 lifetimes, in agreement with the experimental observations. Interconver-
sion between the different isomers [225] is expected to occur faster than accessibility
to the barrier, so the lowest barrier and fastest radiationless decay will be the kineti-
cally favorable path, and the shortest lifetime will be observed.

The photophysical pathways in aqueous cytosine have been recently studied by
Blancafort and Migani [216]. The effect of water on the two pathways shown in
Figure 11-7 has been investigated. The effect of water on the lowest-energy path
through the ethylenic-like conical intersection (see Figure 11-6c) is a lowering of the
barrier. In contrast, the second path is destabilized by hydrogen bonding, although
the bulk solvent effect reduces the destabilization. The barrier in water for this path-
way is ca. 0.3 eV, which may still be accessible. Overall, both pathways are present
in solution, with one of them having a smaller barrier than the other.

Tomasi and coworkers, in addition to calculating solvatochromic shifts, have ex-
amined the excited state PES of adenine and 2AP for finding mechanisms for radia-
tionless relaxation in solution, using CIPSI and IEF-PCM [219]. They explored the
proximity effect of interaction between the nπ∗ and ππ∗ states, and intramolecular
twisting of the amino group. They concluded that the proximity effect seemed more
plausible in explaining the differences in photophysical properties between adenine
and 2-aminopurine in solution. Solvent effects on the conical intersections and re-
laxation pathways have also been studied for adenine in aqueous and acetonitrile
solutions using the MRMP method [223]. The LRFE methods was used to locate
the energy minima and conical intersections in solution. Based on these results the
authors concluded that in solution the pathway involving the La/S0 conical intersec-
tion will be operative, but the pathway involving the nπ∗/S0 conical intersection will
be suppressed. The pathway involving the πσ ∗ state will also have a higher barrier
in solution. Further studies are needed in order to have a better understanding of the
effect of solvent on the photophysical pathways of the nulceobases.

11.3.6. Beyond Monomers

In DNA or RNA the nucleobases are the building blocks and interact with each
other via hydrogen bonding and π -stacking. These interactions change the ener-
getics of the excited states and provide additional photophysical or photochemical
channels. Understanding the mechanisms involved when the bases are stacked in a
single strand or hydrogen bonded to form the double strand is considerably more
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complicated and poses serious theoretical and experimental challenges. The poly-
mers and their excited state dynamics are currently under investigation, with several
questions in debate, among which the nature of excited states and the relative im-
portance of base stacking and base pairing for the relaxation of excited states in
DNA [119, 120, 226–230]. The nature of the excited states is being discussed in
terms of excimers, which here are loosely bound excited-state dimers of bases, and
excitons, which are excited states delocalized among more than one base. One of the
most important differences between the monomers and polymers is the appearance
of long-lived emissive states in polymers that are not present in monomers [3, 6].

Although the main topic of this review is the photophysics of single bases, a brief
summary of some recent theoretical investigations for systems beyond the monomers
is given here. Progress in this area is limited compared to what has been done com-
putationally for the monomers but there is a great interest in this topic and intense
future research is expected to follow.

It has been shown that photoexcitation of the guanine-cytosine (G-C) base pair
leads to proton transfer [231]. Watson-Crick (WC) base pairs have excited state
lifetimes much shorter than other non-WC base pairs indicating once again that the
natural occurring WC base pairs are more photostable than other alternative con-
figurations [115, 118, 232–235]. Much work has been done in the gas phase where
many different base pair isomers exist. The ultrafast relaxation of the WC base pair
has also been confirmed in solution using fluorescence up-conversion measurements
[117].

Several ab initio calculations have investigated the influence of base-pairing on
the excited state dynamics [234–243]. Electronic structure calculations, as well as
dynamic simulations have been carried out for G-C in the gas phase or embedded in
DNA [235, 237, 241–243]. These ab initio studies suggest that following photoex-
citation to a 1ππ∗ state a proton transfer reaction from guanine to cytosine occurs.
The proton transfer involves mainly the azine hydrogen of guanine moving to the
N3 nitrogen of cytosine. This proton transfer is followed by an efficient radiationless
decay of the excited state via a conical intersection seam to the ground state.

Several base pairs of adenine–thymine, including the WC pair, have also been
studied [238]. It is found that a charge transfer state exists about 1.5 eV higher than
the local ππ∗ states. Proton transfer between the bases stabilizes a charge transfer
state which then crosses with the ground state facilitating radiationless relaxation.
This mechanism is not energetically favorable for non WC pairs.

Bases stacked rather than hydrogen bonded have also been studied with quantum
chemical methods [182, 244–247]. The nature of excited states in these systems has
been debated and theoretical calculations are called to decide on the degree of excited
state localization or delocalization, as well as the presence and energy of charge
transfer states. The experimentally observed hypochromism of DNA compared to
its individual bases has been known for decades [248]. Accurate quantum chemical
calculations are limited in these systems because of their increased size. Many of
the reported studies have used TDDFT to calculate excited states of bases stacked
with other bases [182, 244, 246, 247]. However, one has to be cautious when us-
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ing TDDFT especially when the states of interest are charge transfer states, since
it is well known that TDDFT cannot describe these states accurately. Hardman and
Thompson used CIS for stacked complexes similar to those studied by TDDFT and
did not find charge transfer states at low energies as was reported before [182, 244].
A CASPT2 study on a cytosine π -stacked dimer has also be done focusing on the
formation of excimer on the excited state and its fluorescence [245]. Clearly higher
level calculations are needed for stacked bases.

Model systems containing more than three stacked bases are even more challeng-
ing to study. Examination of excitonic states delocalized over several bases would
require enormous computer resources with the usual ab initio methods. However,
some researchers are studying such systems within the Frenkel exciton model [249].
Markovitsi and coworkers have contributed considerably in this theoretical area
[227, 250–252], and recently they have also studied these systems experimentally
[253–255]. In their theoretical treatment, a set of N stacked bases are first assigned
a set of N energies, where each energy term is a linear combination of one isolated
excited base energy and N−1 isolated ground state energies, which are calculated in
the usual way for isolated bases, with CIS or CASSCF. An N×N Hamiltonian matrix
is then constructed with these energies as diagonal elements. The off-diagonal ele-
ments are treated perturbatively as interactions of transition charge densities, which
can be approximated at different levels as point dipoles or extended dipoles. The
matrix is then diagonalized, with resulting eigenstates given as linear combinations
of the eigenstates of the individually excited base basis set. This method, however,
has limitations from the inherent complete neglect of orbital overlap between bases,
which would be included in a full ab initio calculation of the supersystem, and as
such it is unable to reproduce some experimentally observed phenomena, such as
the hypochromism of base oligomers [250]. On the other hand, because of the rel-
atively inexpensive computation involved with this method, this model lends itself
well to the study of the excitation effects of dynamic fluctuations and solvation of
the strands, by combining it with molecular dynamics, and studies can be carried out
on current workstations.

Bittner and coworkers have recently offered a similar theoretical method for
studying the excited states in oligomers within the Frenkel exciton model, where
the off-diagonal terms are calculated using a transition density cube method [256],
while diagonal elements were calculated using TDDFT. Results of this method com-
pared with those that treat the off-diagonal elements using the ideal dipole approx-
imation (IDA) showed that IDA strongly overestimates the coupling contributions.
Bittner has also studied the dynamics of excitons charge-transfer in rigid oligomers
of poly(dA)poly(dT) modeled as a lattice, with theoretical framework borrowed from
lattice fermion models of quantum chromodynamics [257]. It was found that the
charge-transfer states are low-lying dark states, followed by delocalized excitonic
states with only weak mixing between the adenosine side and the thymidine side,
underscoring the importance of the competition between charge-transfer and energy
delocalization.
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11.3.7. Photochemistry

Finally a few sentences are deserved for the vast area of DNA photochemistry.
Thymine dimerization is the most common photochemical reaction with the quantum
yield of formation in isolated DNA of all-thymine oligodeoxynucleotides 2–3% [3].
Furthermore, a recent study based on femtosecond time-resolved transient absorp-
tion spectroscopy showed that thymine dimers are formed in less than 1 ps when the
strand has an appropriate conformation [258]. The low quantum yield of the reaction
in regular DNA is suggested to be due to the infrequency of these appropriate reactive
conformations.

The measured ultrafast nature of the reaction suggests rapid transitions through
conical intersections and this suggestion has inspired some recent calculations which
investigate the mechanism for the thymine photodimerization. Initial theoretical in-
vestigations used DFT and extracted information about the excited state based on
the ground state PES [259, 260]. More recently the CASSCF method was used to
study the involvement of conical intersections in the mechanism. Independently two
groups reported the presence of conical intersections between the ground and excited
state that can lead to the photoproduct [261, 262]. These studies represent the first
steps into accurate quantum mechanical calculations of the photochemistry in DNA
and are expected to grow rapidly.

11.4. CONCLUSIONS

Great advances have occurred during recent years in understanding the photophysical
behavior of nucleobases based on femtosecond spectroscopy and high level ab initio
calculations. The quantum chemical methods can provide insight into the photo-
physical and photochemical processes of chemical and biological systems. Current
electronic structure methods can predict reasonably accurate excited states and PES
of relatively small systems, such as the nucleobases. More efficient methods are
needed however for expanding these studies to larger systems, especially in view
of the potential applications in photobiology. Excited states of DNA monomers are
now believed to be understood to a large degree, and efforts are moving now to the
next challenge of being able to understand multimers.
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76. Ahlrichs R, Bär M, Häser M, Horn H, Kölmel C (1989) Electronic structure calculations on work-
station computers: The program system turbomole. Chem Phys Lett 162:165–169

77. Bickelhaupt FM, Baerends EJ (2000) Kohn-sham density functional theory: predicting and under-
standing chemistry. In: Lipkowitz KB Boyd DB (eds) Reviews in computational chemistry, vol. 15.
Wiley-VCH, New York, pp 1–86

78. Runge E, Gross EKU (1984) Density-functional theory for time-dependent systems. Phys Rev Lett
52:997

79. Levine BG, Ko C, Quenneville J, Martinez TJ (2006) Conical intersections and double excitations
in time-dependent density functional theory. Mol Phys 104:1039

80. Grimme S, Waletzke M (1999) A combination of KohnSham density functional theory and multi-
reference configuration interaction methods. J Chem Phys 111:5645–5655

81. Daniels M, Hauswirth W (1971) Fluorescence of the purine and pyrimidine bases of the nucleic
acids in neutral aqueous solution at 300 K. Science 171:675

82. Callis PR (1983) Electronic states and luminescence of nucleic acid systems. Ann Rev Phys Chem
34:329

83. Pecourt J-ML, Peon J, Kohler B (2000) Ultrafast internal conversion of electronically excited RNA
and DNA nucleosides in water. J Am Chem Soc 122:9348

84. Pecourt J-ML, Peon J, Kohler B (2001) DNA excited-state dynamics: ultrafast internal conversion
and vibrational cooling in a series of nucleosides. J Am Chem Soc 123:10370

85. Cohen B, Hare P, Kohler B (2003) Ultrafast excited-state dynamics of adenine and monomethy-
lated adenines in solution: implications for the nonradiative decay mechanism. J Am Chem Soc
125:13594

86. Cohen B, Crespo-Hernandez CE, Kohler B (2004) Strickler-berg analysis of excited singlet state
dynamis in DNA and RNA nucleosides. Faraday Discuss 127:137

87. Peon J, Zewail AH (2001) DNA/RNA nucleotides and nucleosides: direct measurement of excited-
state lifetimes by femtosecond fluorescence up-conversion. Chem Phys Lett 348:255

88. Gustavsson T, Sharonov A, Markovitsi D (2002) Thymine, thymidine and thymidine 5’-
monophosphate studied by femtosecond fluorescence upconversion spectroscopy. Chem Phys Lett
351:195

89. Gustavsson T, Sharonov A, Onidas D, Markovitsi D (2002) Adenine, deoxyadenosine and de-
oxyadenosine 5’-monophosphate studied by femtosecond fluorescence upconversion spectroscopy.
Chem Phys Lett 356:49



Quantum Mechanical Studies 331

90. Onidas D, Markovitsi D, Marguet S, Sharonov A, Gustavsson T (2002) Fluorescence properties
of DNA nucleosides and nucleotides: a refined steady-state and femtosecond investigation. J Phys
Chem B 106:11367
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250. Bouvier B, Gustavsson T, Markovitsi D, Millié P (2002) Dipolar coupling between electronic tran-

sitions of the DNA bases and its relevance to exciton states in double helices. Chem Phys 275:75–92
251. Bouvier B, Dognon J-P, Lavery R, Markovitsi D, Millié P, Onidas D, Zakrzewska K (2003) Influ-
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AB INITIO QUANTUM MECHANICAL/MOLECULAR
MECHANICAL STUDIES OF HISTONE MODIFYING
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Abstract: Histone proteins that form the nucleosome core are subject to a variety of post-translational
transformations. These histone modifications make up the histone code which extends the
information in the genetic code and is emerging as an essential mechanism to regulate
gene expression. In spite of a current flurry of significant advances in experimental studies,
there has been little theoretical understanding regarding how enzymes generate or remove
these modifications. Very recently, we have made excellent progresses in investigating
two such important histone-modifying enzyme families: zinc-dependent histone deacety-
lases (HDACs) and histone lysine methyltransferases (HKMTs). Our studies on a histone-
deacetylase-like protein HDLP suggested a novel catalytic mechanism. The simulations on
HKMT SET7/9 have characterized the histone lysine methylation reaction and elucidated
the origin of enzyme catalysis. Our computational approaches centered on the pseudobond
ab initio quantum mechanical/molecular mechanical (QM/MM) method, which allows for
accurate modeling of the chemistry at the reaction active site while properly including the
effects of the protein environment

Keywords: Ab initio QM/MM method, Pseudobond approach, Enzyme catalysis, Reaction
mechanism, Molecular dynamics simulation

12.1. INTRODUCTION

In the nuclei of all eukaryotic cells, DNA is tightly wrapped around an octamer of hi-
stone proteins and is compacted into a dense structure known as chromatin. In order
to access the genetic information which is required in numerous essential cellular
processes including DNA replication, gene expression and DNA repair, chromatin
needs to be partially unwound. One important mechanism to regulate chromatin
structure and thus to control the access of the genomic DNA is through histone
modifications [1–6]. The histone octamer is composed of two copies of H2A, H2B,
H3 and H4 core histone proteins. Their tails, that protrude out of the surface of the
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chromatin assemblies, are subject to a variety of reversible covalent modifications
including acetylation, methylation and phosphorylation. A specific pattern of his-
tone tail transformation creates a distinguishing histone code to control the access
of the genomic DNA thereby leading to a particular downstream event [1, 2, 7–9].
Failure of appropriate histone modifications can lead to aberrant gene regulation and
is implicated in human diseases, notably cancer [10, 11].

There are two key questions that are central to the histone code concept [1, 2]:
(1) How the code is written, i.e., how enzymes add or remove the modifications at
the specific target sites in the histones. (2) How the code is translated, i.e., how the
histone tails displaying appropriate modification patterns promote the recognition
by effector proteins. Very recently, we have made excellent progresses on the first
question by investigating histone deacetylases and histone lysine methyltransferases.
To understand the inner workings of histone modifying enzymes is not only of funda-
mental importance, but also an essential starting point for the development of novel
anti-tumor agents and new disease therapies. In spite of significant advances in ex-
perimental studies, many questions regarding mechanisms and structure-functional
relationship remain open. Due to the short lifetime of enzymatic transition states, it
is often extremely difficult for experimental methods alone to directly characterize
them. Thus, theoretical help is much needed.

12.2. PSEUDOBOND AB INITIO QM/MM APPROACH

To simulate enzyme reactions, high level QM methods are required to describe chem-
ical bond forming and breaking. Meanwhile, the catalytic power of enzymes is not
only determined by its active site, but also be controlled by its heterogeneous protein
environment. Thus the enzyme environment needs to be properly described. In light
of these issues, the field of development and application of combined quantum me-
chanical/molecular mechanical (QM/MM) approaches [12–25] is expanding rapidly,
and the QM/MM methods have emerged as the method of choice in simulating chem-
ical reactions in complex systems. In the QM/MM framework a small chemically
active region is treated by a quantum mechanical method, while the remainder of
the system containing a large number of atoms is described by a molecular me-
chanical force field. Such a combined QM and MM approach can take advantage
of the applicability and accuracy of the QM methods for chemical reactions and of
the computational efficiency of the MM calculations, and thus extend the realm of
quantum mechanical calculations to large systems.

In our simulations of histone modifying enzymes, the computational approaches
centered on the pseudobond ab initio quantum mechanical/molecular mechan-
ical (QM/MM) approach. This approach consists of three major components
[20, 26–29]: a pseudobond method for the treatment of the QM/MM boundary across
covalent bonds, an efficient iterative optimization procedure which allows for the
use of the ab initio QM/MM method to determine the reaction paths with a real-
istic enzyme environment, and a free energy perturbation method to take account
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Figure 12-1. Illustration of the difference between the pseudobond approach and the conventional link
atom approach in the treatment of the QM/MM boundary problem

of protein dynamics. In comparison with the conventional link-atom approach, a key
advantage of the the pseudobond approach for the treatment of the QM/MM covalent
boundary problem is that it does not introduce additional degrees of freedom into the
system, as illustrated in Figure 12-1. Instead, the boundary carbon atom of the envi-
ronment part, is replaced by a special atom, Cps . This Cps atom has the following
properties: it is a seven-valence-electron atom, which means that it only has one
free valence. Therefore, the Cps and the atoms in the active form a well-defined
closed shell system, which can be described by the quantum mechanical method.
This Cps atom also has an effective core potential. By designing the effective core
potential of the Cps atom, this carbon carbon pseudobond is made to mimic the
original carbon carbon bond with the similar bond length and strength, and also
similar effects on the rest of the active part. The pseudobond ab initio QM/MM
approach [20, 26–29] has been employed in the study of several enzymes, including
enolase [30], acetylcholinesterase [31, 32], 4-oxalocrotonate tautomerase [33], and
kinase [34, 35]. These studies demonstrate that the method is powerful in providing
detailed insights into enzyme reactions. Some theoretical predictions [30, 33] were
subsequently confirmed by experimental studies [36–38]. In spite of its success, the
pseudobond method is still much in need of further development. In the original pa-
per [26], only C(sp3) C(sp3) pseudobond has been successfully developed, which
limits its applicability. In the case of proteins, it can only be used to cut the protein
side chains. In order to cut the protein backbones, we need the C(sp3) N(sp3) as
well as C(sp3) Carbonyl carbon pseudobond. For the cut of DNA and RNA bases,
we also need the C(sp3) N(sp3) pseudobonds. So the challenge is whether we can
develop better and more pseudobonds.

In order to improve the accuracy and applicability of the pseudobond approach,
very recently we have developed a new formulation to construct this seven-valence-
electron boundary atom [29]. The key difference is that the seven-valence-electron
boundary atom has its own basis set instead of that of fluorine. Here a STO-2G
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basis set has been employed for the seven-valence-electron boundary atom, which
has four parameters. For its effective core potential, we use an angular momentum
independent formula which has only two parameters. In this way, we introduce
a minimum number of parameters. By parameterizing both the basis set and the
effective core potential, we have been able to not only significantly improve the
Cps(sp3) C(sp3) pseudobond, but also develop accurate Cps(sp3) C(sp2, car-
bonyl) and Cps(sp3) N(sp3) pseudobonds for the cutting of protein backbones and
nucleic acid bases for the first time. It should be noted that all rest atoms in QM
sub-system are described with the 6-31G* basis set. The developed pseudobonds are
independent of the molecular mechanical force field. Although the parameterization
is performed with density functional calculations using hybrid B3LYP exchange-
correlation functional, it is found that the same set of parameters is also appli-
cable to Hartree-Fock and MP2 methods, as well as DFT calculations with other
exchange-correlation functionals. Tests on a series of molecules yield very good
structural, electronic and energetic results in comparison with the corresponding full
ab initio quantum mechanical calculations. The standard deviations (SD) between
the pseudobond QM calculations and the corresponding standard B3LYP(6-31G*)
calculations for bond lengths, angles and atomic Mulliken charge are 0.013 Å, 0.8
degree and 0.03 for eight molecules. We have also tested the energy differences for
these four pairs of molecules, which are the deprotonation energies for molecules
CH3CH2OH, CH3CH2NH+

3 ,CH3CH2SH, CH3CH2COOH respectively. This is a
quite stringent test since the pseudobond is only one or two bonds away from the
reaction bond X H, X O,N,S,O . For this test, the mean absolute error is only
1.9 kcal mol−1. The performance for the other two pseudobonds are also very similar
[29]. Meanwhile, it should be noted that these developed pseudobond parameters are
semi-empirical in nature because they are parameterized against molecular properties
with a limited set of molecules. It would be ideal to design the boundary atom to
mimic atomic properties of the corresponding atom instead of molecular properties,
thus it could be more fundamental and transferable.

12.3. AN UNEXPECTED REACTION MECHANISM FOR HISTONE
DEACETYLATION [39]

Histone deacetylases (HDACs) function in opposition to histone acetylases by
catalyzing the cleavage of acetyl groups from acetyl-lysine residues in histone
N-terminal tails [6, 40, 41]. The deacetylation of histones often leads to closed
chromatin structure and is generally associated with transcriptional repression and
gene silencing. Based on the sequence analysis, 18 distinguished human HDACs
have been classified into four different classes [42]. Class I and II HDACs are zinc
dependent hydrolases, which are among the most promising anti-cancer targets. The
aberrant recruitment of class I and II enzymes has been associated with a variety of
diseases, and their inhibitors have shown to be able to inhibit the growth and survival
of tumor cells in model systems and clinical trials [43–46]. The detailed knowledge
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of their catalytic mechanism for class I and II HDACs is of great interest and high
importance because it may open the way for the design of novel HDAC inhibitors
with enhanced potency and specificity.

Before our work [39], only one catalytic mechanism for zinc dependent HDACs
has been proposed in the literature, which was originated from the crystallographic
study of HDLP [47], a histone-deacetylase-like protein that is widely used as a
model for class-I HDACs. In the enzyme active site, the catalytic metal zinc is penta-
coordinated by two asp residues, one histidine residues as well as the inhibitor [47].
Based on their crystal structures, Finnin et al. [47] postulated a catalytic mechanism
for HDACs in which the first reaction step is analogous to the “hydroxide mecha-
nism” for zinc proteases: zinc-bound water is a nucleophile and Zn2+ is five-fold
coordinated during the reaction process. However, recent experimental studies by
Kapustin et al. suggested that the transition state of HDACs may not be analogous to
zinc-proteases [48], which cast some doubts on this mechanism.

To characterize the reaction mechanism for histone deacetylation, we have car-
ried out B3LYP QM/MM calculations on the deacetylation reaction catalyzed by
the HDLP [39]. Our results do not support the previous mechanistic hypothesis, but
suggested an unexpected reaction mechanism for histone deacetylation. In this new
mechanism, both histidine residues in the second coordination shell are singly coor-
dinated in the reactant state. Although the water molecule is weakly coordinated to
the zinc atom in the reactant, the water immediately departs from the metal center
when the reaction proceeds. During the rest of the reaction process, the Zinc atom
clearly has a tetrahedral coordination. Therefore, the key catalytic role of the zinc
atom is to activate the carbonyl group of the amide towards nucleophilic attack. This
tetrahedral zinc coordination during the reaction process can explain the experimen-
tal fact that the phosphorous based SAHA ligands are not strong inhibitors to HDAC
[48]. Besides the reaction mechanism, we can also identify important residues in
catalysis by determining the individual residue energetic contribution to the stabi-
lization of this transition state. It was found that Tyr297, Asp116 and Asp173 play
important roles to stabilize the transition state, which are consistent with experimen-
tal mutational studies [47]

12.4. ENZYME MECHANISM AND CATALYSIS OF HISTONE LYSINE
METHYLATION [49, 50]

In addition to histone deacetylation, histone lysine methylation can also lead to gene
silencing which is not blocked by the HDAC inhibitors [6, 51]. Several lines of ev-
idence have suggested a connection between cancer and histone lysine methyltrans-
ferases (HKMTs) [52]. HKMTs catalyze the transfer of methyl group(s) from the
cofactor S-adenosyl-methionine (AdoMet) to some specific lysine residues in the N-
terminal histone tails [53, 54]. With one exception of Dot1 [55], all known HKMTs
contain the SET domain which represents a novel structural fold [53, 56]. Among
SET-domain HKMTs, SET7/9 is one of the best characterized experimentally. It is a
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mono-methyltransferase which only catalyzes the transfer of one methyl group to the
unmodified histone lysine residue H3 K4 [57, 58]. In its active site, the cofactor
AdoMet and the substrate peptide bind to opposite faces of the SET-domain and are
connected by a narrow channel which has a hydrophobic inner wall [58, 59]. The
target lysine residue is inserted into this narrow channel to access the methyl moiety
of AdoMet.

To investigate the methyl transfer reaction catalyzed by SET7/9, we have car-
ried out multiple ab initio quantum mechanical/molecular mechanical free energy
(QM/MM-FE) calculations and molecular dynamics simulations. The QM sub-
system consists of AdoMet and the side-chain of histone lysine residue H3 K4.
With the Cα Cβ bond of H3 K4 treated as a pseudobond [26], the resulting QM
sub-system has 66 atoms. All other 9497 atoms are described classically. In order
to take account of enzyme dynamics, 11 different snapshots of the enzyme-substrate
complex from a molecular dynamics trajectory have been used as initial structures
for QM/MM studies [32]. Enzyme reaction paths were determined by B3LYP/(6-
31G*) QM/MM calculations with an iterative minimization procedure and the re-
action coordinate driving method [27]. For determined reaction paths, single point
MP2 QM/MM calculations with both 6-31G* and 6-31+G* basis sets have been
carried out. Free energies along the reaction paths were determined by free energy
perturbation calculations and the harmonic approximation [27, 28]. The calculated
average free energy reaction barrier is 20.4±1.4 kcal mol−1 and 20.7±1.4 kcal mol−1

for MP2(6-31+G*)/MM and MP2(6-31G*)/MM calculations respectively, which is
in excellent agreement with the activation barrier of 20.9 kcal mol−1 estimated from
the experimental value of kcat [60].

QM/MM calculations from different starting structures yield a consistent mech-
anistic picture for this methyl-transfer reaction: a typical in-line SN 2 nucleophilic
substitution reaction with a mainly dissociative transition state. In the transition state,
the CH3 plane is almost at the middle of the attacking Nζ atom and the leaving
Sδ atom. The average distances of Sδ · · · Cε and Cε · · · Nζ bonds are 2.32±0.02
Å and 2.30±0.02 Å respectively, which are much longer than their covalent bond
distances. Thus this methyl-transfer transition state can be considered to be loose.
The loose character of the transition state is further confirmed by the bond order
analysis [61]. At the transition state, the bond orders of Sδ · · · Cε and Cε · · · Nζ
bonds are 0.58±0.01 and 0.30±0.01, respectively. Since the fractional associativ-
ity of a mechanism is defined by the bond order of the attacking group [62], the
methyl-transfer reaction catalyzed by SET7/9 can be quantified as 30% associative
and 70% dissociative based on the calculated Wiberg bond order of 0.30±0.01 for
Cε · · · Nζ at the transition state.

With the characterized mechanism, the next key question is the origin of its cat-
alytic power. A prerequisite for this investigation is to reliably compute free energy
barriers for both enzyme and solution reactions. By employing on-the-fly Born-
Oppenheimer molecular dynamics simulations with the ab initio QM/MM approach
and the umbrella sampling method, we have determined free energy profiles for the
methyl-transfer reaction catalyzed by the histone lysine methyltransferase SET7/9
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and its corresponding uncatalyzed reaction in aqueous solution, respectively [50].
At each time step, the forces on atoms in both QM and MM sub-systems as well as
the total energy are calculated with a pseudobond ab initio QM/MM method on the
fly, and Newton equations of motion are integrated. Our calculated activation free
energy barrier for the methyl transfer reaction catalyzed by SET7/9 is 22.5 kcal/mol,
which agrees with the experimental value of 20.9 kcal/mol very well. The difference
in potential of mean force between a corresponding pre-reaction state and the transi-
tion state for the solution reaction is computed to be 30.9 kcal/mol. Thus the enzyme
SET7/9 lowers the barrier for the methyl-transfer reaction step by 8.4 kcal/mol com-
pared with the uncatalyzed reaction, which corresponds to a rate enhancement of
about one million fold.

In order to elucidate the origin of this enormous enzyme catalytic power, first we
analyzed geometries of pre-reaction states and transition states. It was found that the
mechanism difference between the enzyme reaction and the solution reaction is very
small and is not likely to be a key source of enzyme catalysis. Then we examined
the electrostatic field and hydrogen bond network in the reaction center. The calcu-
lated results indicate that the enzyme SET7/9 provides a pre-organized electrostatic
environment to facilitate the methyl-transfer reaction, while for the reaction in solu-
tion, the hydrogen-bond network near the reaction center undergoes a a significant
change and there is a strong shift in electrostatic field from the pre-reaction state to
the transition state. Thus our results indicate that a combination of the electrostatic
pre-organization in enzyme and the hydrogen bond network reorganization in solu-
tion is an essential contributor to the enormous catalytic power of the histone lysin
methyltransferase SET7/9.

12.5. CONCLUSIONS

In this chapter, I have summarized our most recent progresses in simulating his-
tone modifying enzymes and the further development of the pseudobond approach.
We not only suggested a novel catalytic mechanism of histone deacetylation based
on the DFT QM/MM studies of a histone-deacetylase-like protein HDLP, but also
characterized the histone lysine methylation reaction mechanism and elucidated the
origin of enzyme catalysis by simulating HKMT SET7/9 with ab initio QM/MM ap-
proaches. To provide such detailed insights into these important enzymes is not only
of fundamental importance, but also an essential starting point for the development of
novel anti-tumor agents and new disease therapies. Meanwhile, these studies further
demonstrate that ab initio QM/MM methods have become increasingly powerful in
complementing experimental methods to elucidate the chemistry in complex sys-
tems, including biocatalysis. Since histone modification is emerging as an essential
mechanism in regulating chromatin structure and gene expression, it is expected that
much more theoretical and computational studies will be carried out to understand
its inner workings.
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CHAPTER 13

INTERPRETING THE OBSERVED SUBSTRATE
SELECTIVITY AND THE PRODUCT REGIOSELECTIVITY
IN ORF2-CATALYZED PRENYLATION FROM X-RAY
STRUCTURES
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Abstract: The combined QM/MM based X-ray crystallography technique is described. Its rele-
vant strengths and weaknesses relative to traditional refinement protocols are discussed.
The method is illustrated by refining Orf2 protein–ligand complexes and comparing the
QM/MM based method to CNS derived results. It is shown that in this instance the
QM/MM based approach give superior results to traditional MM based refinements meth-
ods as implemented in CNS

Keywords: X-ray crystallography, X-ray refinement, Protein–ligand complexes, Orf2

13.1. INTRODUCTION

X-ray crystallography is perhaps one of the most successful and broadly used ap-
proaches employed in molecular biology where the general interest is to understand
how life operates at the molecular level [1, 2]. It often provides the most concrete
evidence by which experimental findings from other sources can be validated, so-
lidified, and more relevant experiment designs can be proposed. The role of X-ray
crystallography in computational biochemistry and biophysics is even more critical
because the research in these areas heavily relies on the availability of accurate three-
dimensional structural information. In recent years, homology modeling and ab initio
protein structure prediction have made tremendous progress in terms of the qualities
of secondary structure assignment, overall three dimensional fold recognition, and in
some cases the details in residue side chain packing [3–7]. However, X-ray quality
structures are rare [8, 9], which limits their usefulness in the subsequent investi-
gations, particularly in enzyme reaction mechanism studies where high-resolution
crystal structures are the first choice.
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refinement

X-rays phases fitting

crystals (enlarged view) diffraction patterns electron density maps atomic models

Scheme 13-1. The X-ray structure determination workflow (Scheme provided by Dagmar Ringe)

Unlike small molecule crystallography, obtaining atomic resolution crystal struc-
tures of biomacromolecules (Scheme 13-1) are significantly more difficult, despite
numerous advances in both experimental approaches and refinement algorithms,
which include the use of synchrotron radiation sources, cryo-cooling techniques,
simulated annealing (SA) [10] and the maximum likelihood formalism (MLF) [11].
The number of crystal structures determined with resolutions better than 1.0 or 1.5 Å
in the Protein Database Bank is less than 1 or 10%, respectively. The majority of
the crystal structures have a resolution in the range between 2.0 and 3.0 Å. With
empirical parameters of bonding (molecular mechanics force field), heavy atoms of
protein residues can be solved at this resolution with reasonable confidence because
there are only a limited number of amino acids and their connectivity is known given
the primary structure. However, the accuracy of the representation of small molecule
ligands, substrates, and cofactors, will likely suffer, especially when the chemical
composition (both structurally and compositionally) is not well characterized by
classical force fields. More difficulties arise when protein associated molecules have
large thermal motions or undergoes frequent conformational transitions within the
protein binding site. Success in computational investigations of enzymatic reaction
mechanism may be shadowed if these potential issues in structure quality are not
addressed.

Our group has been actively developing new crystal structure refinement ap-
proaches [12, 13] that introduce quantum mechanical (QM) treatments to replace
the standard molecular mechanical (MM) potentials used today. A QM description
is advantageous compared to a traditional MM one because (1) the use of QM in
refinement eliminates the reliance on empirical force field parameters, particularly
for regions of interest that often involve structures substantially different from those
found in the gas phase (e.g., covalent complexes, systems with unusually close con-
tacts, etc.); (2) because the electron density for hydrogen atoms is close to noise
level in most density maps, even for structures at 1 Å or better resolutions, oftentimes
the accurate energetics information may be very useful in resolving protonation or
tautomeric states of key regions in the structure; (3) with higher-level QM methods,
the model quality can be systematically improved if more CPU time can be afforded.
Previously, Ryde et al. and we have demonstrated our QM or QM/MM X-ray re-
finement approach as a valuable tool in resolving subtle structure features [14, 15]
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and deriving residue protonation states [16–18]. Herein we present our recent work
in interpreting the relaxed substrate specificity and product regioselectivity observed
in Orf2-catalyzed prenylation using the QM/MM X-ray refinement approach. Our
intention is not just to present a case study, which is interesting in its own right, but
to stress the profound insight that one can obtain by combining state-of-the-art free
energy calculations and QM/MM refinement of X-ray diffraction data, which leads
to the emergence of a dynamic picture of the reaction mechanism, not immediately
apparent in the PDB structure.

In the next section, we first give a brief overview of the QM (QM/MM) X-ray
refinement methodology and implementation, which has been reported previously
and then follow this with the case study.

13.2. STRUCTURE REFINEMENT USING QM

X-ray crystallographic experiments measure the intensity of the diffraction peaks
resulting from the X-rays scattered by electron clouds, which is related to the ther-
mal average of electron density distributions <ρ(r)> in the crystal by a Fourier
transform:

F(S) =
∫

V

〈ρ(r)〉 exp [2π iS · r]dr (13-1)

I (S) ∝ F(S) (13-2)

where S is the scattering vector (h,k,l), F(S) is the structure factor of a diffracted
X-ray, and I(S) is the intensity of a diffraction peak. It follows from Eq. (13-1) that
structure factors are complex quantities that contain both amplitudes |F(S)|, which
can be derived from the X-ray signals according to Eq. (13-2), and the phase angles
α(S). If the latter were accurately known, the electron density distribution within the
unit cell of the crystal would be constructed by an inverse Fourier summation:

〈ρ(r)〉 = 1

Vcell

∑

S

|Fo(S)| exp [−2π iS · r + ia(S)] (13-3)

Since the phase angles cannot be measured in X-ray experiments, structure so-
lution usually involves an iterative process, in which starting from a rough estimate
of the phases, the structure suggested by the electron density map obtained from
Eq. (13-3) and the phase computed by Eq. (13-1) are gradually refined, until the
computed structure factor amplitudes from Eq. (13-1) converge to the ones observed
experimentally.

At a certain stage in the refinement, the electron density map is interpreted using a
model representation of the charge density distribution to extract the atomic coordi-
nates. A commonly used scattering formalism is the independent-atom model (IAM),
in which the total charge density in the crystal is approximated by the superposition
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of isolated atomic densities and each atom scatters the X-ray independently and
contributes to the model structure factor according to the following equation,

Fc(S) =
n∑

j=1

n j f j (S) exp [2π iS · R j ] · exp [2π2St U j S] (13-4)

The terms involving the subscript j represents the contribution of atom j to the
computed structure factor, where n j is the occupancy, f j is the atomic scattering
factor, and R j is the coordinate of atom i. In Eq. (13-4) the thermal effects are
treated as anisotropic harmonic vibrational motion and U j =< u j ut

j > is the mean-
square atomic displacement tensor; when the thermal motion is treated as isotropic,
Eq. (13-4) reduces to:

FcS =
n∑

j=1

n j f j (S)exp [2π iS · R j ] · exp[−B j S2] (13-5)

where B j is the familiar isotropic temperature factor of atom j. Thus Eqs. (13-4)
or (13-5) is used in place of Eq. (13-1) and the atomic coordinates and temperature
factors are adjusted as parameters to fit the calculated structure factors to the ob-
served signals. Throughout the refinement process, the residual index, or R-factor, is
computed and monitored as the measure of convergence,

R = !w‖Fo(hkl)| − |Fc(hkl)‖
!w|Fo(hkl)| (13-6)

where w is the weighing factor associated with each reflection, |Fo| is the experimen-
tally observed structure factor and |Fc| is the one calculated using either Eqs. (13-1),
(13-4) or (13-5).

Crystal structure refinement at medium resolution (2.0 Å or higher) usually fol-
lows an energetically restrained refinement (EREF) formalism (Eq. 13-7, [19]) due
to the insufficient number of diffractions as opposed to the number of atoms in the
system, which can be conveniently combined with simulation techniques such as
molecular dynamics (MD) and simulated annealing (SA). Empirical restraints are
introduced as harmonic penalty functions for bond stretching, bending, and rotation
in which the equilibrium values (force field parameters) are taken from statistical
analyses on small molecule crystal structure database. Non-bond interactions such as
van der Waals and electrostatic may be included, but it was found that the classical
non-bond force field parameters often resulted in abnormally behaved MD simula-
tions [20]. This part of the target function is termed Echem. One such popular set of
parameters for proteins was proposed by Engh and Huber [21] based on statistical
analysis of the chemical moieties of proteins and polynucleotides from the Cam-
bridge Structural Database (CSD) and is used in many crystal structure refinement
packages. The second part of the target function comes from the model structure
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diffraction calculation (EX-ray) and is combined with Echem along with a weighting
factor (w) to introduce EX-ray as an effective potential and bias refined structures
toward X-ray observations. It is worthwhile to point out that if an arbitrarily large
weight is assigned to EX-ray parameter over-fitting will be bound to happen, and the
seminal work by Brunger [22] suggested setting aside a subset of X-ray data prior to
refinement and monitoring the R factor for this set (called Rfree) as a cross-validated
indicator of the progress toward convergence.

E = Echem + wEX−ray (13-7)

One straightforward choice for the X-ray target function is the least square
residual that represent the discrepancy between the observed and model-predicted
structure factors:

EX−ray = E L SQ =
∑

hkl

w(|Fo(hkl)| − k|Fc(hkl)|)2 (13-8)

However, as pointed out by Read and others [23–27], use of residual as the target
function is only justified for models that are very close to the true structure, which
is often not the case in macromolecule refinements. An improved target function can
be derived using the maximum likelihood formalism (MLF),

EX−ray = EMLF =
∑

hkl

(
1

σ 2
M L

)
(|Fo(hkl)| − 〈|Fc(hkl)|〉)2 (13-9)

which is more suitable for the general case of incomplete models and models that
contains initial biases. In the commonly used refinement force fields such as the one
used in the CNS program [28], Echem is a sum of terms describing various types of
interactions, i.e. [29]:

Echem = EM M =
∑

bonds

kb(b − b0)
2 (13-10)

+
∑

angles

kθ (θ − θ0)
2

+
∑

dihedrals

kφ(nφ + d)

+
∑

chiral,planar

kω(ω − ω0)
2

+
∑

i< j

(ar−12
i j − br−6

i j + cr−1
i j )

where the attractive van der Waals and electrostatic terms are often omitted.
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E = EQM/M M + wEX−ray (13-11)

In our QM flavored X-ray refinement, Echem is simply replaced with a quantum
mechanic potential (Eq. 13-11). Compared to an MM energy function that uses fixed
atomic charges to model electrostatic interactions, QM has the intrinsic advantage
that it can represent charge fluctuations and dynamic polarization. In addition, a QM
description is superior to an MM one when the regions of interest involve structures
that differ substantially from those found in the gas phase (e.g., covalent complexes,
systems with unusually close contacts, etc), where QM can represent these interac-
tions more reliably than MM. To circumvent the great computational cost associated
with electronic structure calculations of proteins, linear-scaling semiempirical QM
treated was employed in our first QM X-ray refinement implementation. We have
demonstrated that the QM energy restraints were capable of maintaining reason-
able stereochemistry to the extent that the resultant R and free R values are at least
comparable to those of the classical approach. The refinement is even more tractable
when part of the system is treated with classical MM potentials with full electrostatic
and van der Waals contributions, for example, the commonly used AMBER molec-
ular mechanic force field descriptions. By adopting this QM/MM X-ray refinement
strategy (Eq. 13-12, [30]), computation time is better spent on regions where subtle
structure features are not resolved to satisfaction by the traditional refinement ap-
proach. These regions of interest may include substrates, cofactors, critical solvent
molecules, and so on.

EQM/MM = 〈�QM |HQM + HQM/MM|�QM 〉 + EM M (13-12)

where HQM/MM is described by Eq. (13-13):
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In the next section, we will demonstrate how the QM/MM refinement strategy
was combined with advanced sampling techniques to resolve the ambiguous electron
densities of a substrate complexed with Orf2, an aromatic prenyltransferase, and
successfully clarify the relaxed substrate specificity and product regioselectivity.

13.3. ORF2 AND ISOPRENOID BIOSYNTHESIS

Isoprenoids or terpenoids are a large class of naturally occurring organic compounds
with tremendous chemical and structural diversity. They are organic materials pro-
duced in the HMG-CoA (3-hydroxy-3-methyl-glutaryl-CoA) reductase pathway
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[31, 32] or the MEP/DOXP (2-C-methyl-D-erythritol 4-phosphate/deoxy-xylulose
phosphate) pathway [33] having molecular structures containing carbon backbones
made up of isoprene units. Isoprenoids are ubiquitous across a wide range of organ-
isms, such as eubacteria, archaea, algae, plants, animals and fungi. Plant isoprenoids
have been long appreciated for their “aromatic” qualities, such as those found in cit-
ral, menthol, camphor, etc., and have been commonly used in traditional herbal reme-
dies [34]. It was recently discovered that certain isoprenoids and their derivatives
exhibit desirable pharmaceutical characteristics, such as anti-microbial, anti-oxidant,
anti-inflammatory, anti-viral, and anti-cancer effects [35–44]. More importantly, nat-
ural isoprenoids have low cellular toxicity and good membrane permeability, which
make them ideal drug template compounds.

Several thousand natural terpenoids have been isolated and classified based on
their origin, the number of isoprene units that they contain, and the roles that they
play in their parent organisms. The biosynthesis and the chemical diversity of ter-
penoids have always been of great interests to biochemists, medicinal and organic
chemists. A number of terpenoid synthase families have been categorized and ex-
tensively studied, including monoterpene, diterpene, triterpene, and sesquiterpene
cyclases. The advances in the research of terpenoid biosynthesis have been summa-
rized in a recent review article by Christianson [45], in which the structural founda-
tion of various terpenoid cyclases was described in great detail. A common trait of
these enzymes is the essential magnesium cluster and the aspartate-rich magnesium
binding motifs, which implies certain similarity in their reaction mechanisms. In ad-
dition to terpenoid synthase, prenyltransferase contributes to terpenoid biosynthesis
as well. One such example is Orf2 [46], a newly identified 300-residue prenyltrans-
ferase from Streptomyces. Although the natural substrate is unknown, Orf2 accepts
a great variety of aromatic compounds, such as dihydroxynaphthalenes, flaviolin,
and 4-hydroxyphenylpyruvate, and attaches geranyl (C10) or farnesyl groups (C15)
to them (Figure 13-1). The geranylated products can then be further combined, mod-
ified, cyclized, and transferred by downstream enzymes. This certainly explains, at
least in part, the apparent chemical diversity in plant and animal terpenoids. It also
opens the opportunity of exploiting the relaxed substrate specificity of Orf2, possibly
through protein engineering, to simplify the synthesis of terpenoids in drug discovery
[47, 48]. In addition to the unusual substrate specificity, Orf2 also displays interest-
ing regioselectivity in the prenylated products. Those of 1,6-dihydroxynaphthalene

n

Figure 13-1. The chemical structure of a prenyl group. N can be 0 (dimethylallyl), 1 (geranyl), 2
(farnesyl), 3 (geranylgeranyl), etc
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Figure 13-2. The PT-barrel of Orf2 (shown in red ribbons) and the bound substrates, GSPP and 1,6-DHN
(shown in licorice colored by atom types) from 1ZB6

(1,6-DHN) have been characterized by both mass spectroscopy and 1H nuclear mag-
netic resonance analyses as trans-2-geranyl 1,6-DHN and trans-5-geranyl 1,6-DHN
with a yield ratio of 10:1.

The 3-dimensional crystal structures of Orf2 and the Orf2 substrate complexes
provided the initial clues to the observed variability in the observed reactants and
products. Unlike two other members, farnesyltransferase (FTase) and geranylger-
anyltransferase (GGTase), of the prenyltransferase family whose structures have
been determined [49–51], Orf2 adopts a novel α/β barrel fold (termed PT-barrel by
the authors, Figure 13-2) that results in a spacious binding site for geranyldiphos-
phate (GPP) and aromatic substrates. A magnesium ion, required for enzyme activity,
is located near the diphosphate group of GPP and bound to the carboxylate of Asp62,
the α-phosphate of GPP, and four water molecules. The commonly found trinuclear
magnesium cluster and magnesium cluster binding motifs in terpenoid synthase were
not observed in any of the crystal structures determined, which are summarized in
Table 13-1. Although Orf2 is an Asp/Glu rich protein, most of the aspartate and glu-
tamate residues are distributed on the outer α-barrel, and only two aspartate residues
reside near where the magnesium and diphosphate are bound, Asp62 and Asp110. In
1ZB6, the carboxylate of Asp110 is 3.1 Å from a magnesium-bound water molecule,
providing additional support for the metal binding possibly through hydrogen bond
interactions. Geranyl S-thiolodiphosphate (GSPP), a GPP analogue, was used to al-
low the determination of the ternary complexes. The GSPP substitution and the bind-
ing of the aromatic substrates have little impact on the side chain conformations of
the residues in the binding site. When superimposed, the all-atom root mean square
deviation (RMSD) of any two Orf2 structures (residue 10–300) is no greater than
0.5 Å.
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Table 13-1. The available crystal structures of Orf2 complexes

PDB ID Mean B value Resolution (Å) Bound substrate (s)

1ZCW 29.40 2.25 geranyldiphosphate
1ZDY 16.70 1.44 N-(tris(hydroxymethyl)methyl)-3-

aminopropanesulfonic acid
1ZB6 45.60 1.95 1,6-dihydroxynaphthalene and geranyl

S-thiolodiphosphate
1ZDW 29.00 2.02 Flaviolin and geranyl S-thiolodiphosphate

We noted that 1,6-DHN and flaviolin have rather different conformations in the
deposited structures (Figure 13-3). In 1ZB6, 1,6-DHN is oriented so that the C2
and C5 carbon are 4.1 and 6.7 Å from the C1 carbon of GSPP respectively, which
can only explain the formation of the major product. In 1ZDW, the closest atom
of flaviolin is about 6 Å away from the C1 carbon of GSPP. How the minor preny-
lated 1,6-DHN and prenylated flaviolin products are formed cannot be directly un-
derstood from the two crystal conformations. One possibility is that the aromatic
substrates are not tightly bound and can have significant fluctuations in their active
site orientation(s). The B-factors of 1,6-DHN and flaviolin were inspected as well as
their electron density maps (2Fo–Fc) downloaded from the Uppsala Electron Density
Server [52]. Unlike the residues that are located in the PT-barrel, both 1,6-DHN and

Figure 13-3. The crystal binding orientations (left) of 1,6-DHN and flaviolin observed in the deposited
1ZB6 and 1ZDW structures, and the 2D sketches of the prenylated 1,6-DHN (right). The C2 and C5
carbon atoms of 1,6-DHN and the C1 carbon atom of GSPP are shown as orange spheres
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Figure 13-4. The crystal structure of 1ZB6 colored by B-factor values. The color scale (from blue to white
to red) used has a range from 23.0 to 67.0 Å2. 1,6-DHN is shown with thick cylinders with an average
B-factor of 65.68 Å2

flaviolin have much higher B-factors, on average 65.68 and 48.63 Å2 respectively,
similar to those of the surface residues (Figure 13-4). The electron density contour
plots (Figure 13-5) at a density value of 1.5σ reveals the lack of clearly defined den-
sity for a unique 1,6-DHN conformation, which is a strong indication of substantial
fluctuation in substrate binding. At the same contour level, however, flaviolin can be
clearly placed with little ambiguity. As we examined the lower density contour levels
in 1ZB6 (Figure 13-5), a rather large volume of space is observed and it is difficult
to explain the shape of this volume by just using a single 1,6-DHN orientation.

This unusual substrate binding observed in Orf2 deserves further investigation
to answer the questions raised above. To address the ambiguous electron density,
multi-conformer refinement with different occupancies is typically used in MM aug-
mented X-ray refinement packages. However, placing the different conformers in
the current case can be problematic because of the poor quality of the local density.
Ideally, simulated annealing MD should in principle render all plausible substrate
conformations given an accurate energy function is used to describe the interactions
in binding. We find this difficult to pursue as the transitions between different con-
formers may be hindered by large free energy barriers and the use of QM potential
in X-ray refinement improves on accuracy, but also limits the amount of sampling
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Figure 13-5. Electron density contour plots (2Fo–Fc) for 1,6-DHN (left) and flaviolin (right). The contour
values are 1.5σ (high), 1.0σ (medium), and 0.5σ (low) from the top to the bottom

that one can afford due to a dramatic increase in computational cost comparing to
the MM approach. Hence, a balanced solution is to conduct the sampling with a
well parameterized classical potential, and then suggested candidates of alternative
conformers are subject to QM/MM X-ray refinement. To achieve these, we explored
the Orf2 binding site with a multi-nanosecond MD simulation and quantitatively
characterized the binding of 1,6-DHN by computing the potential of mean force of
binding as a function of two independent variables, the distances between the reac-
tion centers. Two alternative binding conformations were identified and subsequently
validated through our QM/MM X-ray refinement approach [53]. The technical de-
tails of the MD simulation and potential of mean force calculations used in this study
are standard and ample examples can be found in the literature. Therefore, we will
only focus on how the QM/MM X-ray refinement was carried out with our in-house
integration of AMBER [54], DIVCON, and the Crystallography and NMR System
(CNS) [28].
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13.4. QM/MM X-RAY REFINEMENT DETAILS

Unlike the native integration of DIVCON with the sander module in AMBER,
the integration of CNS was done at the file system level. For every step of hybrid
minimization, CNS, after receiving atomic coordinates from sander, calculates and
outputs the forces as the gradient of EX-ray in Eq. (13-11), which is then read by
sander. Sander combines the forces from EX-ray and EQM/MM potential and updates
the coordinates accordingly. This process proceeds until the R and free R factors
converge, which usually takes a few hundreds of steps.

In all the refinements carried out in this study, the complete set of 22,923 reflec-
tions between the resolution limits of 1.95 and 29.74 Å obtained from the Protein
Data Bank were considered, 1,154 (∼5%) of which were used for cross-validation.
The alternative 1,6-DHN conformers identified from the free energy calculation were
introduced into 1ZB6 by a simple superposition of the protein backbone after the
original 1,6-DHN conformer and certain crystal water molecules that would cause
steric clashes were removed. Both the CNS and QM/MM X-ray refinements were
adapted from the minimization protocol provided by the CNS program suite. A
two-stage refinement protocol was established through experimentation, in which
the structure of any binding conformation was first optimized with the CNS pro-
gram suite using the built-in MM energy function and the widely accepted Engh
and Huber parameter set [21]. Subsequently, the results of the previous CNS cal-
culations were used as the initial structures and were minimized with the AMBER
MM energy function to relax the hydrogen atoms while keeping the heavy atoms
fixed. In the following QM/MM X-ray refinement calculations, the residues chosen
to be treated quantum mechanically include Mg2+, GSPP, 1,6-DHN, and all the
protein side chains and solvent molecules that are in direct contact through either
hydrogen bonding, metal coordination, or van der Waals interactions. This created
a neutral QM region of 666 atoms. Divide-and-Conquer [55–59], a linear-scaling
semi-empirical technique, was employed to efficiently compute the QM energy at
the PM3 [60, 61] level of theory. In both the CNS and QM/MM refinements, three
different X-ray weighting factors (wa), 0.01, 0.2 and 1.0, were selected, allowing us
to evaluate the effect of weighting factors on the quality of the final refinements.

13.5. RESULTS AND DISCUSSION

In the deposited crystal structure 1ZB6, a single conformation was assigned to
1,6-DHN, which accounts for the formation of the major prenylated product, even
though the deposited electron density, in our estimation, suggests that other bind-
ing conformations are also possible. The distribution of all possible binding con-
formations is determined by the interplay of protein–substrate, protein–solvent and
substrate–solvent interactions. To better understand the Orf2 substrate selectivity and
explain the observed regioselectivity in the prenylated product, we first character-
ized the binding landscape, and then evaluated the probability of this distribution.
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The approach that we use is based on the principles of statistical mechanics and the
techniques of numerical simulations.

13.5.1. The MD Simulation of Orf2 Ternary Complex with GPP
and 1,6-DHN

To characterize and retrieve the distribution of binding of 1,6-DHN, the time evolu-
tion of the ternary complex of Orf2 with GPP and 1,6-DHN was calculated for a total
duration of 16 ns starting with the model complex structure that we built from crys-
tal structures 1ZB6 and 1ZCW. Comparing to our simulation results to 1ZCW, the
backbone conformation of the protein was well preserved during the MD simulation
with an average RMSD of 1.3 Å for the last 10 ns (Figure 13-6). A snapshot from
the MD simulation is shown in Figure 13-7. The magnesium ion maintained a stable
octahedral configuration, coordinated by four solvent molecules located in the same
plane, the α-phosphate of GPP, and the side chain of Asp62. The diphosphate group
of GPP strongly interacted with the side chains of several residues, including Lys119,
Lys169, Arg228, Tyr216, and Lys284. Lys169 and Arg228, which are situated near
the edge of the β barrel and were solvent exposed in the deposited structure. During
the MD simulation, they were attracted by the negative charge on the diphosphate
and formed salt bridges to further stabilize the bound GPP. The geranyl group of
GPP remained mostly extended, but unlike what was observed in a previous MD
simulation of the FTase ternary complex where the rotation of backbone torsion an-
gles in farnesyldiphosphate (FPP) was seriously hindered, the backbone of GPP was
more flexible.

In contrast to the relatively stable fold, the 16 ns MD simulation sampled a variety
of different orientations for the bound 1,6-DHN, which we characterized using the
distances D1 and D2, defined previously. The ranges of D1 and D2 sampled during
the 16 ns MD simulation are plotted in Figure 13-8, which can be grouped into three
clusters, an indication of three different binding states. We term these clusters/states

Figure 13-6. The root mean square deviation (Å) of the backbone of Orf2 over time (ps)
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Figure 13-7. A snapshot of the MD simulation of the Orf2 ternary complex looking down the PT-barrel.
The protein backbone is shown as ribbons (red) superimposed on top of the crystal conformation (gray).
GPP and the magnesium ion are shown as licorice as well as 1,6-DHN, proximal protein side chains
(within 3 Å) and 4 Mg-coordinating solvent molecules

as S1, S2 and S3 in the following discussion. The crystal binding conformation
(shorter D1 and longer D2) is located in cluster S1. During the MD simulation that
we started in cluster S1, the substrate first explored similar conformations that are
within the same cluster and then migrated into cluster S2 and S3. Snapshots from the
MD simulation that highlight the transitions among these binding states are provided
in the supplementary material. Conformations with shorter D2 and longer D1 can
be found in cluster S3, suggesting that this binding state may lead to the minor
prenylated product. Cluster S2 is significantly less populated than cluster S1 and
S3 and is possibly an intermediate state connecting S1 and S3.

13.5.2. The Relative Free Energy Surface of 1,6-DHN Binding

To have a quantitative appreciation of these three binding states and the transitions
between them, we computed the 2-dimensional potential of mean force as a function
of D1 and D2 with the umbrella sampling technique followed by a WHAM analysis.
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Figure 13-8. The distribution of D1 and D2 (in Å) sampled during the 16 ns MD simulation of the Orf2
ternary complex

Calculating free energies of conformational changes is generally difficult in biolog-
ical systems due to the fact that the reaction coordinates of conformational changes
are usually complicated and are not known a priori. In the current case, we were
fortunate to have observed a trajectory from which the distribution of the substrate
was retrieved and adequately characterized by two independent variables D1 and
D2. However, the need to use two variables to discriminate different conformational
states of the substrate definitely increases computational costs. The initial sampling
consisted of 55 umbrella MD simulations carried out on a regular two-dimensional
grid with a grid spacing of 0.7 Å and 0.8 Å in D1 and D2 respectively (Figure 13-9).
However, we found that the overlap of the D1 and D2 distributions of adjacent sim-
ulations was not sufficient (data not shown) to yield a smooth PMF surface with low
statistical uncertainty. One simple solution is to increase the sampling resolution by
using a finer grid [62]. We first doubled the amount of sampling by placing additional
umbrella points at the centers of the grid cells in Figure 13-9. This greatly reduced
the statistical error in the areas of low free energies. To reduce the errors in the barrier
regions and regions near the boundaries of the binding site, particularly in the region
that may lead to the minor prenylated product, we further doubled the amount of
sampling by placing umbrella points at the midpoints of the edges of the grid cells.
Altogether over 200 umbrella MD simulations were carried out for the final PMF
calculation and over 100 ns of sampling were used in the WHAM analysis.

The computed PMF surface is shown in Figure 13-10 as a 20-level contour plot.
The statistical errors are less than 0.5 kcal/mol in most of the regions except the
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Figure 13-9. The centers of sampling of the initial 55 umbrella MD simulations

Figure 13-10. The potential of mean force (kcal/mol) as a function of D1 and D2 (Å) shown as a 20-level
contour plot and colored by the free energy values

bottom portion of cluster S3 where D2 is around 3.5 Å or less. The previously
proposed binding states S1, S2, and S3 are clearly outlined in the contour plot by
well-defined free energy minima. S1, the most stable binding state, is approximately
2.3 kcal/mol more favorable than S2 and S3. S1 and S2 are directly connected by
a small energy barrier, which suggests S2 should be readily accessible from S1,
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consistent with the frequent transitions between them observed in the 16 ns MD
simulation. It may be possible to use a single variable to describe both S1 and S2
as the path connecting them is almost one dimensional. S1 and S3 are separated by
a much larger and higher barrier, and the probability of direct barrier crossing (the
shortest path) is very low. Hence, the low energy transition pathways between S1 and
S3 must proceed through S2.

The MD snapshots corresponding to the S2 and S3 binding states were randomly
picked from two umbrella points whose centers were the closest to the lowest points
in the two free energy basins, and were superimposed with the crystal structure 1ZB6
and the low electron density contour (Figure 13-11). In both snapshots the naphtha-
lene ring fits nicely into the volume enclosed by the electron density contour. Both
S2 and S3 are stabilized by forming hydrogen bonds with the side chains of Ser214
and Tyr288. In the crystal structure 1ZDW, the conformation of flaviolin is similar to
that of S2 (Figure 13-11) and is also hydrogen bonded to the side chains of Ser214
and Tyr288. The free energy basin where S3 is located is rather wide and flat in
the direction of D2. Conformations with even shorter D2 [near (7.0, 3.5)] are only
0.4 kcal/mol higher in free energy compared to S3 and can be approached by cross-
ing a small barrier (approximately 2.0 kcal/mol relative to S3) from S3, which may
lead to the formation of the minor prenylated 1,6-DHN product. Multiple barrier
crossing events captured during the 16 ns MD simulation revealed that the transi-
tions S1↔S2 and S2↔S3 involve primarily the rotation of 1,6-DHN around the
normal of the naphthalene plane accompanied by the translocation of the center of

Figure 13-11. The snapshots of the S2 (green) and S3 (cyan) binding states predicted from the calculated
potential of mean force superimposed with 1ZB6 (grey) and 1ZDW (purple). The electron density contour
of 1ZB6 at the level of 0.5σ is shown as a yellow mesh
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the molecular mass. MD snapshots that highlight these transitions are provided in
the supplementary material.

13.5.3. The CNS and QM/MM X-Ray Refinement Calculations

To establish the optimal representation of the alternative binding conformations and
critically assess the credibility of our potential of mean force study, the two selected
MD snapshots were subjected to experimental validation against the observed X-ray
diffraction data using a refinement protocol supplemented with a hybrid QM/MM
energy function. The reported R and Rfree factors for 1ZB6 are 0.233 and 0.263
respectively. The calculated R and Rfree factors are compiled in Table 13-2 for the
three X-ray weighting factors. Overall the two-stage QM/MM refinement protocol
produced structures with comparable agreement with the X-ray diffraction data at
high X-ray weighting factors. Due to the nature of the maximum likelihood refine-
ment (MLR) algorithm, this agreement was weakened progressively when smaller
weighting factors were used. However, we noted a remarkable difference between
the two refinement methods in that the refinements using a more physical and real-
istic QM/MM energy function display less dependence on the input from the X-ray
diffraction measurements. The three different conformations of the ternary complex
are of similar quality, even though S1 appears to have the best agreement (lowest R

Table 13-2. The CNS and QM/MM X-ray refinement of S1, S2 and S3 conformers

Distance (Å)

Conformers
Refinement
protocol X-ray weights R Rfree D1 D2

S1

0.01 0.2540 0.2674 3.96 7.09
QM/MM 0.2 0.2419 0.2629 3.97 7.12

1.0 0.2290 0.2628 4.01 7.21

0.01 0.3735 0.4015 5.03 8.17
CNS 0.2 0.2606 0.3004 4.53 7.71

1.0 0.2307 0.2754 4.10 7.17

S2

0.01 0.2604 0.2894 6.89 9.82
QM/MM 0.2 0.2432 0.2798 6.78 9.73

1.0 0.2285 0.2734 6.80 9.79

0.01 0.3690 0.4021 8.15 10.48
CNS 0.2 0.2617 0.3015 7.53 10.28

1.0 0.2320 0.2763 7.10 10.11

S3

0.01 0.2496 0.2795 5.91 4.04
QM/MM 0.2 0.2414 0.2749 5.81 3.96

1.0 0.2283 0.2699 5.87 3.97

0.01 0.3709 0.4018 7.36 5.27
CNS 0.2 0.2642 0.3057 6.95 4.56

1.0 0.2315 0.2777 6.42 4.20
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Figure 13-12. The snapshots of the S2 (green) and S3 (cyan) binding states from the PMF calculation
(top) and the results from the QM/MM X-ray optimization (bottom) superimposed on top of the crystal
structure 1ZB6 (grey) and the electron density contour at 0.5σ

and Rfree values) followed by S3 and S2. Therefore, the alternative conformations
identified in the PMF calculation are both acceptable models for the Orf2 ternary
complex. The distances D1 and D2 in the CNS and QM/MM refined conformations
were measured and are given in Table 13-2. In general, all three refined conforma-
tions were shifted slightly away from the locations of the free energy minima on the
PMF surface (Figure 13-10). This is not surprising because the potential of mean
force calculation was carried out on a solvated Orf2 ternary complex with the real
substrates at 300K, in which only the AMBER molecular mechanical force field was
used to describe the interactions in the system, while the refined conformations cor-
respond to local minima on the combined potential energy landscape that are shaped
by a physical energy term and restraints from the X-ray diffraction measurements.
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The difference in D1 and D2 between the two refinement methods is significant at
smaller X-ray weighting factors, but gradually diminishes as larger weights are used.
Although the detailed procedure and setup of the original CNS refinement of 1ZB6
was not reported, we estimated that an X-ray weighting factor of 1.5 is necessary to
achieve the optimized R and Rfree values. The fact that our QM/MM combined re-
finement method is less dependent on the diffraction data is potentially an important
advantage over traditional methods based on simple energetic descriptions, which
may be particularly well suited in applications such as evaluating possible side chain
protonation states and hydrogen bonding possibilities at critical locations in system
of interest. The final conformations of the QM/MM refined S2 and S3 binding states
are shown in Figure 13-12.

13.6. CONCLUSIONS

Unlike most enzymes that are known for being efficient, highly specific and highly
selective biological catalysts, Orf2 can be considered as a “reaction chamber” for
many small aromatic substrates, displaying not only reduced substrate selectivity but
also interesting regioselectivity of the prenylated products. The notion of a “reaction
chamber” gives rise to the opportunity to engineer the active-site of Orf2 to adjust
the functionality of terpenoids for potentially novel therapeutic applications. The
underlying 3-dimensional framework was revealed in a set of recently determined
crystal structures; however, in this study the mechanism of substrate selectivity and
product regioselectivity in Orf2 prenylation was further elucidated. We thoroughly
explored the binding site of Orf2 and quantitatively evaluated the relative free en-
ergies of several binding states of 1,6-DHN in terms of a 2-dimensional potential
of mean force. The deposited substrate conformation corresponds to the most stable
binding state, but the others are certainly accessible at 300K. Given the moderate free
energy barriers that separate them, it would not be unreasonable to assume that the
substrate binds in a single conformation and rapidly equilibrates S1 and S3 (possibly
via S2). Consequently, the observed substrate electron density is the thermodynamic
average of the contributions of all these binding states. The binding site of Orf2 is
narrow in one dimension, which is consistent with the observed substrate preference,
but spacious in the others to admit aromatic molecules of different sizes, possibly
up to three or four fused rings. The conformations of the other two binding states
that we identified and validated against experimental X-ray diffraction data not only
explained the electron density profile at low contour values and the high B-factors
of the substrate, but also offered a plausible interpretation of the regioselectivity in
the prenylated products. The product yields are dependent upon the thermodynamics
of binding, the incubation time, and the relative reactivities. The thermodynamics of
substrate binding is determined by the interplay of substrate–protein, protein–solvent
and substrate–solvent interactions. For 1,6-DHN, a 10:1 product ratio (S1-product
vs. S3-product) was observed under the conditions that the concentration of the sub-
strate was ∼160 fold in excess of the enzyme and both were incubated at 298K
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for 4 h. We estimate that the concentration ratio of the two competing conforma-
tions is close to 100:1 from a 2.7 kcal/mol free energy difference between S1 and
S3, assuming a constant concentration of the ternary complex. Based on the Curtin-
Hammett principle, we speculate that the prenylation of S3 is a faster reaction with
a lower reaction barrier height relative to that of S1. Ser214 and Tyr288 are likely
the moderators of substrate binding, the mutations of which may affect the selectiv-
ity and regioselectivity, therefore are good candidates for site-directed mutagenesis
experiments. Flaviolin is bound similarly to the S2 state of 1,6-DHN, also hydrogen
bonded to the side chains of Ser214 and Tyr288. However, the electron density of
1ZDW is better defined around flaviolin, indicating a single preferred conformation.
This is possibly due to the fact that an extra hydrogen bond can be formed between
the carbonyl group of flaviolin and Tyr288, which favors this orientation and reduces
conformational fluctuation.

The credibility of the results from computational enzyme mechanism studies rely
on high quality structural information as starting points. Extra caution must be taken
in thoroughly scrutinizing the structure details of the models offered by the initial
refinement effort before any further computational effort is spent. The pivot of focus
is best laid on the alignment of participating residues, substrates, or cofactors as these
residues are likely to have unusual geometries and correspondingly poorly treated by
the inadequate classical force field approach during X-ray refinement process. The
sanity status of crystal structures is also important to other structure-based research,
such as structure-based drug design and enzyme engineering where visual examina-
tion and extrapolation are frequently used. We have demonstrated, previously and
now, that QM-based hybrid refinement approach can provide the crucial structure
subtleties that may not be available from the conventional X-ray refinement, particu-
larly when the model quality is undermined by the X-ray diffraction measurements.
The strength of our QM flavored X-ray refinement approach at its current stage is
not to offer significant improvement on R and free R factors of the refined model,
which are often used as a primary quality indicator. R and free R factors reflect the
overall consistency of a model with X-ray diffraction, contributed by all atoms in
the system, and are unlikely to be affected to a great extent by local optimization.
In the example presented here, we observed slightly lowered values for R and free
R factors in all three different conformers contributed by the 666 QM treated atoms
out of 2571. Perhaps more importantly, the distances, D1 in conformer S1 and D2 in
conformer S3, are noticeably shorter in the QM/MM refined models, which is more
intuitive and appealing from the perspective of enzymatic catalysis.

Incorporating quantum mechanical potential into the final refinement stage of
crystal structure determination substantially improves the accuracy of energetics
evaluation and thus offers an approach to probe subtle structural features unattain-
able solely from diffraction data due to experimental uncertainty. This can be seen
from the response of R and Rfree factors upon changes in X-ray weights. The de-
terioration in R and Rfree due to the use of smaller weights is less pronounced in
QM/MM refinement calculations (Table 13-2), which signifies a great opportunity to
explore further. By using smaller weights, the X-ray bias is reduced, which increases
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the chance to differentiate the proper protonation or tautomeric states by using an
adequate quantum mechanical energy function.

Despite all the benefits that a QM-based X-ray refinement approach promises, we
should be aware of the shortcomings that accompany the use of quantum mechanical
potentials, including the increased computational cost, thereby, elongated refinement
cycles, the limited sampling efficiency, and the computational instabilities (aka failed
SCF convergence) due to distorted structural elements in the initial geometry. We
expect that the conventional MM-based refinement approach will likely continue to
be the first choice of crystallographers in the near future due to its robustness and
speed especially in the early stages of refinement. However, QM-based refinement
approaches, while complementary to current ones, should provide significant struc-
tural improvements in the latter stages of the refinement process, when non-standard
co-factors are present, and when subtle but important structure features are poorly
resolved by conventional methods.
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KWANGHO NAM3, CARLOS SILVA-LOPEZ2, FRANCESCA GUERRA2,
OLALLA NIETO-FAZA2, TIMOTHY J. GIESE1, JIALI GAO2, AND DARRIN
M. YORK1,2

1Biomedical Informatics and Computational Biology, University of Minnesota, Minneapolis,
MN 55455, USA
2Department of Chemistry, University of Minnesota, 207 Pleasant St. SE, Minneapolis, MN 55455, USA,
e-mail: york@umn.edu (D.M. York)
3Department of Chemistry and Chemical Biology, Harvard University, Cambridge, MA 02138, USA

Abstract: Description of a multiscale simulation strategy we have developed to attack problems
of RNA catalysis is presented. Ribozyme systems give special challenges not present in
typical protein systems, and consequently demand new methods. The main methodologi-
cal components are herein summarized, including the assembly of the QCRNA database,
parameterization of the AM1/d-PhoT Hamiltonian, and development of new semiempir-
ical functional forms for improved charge-dependent response properties, methods for
coupling many-body exchange, correlation and dispersion into the QM/MM interaction,
and generalized methods for linear-scaling electrostatics, solvation and solvent boundary
potentials. Results for a series of case studies ranging from noncatalytic reaction models
that compare the effect of new DFT functionals, and on catalytic RNA systems including
the hairpin, hammerhead and L1 ligase ribozymes are discussed

Keywords: Ribozyme catalysis, multiscale simulation, linear-scaling method, QM/MM, DFT
functional

14.1. INTRODUCTION

Over the last several decades, the original notion that the only function of RNA
molecules was as messenger intermediates in the pathway from the genetic code to
protein synthesis has undergone a revolution. The role of RNA in cellular function is
now known to be considerably more diverse, ranging from regulation of gene expres-
sion and signalling pathways to catalyze important biochemical reactions, including
protein synthesis itself [1–7]. These discoveries have transformed our view of RNA
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as a simple messenger to one more profoundly central in the evolution of life forms,
our understanding and appreciation of which is still in its infancy. Ultimately, the
elucidation of the mechanisms of RNA catalysis will yield a wealth of new insights
that will extend our understanding of biological processes and facilitate the design
of new RNA-based technologies [8–10].

Molecular simulations of RNA catalysis, in principle, offer a means of accessing
the most intimate mechanistic details that may aid in the interpretation of experi-
ments and provide predictive insight into design [11]. In order to study reactions
catalyzed by biological macromolecules such as RNA, simulations are performed
using so-called multiscale models. Here, by “multiscale model”, we mean the in-
tegration of a hierarchy of models that work together to provide a computationally
tractable representation of a complex biochemical reaction in a realistic environ-
ment. As a specific example, for enzyme systems, one typically treats the reactive
chemical events with a sufficiently accurate quantum mechanical model, the micro-
scopic solvent fluctuations and changes in molecular conformation using molecu-
lar mechanical force field model, and the macroscopic dielectric relaxation using a
continuum solvation model. The simplest multiscale model to study enzyme reac-
tions would be a combined quantum mechanical/molecular mechanical (QM/MM)
potential [12–18].

Simulations of RNA enzymes, or ribozymes, however, are laden with chal-
lenges not apparent for most protein enzymes. RNA molecules are highly negatively
charged, and exhibit strong, and often specific interactions with solvent [11, 19–21].
This requires special attention to the microscopic in silico model that requires con-
sideration of a very large number of solvent molecules and counter and co-ions to
be included. Electrostatic interactions need to be treated rigorously without cut-off,
and long simulation times are typically needed to insure that the ion environment
is properly equilibrated [22–24]. These issues are further complicated by the fact
that RNA molecules bind divalent metal ions which play an important role in fold-
ing, and in many instances, also contribute actively to the catalytic chemical steps.
The highly-charged nature of RNA and its interaction with divalent metal ions and
other solvent components makes inclusion of explicit electronic polarization in the
molecular models much more important that in typical protein enzyme systems. The
chemistry involved in reactions of prototype ribozymes such as cleavage transes-
terification involves large changes in local charge state and hybridization around
phosphorus, exacerbating the need to design QM/MM methods that can reliably
model hypervalent states of phosphorus. There is a need to design new models that
circumvent the need for “atom-type” parameters to be assigned to the QM system
in order to compute QM/MM interactions, as the “atom-type” can change as a re-
action proceeds. Finally, there is a growing precedent that many ribozyme reactions
may involve large changes in conformation and metal ion binding along the reac-
tion coordinate, creating the need to develop extremely fast semiempirical quantum
models that can be practically applied in conjunction with long-time simulations to
adequately sample relevant configurations and create multidimensional free energy
surfaces along multiple reaction coordinates.
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14.2. COMPUTATIONAL APPROACH

This section describes the main methodological advances that will be used in
subsequent selected applications, including (1) Development of fast semiempirical
methods for multiscale quantum simulations, (2) Directions for development of next-
generation QM/MM models, and (3) Linear-scaling electrostatic and generalized
solvent boundary methods.

14.2.1. Development of Fast Semiempirical Methods for Multiscale
Quantum Simulations

The development of new-generation Hamiltonians is greatly benefited by the use
and refinement of existing models. Conventional semiempirical Hamiltonians such
as MNDO [25, 26], AM1 [27] and PM3 [28] are based on a minimal s and p orbital
basis, and were parametrized to reproduce gas phase geometries and heats of for-
mation for molecules in their ground states. Relatively little consideration was given
to models that could accurately describe chemical reactions, especially in the case
of phosphate hydrolysis where d orbitals are required for an accurate representation
of hypervalent phosphorus transition states and intermediates. The d-orbital exten-
sion of the MNDO method [29, 30] greatly improved the description of hypervalent
phosphorus species, but suffered from an extremely poor description of hydrogen
bonding as did the original MNDO model. The empirical core-core functions of
AM1 and PM3 allowed these models to reasonably predict hydrogen bonding, and
if appropriately reparametrized, were demonstrated to be quite accurate for nucleic
acid base pairing [31]. Consequently, it seemed that a functional form that merged
the core-core functions of AM1 and PM3 with the d-orbital formulation of MNDO/d
would offer a significantly improved base model that could be easily implemented
into any d-orbital semiempirical program and thus be readily available to a wide
scientific community. However, a prerequisite to performing such a reparameter-
ization is to assemble a consistent set of high-level reference data that considers
a wide range of properties and encompasses a broad set of molecules, complexes,
potential energy surfaces and chemical reaction mechanisms. This was achieved by
the construction of a database of quantum calculations for RNA catalysis (QCRNA)
based on density-functional theory [32]. Subsequently, the QCRNA database was
utilized to parameterize an AM1/d-PhoT [33] semiempirical Hamiltonian model for
a wide range of phosphoryl transfer reactions and hydrogen bonding interactions.
The QCRNA database and AM1/d-PhoT model are described in the following sub-
sections, and together provide powerful tools to further the understanding of the
mechanisms of ribozyme catalysis.

14.2.1.1. QCRNA: A Database of Quantum Calculations for RNA Catalysis

The QCRNA database [32, 34] is an on-line resource of ab initio data relevant to
phosphorus and RNA chemistry, and was specifically designed to act as the reference
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data for the parameterization of new semiempirical models and refinement of exist-
ing semiempirical Hamiltonians. The database utilizes a strict computational pro-
tocol to determine optimized molecular structures, electronic structure properties,
and thermodynamic quantities, including estimates of the solvation free energy and
solvent-polarization using continuum models. For brevity we describe the protocol
as B3LYP/6-311++G(3df,2p)//B3LYP/6-31++G(d,p); while a detailed explanation
of the precise protocol is provided in Ref. 32. One of the database’s advantages is
that all of the data is obtained using the same computational procedure, whereas
the literature data has often been inconsistent, in that disparate theoretical protocols
have been employed by different groups that severely limit meaningful quantitative
cross-comparison.

There are more than 2000 molecules, 300 molecular complexes, 250 chemical
reactions, and 50 potential energy surfaces in the database. The main types of infor-
mation that can be found in the database include: molecular geometries, electronic
structure properties, vibrational frequencies, relative conformational energies, hy-
drogen bond energies, metal ion binding energies, proton affinities/gas-phase basici-
ties, tautomerization energies, and chemical mechanisms. Many of molecules in the
database correspond to stationary points, i.e., local minima and maxima, of chemical
mechanisms; however there also exist simple potential energy surfaces involving
non-stationary geometries resulting from constrained optimization. Of the mech-
anisms relevant to RNA catalysis are those that involve: acyclic and cyclic phos-
phates, phosphate mono-, di- and triester systems, different protonation and charge
states, experimentally relevant thio effects, phosphorane pseudorotation reactions,
metal-catalyzed reactions, and linear free energy relations that involve different nu-
cleophiles and leaving groups. Data contained in the QCRNA database has been used
as the basis for numerous publications on biological phosphates and phosphoranes,
and phosphoryl transfer reactions [35–46].

The QCRNA database is viewable and searchable with a web browser on the
internet and it is also contained as a MySQL database that is easily incorporated
with parameter optimization software to allow for the rapid development of specific
reaction parameters. Molecular structures can be viewed with the JMOL [47, 48]
or MOLDEN [49, 50] programs as viewers for chemical MIME types. If the web
browser is JAVA-enabled, then the JMOL software will automatically load as a web
applet. Both programs allow the structure to be manipulated, i.e., rotated, scaled, and
translated, and allow for measurement of internal coordinates, e.g., bond lengths,
angles, and dihedral angles. Similarly, animations of the vibrational frequencies are
available and can be viewed with either program.

14.2.1.2. AM1/d-PhoT Model for Phosphoryl Transfer Reactions

The AM1/d-PhoT model [33] is a parameterization of a modified AM1/d Hamil-
tonian developed specifically to model phosphoryl transfer reactions catalyzed by
enzymes and ribozymes for use in linear-scaling calculations and combined QM/MM
simulations. The model is currently parametrized for H, O, and P atoms to reproduce
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high-level density-functional results from the QCRNA database [32, 34], including
geometries and relative energies of minima, transition states and reactive interme-
diates, dipole moments, proton affinities and other relevant properties. The model
has been tested in the gas phase and in solution using molecular dynamics simula-
tions with a QM/MM potential [33, 51]. The results indicate the method provides
significantly higher accuracy than MNDO/d, AM1 and PM3 methods, and for the
transphosphorylation reactions is in close agreement with the density-functional cal-
culations at the B3LYP/6–311++G(3df,2p) level with a reduction in computational
cost of 3–4 orders of magnitude. The model has recently been applied in QM/MM
simulations of the hammerhead [52, 53] and hairpin ribozyme [54, 55] systems.

14.2.2. Directions for Development of Next-Generation QM/MM Models

14.2.2.1. Semiempirical Methods with Improved Charge-Dependent Response
Properties

Standard NDDO, MNDO, and tight binding semiempirical models systematically
underestimate the polarizability of molecules, and this has been attributed mainly to
the use of minimal basis sets [56]. The underestimation of the polarizability is most
pronounced in the pathological case where all of the spin orbitals are occupied, such
as F−, in which case a minimal basis calculation is devoid of degrees of freedom and
thus lacks the variational parameters to describe polarization. Molecules with phys-
ically relevant electronic configurations rarely approach the extreme limit of total
occupation of the basis; however, the polarizability of neutral molecules has been ob-
served to be underestimated by approximately 25% when comparing semiempirical
calculations with experiment [57]. A more recent and much larger comparison be-
tween MNDO/d and B3LYP/6-31++G(3df,2p) polarizabilities for 1132 molecules
taken from the QCRNA [32] online database indicates that the semiempirical po-
larizability can be underestimated by approximately 40% [56]. An obvious solu-
tion for correcting the polarizabilities is to use a larger orbital basis set; however,
this has the disadvantage of increasing the dimensions of the Fock matrices and
requires additional semiempirical parametrization. Giese and York [56] (GY) took
the alternative approach of including an auxiliary basis of density which explicitly
polarizes in response to the external potential. This approach is based on the princi-
ple of chemical potential equalization (CPE), which is derivable as a second order
Taylor series expansion of the density functional in density response. GY opted to
incorporate the CPE model as a post-SCF correction to the semiempirical method,
whereby the semiempirical SCF density is used as the reference density in CPE ex-
pansion. The auxiliary basis used to describe the density response was chosen to be
atom-centered primitive Gaussian dipole functions and the integrals produced from
the CPE expansion where performed using a Coulomb approximation.

GY noticed that the polarizability of an atom is approximately an exponential
function of charge, and that the polarizability correction provided by the CPE expan-
sion for an isolated atom was equal to the inverse of the Coulomb self energy of the
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Gaussian dipole. From this, they developed an expression for the Gaussian exponent
as a function of charge, thereby allowing for a charge dependent polarizability cor-
rection that directly results from the dilation of the response density. The resulting
model (MNDO/d+CPE) was shown to reduce the error in the polarizability of the
1132 molecules down to 3.6% with a mean unsigned error of 0.1%. Furthermore,
GY showed that the charge dependence form of the response basis allowed them to
reproduce the polarizability of molecules in various charge states.

14.2.2.2. QM/MM Interactions with Coupled Many-Body Polarization,
Exchange, and Dispersion

The most commonly applied QM/MM methods utilize a quantum mechanical model
combined with an empirical force field which are coupled within the QM Hamilto-
nian and through a QM/MM interaction energy consisting of electrostatic, bonded,
and nonbonded terms. The nonbonded QM/MM interaction is modeled by a simple
empirical van der Waals interaction such as a Lennard-Jones 6–12 potential, whose
empirical parameters are based on the assignment of atoms to “atom-types”. This
term is purely empirical and completely neglects explicit coupling to the quantum
mechanical electronic degrees of freedom. The lack of explicit quantum mechanical
coupling of the van der Waals QM/MM interaction energy is at the root of many
problems in QM/MM modeling. Unlike MM atoms, the association of a QM atom to
a particular atom-type becomes ambiguous when the QM atom undergoes changes
in charge state and/or chemical bonding environment during passage through a reac-
tion coordinate or perturbation parameter. The profiles of reactions involving highly
charged species, such as those encountered in phosphate hydrolysis and phosphoryl
transfer reactions, can be skewed by the solvent effect if not properly treated. The
solvent effect is sensitive to the van der Waals radii used, since these dictate the
degree to which solvent can approach ionic substrates.

Giese and York [58] (GY) modified their MNDO/d+CPE model [56] for QM/MM
interactions to explicitly treat the charge dependence of the van der Waals forces.
In their approach, called OPNQ, the van der Waals correction was applied as a
post-SCF correction to the QM/MM energy; however, their approach can easily be
incorporated within the SCF procedure. The OPNQ model consists of charge de-
pendent repulsive and dispersion components. The repulsion energy is based on a
density overlap model which was motivated in form from the observation that the
Hartree-Fock repulsion of rare gas dimers could be reproduced from a parametrized
overlap of the unperturbed atomic densities [59, 60]. In the OPNQ model, the atomic
density is modeled by an atom-centered spherical Slater function whose exponent
was optimized to reproduce the homonuclear dimer density overlap as a function of
separation. The Slater exponent is then allowed to vary exponentially with respect to
charge, and this introduces an empirical parameter to describe charge dependence.
The dispersion model is a traditional multipole expression involving C6 and C8 dis-
persion coefficients which are damped in the short range by the Tang and Toennies
function [61, 62]. The expressions for the dispersion coefficients were taken from the
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work of Pellenq and Nicholson [63, 64] (PN), whom developed the equations from
perturbation theory. The PN equations give heteronuclear dispersion coefficients us-
ing 1-body parameters only. GY modified the PN equations, which depend on such
things as the dipole polarizability of the atoms, to include their charge dependence.

In their work [58], GY demonstrated that a standard Lennard-Jones model grossly
over-predicted the well-depth of rare gas-halide ion dimer potential energy curves
when they were parametrized to reproduce the neutral rare gas-halide dimer curves.
They further showed that the OPNQ model performed just as badly when the charge
dependence of the expressions were ignored, but the potential energy curves for both
the neutral and ionic dimers could be simultaneously be reproduced if the charge
dependence is considered.

14.2.3. Linear Scaling Electrostatic and Generalized Solvent Boundary
Methods

14.2.3.1. Linear Scaling Electrostatics

Linear scaling evaluation of the energy and forces is a prerequisite to the application
of the new and improved model Hamiltonians described in the previous sections
to simulations of large biomolecules. There are several methodological bottlenecks
inherent within ab initio methods, such as diagonalization of the Fock matrix, that
prevent linear scaling. The divide-and-conquer algorithm is one method for over-
coming the diagonalization problem [65, 66]; however, we here assume that the
quantum region is small and relatively independent of the size of the system and
that the remainder of the system is composed of molecular mechanical atoms. In this
case, only the long-range electrostatic interactions pose a major obstacle to achiev-
ing linear scaling. The two main approaches for overcoming this obstacle are Ewald
methods for periodic boundary simulations and fast multipole methods for stochastic
boundary simulations. The theory of these approaches are fairly standard and are not
repeated here. Instead we outline some of our recent contributions in these areas
below.

Recently, Nam, Gao and York (NGY) [67] reported a linear scaling semiempir-
ical QM/MM Ewald method and its incorporation into the CHARMM simulation
package. In order to take advantage of the optimized Ewald algorithms traditionally
used for static point charge distributions, they performed a Mulliken partitioning of
the electron density and treated the QM region as a series of point charges. The
QM charges are not static, however, and therefore they also developed Fock matrix
corrections to obtain a self-consistent wavefunction, which is required to compute
the analytic gradients. NGY also examined how much error is introduced into the
gradients when the Ewald Fock matrix correction was independent of the SCF cycles.

Giese and York (GY) [68] used the branch-free FMM algorithm of Watson et al.
[69] and the recursive bisection ideas of Perez-Jorda and Yang (PJY) [70] to create
an adaptive FMM for systems of particles composed of point multipoles, as opposed
to the trivial case of point charges (monopoles). GY spent most of their effort in
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developing an adaptive termination criteria, i.e., when to stop splitting the system,
and evaluating the stability of the adaptive divisioning of the system. More specif-
ically, GY chose to split the system either by: (1) a dividing plane in which the
child subsystems lie on either side of the plane, i.e., “fluc-splitting” or (2) dividing
the Cartesian rectangular box enclosing the system perpendicular to its largest edge,
i.e., “box-splitting”. Fluc-splitting gets its name from having chosen the location and
orientation of the dividing plane from the center of distribution and the eigenvector
of the largest eigenvalue from the 3×3 covariance matrix of the particle distribution,
respectively. GY found that box-splitting was superior to fluc-splitting because it
did not exhibit errors associated with the creation of subsystem shapes that are only
adequately modelled accurately with a large multipole expansion. They also found
that an adaptive termination criteria can be constructed to produce near-optimal per-
formance for systems composed of point charges or point multipoles, and for small
and large systems of various shapes.

14.2.3.2. Generalized Solvation and Solvent Boundary Methods

In some instances, it is not computationally feasible to treat all of the water molecules
explicitly such as in a large simulation cell with periodic boundary conditions. In
such cases, recourse must be taken into alternative methods to treat the generalized
solvation effects that integrate out the explicit degrees of freedom of the solvent
using a continuum or linear-response approach. In this section, we briefly describe
the current status of development of such methods in our group, including a smooth
COSMO solvation model and a variational electrostatic projection (VEP) method for
generalized solvation effects.

Smooth COSMO solvation model. We have recently extended our smooth
COSMO solvation model with analytical gradients [71] to work with semiempirical
QM and QM/MM methods within the CHARMM and MNDO programs [72, 73].
The method is a considerably more stable implementation of the conventional
COSMO method for geometry optimizations, transition state searches and potential
energy surfaces [72]. The method was applied to study dissociative phosphoryl trans-
fer reactions [40], and native and thio-substituted transphosphorylation reactions
[73] and compared with density-functional and hybrid QM/MM calculation results.
The smooth COSMO method can be formulated as a linear-scaling Green’s function
approach [72] and was applied to ascertain the contribution of phosphate-phosphate
repulsions in linear and bent-form DNA models based on the crystallographic struc-
ture of a full turn of DNA in a nucleosome core particle [74].

Variational electrostatic projection method. In some instances, the calculation of
PMF profiles in multiple dimensions for complex chemical reactions might not be
feasible using full periodic simulation with explicit waters and ions even with the
linear-scaling QM/MM-Ewald method [67]. To remedy this, we have developed a
variational electrostatic projection (VEP) method [75] to use as a generalized solvent
boundary potential in QM/MM simulations with stochastic boundaries. The method
is similar in spirit to that of Roux and co-workers [76–78], which has been recently
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Figure 14-1. Left: Relative errors (RELE) in the force as a function of radial distance from the center of
the active dynamical region for the VEP-RVM charge-scaling method [80] for the solvated hammerhead
ribozyme at different discretization levels [151] of the ω surface. Right: The projected total electrostatic
potential due to the fully solvated hammerhead ribozyme projected onto the VEP surface [80]

implemented into QM/MM simulations [79]. We have also developed a charge-
scaling implementation of the method [80] that delivers high accuracy (Figure 14-1).
Preliminary results suggest that the VEP method is more general and considerably
more accurate than methods based on multipole expansions (Figure 14-1).

14.3. SELECTED APPLICATIONS

In this section, we describe a sampling of applications that target different facets
of the problems associated with RNA catalysis. The applications range from the
study of small model phosphoryl transfer reactions in solution to chemical reactions,
metal ion binding and conformational events that occur in ribozyme systems. First,
phosphoryl transfer reactions in solution are examined, with the underlying goal of
determining reliable model chemistries that capture the essential features of the re-
action profile as characterized experimentally. Second, applications to ribozyme are
explored that examine different aspects of RNA catalysis. The chemical steps of
catalysis are explored in the hairpin ribozyme, a prototype ribozyme that does not
have an explicit catalytic divalent metal ion requirement. Next the role of divalent
metal ions are explored in a similar reaction catalyzed by the hammerhead ribozyme,
whereby changes in conformation and metal ion binding mode have been implicated
in proceeding from reactant to transition state. Finally, a very large-scale structural
rearrangement is studied in the L1 ligase riboswitch in order to explain the role of
conserved residues in stabilizing conformational intermediates. These applications
tie together several important factors that provide a broader understanding of the
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interplay between chemical and conformational steps, and how they are affected by
metal ions and other solvent components to achieve catalysis.

14.3.1. Case Study: Comparison of DFT Functionals on Model Phosphoryl
Transfer Reactions

In recent years, density-functional theory has emerged as the computational quantum
chemistry method of choice for biological problems of medium size range (up to a
few hundreds of atoms) in applications that do not require extensive conformational
sampling. The field continues to advance in the accuracy of new functionals, the
improvement of algorithms and the functionality and computational performance of
software [81].

In the case of the development of new density-functional exchange-correlation
functionals, the current climate is one of rapid change. New functionals are being
turned out at an increasingly feverish pace. This wave of new functionals makes it
difficult for the community to assess their limitations and general reliability over a
sufficiently broad range of chemistry. The strategy we have thus far taken is not to
continually jump from one DFT functional to another as soon as a new functional
appears to have made incremental improvement. Instead, we have remained largely
with well-established functionals that have limitations that are well characterized and
understood. Moreover, the data which we accumulate in this way has greater impact
by allowing cross-comparison with other calculations such as those collected in the
QCRNA database.

Nonetheless, we find it is important to periodically assess the state of the art and
reset our existing gold standard in order to progress. Up to this point, the majority
of our database calculations have been performed using the well-established hybrid
three parameter exchange functional of Becke [82, 83] coupled with Lee, Yang and
Parr (LYP) correlation functional [84]. This functional performs relatively well for
phosphate anions, but in general predicts barriers that are systematically too low,
in contrast to Hartree-Fock methods that are usually systematically too high. Re-
cently, new insights into the origin of the current limitations of density-functional
theory have been discussed [81]. One of the most important caveats that developers
have to deal with to improve B3LYP and other functionals of its generation is their
poor description of medium and long range correlation that give rise to intermolecu-
lar dispersion interactions. Several different approaches to improve dispersion have
been proposed such as perturbationally corrected functionals [85], the addition of
semiempirical correction terms [86–88], and the use of an exchange-hole dipole
moment model [89]. An alternate approach is to reparametrize existing functional
forms so as to better model mid-range correlation. By construction these models can
not reliably predict the long-range behavior of the dispersion energy, but if appropri-
ately reparametrized, can considerably improve short-range non-bonded interactions.
This latter approach has been adopted on a grand scale in the M05 and M06 suite
of density functionals [90]. Many of these functionals have been praised for their
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accuracy over a wide spectrum of applications [91, 92]. The current front-runner
recommended for main group chemistry is the M06-2X functional [93]. In this sec-
tion we compare B3LYP and M06-2X for the transesterification of a dinucleotide
reaction model, and for the pathological case of dissociation of the p-nitrophenyl
phosphate dianion.

14.3.1.1. Transesterification of a Dinucleotide Model

The transesterification reaction is at the core of the catalytic process in several proto-
type ribozymes such as the hammerhead and hairpin ribozymes discussed in the next
section, and thus the accurate modeling of this reaction is critically important for the
study of ribozyme catalysis (Figure 14-3). This reaction involves interaction between
the 2′ alcohol nucleophile of the RNA sugar with a highly negatively charged and
polarizable adjacent 3’ phosphate group. While in ribozymes it is generally believed
that the reaction proceeds via a general or specific acid/base catalytic mechanism
with indirect and, in some cases, direct chemical involvement of nucleobase func-
tional groups and metal ions along the reaction coordinate [94, 95].

The transesterification of phosphates in a dianionic state is a concerted transfor-
mation sporting a single transition state along the reaction path [96]. Both B3LYP
and M06-2X density functionals provide a similar description in terms of energet-
ics and geometry on the 2-D potential energy surface. When modeling reactions
occurring in biomacromolecules such RNA, the stationary points are an impor-
tant but incomplete set of data to analyze. Accurate modeling of ribozymes re-
quires capturing dynamic effects along the chemical step. These effects depend not
only on the reactant, transition state and product species, but also on the specific
shape and curvature of the multidimensional energy surface connecting reactant
and product.

The first and simplest approach to explore the shape of the potential energy sur-
face along the transesterification process is to follow the intrinsic reaction coordi-
nate from the transition state downhill to reactant and product (Figure 14-4). From
Figure 14-4 it is clear that the curvatures near the transition states are fairly dif-
ferent for each functional. B3LYP shows a steeper pathway uphill from the ligated
dinucleotide model than M06-2X, however, on the other side of the saddle point,
the descent to the cleaved product is less pronounced for B3LYP than for M06-
2X. Despite the differences in slope shown by these functionals, the curvature of
the potential energy surface at the transition state is similar for both profiles, and
yield similar imaginary frequencies (−153.22 and −168.42 cm−1 for B3LYP and
M06-2X, respectively). A more thorough approach to explore the potential energy
surface can be taken into account by computing a two dimensional surface where the
forming/breaking bond lengths are varied independently (Figure 14-5). Despite the
overall qualitative similarity of the potential energy surfaces computed with B3LYP
and M06-2X, there remain some quantitatively significant differences, emphasizing
the need for careful selection of the density functional for chemical reactions where
dynamical effects may be important to the reaction rate.
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14.3.1.2. Dissociation of p-Nitrophenyl Phosphate

It is often convenient experimentally to utilize small molecule substrates such as
modified phosphates with enhanced leaving groups as reaction models. These com-
pounds serve as models for RNA transesterification or phosphoryl transfer of phos-
phate monoesters in kinases and phosphatases. One particularly useful chemical
probe for mechanistic studies is the molecule p-nitrophenyl phosphate (pNPP).
Phosphoryl transfer in pNPP can be easily followed spectrophotometrically, and al-
lows for kinetic isotope effects to be measured at primary (bridge) and secondary
(non-bridge) phosphoryl oxygen positions, as well as at the exocyclic nitro group
N position [97]. Sulphuryl substitution on the phosphate oxygen has been used to
investigate the kinetic and stereochemical aspects of phosphoryl transfer [97, 98].

The experimental barrier for the hydrolysis of dianionic pNPP is estimated to be
29.5 kcal/mol at 39◦C, while for the thio-substituted analog p-nitrophenyl thiophos-
phate (pNPTP) an approximate value of 27.9 kcal/mol has been observed [99, 100].
However, preliminary calculations of dianionic pNPP dissociation in solution using
QM/MM methods based on the AM1/d-PhoT model predict (incorrectly) a much
lower barrier. The origin of the problem can be traced back to the use of the B3LYP
functional used to generate the reference data from which AM1/d-PhoT was devel-
oped. Despite the fact that B3LYP has been demonstrated to be nearly as accurate as
much higher level methods for prediction of relative proton affinity values [45], the
case of p-nitrophenol is somewhat of an anomaly having a proton affinity value in
error of −4.2 kcal/mol, suggesting it is an even more enhanced leaving group to the
extent that, in solution, dissociation is nearly barrierless.

Figure 14-2 compares the potential energy curve for dianionic pNPP dissociation
using B3LYP (red) and M06-2X (blue) for dianionic pNPP (top) and pNPTP (bot-
tom). The potential energy curve for dianionic pNPP dissociation using B3LYP indi-
cates barrierless dissociation in the gas phase, whereas with the M06-2X functional,
there is a barrier of 2.3 kcal/mol. The situation is similar comparing the dianionic
pNPTP dissociation where again, B3LYP predicts a kinetically insignificant barrier
and M06-2X predicts a 4.6 kcal/mol barrier. In solution it is expected that the barrier
will be considerably increased due to solvent stabilization of the dianionic transition
state. The striking feature is that B3LYP predicts barrierless dissociation in the gas
phase, whereas M06-2X predicts a stable reactant species with activation energy
barriers of 2.3 and 4.6 kcal/mol. Although further investigation needs to be made of
this reaction profile in solution, the present results underscore the need to continue
to assess new DFT functionals for their accuracy and predictive capability in order
to determine the best, affordable quantum chemistry model from which high-level
reference data for phosphoryl transfer reactions can be generated.

14.3.2. Case Study: Chemical Steps of Catalysis in Hairpin Ribozyme

At first glance, it would seem that RNA enzymes, composed of fairly inert nucle-
obases connected by a sugar-phosphate backbone, are simply not equipped with
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Figure 14-2. Potential energy curves (relative to separated monoanions) for the dissociation of
p-nitrophenyl phosphate (pNPP) and p-nitrophenyl phosphorothioate (pNPTP) in the gas phase

Figure 14-3. Transesterification reaction of the dinucleotide model where the nucleophile-containing
ribose sugar is modelled by a tetrahydrofurane structure, whereas the cleaving sugar is further simplified
and modelled as a simple primary alcohol (ethanol)
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Figure 14-4. Intrinsic reaction coordinate for the transesterification of the dinucleotide model with
B3LYP and M06-2X functionals. Relative free energies of reaction and activation are provided in kcal/mol

Figure 14-5. Side by side comparison of the two-dimensional potential energy surface for the
transesterification reaction computed with B3LYP (left) and M06-2X (right)

an adequate array of chemical functional groups for effective catalysis. This is in
stark contrast to protein enzymes that have a fairly diverse repertoire of amino acids.
The central question that has gripped the community that studies RNA enzymes is,
simply, by what mechanisms can these molecules achieve catalysis [101]?

A number of factors have been implicated to be important for RNA catalysis,
including the involvement of functional groups of the nucleobases or RNA backbone,
divalent metal ions or other solvent components that might provide electrostatic
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stabilization or act as general acid and base catalysts [102, 103]. Nonetheless, there
currently exists no general consensus as to the origin of the catalytic proficiency
exhibited by ribozymes, nor any detailed mechanism that has been unambiguously
determined. In several small prototype systems, such as the hammerhead [104], hep-
atitis delta virus [105], and the L1 ligase [106] ribozymes, metal ions are essential
for catalysis as well as RNA folding. The dual role played by metal ions in these
systems complicates the identification of the chemical origins of catalysis and the
unambiguous determination of detailed mechanism [102].

In contrast, the hairpin ribozyme (HPR) [107, 108], which catalyzes the re-
versible, site-specific phosphodiester bond cleavage of an RNA substrate, is unique
in that the chemical steps of the reaction do not require involvement of a divalent
metal ion [107–111]. This lack of an explicit metal ion requirement [112] makes
the hairpin ribozyme an ideal target for theoretical studies aimed to characterize
the contribution of “generalized solvation” provided by the solvated ribozyme on
catalysis.

Here, we demonstrate with combined QM/MM simulations that the electrostatic
environment provided by solvated HPR active site lowers the cleavage activation
barrier up to 9 kcal/mol relative to the uncatalyzed transphosphorylation barrier in
aqueous solution, accounting for the majority of the experimentally observed rate
enhancement. Further work [54, 55] has gone on to explore in mode detailed mech-
anistic scenarios whereby A38 and G8 act as a general acid and base. The present
results suggest that the electrostatic environment of the solvated ribozyme active site
contributes significantly in achieving 106 to 107-fold rate enhancement of the phos-
phodiester cleavage [113–115] relative to the uncatalyzed, but spontaneous cleavage
of RNA molecule in aqueous solution [116, 117]. Without the aid of a divalent metal
ion, nor direct participation of nucleobase functional groups as a general acid or a
general base, the majority of the observed rate enhancement can be realized through
specific hydrogen bonding interactions (provided from G8 and other nucleobases)
and non-specific electrostatic interactions of the solvated ribozyme active site. In
the discussion that follows, the term “electrostatic solvation” is used to discuss the
electrostatic component of the “generalized solvation” provided by the ribozyme
environment.

The HPR in-line monoanionic mechanism considered in the present work are de-
picted in Scheme 14-1. This mechanism involves three reaction steps: (1) an initial
intramolecular proton transfer from the 2′-hydroxyl group to either the pro-R (O1P )
or the pro-S (O2P ) non-bridging oxygen atoms of the scissile phosphate group, (2)
a nucleophilic attack from the 2′-hydroxyl oxygen at the phosphate center, and (3)
an exocyclic bond-cleavage of the leaving group from the phosphate center along
with a second intramolecular proton transfer from the phosphate non-bridging oxy-
gen to the leaving group. The proton transfer and nucleophilic substitution steps can
occur either in a stepwise or concerted fashion. To explore these possibilities, two-
dimensional reaction free energy profiles for the proton transfer and nucleophilic
substitution reaction coordinates have been determined using molecular dynamics
(MD) free energy simulations with a combined QM/MM potential along with density
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Scheme 14-1. General in-line monoanionic mechanism of phosphodiester cleavage transesterification
catalyzed by hairpin ribozyme; the first proton transfer (PT 1), the nucleophilic attack (Nu), and the
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functional theory (DFT) corrections to the adiabatic pathways. In addition, the elec-
trostatic solvation free energies are determined for the reactant state, intermediate
states, transition states, and product states for both catalyzed and uncatalyzed reac-
tions to address the effects of electrostatic environment provided by the ribozyme on
the reaction.

14.3.2.1. Two-Dimensional QM/MM Potential of Mean Force Profiles

Simulations are based on the second transition state analog crystal structure (PDB
code 1M5O) [110] and performed using CHARMM [118] (version c32a2). Stochas-
tic boundary MD was performed in a solvated 25-Å sphere centered at the scissile
phosphate in the ribozyme active site using the all-atom CHARMM27 nucleic acid
force field [119] and TIP3P water model [120], with the AM1/d-PhoT quantum
model [33] and GHO method [121] for treatment of the QM/MM boundary. Full
details are described elsewhere [55]. Two-dimensional potential umbrella sam-
pling MD simulations [122] were performed, from which the potential of mean
force profiles were constructed using the weighted histogram analysis method
[123]. The reaction coordinates consist of a nucleophilic substitution coordinate,
ζ1 = R(P − O5′) − R(P − O2′), and a proton transfer coordinate, ζ2 = R(OX ′ −
H2′) − R(ON B − H2′), where ON B is either O1P or O2P , and OX ′ is O2′ for the
first (nucleophilic bond formation) step, and O5′ for the second (leaving group bond
cleavage) step. Each umbrella window was run for 17 ps of equilibration and 50 ps of
configurational sampling. The uncatalyzed model reaction consisted of a molecule
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of 2-hydroxyethyl methyl phosphate solvated with a 40-Å3 cubic box of 2038
water molecules and one Na+ ion. Simulations were carried out using QM/MM-
Ewald scheme [67] at 1 atm and 300 K. The computed free energy values were
further refined by density functional adiabatic energies computed at the B3LYP/6-
311++G(3df,2p)//B3LYP/6-31++G(d,p) level, in which “//” separates the level for
the refined single point energy from the level for geometry optimization. The same
geometry optimizations were carried out at the AM1/d-PhoT level in order to derive
approximate correction factors. Figure 14-6 shows the two-dimensional free energy
profiles for the uncatalyzed model transphosphorylation reaction in aqueous solution,
and catalyzed by the HPR along O1P and O2P pathways (Scheme 14-1). Table 14-1
lists free energy values corresponding to stationary points along the minimum free
energy path on the surface, determined from the QM/MM free energy simulations,
along with corrections at the DFT level to the activation and reaction free energy
values.

Figure 14-6. Two-dimensional free energy surfaces for in-line monoanionic mechanisms for the (A) un-
catalytic model reaction in solution, and the catalytic (B) O1P and (C) O2P pathways in the hairpin
ribozyme. ζ1 is defined as RP−O5′ − RO2′−P , and ζ2 is RO2′−H2′ − RON B−H2′ for ζ1 < 0.0 Å and

RO5′−H2′ − RON B−H2′ for ζ1 > 0.0 Å, where ON B is for the O1P proton transfer in (B), and for the
O2P proton transfer in (A) and (C), respectively. The units for free energies and distances are kcal/mol
and Å, respectively
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Table 14-1. Calculated reaction free energies and barrier heights (kcal/mol) for uncatalyzed model and
catalyzed transesterification reactions in solution and in the hairpin ribozymea

GBb TSPT 1 INT1 TSNu
c INT2 TSCl Prod

Solnd O2P 19 19 32 31 37 0
(33) (33) (38) (2)

HPRe O1P 15 14 15 13 25 –7
(16) (16) (27) (–6)

O2P 12 11 14 13 21 –5
(18) (17) (21) (–4)

Expt Solnf 21 32 25 34
HPRg ∼20–21 ∼1

aThe values are those estimated from the 2-D PMF profiles described in the text and given in Figure 14-6.
A DFT correction (in parenthesis) of the semiempirical AM1/d-PhoT model is applied to the intermediate,
product, and transition states, respectively, based on active site model calculations.
bGeneral base (GB) activating the O2′ nucleophile.
cA DFT correction on the TSNu is based on the error of AM1/d-PhoT model at the TSPT 1+Nu , in which
the nucleophilic attack (TSNu ) is concerted with the proton transfer (TSPT 1) in the gas phase.
dUncatalyzed model reaction in solution.
eCatalyzed reaction in the hairpin ribozyme.
fValues are estimated from references [152] and [153], which combine experimental and computational
values for the reaction free energies and activation energies of relevant reactions in solution.
gExperimental values for the hairpin ribozyme are taken from references [113–115].

14.3.2.2. Active Site Structure and Mechanism

Figure 14-7 shows representative snapshots of the transition states for the nucle-
ophilic substitution and exocyclic cleavage steps. The overall reaction may be char-
acterized by a sequence of proton transfer, nucleophilic attack, exocyclic cleavage,
and proton transfer steps. The rate-limiting step is the exocyclic bond-cleavage of the
leaving group from the phosphorus atom, followed by a barrierless proton transfer
to the departing O5′ alkoxide anion. The same trend is found both for the catalyzed
reaction in the ribozyme and the uncatalyzed model reaction in aqueous solution,
but the hairpin ribozyme markedly lowers the reaction barriers for each of the three
reaction steps and the free energies of the resulting intermediates. The greatest barrier
reduction occurs in the nucleophilic attacking step (a net decrease of 17 kcal/mol for
the O1P pathway and 18 kcal/mol for the O2P pathway relative to the uncatalyzed
reaction). For the rate-limiting step, the free energy barriers are lowered by 12 and
16 kcal/mol along the O1P and the O2P pathways, respectively, while experimental
estimation of barrier reduction is 13–14 kcal/mol. After the density functional cor-
rection at the B3LYP/6-311++G(3df,2p) level, the overall free energy barrier be-
comes 27 kcal/mol for the O1P pathway and 21 kcal/mol for the O2P pathway. These
results are in accord with the experimental estimate of 20–21 kcal/mol [113–115].
Nonetheless, this does not preclude alternate mechanisms with explicit nucleobase
involvement, such as A38 and G8 acting as a general acid and a general base catalyst
[110, 124, 125], that could further lower the barrier.
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Figure 14-7. Snapshots of the active site structures near the transition state of (top) the nucleophilic attack
and (bottom) the exocyclic cleavage for the in-line monoanionic O2P mechanism of cleavage transester-
ification in the hairpin ribozyme. The yellow and red colored cartoon is for the substrate and ribozyme
strands, respectively, and water molecules interacting with non-bridging oxygens and O5′ are shown
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These results explore the effects by which the change of the electrostatic envi-
ronment provided by the hairpin ribozyme relative to that of aqueous solution affects
the rate of the transphosphorylation reaction. Since the specific mechanisms explored
here do not involve direct intervention of any nucleobases as a general base or general
acid in the catalysis, the computed change in the free energy barriers is mostly due
to the change of the heterogeneous electrostatic environment in the HPR active site
relative to that of bulk solvation by water. The direct electrostatic solvation by the
ribozyme and water lowers the overall free energy barrier by 7 and 9 kcal/mol for
the two reaction paths corresponding to an initial proton transfer to either of the
two non-bridging phosphate oxygen atoms. The results suggest that the non-specific
interactions in HPR are sufficient to account for the majority of the observed change
of barrier heights without the involvement of a metal ion and general acid-base
catalysis by active site nucleobases. The in-line monoanionic mechanism establishes
a baseline mechanism that invokes only the generalized solvation and specific hy-
drogen bonding interactions provided by the ribozyme environment, and provides a
departure point for the exploration of alternate mechanisms where participation of
nucleobases in the active site play an active chemical role.

14.3.3. Case Study: Role of Divalent Metal Ions in Hammerhead
Ribozyme Catalysis

The hammerhead ribozyme (HHR) catalyzes the same type of transesterification re-
action as the hairpin ribozyme, which involve the site-specific attack of an activated
2′OH nucleophile to the adjacent 3′ phosphate, resulting in cleavage of the P-O5′
phosphodiester linkage to form a 2′,3′ cyclic phosphate and a 5′ alcohol. However,
unlike the hairpin ribozyme that has no divalent metal ion requirement for catalysis,
the hammerhead ribozyme, under physiological conditions, requires divalent metal
ions to promote its catalytic step [7, 104]. Recent crystallographic studies of a full
length HHR have characterized the ground state active site architecture [126] and its
solvent structure [127], including the binding mode of a presumed catalytically active
divalent metal ion in the active site. These findings have reconciled a long-standing
controversy between structural and biochemical studies for this system [128]. It is
still not clear, however, what are the roles of the divalent ion in the active site. Re-
cently, large scale molecular dynamics simulations using both molecular mechanics
and hybrid QM/MM potentials have been used to explore the structure and dynamics
at different states along the catalytic pathway in order to shed light on the possible
role of divalent ions in the catalytic mechanism [52, 53].

14.3.3.1. HHR Folds to Form an Electrostatic Negative Metal Ions Recruiting
Pocket

One of the recent crystallographic structures of the full length HHR identifies five
well-defined divalent ion binding sites, one of them (the C-site) being located in
the catalytic pocket and being suggested to have a direct role in catalysis [127].
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In order to probe cation occupation in the active site in the absence of Mg2+ ions,
we examined Na+ distributions in the reactant and activated precursor (deprotonated
2OH’ nucleophile) states. It has been noted in the recent literature that the modeling
of ions in highly charged systems such as HHR affords tremendous challenges with
regard to simulation time scales [129]. This section presents the results of series of
five 300 ns simulations of the full length HHR, in both the reactant and activated
precursor states, in order to ascertain the cation occupation requirement of the active
site to maintain catalytic integrity.

The 3D density contour maps for the Na+ ion distribution determined over the last
250 ns of simulation (Figure 14-8) show that the overall highest probability Na+ oc-
cupation sites were concentrated in the active site for both the reactant and activated
precursor. This suggests that the HHR folds to form a strong local electronegative
pocket that is able to attract and bind Mg2+ if present in solution, or recruit a high
local concentrations of Na+ ions in the absence of Mg2+.

Figure 14-8. The 3D density contour maps (yellow) of Na+ ion distributions derived from the activated
precursor simulation. The hammerhead ribozyme is shown in blue with the active site in red. Only the
high-density contour is shown here to indicate the electrostatic recruiting pocket formed in the active site
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14.3.3.2. The Bridging Mg2+ Induces a Significant pKa Shift of the General
Acid

The first published crystal structure of the full length HHR [126] in which there was
no solvent or ions resolved showed A9 and the scissile phosphate in close proximity,
consistent with the interpretation of thio effect measurements [130], and the G8:O2′
and G12:N1 poised to act as a general acid and base, respectively, as proved in
previous photocrosslinking [131] and mutation experiments [132]. Given the strong
evidence that Mg2+ participates directly in the catalytic process together with the
spatial proximity of the A9 and scissile phosphate, made the placement of an Mg2+
ion in bridging position a reasonable assumption.

We have explored the role the Mg2+ ion placed at the bridging position in the
reactant state, the early transition state (ETS), and the late transition state (LTS)
[52, 53]. In these studies we have used specifically designed molecular mechanics
residues that are able to reproduce the geometry and charge distribution in the early
and late transition states of the phosphoryl transfer reaction [46]. The Mg2+ ion
remained in the bridging position for the entire duration of the three simulations,
displaying different potential roles at specific points of the reaction pathway. In
the ETS simulation (Figure 14-9, left panel), the Mg2+ ion is directly coordinating
G8:O2′ to induce a possible shift in its pKa to act as a general acid, while in the LTS

Figure 14-9. Snapshots from the simulations of the early transition state mimic (left) and the late tran-
sition state mimic (right), indicating the Mg2+ ion direct coordination (green lines) and key hydrogen
bonds and indirect Mg2+ coordination (dotted lines). For clarity, the water molecules are not shown
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simulation (Figure 14-9, right panel), the Mg2+ ion acts as a potential Lewis acid
catalyst to stabilize the leaving group, being poised to assist proton transfer from the
G8:O2′ .

Hybrid QM/MM simulations were performed to further probe the role of the
bridging Mg2+ ion [52]. The spontaneous proton transfer from the implicated gen-
eral acid, G8:O2′ , to the leaving group, C1.1:O5′ was observed within the first ns
of QM/MM simulation, confirming our assumptions about the role of the bridging
Mg2+ ion in the catalytic step of HHR. Thus, our simulation results supported the
supposition that a single bridging Mg2+ ion could assist in the cleavage step in
HHR catalysis by acting to increase the acidity of the 2OH’ of G8. The Mg2+ at
the bridging position also preserves the integrity of the active site structure, and
may serve as an epicenter in the transition state that coordinates the A9 and scissile
phosphates, G8:O2′ general acid and C1.1:O5′ leaving group.

14.3.3.3. The Accumulation of the Negative Charge in the Precursor State
Causes the Migration of the Mg2+ Ion from the C-Site to the Bridging
Position

Recently, a joint experimental/theoretical study has been reported of the full length
hammerhead structure with resolved solvent and metal ions [127]. In this structure
a resolved Mn2+ ion in the active site was not positioned in a bridging position as
postulated in our previous simulations; instead, it binded G10.1:N7 and A9:O2P (the
C-site). We performed simulations with a Mg2+ initially placed at the C-site for
different stages along the reaction pathway [52]. The results, shown in Figure 14-10,
suggest that the Mg2+ in fact migrates from the C-site to the bridging position in the
transition states and the deprotonated reactant state. This migration is caused by the
accumulated negative charge at the cleavage site after the general base step.

In summary, our simulation results draw a possible picture of the roles of Mg2+
in supporting the catalytic step of HHR. First, HHR folds to form an electronegative
cation recruiting pocket that attracts a Mg2+ ion to the C-site. The ion moves to the
bridging position between A9 and the scissile phosphate either upon deprotonation of
the 2OH’ nucleophile, or formation of the dianionic transition state. In this position,
the Mg2+ ion is poised to provide direct electrostatic stabilization of the transition
state and the accumulating negative charge on the leaving group. Moreover, the
Mg2+ shifts the pKa of the general acid (G8:O2′ ), and after the proton transfer to the
leaving group, reverts back to stabilize the conjugate base. This mechanistic interpre-
tation is supported by the present simulations, and is consistent with a considerable
body of experimental work. First, the thio/rescue effect experiments [130] support
a mechanism in which a single metal cation bound at the C-site in the ground state
acquires an additional interaction with the scissile phosphate in proceeding to the
transition state. Second, kinetic studies [133], photocrosslinking experiments [131]
and mutational data [132, 134, 135] implicate G8 and G12 as possible general acid
and base. Lastly, recent studies involving metal ion titrations suggest that the pKa

of the general acid is down- shifted by around 4–7 pKa units in a metal-dependent
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Figure 14-10. A schematic view of the possible migration of the Mg2+ ion from the C-site to the bridg-
ing position. Spontaneous migration was predicted from the simulation for the transition states and the
deprotonated reactant state, with the Mg2+ ion initially placed at the C-site

manner, correlated with the metal pKa [94], and indicate that divalent metals may
play a specific chemical role in catalysis [136].

These results represent an important first step in the detailed characterization of
the structure, dynamics and free energy profile for the full length HHR catalytic
mechanism. Together with experiment, it is the hope that a consensus will emerge
that explains the detailed molecular mechanisms of hammerhead ribozyme catalysis,
and in doing so may provide new insight into the guiding principles that govern RNA
catalysis.

14.3.4. Case Study: Conformational Transition in the L1 Ligase Ribozyme

RNA is characterized by a large and diverse ensemble of conformations that inter-
change on time scales that range from femtoseconds to microseconds [137]. This
conformational variability allows RNA molecules to be designed to allow binding
and catalytic activity (to be allosterically controlled) such as in the case of aptamers
and aptazymes [138], or have the ability to regulate gene expression by binding small
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molecules such as in the case of riboswitches [139]. However, due to RNA’s rugged
conformational landscape, structural biology methods such as X-ray crystallography
and NMR face challenges to capture an accurate, complete picture of the range of
important conformations, and their time scales, that might play important roles in
function [140]. On the other hand, molecular simulation methods provide a wealth
of detail into both structure and dynamics, and offer a powerful tool to complement
structural biology, biochemical and biophysical experiments.

In this section, we report molecular simulations on the large-scale conformational
transition of the L1 ligase ribozyme from an inactive to a catalytically active state.
L1 Ligase ribozyme functions as an allosteric molecular switch or aptazyme and
was iteratively optimized by in vitro selection to catalyze regioselectively and re-
giospecifically the 5′ to 3′ phosphodiester bond ligation (nucleotidyl transfer reac-
tion) with the possibility to be controlled (activated) by small molecules, peptides
and even proteins [141–144]. An unique feature of L1 ligase is its intrinsically
flexible non-canonically base paired ligation site, a characteristic possessed only
by two other ligase ribozymes [145, 146]. There is no naturally occurring lig-
ase ribozyme and moreover, among the synthesized ligases ribozymes there are
only five that accomplish their function in an regiospecific and regioselective way
[141, 146–149].

L1 ligase’s large intrinsic flexibility was revealed by the recent crystal structure
of the ligation product of a reduced size variant with two vastly different conformers,
differing by reorientation of one of the stems by around 80 Å, that were resolved in
the same asymmetric cell [106]. Based on the presence/absence of specific contacts
between distant conserved parts including the ligation site and a totally conserved
residue, U38, one of the conformers was postulated to represent the catalytically
active or on conformation, the other the inactive or off one [106].

We have explored the coupled on–off conformational switch in L1 ligase using
large scale molecular dynamics simulations for more than 600ns departing from
both active and inactive conformations (Figure 14-11). Based on the crystal struc-
ture of the two conformers, we identified a limited set of four virtual torsions (out
of a total of 142) that can be used to distinguish between the active and inactive
conformations found in crystal, They were denoted as θ18, θ37, θ44, and η38, and
were defined following Ref. [150]. These virtual torsions span two conserved and
restricted regions located in the three-way junction and a loop that contains U38,
the conserved residue that is postulated to be responsible for allosteric control of the
catalytic step [106, 141–144].

The conformational rearrangement in the three-way junction and the U38 loop
transition can both be mapped by monitoring the four virtual torsions, and occur on
different time scales. The U38 loop transition occurs on the order of tens of nanosec-
onds, whereas the rearrangement of the three way junction is estimated to occur on a
time scale longer than 0.4 μs. On this time scale of our simulations (several hundred
of ns) the L1 ligase in its inactive conformation was predicted to cover approxi-
mately a third of the complete 80 Å conformational switch (Figure 14-11). Since
this transition might correspond to the rate-controlling step of L1 ligase catalysis, it
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Figure 14-11. Snapshots from the conformational switch path explored in the vicinity of the active con-
formation (unfolded docked conformation) and starting from the inactive (undocked) conformation found
in crystal. Stems A and B were aligned (best fitted) and are shown in yellow, different instances of stem C
are shown in stick representation with different colors. A schematic of the non-canonical binding scheme
of the ligation site is shown in the right panel and the general mechanism of ligation in the left panel

is of interest to identify the dynamic hinge points and stabilization of conformational
intermediates that allow the transition to occur.

The overall fluctuations in the active conformation of the reactant and product
states were restricted to a reduced portion of the available conformations due to
distant tertiary contacts between U38 loop and the ligation site (RMSD ∼ 4.2 Å). In
the absence of these tertiary contacts, the fluctuations are significantly larger (RMSD
∼ 6.7 Å) in the vicinity of the active conformation or ∼ 7.9 Å in the inactive form).
The origin of these large variations were traced to fluctuation of the restricted region
of the junction, with all the other structural elements remaining close to their starting
structures. The large fluctuations observed in the simulations were accompanied by
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the formation of new contacts not observed in any of the crystal structure between
two conserved portions of the L1 Ligase: stem B and U19. Given their conserved
nature we postulate that these contacts have to play an important role in stabilization
of intermediary states along the conformational switch – catalytic step pathway.

The non-canonically base-paired ligation site shows a high degree of variability,
and visits three distinct conformational states characterized by specific hydrogen
bonding patterns between GTP1 on one side and G2:U50, U38:A51 and G52:U71
base pairs. The ligation reaction takes place between GTP1 and U71, and simulations
were performed from two different initial arrangements of the reactant state differing
in the conformation of the GTP1 triphosphate conformation and its ion coordination.
Simulations of the ligation site predicted formation of conformational states where
the U71:O3′ atom, the nucleophile, makes close contacts to a potential general base,
GTP1:O2α . The formation of these contacts was highly correlated with ligation site
being in either the first or the third hydrogen binding pattern and absent when visiting
the second one, suggesting that the L1 ligase catalysis might be facilitated by these
specific hydrogen bonding patterns which are a direct result of the non-canonically
base-paired ligation site and the intrinsic flexibility of the molecule.

The present simulation results have identified important hinge points in the con-
formational transition from inactive to active forms of the L1 ligase, and charac-
terized interactions that stabilize intermediates along the transition pathway. The
insights gained from these simulations are a first step toward a detailed understanding
of the coupled catalytic/conformational riboswitch mechanism of L1 ligase that may
ultimately enhance the future design and engineering of new catalytic riboswitches.

14.4. CONCLUSION

In this chapter, we present a description of a multiscale simulation strategy we
have developed to attack problems of RNA catalysis. Ribozyme systems, due to
the high degree of charge, strong interaction with ions and other solvent compo-
nents, and large conformational variations that are coupled with the chemical steps of
catalysis, present special challenges not present in typical protein systems, and con-
sequently demand new methods. The main methodological components are herein
summarized, including the assembly of the QCRNA database, parametrization of
the AM1/d-PhoT Hamiltonian, and development of new semiempirical functional
forms for improved charge-dependent response properties, methods for coupling
many-body exchange, correlation and dispersion into the QM/MM interaction, and
generalized methods for linear-scaling electrostatics, solvation and solvent boundary
potentials. We then present results for a series of case studies ranging from non-
catalytic reaction models that compare the effect of new DFT functionals, and on
catalytic RNA systems including the hairpin, hammerhead and L1 ligase ribozymes.
The ultimate goal of this work is to develop new multiscale computational tools and
bring them to bear on the study of the mechanisms of RNA catalysis. The results may
serve to aid in the interpretation of experiments, provide a deeper understanding of
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ribozyme mechanisms, and unravel guiding principles for RNA catalysis that may
facilitate the design of new technology.
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77. Im W, Bernèche S, Roux B (2001) J Chem Phys 114:2924.
78. Banavali NK, Im W, Roux B (2002) J Chem Phys 117:7381.
79. Schaefer P, Riccardi D, Cui Q (2005) J Chem Phys 123:014905.
80. Gregersen BA, York DM (2006) J Comput Chem 27:103.
81. Cohen AJ, P Mori-Sánchez, Yang W (2008) Science 321:792.
82. Becke AD (1988) Phys Rev A 38:3098.
83. Becke AD (1993) J Chem Phys 98:5648.
84. Lee C, Yang W, Parr RG (1988) Phys Rev B 37:785.
85. Grimme S (2006) J Chem Phys 124:034108.
86. Grimme S (2004) J Comput Chem 25:1463.
87. Grimme S (2006) J Comput Chem 27:1787.
88. Schwabe T, Grimme S (2007) Phys Chem Chem Phys 9:3397.
89. Becke AD, Johnson ER (2006) J Chem Phys 124:014104.
90. Zhao Y, Truhlar DG (2008) Theor Chem Acc 120:215.
91. Gu J, Wang J, Leszczynski J, Xie Y, Schaefer HF III (2008) Chem Phys Lett 459:164.
92. Cramer CJ, Gour JR, Kinal A, Wloch M, Piecuch P, Shahi ARM, Gagliardi L (2008) J Phys Chem

A 112:3754.
93. Zhao Y, Truhlar DG (2008) Acc Chem Res 41:157.
94. M Roychowdhury-Saha, Burke DH (2006) RNA 12:1846.
95. Thomas JM, Perrin DM (2008) J Am Chem Soc 130:15467.
96. Perreault DM, Anslyn EV (1997) Angew Chem Int Ed 36:432.
97. Hengge AC (2002) Acc Chem Res 35:105.
98. Hengge AC, Cleland WW (1990) J Am Chem Soc 112:7421.
99. Kirby AJ, Jencks WP (1965) J Am Chem Soc 87:3209.

100. Catrina IE, Hengge AC (1999) J Am Chem Soc 121:2156.
101. Takagi Y, Ikeda Y, Taira K (2004) Top Curr Chem 232:213.
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Ab initio computations

of histone modifying enzymes, 343–350
See also Histone proteins

from intermolecular interactions to local
electrostatic properties, 139–149

See also Intermolecular Energy
decomposition analyses (EDA)

next generation force fields design from,
137–169

APMM procedures, 137–169
bottom-up strategy, 138
Constrained Space Orbital Variations

(CSOV), 139
Fragment-localized Kohn-Sham

orbitals, 139
GEM (Gaussian Electrostatic Model),

137–169
Reduced Variational Space (RVS), 139
SIBFA, 137–169
Symmetry Adapted Perturbation

Theory, 139
See also Polarizable force fields

Absolute hardness, 231
Absolute pKafor small molecules calculation,

265–266
using deprotonation free energy

computation, 266
using thermodynamic cycle, 265–266

Acidostat method, 277
Active-site model, 36–39

ONIOM QM:MM for enzymatic reactions,
30–33, 47–51

‘Active-site QM only’ study
Glutathione peroxidases (GPx), 42
Methylmalonyl-CoA mutase (MCM),

43–44
Adenine, 298

photophysics, 310–312
conical intersections S1/S0, 307, 311
vibrational motions, 311

quantum mechanical studies, 302–303
Amber, 4

Amber/SCC-DFTB method, 15
See also Semi-empirical QM/MM in

amber
AMOEBA force, 225
Angular momentum charge densities, in

GEM, 165
Angular Overlap Model (AOM), 159
Anisotropic Polarizable Molecular Mechanics

(APMM) procedures, 137–169
Atom–atom charge transfer (AACT), 234
Atom-Bond Electronegativity Equalization

Method (ABEEM), 234
Atomistic system, 201
Atoms in Molecules (AIM), 146
Austin Model 1 (AM1), 84, 107–113

core repulsion function modification,
110–111

Automated computational procedure, for
biomolecular simulations, 92–93

Automated integration-free path-integral
(AIF-PI) method, 80

B
Bacteriorhodopsin, 21–52
Bacteriorhodopsin, studied with ONIOM,

33–34
Basins, 146
Basis Set Superposition Error (BSSE)

effect, 144
Benzene system, 209

coarse-grained (CG) procedures, 215
EFP MD simulations, 208, 211–213
force matching, 209

409
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Biomolecular simulations, quantum mechanical
methods for, 79–100

Block localized wave function (BLW)
method, 85

Bond-charge increment (BCI), 234
Born-Oppenheimer approximation, 233,

239–242, 289, 291
Bottom-up strategy, ab initio computations, 138
Bovine pancreatic trypsin inhibitor (BPTI)

simulations, 97–98
Broyden-Fletcher-Goldfarb-Shanno (BFGS)

method, 109

C
Carbohydrates, conformational energetics

of, 105
Carbohydrates, quantum mechanical force

fields for, 113–116
PM3CARB-1 method, 113–115

Carbon tetrachloride system, 209
coarse-grained (CG) procedures, 199–218

EFP RDFs and, comparison, 214
EFP MD simulations, 208, 211–213
force matching, 209

Chain of states methods in enzyme catalysis,
61–62

Charge transfer contribution, SIBFA, 157–158
CHARMM program, 221–250

fluctuating charge model in, 246–247
induced dipole model in, 248
polarizable force fields in, 244–249

classical Drude oscillatory, 244–246
Chloromethane, nucleophilic substitution

reaction, 97
Chorismate mutase (CM) enzyme, 4–6
Claisen rearrangement reaction, 4
Classical Drude oscillator model, 227–230
Classical force fields, polarization in, 223–234
Coarse-grained (CG) procedures, 201, 213–217

advantage, 216
atomistic system, 201
of benzene, 215
of CCl4, 214
coarse-grained system representation, 201
computational details, 208–211

benzene, 209
carbon tetrachloride, 209
EFP MD simulations, 208
force matching, 208–211
LAMMPS, 210
water molecules, 209

derived from effective fragment potential,
199–218

See also Effective fragment potential
(EFP) method

force matching, 200
grouping scheme, 201
inverse Monte Carlo method, 200–201
iterative Boltzmann inversion methods, 200
potential parameters optimization, 200
structure matching, 200

Collinear H+H2 reaction, 98–99
COLUMBUS suite of programs, 293
Combined QM/MM potentials, for

biomolecular simulations, 83–84
Austin Model 1 (AM1), 84
dual-level method, 83–84
parameterization model 3 (PM3), 84

Complete active space second-order
perturbation theory (CASPT2),
293–294

Computational photochemistry, 288–295
of DNA and RNA bases, 288–295

conical Intersections, 290–291
electronic structure methods for excited

states, 292–295
multireference methods, 292–294
nonadiabatic processes, 289–29
potential energy surfaces (PES)

calculations, 288–289
See also Multireference methods

Computational speedups, in GEM, 166–167
Configuration Interaction (CI) procedure,

137–169
with single substitutions (CIS) method,

292, 294
Conical intersections, 290–291, 319–321

in nucleobases, 313–314
See also Three state conical intersections

Consistent diabatic configurations (CDC), 85
Constant pH molecular dynamics (PHMD), 263

based on continuous protonation states
continuous constant pH molecular

dynamics (CPHMD), 272
double-site model, 274–275
pKa calculation for biological

macromolecules, 272–275
single-sitemodel, 272

based on discrete protonation states
pKa calculation for biological

macromolecules, 269–272
electrostatic interactions investigations, 279
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Constrained Space Orbital Variations (CSOV),
139–142

Continuous constant pH molecular dynamics
(CPHMD), 263, 272–280

Coordinate driving (CD) method in enzyme
catalysis, 57, 59–61

Core repulsion function modification,
in semi-empirical method
parameterisation, 110–111

Coulomb point multipole model, 203
Coupled cluster with singles and doubles

(CCSD), 139–142, 295
Covalent interactions, semi-empirical

molecular orbital treatment,
105–133

Crystal structure refinement using QM,
Orf2-catalyzed prenylation,
354–358

1,6-DHN, 361–363
flaviolin, 361–363
1ZB6, 362

Cytosine, 297
photophysics, 308–310

conical intersections S1/S0, 307
quantum mechanical studies, 302

D
Damping functions in polarizable force fields,

234–236
Damping scheme, 248
De Novo prediction of pKa values in proteins,

275–276
De Novo simulations of pH-dependent proten

folding, 278–279
based on REX-CPHMD, 278

Density functional theory (DFT) methods, 88
of covalent and non-covalent interactions,

106–107
Density Functional Tight Binding (DFTB), 15
Diabatic state, 85
Dimyristoylphosphatidylcholine (DMPC) lipid

bilayers, 201
Direct dynamics approach, 117
Discrete Feynman path integral method, 93
Discrete protonation states methods, 270–271
Dispersion contribution, SIBFA, 158–159
Distributed electrostatic moments based on

electron localization function (ELF)
partition, 147–149

Distributed multipole analysis (DMA), 226
DNA bases, quantum mechanical studies,

287–328

Drude oscillator, 221–249
classical Drude oscillator model, 227–230
See also under Molecular dynamics

Dual-level method, for biomolecular
simulations, 83–84

Dual-topology-single-coordinate (DTSC)
protocol, 182

Dubbed MD/QM, 4
λ Dynamics, 263

E
Effective dielectric constant, 263–281
Effective fragment potential (EFP) method, 4,

199–218
coarse-grained intermolecular potentials

derived from, 199–218
Coulomb point multipole model, 203
force matching procedure, 204–207
See also Coarse-grained (CG)

procedures
EFP MD simulations, 208, 211–213
for enzymatic reactions, 8–9

CM-catalyzed rearrangement, 9
prephenate anion optimization, 9

Effective Hamiltonian molecular orbital and
valence bond (EH-MOVB) theory,
79, 96

Electron localization function (ELF) partition,
distributed electrostatic moments
based on, 147–149

Electronic embedding (EE), 23
Electronic polarizability studies, 221–249

CHARMM program, 221–249
in empirical force fields, 221–249
formalisms for explicit inclusion of,

221–249
polarizable force fields in CHARMM,

244–249
classical Drude oscillatory, 244–246

polarization in classical force fields,
223–234

charge conservation in, 232–233
classical Drude oscillator model,

227–230
fluctuating charges model, 231–234
induced dipoles, 223–227

See also Polarizable force fields
Electronic structure-based explicit polarization

(X-Pol) force field, 79, 86–89
density functional theory (DFT), 88
molecular orbital theory (MOT), 88
quantum mechanical methods, 87
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Electronic structure methods for excited states,
of DNA and RNA bases, 292–295

Empirical force fields, electronic polarization
in, 221–249

Energetically restrained refinement (EREF)
formalism, 356

Energy and free energy for enzyme catalysis,
reaction barriers comparison in,
57–76

Energy decomposition analyses (EDA),
139–149

See also Intermolecular Energy
decomposition analyses (EDA)

Enzymatic reactions
computational study of, 3–18
See also ONIOM QM:MM

Enzyme catalysis, 116–120, 343–350
Error function construction, in semi-empirical

method parameterisation, 111–112
Ewald algorithm, 163, 179
Excited states in DNA, quantum mechanical

studies, 295–328
adenine, 302–303
beyond monomers, 325–327

ideal dipole approximation (IDA), 327
Watson-Crick (WC) base pairs, 326

cytosine, 302
fluorescence up-conversion techniques, 296
fluorescent analogs, 314–319

See also individual entry
guanine, 303–304
photochemistry, 328
solvent effects, 321–325
three state conical intersections, 319–321
transient absorption spectroscopy, 296
uracil–thymine, 298–301
vertical excitation energies, 296–304

Extended Langrangian methods, 221

F
Fermi’s Golden Rule, 290
Feynman and Kleinert, and Giachetti and

Tognetti (FKGT) approach, 90
Fluctuating charge model, 231–234

in CHARMM, 246–247
molecular dynamics using,

243–244
Fluorescence quenching, 287–295
Fluorescent analogs, quantum mechanical

studies, 314–319
ε-AD, 319
cytosine, 315

pyrimidine analogs, 315
8VAD, 319

Fock-matrix elements, 141
Force fields, 4

design from ab initio computations,
137–169

See also Ab initio computations; Polarizable
force fields

Force matching procedure, 204–207
from atomistic MD to coarse-grained

sites, 204
coarse-grained (CG) procedure, 200–201

Fourier Poisson (FFP), 166–167
Fragment Localized Kohn-Sham orbitals,

137–169
via a singles-CI procedure, 141–145

Free energy perturbations (FEP) in enzyme
catalysis, 57–76, 94, 173–194,
181–182, 269

CD method, 59–61
chain of states methods, 61–62
computational details, 65–66
QM/MM–FE approach, 64–65
QM/MM optimization, 59–61
See also 4-Oxalocrotonate tautomerase

(4OT)
Free energy simulations using QM/MM

potentials, 181–182

G
Gaussian electrostatic model (GEM), 160–167

from density matrices to GEM, 160–162
molecular mechanics, computing integrals

for, 162
periodic boundary conditions, 163–167

computational speedup for direct and
reciprocal sums, 166–167

Fourier Poisson (FFP), 166–167
higher angular momentum charge

densities, 165
smooth particle mesh Ewald

(SPME), 166
spherical charge densities, 163

Gaussian fluctuation formula, 269
General Atomic and Molecular Electronic

Structure System (GAMESS), 208
Generalized Born (GB) implicit solvent

model, 268
Generalized reaction field (GRF) method, 270
Generalized solvent boundary potential (GSBP)

approach, 173–194
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ribozyme catalysis mechanisms study
using, 385–387

smooth COSMO solvation model, 386
variational electrostatic projection

(VEP) method, 386
Geranyl S-thiolodiphosphate (GSPP), 360
Glutathione peroxidases (GPx), studied with

ONIOM, 39–43
catalytic cycle, 42
X-ray structure, 39–41

Grouping scheme, 201
Guanine, 298

photophysics, 303–304, 312–313

H
Hairpin ribozyme (HPR), catalysis in, 390–398

active site structure and mechanism,
396–398

generalized solvation, 393
in-line monoanionic mechanism, 393
two-dimensional QM/MM potential of

mean force profiles, 394–396
Hammerhead ribozyme (HHR) catalysis,

398–402
bridging Mg2+inducing pKa shift of

general acid, 400
electrostatic negative metal ions recruiting

pocket, 398–399
Mg2+ migration, 402

Hartree-Fock (HF) reference/equations, 141,
292–293

Hermite Gaussian functions, 161
Histone deacetylases (HDACs), 346–347
Histone lysine methyltransferases

(HKMTs), 343
Histone proteins

ab initio quantum mechanical studies of,
343–350

histone lysine methyltransferases
(HKMTs), 343

zinc-dependent histone deacetylases
(HDACs), 343

histone deacetylation, reaction
mechanism, 346

histone lysine methylation
enzyme mechanism and catalysis, 347

pseudobond ab initio QM/MM approach,
344–346

Hybrid QM/MM approach, 30–31
Hybrid quantum mechanical/molecular

mechanics calculations, 3
See also QM/MM methods

Hydrogen tunnelling, 116–120
active site properties, 118
direct dynamics approach, 117
in enzyme catalysed reactions, 105
in LADH, 117
in MADH, 117
PES properties, 118
in soybean lipoxygenase (SLO-1), 117

Hydrosulfide ion, nucleophilic substitution
reaction, 97

I
Ideal dipole approximation (IDA), 327
Induced dipoles, 223–227

in CHARMM, 248
molecular dynamics using, 237–239

extended Lagrangian method, 238
first-order predictor algorithm, 237
higher-order predictor, 237
predictive methods, 237

Instantaneous normal mode (INM)
approximation, for biomolecular
simulations, 92

Intermolecular Energy decomposition analyses
(EDA), 139–149

application to energy decomposition, 144
Constrained Space Orbital Variations

(CSOV), 140–142
Coupled-Cluster Singles Doubles (CCSD),

139–140
equivalence between terms, 139–141
Kitaura-Morokuma (KM) scheme, 140–142
Morokuma scheme, 140
orbital interaction, 140
Reduced Variational Space (RVS), 140
Symmetry Adapted Perturbation Theory

(SAPT), 139–142
Ziegler schemes, 140–142

Intrinsic reaction coordinate (IRC)
calculations, 45

Inverse Monte Carlo method,
200–201

Ionization equilibrium, 264
Isopenicillin N synthase (IPNS), 21–52

studied with ONIOM, 37–39
Isoprenoid biosynthesis, 358–363
Isotope effects, 79–100
Iterative Boltzmann inversion

methods, 200

J
Jarzynski equality, 14
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K
Kinetic isotope effects (KIEs), 94–96, 116–120

See also Hydrogen tunnelling; Semiempiri-
cal methods

Kitaura-Morokuma (KM) scheme, 140
Kleinert’s variational perturbation theory,

90–93
Kohn-Sham Hamiltonian, 10–11

L
L1 ligase ribozyme, conformational transition

in, 402–405
Landau-Zener formula, 289
Lennard-Jones potential, 87
Ligand field contribution, SIBFA, 159–160
Linear-response free energy (LRFE)

method, 324
Linear scaling electrostatics, ribozyme catalysis

mechanisms study using, 385–387
divide-and-conquer algorithm, 385
linear scaling semiempirical QM/MM

Ewald method, 385
Liver alcohol dehydrogenase (LADH), 117

hydrogen tunelling in, 117–119
PES properties for, 119

Localized Molecular Orbitals Theory, 151
London quantum dispersive attraction, 242
Long-range proton, transfers, 173–194

M
Macromolecules, protonation equilibria

modeling in, 263–281
McMurchie-Davidson (McD) recursion, 161
MD/QM methodology

enzymatic reactions, 5–8
chorismate mutase, 5–6
prephenate dianion, electronic spectrum

of, 6–8
Mechanical embedding (ME), 23
Methane, 21–52

methane monooxygenase (MMO), studied
with ONIOM, 34–37

Methylamine dehydrogenase (MADH), 117
hydrogen tunelling in, 117–119

PES properties for, 119
Methylmalonyl-CoA mutase (MCM), studied

with ONIOM, 43–45
active-site QM-only’ model, 43–44
intrinsic reaction coordinate (IRC)

calculations, 45
‘3req’ model, 43
‘4req’ model, 43–44

Microscopic pKa calculations, 173–194
Minimum energy paths (MEPs), 57, 117
Mixed quantum-classical calculations in

biological systems, 3–18
dubbed MD/QM, 4
semi-empirical QM/MM in amber, 15–17
See also Effective fragment potential (EFP)

method; MD/QM methodology;
QM/MM methods

Modified NEB method for enzyme catalysis,
62–64

Modified Neglect of Differential Overlap
(MNDO) model

for covalent and non-covalent interactions,
107–108

failure of, 107
See also PM3

Molecular dynamics (MD) simulations, 3–18,
57–59

using classical Drude oscillator, 239–243
using fluctuating charges, 243–244
using induced dipoles, 237–239

extended Lagrangian method, 238
first-order predictor algorithm, 237
higher-order predictor, 237
predictive methods, 237

with polarizable force fields, 236–244
See also QM/MM methods

Molecular modeling, electronic polarizability
in, 221–249

Molecular orbital theory (MOT), 79–100, 88
Molecular orbital-valence bond (MOVB)

theory, 85–86
MOLPRO suite of programs, 293
Monooxygenase, 21–52
Monte Carlo (MC) sampling techniques, 3, 12
Morokuma scheme, 140
Mulliken electronegativity, 231
Multi-configuration self-consistent field

(MCSCF) method, 292–293
Multi-conformation continuum electrostatic

(MCCE), 268
Multiple steering molecular dynamics

(MSMD), 14
Multipolar electrostatic contribution, 152–155
Multireference configuration interaction model

(MRCI), 293
Multireference methods

in DNA and RNA bases computational
photochemistry, 292–294

COLUMBUS suite of programs, 293
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complete active space second-order
perturbation theory (CASPT2),
293–294

MOLPRO suite of programs, 293
multi-configuration self-consistent field

(MCSCF) method, 292–293
multireference configuration interaction

model (MRCI), 293
Multiscale modeling, 199–218
Multiscale QM/MM methods with SCC-DFTB,

173–194
See also Self-consistent-charge-density-

functional-tight-binding
Multiscale quantum simulations

applications, 387–405
See also Hairpin ribozyme (HPR),

catalysis in; Hammerhead ribozyme
(HHR) catalysis; L1 ligase ribozyme

generalized solvent boundary methods,
385–387

linear scaling electrostatics, 385–387
divide-and-conquer algorithm, 385
linear scaling semiempirical QM/MM

Ewald method, 385
next-generation QM/MM models, 383–385

QM/MM interactions, 384–385
semiempirical methods, 383–384

phosphoryl transfer reactions, 388–390
p-nitrophenyl phosphate, dissociation

of, 390
ribozyme catalysis mechanisms study

using, 379–406
AM1, 381
AM1/d-PhoT model for phosphoryl

transfer reactions, 382–383
computational approach, 381–387
fast semiempirical methods, 381–383
PM3, 381
QCRNA database, 381–382
QM/MM method, 379–380

transesterification reaction, 389
Multi-scale SCC-DFTB/MM-GSBP protocol,

173–175

N
Neglect of differential diatomic overlap

(NDDO), 174
Next generation force fields design from ab

initio computations, 137–169
Next generation QM/MM models, ribozyme

catalysis mechanisms study,
383–385

N-methyl picolinate, decarboxylation, 99
Nonadiabatic processes, DNA and RNA bases,

computational photochemistry,
289–291

Non-bonded interactions between protein and
active site, energetic effects, 49–50

Non-covalent interactions in biomolecules,
126–132

DFT-D method, 128
hydrogen-bonding within PM3 model, 126
JSCH-2005 database, 128–131
S22 database, 128–130
semi-empirical molecular orbital treatment,

105–133
Non-heme di-iron enzymes, studied with

ONIOM, 34–37
Nose’–Hoover thermostats, 242–243
Nuclear quantum effects (NQE) treatment, path

integral methods for, 90–96
Nucleobases, conical intersections in, 313–314

cytosine, 314
purine bases, 314
pyrimidine, 314
thymine, 314
uracil, 314

Nudged elastic band (NEB) method for enzyme
catalysis, 57–62

modified NEB method, 62–64

O
ONIOM QM:MM for enzymatic reactions,

21–52
‘active-site QM-only’ approach, 30
accuracy of, 22
active-site model, 30–33, 36
Bacteriorhodopsin, studied with ONIOM,

33–34
combination in, 23
DFT QM:MM potentials, 32
Glutathione peroxidases (GPx), 39–43

‘active-site QM only’ study, 42
catalytic cycle, 42
X-ray structure, 39–41

HQ:HQ:MM, 28–29
HQ:LQ:MM method, 28–30
HQ:MM:MM, 28
hybrid QM/MM approach, 30
isopenicillin N synthase (IPNS), 37–39

B3LYP active-site calculations,
37–38

3-layer combination,
ONIOM(QM:QM:MM), 24–30
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benchmark test of, 25–30
Methylmalonyl-CoA mutase (MCM),

43–45
non-heme di-iron enzymes

methane monooxygenase, 34–37
ribonucleotide reductase, 34–37

PLP-dependent β-Lyase, 45–46
protein models, 30–33
QM–MM interaction, 23
S-values for deprotonation energy, 29
See also Protein models

Optimisation algorithms, in semi-empirical
method parameterisation, 108–109

genetic algorithm (GA), 109
Orbital interaction, 140
Orf2-catalyzed prenylation, X-ray crystallogra-

phy in, 353–372
CNS and QM/MM X-ray refinement

calculations, 370–372
1,6-DHN binding, relative free energy

surface of, 366–370
1,6-DHN, MD simulation of Orf2 ternary

complex with, 365–366
GPP, MD simulation of Orf2 ternary

complex with, 365–366
isoprenoid biosynthesis, 358–363
product regioselectivity in, 353–372
QM/MM X-ray refinement details, 364
structure refinement using QM, 354–358

1,6-DHN, 361–363
1ZB6, 362
flaviolin, 361–363

substrate selectivity in, 353–372
X-ray structure determination

workflow, 354
4-Oxalocrotonate tautomerase (4OT), catalytic

mechanism of, 57–76
converged MEPs, 68
free energy profiles for, 71–72
individual residue contribution

to intermediate stabilization, 73
to TS stabilization, 72

modified NEB method, 66–68
for the first step, 70
for the second step, 70

TS structures
intermediate structures, 75
superposition of, 74

P
Parallel optimization in enzyme catalysis,

61–62

Parameterisation of semi-empirical methods,
108–112

optimisation algorithms, 108–109
core repulsion function modification,

110–111
error function construction, 111–112
genetic algorithm (GA), 109
reference data, 111–112
reference training, 109

Parameterization model 3 (PM3), 84
Particle mesh Ewald (PME) method, 179, 270
Path integral free-energy perturbation and

umbrella sampling (PI-FEP/UM)
simulation, 93–96

centroid path integral, 93–94
discrete Feynman path integral method, 93
EH-MOVB methods, 96
kinetic isotope effects, 94–96
quantized classical path (QCP) method, 93
valence-bond self-consistent field

(VBSCF), 96
Path integral methods for nuclear quantum

effects treatment, 90–96
Path integral quantum transition state theory,

81–82
Penetration energy, 152
Peptides, pH-dependent structural properties

in, 277
Periodic boundary conditions, in GEM,

163–167
Perturbed matrix method (PMM), 322
pH-coupled MD simulations of proteins,

276–279
pH-dependent structural properties in

peptides, 277
pH-coupled protein folding, 263
pH-dependent protein folding

De Novo simulations of, 278–279
REX-CPHMD simulations, 278

Phosphoryl transfer reactions, 105
AM1/d-PhoT model for, 382–383
hybrid potentials for, 112–113

ab initio calculations, 112
AM1/d-PhoT model, 113
DFT calculations, 112

Photophysical behavior of DNA and RNA
bases, 287–328

Photophysics, 304–314
Adenine, 310–312
conical intersections in nucleobases,

313–314
cytosine, 308–310
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solvent effects on, 324–325
thymine, 307–308
uracil, 304–306

ab initio molecular dynamics multiple
spawning method, 305

vertical excitation energies, 305
pK1/2, 264
pKa calculation for biological macromolecules,

266–276
constant pH molecular dynamics based

on continuous protonation states,
272–275

continuous constant pH molecular
dynamics (CPHMD), 272

double-site model, 274–275
pKa calculation for biological

macromolecules, 272–275
single-sitemodel, 272

constant pH molecular dynamics based on
discrete protonation states, 269–272

discrete protonation states methods,
270–271

generalized reaction field (GRF)
method, 270

Particle mesh Ewald (PME)
method, 270

stochastic titration, 270
thermodynamic integration (TI), 270

De Novo prediction, 275–276
replica-exchange (REX) conformational

sampling, 275
methods based on a microscopic description

of protein, 269–276
free energy perturbation (FEP)

method, 269
Gaussian fluctuation formula, 269
protein dipoles Langevin dipoles

(PDLD) model, 271
methods based on macroscopic description

of protein, 267–269
PB based calculation, 267–268
SCC-DFTB, 188–189

PLP-dependent b-lyase, 21–52
PM3 (Third Parameterisation of MNDO)

procedure, 107
core repulsion function modification,

110–111
PM3CARB-1 method, 113–116

P-nitrophenyl phosphate (pNPP), dissociation
of, 390

Poisson-Boltzmann (PB) calculations, 179, 280

for pKa calculation for biological
macromolecules, 267–268

Polarizable force fields, 79–100
damping functions in, 234–236
molecular dynamics with, 236–244
next generation, development, 149–169

See also Gaussian Electrostatic Model
(GEM); Sum of Interaction Between
Fragments Ab Initio (SIBFA)

Polarizable intermolecular potential functions
(PIPF) model, 248

Polarization catastrophe, 234
Polarization contribution, 156–157
Polarization in classical force fields, 223–234
Potential energy surface based on MM

methods, 82
Potential of mean force (PMF), 181–182
Potential parameters optimization, coarse-

grained (CG) procedure, 200
Prephenate dianion, electronic spectrum of, 6–8

experimental versus theoretically derived
spectra, 8

‘loose’ conformation, 6–7
‘tight’ conformation, 6–7

Protein dipoles Langevin dipoles (PDLD)
model, 271

Protein models, in ONIOM QM:MM enzymatic
reactions, 30–33, 47–51

non-bonded interactions between protein
and active site, energetic effects,
49–50

QM:MM models, advantages, 47–48
active-site model, 47

reaction coordinates in larger models, 51
structures and energies, correlations

between, 48–49
Proteins, protonation equilibria modeling in,

263–281
absolute pKa for small molecules, 265–266

using deprotonation free energy
computation, 266

using thermodynamic cycle, 265–266
De Novo simulations of pH-dependent

proten folding, 278–279
pH-coupled MD simulations, 276–279
pKa calculation, 266–276

See also individual entry
Protonated Schiff-base of retinal (PSBR), 33
Protonation equilibria modeling in macro-

molecules, 263–281
See also Proteins

Pseudobond approach, 343–350
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ab initio QM/MM approach, 344–346
Pyridoxal 5’–phosphate (PLP)-dependent

β-Lyase, studied with ONIOM,
45–46

Q
QM/MM methodology, SCC-DFTB, 175–182

DFTB model derivation,
approximations, 176

QM/MM implementations with DFTB,
177–182

additive schemes, 177
boundary conditions, 178–181
dual-topology-single-coordinate

(DTSC) protocol, 182
electrostatics, 178–181
Ewald algorithm, 179
finite-size boundary condition

(FBC), 179
free energy simulations using QM/MM

potentials, 181–182
Generalized Solvent Boundary Potential

(GSBP) approach, 179
Particle-Mesh-Ewald algorithms, 179
periodic boundary condition (PBC),

178–179
Poisson-Boltzmann (PB)

calculations, 179
QM/MM coulomb interaction, 178
QM/MM frontier, 177–178
QM/MM Van der Waals (vdW)

interactions, 178
subtractive scheme, 177

QM/MM methods
enzymatic reactions, 9–15

in Amber and SIESTA interface, 10–11
drawbacks, 12
link atom approach, 10
partitioning in, 9–10
quantum system in, 11–12

in enzyme catalysis, 64–65
optimization in enzyme catalysis, 59–61

geometry optimizations, 60
semi-empirical QM/MM in amber, 15–17

Quadratic string method (QSM), 59
Quantized classical path (QCP) method, 93

See also Mixed quantum-classical
calculations

Quantum mechanical force fields, for
carbohydrates, 113–116

Quantum mechanics (QM) methods, 3–18,
79–100

bovine pancreatic trypsin inhibitor (BPTI)
simulations, 97–98

chloromethane, nucleophilic substitution
reaction, 97

collinear H+H2 reaction, 98–99
combined QM/MM potentials, 83–84
decarboxylation of N-methyl picolinate, 99
of DNA and RNA bases photophysics,

287–328
See also Computational photochemistry;

Excited states in DNA; Photophysics
EH-MOVB theory, 79
electronic structure-based explicit

polarization (X-Pol) force field, 79,
86–89

hydrosulfide ion, nucleophilic substitution
reaction, 97

Kleinert’s variational perturbation theory,
90–93

automated computational procedure,
92–93

centroid potential, 93
FKGT approach, 90–91
instantaneous normal mode (INM)

approximation, 92
mass-scaled Hessian matrix, 93
real potential, 93

path integral methods for NQE treatment,
90–96

path integral QTST, 81–82
PI-FEP/UM simulation, 93–96
potential energy surface based on MM

methods, 82
quantum transition state theory (QTST),

81–82
See also QM/MM methods

Quantum transition state theory (QTST), 81–82

R
Radial distribution functions (RDF), 199–218
Radiationless decay, 288–295
Reduced Variational Space (RVS), 139–140
Reference data, in semi-empirical method

parameterisation, 111–112
Reference training, in semi-empirical method

parameterisation, 109
Replica-exchange (REX) conformational

sampling, 275
REX-CPHMD simulations, 275

Representative tunnelling energy (RTE), 117
‘3req’ model, Methylmalonyl-CoA mutase

(MCM), 43–45
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‘4req’ model, Methylmalonyl-CoA mutase
(MCM), 43–45

Ribonucleotide reductase (RNR), studied with
ONIOM, 34–37

Ribozyme catalysis mechanisms study using
multiscale simulations, 379–406

See also Multiscale quantum simulations
RNA bases, quantum mechanical studies,

287–328
Rubredoxin (Rd), 105, 120

S
Self-consistent-charge-density-functional-

tight-binding (SCC-DFTB),
173–194

multi-scale QM/MM methods with,
173–194

consistent electrostatic treatment,
182–186

DFT based QM/MM methods, 173–174
Ewald simulations, 185
multi-scale framework, 175
NDDO methods, 174–175
pKa calculations as crucial benchmark,

188–189
semi-empirical (SE) methods,

173–174
sampling for analyzing chemistry, 189–192

MEP calculations, 191–192
PMF calculations, 191
proton transfer reaction, intrinsic barrier

for, 190
See also under QM/MM methodology

Self-consistent field (SCF) calculations,
225–227

Semiempirical methods
of covalent and non-covalent interactions,

105–133
AM1 (Austin Model 1), 107
computational speed of, 107
parameterisation, 108–112, See also

individual entry
PM3 procedure, 107
zero differential overlap (ZDO)

approximation, 107
See also Carbohydrates; Hydrogen

tunnelling; Modified Neglect of
Differential Overlap (MNDO)
model; Non-covalent interactions;
Phosphoryl transfer reactions

ribozyme catalysis mechanisms study,
381–384

Semi-empirical QM/MM in amber, 15–17
trans-sialidase (TcTS) catalized

reaction, 16
Sequential quadratic programming (SQP)

method, 59
Shikimate pathway, 5
Short range electrostatic interactions, 221
Short range exchange-repulsion, SIBFA,

155–156
Single-reference methods

in DNA and RNA bases computational
photochemistry, 294–295

configuration interaction with single
substitutions (CIS) method, 294

coupled cluster methods, 295
symmetry-adapted cluster configuration

interactions approach (SACCI), 295
time-dependent density functional

theory (TDDFT), 295
Singles-CI procedure, fragment-localized

Kohn-Sham orbitals via, 141–145
Singular value decomposition (SVD) method,

161, 205
Slater determinants, 292
Small curvature tunnelling (SCT) approxima-

tion, 117
Smooth COSMO solvation model, 386
Smooth particle mesh Ewald (SPME), 166
Solvatochromic shifts on excited states of DNA

bases, 322–324
Solvent effects on excited states of DNA bases,

321–325
on photophysics, 324–325
solvatochromic shifts, 322–324

CIS method, 323
CPCM model, 323
linear-response free energy (LRFE)

method, 324
SCRF model, 323–324
TDDFT method, 323

Soybean lipoxygenase (SLO-1), 117
hydrogen tunelling in, 117–119

PES properties for, 119
Spherical charge densities, in GEM, 163
Stochastic titration method, 277
Stochastic titration, 270
Structure matching, coarse-grained (CG)

procedure, 200
advantage, 201

Sum of Interaction Between Fragments Ab
Initio (SIBFA), 149–160

anisotropy of the interaction potential, 151
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charge transfer contribution,
157–158

dispersion contribution, 158–159
EMPT, 152–155
ligand field contribution, 159–160
monopole–monopole interaction, 153
mono-quad interaction energy, 154
multipolar electrostatic contribution,

152–155
non-additivity in, 151
polarization contribution, 156–157
short range exchange-repulsion, 155–156

Symmetry-adapted cluster configuration
interactions approach (SACCI), 295

Symmetry Adapted Perturbation Theory
(SAPT), 139–142

T
Thermodynamic cycle

absolute pKa for small molecules
calculation, 265–266

Three-layered ONIOM method, benchmark test
of, 25–30

Three state conical intersections, 319–321
CASPT2 methods, 320
MRCI methods, 320

Thymine
photophysics, 307–308

conical intersections S1/S0, 307
quantum mechanical studies, 298–301

Tikhonov regularization, 161
Time-dependent density functional theory

(TDDFT), 295, 326–327
Transesterification reaction, 389
Transition metals, semi-empirical models for,

120–126
bond-specific core repulsion function, 123
excited states in, 120
metal-ligand interactions, 122
ONIOM modelling scheme, 122

Trans-sialidase (TcTS) catalized reaction, 16

Tripanosoma cruzi’s enzyme, 16
Tunnelling, hydrogen, see Hydrogen tunnelling

U
Umbrella sampling, 12
Uracil, 297

photophysics, 304–306
ab initio molecular dynamics multiple

spawning method, 305
conical intersections S1/S0, 307
vertical excitation energies, 305

quantum mechanical studies, 298–301

V
Valence bond self-consistent field (VBSCF), 96
Valence bond theory, 79–100
Valence Shell Electron Pair Repulsion

(VSEPR) model, 146
Variational electrostatic projection (VEP)

method, 386
Vertical excitation energies of DNA, 296–304

W
Water molecules system, 209

coarse-grained (CG) procedures, 215–217
EFP MD simulations, 208, 211–213
force matching, 209

Watson-Crick (WC) base pairs, 326

X
X-Pol potential, for biomolecular simulations,

79, 86–89
X-ray crystallography technique, Orf2-

catalyzed prenylation, 353–372

Z
Zero differential overlap (ZDO) approximation,

107
Ziegler schemes, 140
Zinc-dependent histone deacetylases

(HDACs), 343
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