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Preface

The drift of sea ice, forced by winds and ocean currents, is an essential element in the
dynamics of the polar oceans, those essential and fragile components of the world’s
climate system. Because its structure is almost two-dimensional, the sea ice drift
problem is fascinating for theoretical research in geophysical fluid dynamics.
Apart from two-dimensionality, this medium is complicated by its granularity,
compressibility, and non-linearity.

The drift transports sea ice over long distances, particularly to regions where ice
is not formed by thermodynamic processes. The ice transports latent heat and fresh-
water, and the influence of ice melting on the salinity of the mixed layer is equivalent
to a considerable amount of precipitation. The ice cover forms a particular air—sea
interface, which is modified drastically by differential ice motion; consequently, sea
ice dynamics is a key factor in air—sea interaction processes in the polar oceans. In
particular, the opening and closing of leads (open water channels) have a major
impact on air-sea heat exchange. Thus the drift of sea ice plays a very important
role in high-latitude weather, polar oceanography, and global climate. This is of
renewed interest owing to the increasingly growing concern about man-made
global warming.

The waters in the region at the ice margin are known for their high biological
productivity because of favourable light and hydrographical conditions; therefore,
the location of ice margins—to some degree determined by the drift of ice—is of deep
concern in marine ecology.

The drift of ice is also a major environmental factor. Pollutants accumulate in
the ice sheet, originating from the water body, sea bottom, and atmospheric fallout,
and they are transported within the ice over long distances. A particular pollutant
question is oil spills. The drift and dispersion of oil in ice-covered seas has become a
very important issue; it is a difficult problem, oil being partly transported with ice
and partly dragged by ice. There are three major oil exploration areas in the seasonal



x Preface

sea ice zone: offshore Alaska, Barents Sea, and offshore Sakhalin Island in the Sea of
Okhotsk.

Sea ice has always been a barrier to winter shipping. For the purpose of sea ice
monitoring and forecasting, ice information services have been in operation for
about 100 years. The drift of ice shifts the ice edge, opens and closes leads, and
forms pressure zones, which are all key points in navigation through an ice-covered
sea. Also hummocks and sea ice ridges result in local accumulation of ice volume and
strength, causing major problems to marine operations and constructions. Because
of ice dynamics, the ice situation may change rapidly; therefore, ice information
services work in all ice-covered seas on a daily basis, updating their ice charts and
producing ice forecasts. Expansion of the Northern Sea Routes requires ongoing
development of sea ice-mapping and forecasting services, where sea ice dynamics
plays a key role.

This book presents the science of sea ice drift through its 100-year history to the
present state of knowledge. Chapter 1 gives a brief historical overview and presents
the sea ice drift problem and the subject matter of the book. The material includes
geophysical theory, observations from field programs, and mathematical models.
Chapter 2 describes sea ice material and how it needs to be approached from the
perspective of the research and modelling of ice drift. Chapter 3 presents methodol-
ogies, data analysis, and the outcome of sea ice kinematics measurements and tech-
niques to construct the ice conservation law, a fundamental law in the dynamics of
sea ice. The equation of motion is presented and analysed in Chapters 4 and 5,
including the rheology problem, derivation of two-dimensional equations, and
magnitude estimation and scaling. In Chapters 68, solutions to the ice drift
problem are presented, from simple analytical models to full numerical models.
The free drift case results in an algebraic equation, while analytical solutions are
easily obtained for channel and zonal flows, critically important tools to interpret the
results of more complex models. Chapter 9 briefly discusses some applications of the
knowledge of sea ice drift. The end matter contains a collection of study problems,
the references, and the index.

The underlying idea behind the book has been to include the whole story of sea
ice dynamics in a single volume, from material state through the laws of dynamics to
mathematical models. There is a crying need for a synthesis of these research
endeavours, as sea ice dynamics applications have been increasing and, apart from
review papers, no comprehensive book exists on this topic in English.

The author has contributed to research into sea ice dynamics since 1974. In
particular, his topics of interest have been (in chronological order): short-term sea
ice forecasting, drift stations in the Baltic Sea, MIZEX (Marginal Ice Zone Experi-
ment), sea ice ridging, sea ice remote sensing, seasonal modelling of Baltic Sea ice
conditions, scaling problems, and finally sea ice in coastal zones. This book has
grown from the author’s lectures on sea ice drift, initially at the University of
Helsinki, Finland and then at UNIS (Universitetsstudiene i Svalbard), Longyear-
byen, Norway, and from other visits to various universities, in particular the Cold
Regions Research and Engineering Laboratory, Hanover, New Hampshire, USA
and Hokkaido University, Mombetsu and Sapporo, Japan.
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Ice compactness

Drift ice strength reduction for opening
Air drag coefficient

Linear air drag coefficient

Bottom drag coefficient

Water drag coefficient

Linear water drag coefficient
Characteristic diameter of an ice floe
Continuum length scale

Harmonic and biharmonic diffusion coefficients
Aspect ratio of elliptic yield curve
Potential energy
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Yield function
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h" Draft of ice

H Heaviside function; ice thickness scale; water depth
i Imaginary unit i = v/—1

i Unit vector east

1 Ice function

I Unit tensor

j Unit vector north

J Ice state

k Unit vector vertically upward

k Thickness multiplicator in ridging

K Diffusion coefficient

l. Characteristic length of ice on water foundation
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Lo Monin—-Obukhov length

Ly Length of ridges in a given horizontal area

m Mass of ice per unit area

M Mass transport

M, M, Elastic modulus

n Unit vector normal to a surface
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p Probability density; spectral density; hydrostatic pressure
Pa Air pressure

P Ice strength

P Ice strength level constant

0 Ridge porosity; area of floes larger than given size
¥ Radius vector

Te Radius of the Earth

ry Radius of gyration

r Inhomogeneity vector for ice floe thickness

R Cross-sectional area of a ridge; radius of an ice floe
Ro Rossby number

S Surface area of a region

Sy Surface area of ice floe

Sk Areal concentration of ridges

Sr Strouhal number

t Time

T Timescale

Tp Advective timescale

T, Inertial timescale

u=(uv) Ice velocity

u=uy +iuy Ice velocity in complex form

up Free drift ice velocity

u* Friction velocity

U=(U,V) Translational velocity of an ice floe
U,=(U,,V, Wind velocity
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(U,,V,) Water velocity

Geostrophic wind velocity
Geostrophic ocean current
Velocity fluctuation
Displacement gradient tensor
Vertical velocity

East co-ordinate

Friction number

North co-ordinate

Young’s modulus of sea ice
Upward co-ordinate
Roughness length

Zenith angle

Wind factor

Sea surface slope

Ratio of keel depth to sail height of ridges; ratio of compressive
strength to shear strength; free local variable

Boundary curve; ratio of frictional dissipation to potential energy
production in ridging; local free variable

Delta function; differential element

Draft aspect ratio

Strain-rate invariant function connected to elliptic yield curve
Maximum creep rate in viscous—plastic sea ice rheology

Grid size

Time step

Strain

Strain rate

Deviatoric strain rate

Strain-rate invariants

Principal strain rates

Bulk viscosity

Shear viscosity

Deviation angle between wind and wind-driven ice drift
Deviation angle for massless ice

Turning angle in atmosphere

Turning angle in water

Ice thickness gradient correction for two-dimensional ice stress
Restitution coefficient in floe collisions; von Karman constant;
friction coefficient

Usually local variable; longitude

Response time of sea ice drift

Response time of oceanic boundary layer drift

Gradient length scale

Ridge density
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Poisson’s ratio; kinematic viscosity

Sea level elevation

Spatial density of ice thickness distribution
Cumulative ice thickness distribution

Ice density

Air density

Water density

Ice stress due to interaction between ice floes
Tensile and compressive strength of sea ice
Yield strength of sea ice

Principal stresses
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Total ice stress

Shear stress

Air stress on ice top surface

Water stress on ice bottom surface

Latitude; thermodynamic growth rate of ice
Thermodynamic growth rate of ice compactness
Geopotential height

Opening rate of leads
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Mechanical deformation function, thickness redistributor deriva-
tive d¥/dh

Redistributor in ridging (v for loss and ', for gain)
Ice thickness redistributor

Frequency

Vorticity, rotation rate

A region in ice cover; rotation rate of the Earth
Slope angle of ridge sails (¢,) and keels (¢ ), deformation mode
arctan(é;;/¢;)

Angle of internal friction
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Introduction

Sea ice occurs in about 10% of the world ocean’s surface, growing, melting, and
drifting under the influence of solar, atmospheric, oceanic, and tidal forcing. Most
sea ice lies in the Arctic and Antarctic Seas above 60° latitude, but seasonally
freezing smaller basins exist further down toward the equator, to even below 40°N
in the Bo Hai Sea, China. In sizeable basins solid sea ice lids are statically unstable
and break into fields of ice floes forming drift ice. These fields undergo transport as
well as opening and closing which altogether create the exciting sea ice landscape as
it appears to the human eye. The present book is about the geophysics of the drift of
sea ice. Chapter 1 gives a brief history of the research, introduces the problem with
applications, and outlines the subject matter of the book.

People living by freezing seas, such as the Baltic Sea in northern Europe, have
known the ice drift phenomenon for long. It has traditionally affected everyday life
(Figure 1.1). Seal hunting has been based on drifting ice floes for one productive
season in spring. In places the drift of ice may have stopped for a middle winter
period and ice bridges have formed providing ways to cross the sea. For navigation,
sea ice formation has introduced a barrier; in particular, the drift of ice has made
the management of this barrier difficult. Recently the transport and dispersion of
pollutants in sea ice and oil spills in ice-covered waters have become important
issues.

The history of sea ice dynamics science initiates from the drift of the ship Fram,
moored to ice between 1893 and 1896 in the Arctic Ocean. The wind-driven drift
speed was on average 2% of the wind speed and the drift direction deviated 30° to
the right from the wind direction (Nansen, 1902). Ekman (1902) explained this with
wind forcing, ice—water drag, and the Coriolis effect. In the south, the German ship
Deutschland drifted with the ice in the Weddell Sea between 1911 and 1912
(Brennecke, 1921). Rossby and Montgomery (1935) presented atmospheric and
oceanic boundary-layer models for sea ice and discussed the role of the stability of
stratification for drag forces.
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Figure 1.1. A section of the marine chart by Olaus Magnus Gothus (1539) showing the
northern Baltic Sea. Landfast ice bridges and seal hunting from drift ice floes are
illustrated. Olaus Magnus Gothus (1490-1557), the last catholic bishop of Sweden, was
deeply interested in northern nature and people. He prepared this chart and in 1555
published a book, The History of the Nordic Peoples.
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In the Soviet Union, development of the Northern Sea Route gave rise to a large
number of investigations into the movement of sea ice. First named the Northern
Research and Trade Expedition, the Arctic and Antarctic Research Institute (AARI)
was established in 1920. A series of North Pole drifting stations was commenced in
1937, where science teams drifted along with their camp sites from the North Pole to
the Greenland Sea. Zubov (1945) further examined the Nansen—Ekman drift law
and presented semi-empirical modifications for various particular cases. He was
responsible for the isobaric drift law which states that ice drifts along the isobars
of atmospheric surface pressure. In Japan, a research programme was begun in the
1940s on the drift of ice in the Sea of Okhotsk (Fukutomi, 1952), and North
American scientists worked from ice islands in the Beaufort Sea, in particular
from T-3, or Fletcher’s ice island.

The closure of the sea ice dynamics problem was completed in the 1950s as laws
for the internal friction of ice and ice conservation were established. Internal friction,
already recognized by Nansen (1902), is a major factor in ice drift, and its under-
standing necessitates a rheological equation or a constitutive law. It smooths the
drift spatially and guides the ice drift to satisfy realistic boundary conditions. The
first attempt was by Laikhtman (1958), who considered drift ice as a Newtonian
viscous fluid. The ice conservation law was introduced by Nikiforov (1957), allowing
time integration and adjustment of the ice mass field to external forcing. This closure
was then utilized in the first generation of numerical models of sea ice dynamics
(Campbell, 1965; Doronin, 1970). In the 1960s remote-sensing satellites started to
map the Earth’s surface, providing a new look in particular over uninhabited areas.
For the first time it was possible to have a large-scale daily view over the polar
oceans and their sea ice cover.

In the 1970s two major steps were made in sea ice dynamics with the AIDJEX
(Arctic Ice Dynamics Joint Experiment) program (Pritchard, 1980a). From a physical
basis, plastic rheologies were introduced for drift ice (Coon et al., 1974), and the
concept of thickness distribution was presented (Thorndike et al., 1975). Plasticity
allows the presence of stationary ice under non-zero forcing and the occurrence of
narrow deformation zones. Thickness distribution contains local thickness variations
and adds structural information about ice into the ice conservation law. Hibler
(1979) employed a viscous—plastic rheology and constructed a computationally
very effective sea ice model, which has become a standard reference. In 1969 a
coastal radar system was opened in Japan for continuous sea ice monitoring
(Tabata, 1972), and in the 1970s sea ice dynamics investigations expanded in the
Baltic Sea due to the needs of growing winter shipping.

Another approach has been derivation of a statistical theory for the drift and
diffusion of ice. This was first based on simple linear models, such as the Nansen—
Ekman law, which have since undergone further modifications. The International
Arctic Buoy Programme has produced an extensive amount of data, and it is inter-
esting that the statistics show the same numbers as Nansen’s data (Thorndike and
Colony, 1982). In Antarctic regions, a similar programme is also ongoing. The
statistical approach was finally developed into a Markov process model by Colony
and Thorndike (1984). Sea ice drift was taken as the mean field plus a random walk,
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and drift buoy data were used to estimate the process parameters. The statistical
method complements the deterministic dynamics approach since answers can be
easily provided to statistical questions, such as the probability of sea ice to drift
from the Kara Sea to the Barents Sea.

In the 1980s the focus was on mesoscale ice-ocean and air—ice interaction
studies. New observational data collection campaigns and process-modelling
efforts were realized, in particular within the MIZEX (Marginal Ice Zone Experi-
ment) programme (Wadhams et al., 1981; Muench et al., 1987). Work was begun
with granular flow models to deduce the mechanical behaviour of drift ice from
individual ice floe—floe interactions (Shen et al., 1986). Later, numerical discrete
particle methods were developed, which resulted in some success in marginal ice
zone dynamics (Leset, 1993) and the sea-ice-ridging process (Hopkins, 1994).

The launch of the ERS-1 satellite by the European Space Agency (ESA) in 1991
initiated an intensive phase in ice kinematics mapping, with the advent of spaceborne
synthetic aperture radars (SARs). These instruments became excellent research and
routine tools in the 1990s (Fily and Rothrock, 1987; Kwok et al., 1990; Li et al.,
1995; Kondratyev et al., 1996). Passive microwave satellite imagery was also
extended to the extraction of sea ice kinematics information (Agnew et al., 1997;
Kwok et al., 1998). Another landmark in the 1990s was a major increase in sea ice
dynamics research in Antarctica, accompanied by wintertime expeditions and the
first Antarctic drifting station, the US—Russian Ice Station Weddell-1, which was
deployed in 1992 in the Weddell Sea (Gordon and Lukin, 1992; see also http://
www.ldeo.columbia.edu/res/fac/physocean/proj_ISW.html).

The most recent developments in sea ice dynamics concern scaling: from local
ice-engineering problems to mesoscale or large-scale geophysics (e.g., Dempsey and
Shen, 2001). Anisotropic effects have been introduced into sea ice rheology due to
the orientation of leads (Coon et al., 1998). A mechanics programme, called SIMI
(Sea Ice Mechanics Initiative), has studied the Beaufort Sea (Richter-Menge and
Elder, 1998). Russia restarted the North Pole drift station programme in 2003
after 12 years of interruption. Methods for remote sensing of sea ice thickness are
slowly progressing (e.g., Wadhams, 2000). This is perhaps the most critical point for
the future development of the theory and models of sea ice dynamics. Model devel-
opments also focus on deep analysis of the physics of model realizations, the
improvement of coupled air-ice—ocean models, and the design of data assimilation
methodology.

Drift ice is a peculiar geophysical medium (Figure 1.2). It is granular: ice floes
are the elementary particles. The drift takes place on the scale of floes and larger. The
ice moves on a horizontal sea surface plane with no vertical velocity structure; thus,
ice drift can be treated as a two-dimensional problem. Since sea ice is located almost
in a geopotential surface, packing densities of ice floes may easily change and
therefore drift ice must be taken as a compressible medium. The rheology of drift
ice shows a highly non-linear relation between stress and strain rate, much different
from the air above and the water below. Finally, because of freezing and melting, an
ice source/sink term is included in the ice conservation law.

The full ice drift problem includes the following unknowns: ice state (a set of
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Figure 1.2. A drift ice landscape from the northern Greenland Sea, June 1983; the photograph
was taken during MIZEX-83 (Marginal Ice Zone Experiment, 1983), onboard the R/V
Polarbjorn. The ice field consists of ice floes with hummocks and ridges.

relevant material properties), ice velocity, and ice stress. The system is closed
according to equations for the conservation of ice, the conservation of
momentum, and ice rheology. Ice is driven by winds and ocean currents and
responds to forcing by its inertia, internal friction, and adjustment of its state
field. The Coriolis effect slightly modifies ice movement. The dynamics of sea ice
is coupled with thermodynamics, since freezing strengthens and melting weakens the
ice, while ice motion influences the further growth or melting of ice via transport and
differential motion.

Although the ice drift problem offers quite interesting basic research possi-
bilities, the principal science motivation has come from sea ice introducing a
particular air-sea interface. The exchange of momentum, heat, and material
between the atmosphere and the ocean takes place in drift ice fields in high
latitudes, and this interface experiences transport as well as opening and closing
due to ice drift. This is crucially important to both regional weather and global
climate. Ice extent, largely influenced by ice drift, has a key role in the cryospheric
albedo effect. Also, ice transports latent heat and freshwater, while ice melting gives
a considerable heat sink and freshwater flux into oceanic surface layer. In the ecology
of polar seas, the location of the ice edge and its ice-melting processes is a funda-
mental boundary condition for summer productivity. A more recent research line for
sea ice dynamics is in paleoclimatology and paleoceanography (Bischof, 2000).
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Marine sediments provide an archive of drift ice and iceberg data, and via its
influence on ocean circulation, drift ice has been an active agent in global climate
history.

In the practical world, sea ice dynamics is connected with three major questions.
First, sea ice models have been applied to tactical navigation, to provide short-term
forecasts of ice conditions (e.g., Leppdranta, 1981a). Second, ice forcing on ships and
fixed structures is affected by the dynamical behaviour of the ice (e.g., Sanderson,
1988). Third, the question of pollutant transport by drifting sea ice has become an
important issue (Pfirman et al., 1995). In particular, risk assessment of oil spills and
their clean-up require proper oil transport and dispersion models for ice-covered seas
(e.g., Ovsienko et al., 1999a).

Drift ice is a geophysical fluid, with a large horizontal scale and a very small
vertical scale. Being thin, the direct Coriolis effect on the ice is rather weak, in
contrast to the atmosphere and ocean. The theory and models of sea ice dynamics
are applicable in general to ice dynamics in large basins (large relative to ice
thickness and external forcing). The essential feature is that floating ice breaks
into floes and then drifts. This is true in large lakes, such as Lake Ladoga in
Russia, Lake Vinern in Sweden, and the Great Lakes of North America (Wake
and Rumer, 1983). Even in large rivers (e.g., the Niagara River in North
America), the drift of ice floes can be examined with the same models (Shen et al.,
1993).

This book presents a treatise on the geophysical theory and empirical knowledge
of the drift of sea ice. The objective is to describe ice drift by observational data
(Figure 1.3), to introduce the basic ideas and laws of sea ice dynamics, to provide

Figure 1.3. Deployment of a corner reflector mast for deformation studies by a laser
geodimeter, in the Baltic Sea in April 1978. A system with several reflector sites allows
accurate monitoring of sea ice kinematics in a 5km scale array.
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solutions to elementary cases that help us to understand geophysics, and to present
the status of sea ice dynamics models. Earlier books devoted to sea ice dynamics are
only available in Russian (e.g., Timokhov and Kheysin, 1987; Gudkovic and
Doronin, 2001); review articles have been written in English by Rothrock (1975b),
Hibler (1986), and Leppdranta (1998). Individual chapters about ice drift can be
found in sea ice geophysics books by Zubov (1945), Doronin and Kheysin (1975),
and Wadhams (2000).

The general structure of the book is the following: Chapters 2—4 present the drift
ice medium and its kinematics; in Chapter 5 this medium is inserted into Newton’s
2nd law to obtain the equation of motion; and in Chapters 6-8 a solution to the ice
drift problem is given.

Chapter 2 provides a description of drift ice material, leading to an “‘ice state™,
the set of relevant quantities for the mechanical behaviour of drift ice. In Chapter 3,
ice velocity observations are presented, a theoretical framework is given for ice
kinematics analysis, and the ice conservation law is derived. Chapter 4 treats drift
ice rheology, a difficult but necessary subject to understand the motion of drift ice.
The momentum equation of ice dynamics is derived in Chapter 5, including a
discussion of principal external forcings—air and water drag force—and analysis
of the equation. Free drift is examined in Chapter 6, and ice drift in the presence of
internal friction is the subject of Chapter 7. In both these chapters analytical
solutions are presented for particular ice flows. The modern solution to understand-
ing sea ice drift by numerical modelling is given in Chapter 8, and the aim is to help
the reader understand how this solution is arrived at, how it reflects the behaviour of
real sea ice, and how one should interpret the outcome of numerical sea ice dynamics
models. Finally, a brief discussion is given on some consequences of the ice drift
phenomenon (Chapter 9). Chapter 10 invites the reader to tackle a collection of
study problems. Chapter 11 lists the references. This is followed by the index.
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Drift ice material

2.1 SEA ICE COVER

This chapter presents the material structure of sea ice from local scale to large scale.
Ice floes form granular drift ice fields, for which continuum approximations are used
when the scale of interest is much larger than the floe size. These fields are char-
acterized by their ice type, ice compactness, floe size and shape, and ice thickness, as
shown in Sections 2.1-2.3. Section 2.4 then deals with ice ridges, the thickest accu-
mulations of mechanically deformed ice, which have a key role in the drift of sea ice.
The chapter ends by introducing the concept of an “‘ice state”—a set of material
properties of drift ice necessary to understand and model its dynamics.

In the world ocean’s ice cover, ice occurs all year in the perennial sea ice zone,
covering the inner Arctic Ocean and smaller sections in Antarctica, mainly the
western Weddell Sea. Where ice occurs only in winter is an area called the
seasonal sea ice zone (SSIZ) extending on average to 60° latitudes.

Table 2.1 and Figure 2.1 show the main sea ice basins, with sizes ranging from
200 km to 3,000 km. Southern Ocean sea ice cover is actually a ring, 20,000 km long
and with a width varying from almost zero in summer to 1,000 km in winter, centred
around Antarctica at 60—70°S. There are smaller sub-basins, which contain dynamic-
ally independent ice packs, such as the Gulf of Riga in the Baltic Sea (size
L =100km and typical ice thickness # = 0.2m). The drift ice basin closest to the
equator is the Bo Hai Sea (Gulf of Chihli) off the coast of China, located between
latitudes 37°N and 41°N.

The thickness of ice is 2-5m in the Arctic Ocean and Greenland Sea, while in the
SSIZ it is an order of magnitude less. For an enclosed drift ice basin there is no ice
exchange with neighbouring seas, while in an open basin a large part of the ice
boundary is toward open water and the mobility of the ice is therefore greater.
The ratio i1/L, which characterizes the stability of a solid ice sheet in a basin,
ranges from 107’ to 5x 107 in sea ice basins where drift ice occurs (Table 2.1).
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Nikolai Nikolaevich Zubov (1885-1960), a great pioneer in the science of sea ice, its physics
and its geography. He was the author of the monumental book L'dy Arktiki [Arctic Ice],
published in 1945 in Moscow and translated into English in 1963.

© Reproduced from Collections of the Russian State Museum of Arctic and Antarctic, St Petersburg, with permission.

In a subarctic medium-size lake (L = 10 km, 4 = 0.5m) the ratio is 5 x 10>, and the
ice forms a solid stationary sheet.

2.1.1 Sea ice landscape

A “‘sea ice landscape” consists of leads and ice floes with ridges, hummocks, and
other variable morphological characteristics. Ice types have been defined to provide
practical standards for observers (WMO, 1970; see also http://www.aari.
nw.ru/ for updates). They originate from shipping activities in ice-covered waters
and are based on appearance (i.e., how the ice looks to an observer on a ship or in an
aircraft: Figures 2.2 and 1.2). This ice-type classification system has worked fairly
well and has not suffered from severe subjective biases. The formation mechanism,
aging, and deformation influence on appearance. This gives a good idea of ice
thickness, which is seldom known from direct measurements. Some ice-type names
are based on their resemblance to familiar objects (Figure 2.3).

Ice concentration, or ice compactness, denoted by A, is normally given in per-
centages or tenths and further categorized into six standard classes (Figure 2.4).
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Table 2.1. The main basins of the world ocean’s ice zones. The types, E = enclosed,
SE = semi-enclosed and O = open, refer to the ice exchange with neighbouring seas.

Basin Size, L Type Ice thickness, & Stability, /L
(km) (m) (x107%)
Central Arctic 3,000 SE 2-5 0.7-2
Greenland Sea 1,000 (0] 2-5 2-5
Barents Sea 1,000 O 1-2 1-2
Kara Sea 1,000 SE 1-2 1-2
White Sea 200 SE 0.1-1 0.5-5
Baltic Sea 500 E 0.1-1 0.2-2
Sea of Azov 200 E 0.1-0.2 0.5-1
Sea of Okhotsk 1,000 SE 0.1-2 0.1-2
Bohai Sea 300 E 0.1-0.3 0.3-1.0
Bering Sea 1,000 SE 0.1-1 0.1-1
Hudson Bay 500 E 0.5-1 1-2
Gulf of St Lawrence 300 E 0.1-1 0.3-3
Labrador Sea 500 (0] 0.5-1 1-2
Baffin Bay 500 SE 1-2 2-4
Southern Ocean 1,000 (@] 0.5-2 0.5-2
Weddell Sea 1,500 O 0.5-3 0.3-2
Ross Sea 500 O 0.5-1 1-2

Between ice and open water surfaces, apart from melting conditions, there are strong
contrasts and satellite remote-sensing methods can detect them.

Definitions

Let us now give a brief list of the necessary sea ice nomenclature for dynamics based
on internationally agreed standards (Armstrong et al., 1966; WMO, 1970):

o Sea ice. Any form of ice found at sea that originates from the freezing of
seawater.

e New ice. A general term for recently formed ice.
o Frazil ice. Fine spicules or plates of ice suspended in water.
o Nilas. A thin, elastic crust of ice that easily bends under the action of waves

and swell and rafts under pressure (matt surface and thickness up to 10 cm).

e Young ice. Ice in transition between new ice and first-year ice (10-30 cm thick).

®  First-year ice. Ice with no more than 1 year’s growth that develops from young
ice (thickness 30cm to 2m). Level when undeformed, but where ridges and
hummocks occur, it is rough and sharply angular.

®  Multi-year ice. Ice of more than 1 year’s growth (thickness over 2m).
Hummocks and ridges are smooth and the ice is almost salt-free.

e Fust ice. Sea ice that remains fast along the coast, over shoals, or between
grounded icebergs (also called landfast ice).
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Figure 2.1. The world sea’s ice zones in summer and winter. Dark area shows the perennial

ice, lighter area shows the seasonal sea ice zone.
From Untersteiner (1984), with modifications for subarctic small basins.



Sec. 2.1] Sea ice cover 13

Figure 2.2. Aerial photograph from a Finnish Air Force ice reconnaissance flight in the
central Baltic, winter 1942. Airborne reconnaissance meant a huge step in understanding
the morphology and drift of sea ice. The pilot was Erkki Palosuo, who later became a sea
ice geophysicist and used his sea ice data from the Second World War for his doctoral thesis
(Palosuo, 1953).

Reproduced with permission from Erkki Palosuo.
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Figure 2.3. Pancake ice (the ice pieces shown are about 1 m across), also named lotus ice in the
Far East, blini ice in Russia, and plate ice in Scandinavia and Finland.
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Figure 2.4. Classification of ice concentration (WMO, 1970), with the class boundaries

illustrated by random binary charts.

e Grounded ice. Floating ice that finds itself aground in shoal water.
e Drift ice. Term used in a wide sense to include any sea ice other than fast ice (a

substitute term is pack ice).

e [ce field. Area of drift ice at least 10 km across.
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o Pancake ice. Pieces of new ice, usually approximately circular, about 30cm to
3m across and with raised rims due to the pieces striking against each other.

e Jce floe. Any relatively flat piece of ice 20 m or more across.

o Level ice. Sea ice that is unaffected by deformation (a substitute term is un-
deformed ice).

o Deformed ice. A general term for ice that has been squeezed together and in
places forced upward and downward (a substitute term is pressure ice).

®  Raftedice. A form of pressure ice in which one floe overrides another. A type of
rafting common in nilas whereby interlocking thrusts are formed—each floe
thrusting “fingers™ alternatively over and under the other—is known as finger
rafting.

e  Brash ice. Accumulations of ice made up of fragments no more than 2m across
(the wreckage of other forms of ice).

o  Hummocked ice. A form of pressure ice in which pieces of ice are piled hap-
hazardly, one piece over another, to form an uneven surface.

e Ridge. A ridge or wall of broken ice forced up by pressure (the upper—above
water level—part is called the sail and the lower part the keel).

e Ice concentration. The amount of sea surface covered by ice as a fraction of the
whole area being considered (a substitute term is ice compactness).

® Fracture. Any break or rupture in ice resulting from deformation processes
(Iength from meters to kilometres).

e Crack. Any fracture that has not parted more than 1 metre.

e [Lead. Any fracture or passageway through sea ice that is navigable by surface
vessels.

e Polynya. Any non-linear-shaped opening enclosed in ice.

o Jce edge. The demarcation between the open sea and sea ice.

The polar oceans also contain ice of land origin (i.e., ice formed on land or in an ice
shelf). By the mechanism called calving, pieces of ice break away from land ice
masses facing the ocean. These pieces are classified (WMO, 1970) according to
their size: icebergs (top more than 5 m above sea level), ice islands (top about 5 m
above sea level and area more than a few thousand square metres), bergy bits (top
1-5m above sea level and area 100-300 m?), and growlers (smaller than bergy bits).
These pieces differ from sea ice floes by their thickness and three-dimensional
character.

2.1.2 Sea ice zones

In a given basin, sea ice cover can be divided into zones of different dynamic
character (Weeks, 1980): central pack, shear zone, fast ice, and marginal ice zone.
Shear zone and fast ice form the coastal boundary zone, while the marginal ice zone
is the boundary zone toward the open ocean. Very small basins only contain fast ice
and the size of the boundary zones is of the order of 100 km.

The central pack consists of the interior ice that is free from immediate influence
from the boundaries. Changes are smoother there than in the boundary zones and
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are caused by external forcing. The length scale is the size of the basin itself; but due
to the width of boundary zones, the central pack only exists in large seas.

Fast ice, or landfast ice, is the immobile coastal sea ice zone, stationary for most
of the ice season. The width of this zone depends on the thickness of ice, topography
of the sea bottom, and the areal density of islands and grounded forms of ice. Fast
ice extent develops stepwise, in an almost discontinuous manner (Jurva, 1937,
Divine, 2003). Grounding of sea ice ridges creates fixed support points to stabilize
the ice sheets. Because of the size of ridges and ice thickness, in Arctic seas the fast ice
zone extends to depths of about 10-20 m (Zubov, 1945; Volkov et al., 2002) while in
subarctic seas such as the Baltic Sea the limit is normally close to 10 m (Leppéranta,
1981b). In Antarctic waters, grounded icebergs may act as tie points for fast ice
formation, and therefore the fast ice zone may extend deeper into the ocean as
well (e.g., Massom et al., 2003). Off Hokkaido in the Sea of Okhotsk, there are no
islands and the depth of the sea increases rapidly with distance from the shoreline.
Tides ““clean” the ice that forms close to the shore, and as a consequence the fast ice
zone is practically non-existent.

The shear zone is the boundary zone of the drift ice field next to the fast ice (or
coast). There the mobility of the ice is restricted by the geometry of the boundary
and strong deformation takes place. The width is 10-200 km. A well-developed shear
zone is found on the coast of the Beaufort Sea of the Arctic Ocean. Based on
deformation data Hibler et al. (1974a) concluded its representative width was
around 50 km. At the solid boundary of ice, velocity is often discontinuous, thus
modifying local hydrography and ocean circulation.

The marginal ice zone (MIZ) lies along the boundary of open water and sea ice
cover. It is loosely characterized as the area of pack ice, where the influence of the
open ocean is directly observed and extends to a distance of 100 km from the ice edge
(Wadhams, 1980b; Squire, 1998). This distance corresponds to the penetration
distance of ocean swell into a drift ice field; this distance also corresponds to the
length scale below which wind fetch over ice is not long enough to build ice ridges. In
the MIZ, there is a large temporal and spatial variability of ice conditions and
intensive air—ice—sea interaction. Off-ice winds cause MIZ diffusion while on-ice
winds drive the ice to form a sharply compact ice edge (Zubov, 1945). Well-
developed MIZs are found along the oceanic ice edge of the polar oceans, located
close to polar fronts. At a compact ice edge there is a discontinuity in surface velocity
and roughness, and possibly a front in temperature and salinity. They affect the
mesoscale circulation in the ocean, resulting in eddies and jets as well as ice edge
upwelling and downwelling. A front may also form in the atmospheric boundary
layer.

Well-defined marginal ice zones exist along the oceanic edge of polar sea ice
caps, and their locations are largely controlled by polar fronts. In smaller, subarctic
seas there is usually not enough time for a proper marginal ice zone to develop.
There ice extent grows and retreats a long distance back and forth during a short ice
season. The open sea influence is reflected in a narrow ice edge zone, up to 5 km wide.

In the past, the ice margin used to be considered the border to an unknown
ocean where the ice mysteriously transported sand and drift wood from unknown
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places. And as such drifting sea ice was strange, inspiring the Vikings to name a new
land — Iceland — due to presence of drift ice in its fjords.

2.1.3 Sea ice charting

Sea ice charting began around 100 years ago for navigation in ice-covered waters.
Due to the dynamics of sea ice, the charts need daily updating and therefore much is
required of the mapping methods. Before the time of airborne and spaceborne
remote sensing, ice charts were based on ship reports and occasional ground truth
observations, which provide only limited information. Aerial reconnaissance played
an important role until the 1970s, but since then satellite observation technology has
been the main source of information. Sea ice information is presented according to
an international standard (WMO, 2000).

Passive microwave mapping has become the principal method for regular, global
sea ice charting, mainly using US Defense Meteorological Satellite Program (DMSP)
special sensor microwave imager (SSM/I) data (Figure 2.5), available via the
National Snow and Ice Data Center (NSIDC) in Boulder, Colorado (http://
nsidc.org). This method is weather- and light-independent but limited by low

Figure 2.5. Sea ice concentration in the Antarctic based on passive microwave SSM/I data. At
the ice edge, compactness increases rapidly to about 80%, while in the inner pack it is mostly
75-90% with a few areas below the 70% level only in the Weddell Sea. NRTSI Product for
2003-10-2 National Snow and Ice Data Center, Boulder, CO.

Reproduced from Cavalieri et al. (1999), with permission from National Snow and Ice Data Center, Boulder, CO.
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spatial resolution (20-30km), too small for regional ice charting. This has been
addressed by polar orbiting weather satellites, such as the NOAA AVHRR series,
with optical and infrared channels. However, both channels are limited by cloudi-
ness. The optical channel is further limited by the lack of sunlight in polar winter.
In the last ten years satellite, synthetic aperture radar (SAR) has become an
extremely useful complementary tool, first used on the satellite RS-/, launched by
the European Space Agency (ESA) in 1991. It is weather-independent and provides
high spatial resolution but has limitations. Temporal resolution is still low, such as 5
days with the Canadian Radarsat, and interpretation of the radar signal for sea ice
information is sometimes problematic. Ice conditions change significantly on a daily
basis in the seasonal sea ice zone (Leppéranta, 1981a; Lepparanta et al., 1998), and
the relation between sea ice and radar image is not one-to-one (Carsey, 1992;
Wadhams, 2000). For example, ice and open water signatures are not always
different, and ridges may be mixed with frost flowers on thin ice in narrow leads.
An example of a sea ice chart over the Arctic is given in Figure 2.6. Ice charts
basically present ice compactness and ice type. In subarctic seas with heavy winter
traffic, ice charts are invaluable in providing information about the ice thickness and
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Figure 2.6. Ice chart over the Eurasian side of the Arctic Ocean, 12 March 2003.
Reproduced with permission from Arctic and Antarctic Research Institute, St Petersburg, Russia:
htpp://www.aari.nw.ru
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floe size. In the Baltic Sea, each of the nine coastline countries has an ice service for
regional ice charting (e.g., http://www.fimr.fi/ for the Finnish Ice Service).
Another way of ice charting is automatic mapping of the ice concentration field,
the principal ice quantity manageable by remote sensing. NSIDC provides global ice
charts such as that shown in Figure 2.5 on a daily basis. In Hokkaido, Japan, a
coastal radar system is used for mapping offshore ice conditions in the Sea of
Okhotsk to a distance of 60 km from the coast (http://www.hokudai.ac.jp/
lowtemp/sirl/sirl-e.html).

The main problem in sea ice charting is how to obtain good ice thickness
information—this is also the main problem for the progress of sea ice dynamics
theory and modelling.

2.2 ICE FLOES TO DRIFT ICE PARTICLES

2.2.1 Scales

Sea ice mechanics is examined over a wide range of scales. Microscale includes
individual grains and ice impurities extending from submillimetres to 0.1 m. In the
local scale, 0.1-10m, sea ice is a solid sheet, a polycrystalline continuum with a
substructure classified according to the formation mechanism as congelation ice,
snow ice, and frazil ice (Eicken and Lange, 1989). Ice floe scale extends from 10 m
to 10 km and includes individual floes and ice forms such as rubble, pressure ridges,
and fast ice. When the scale exceeds the floe size, the sea ice medium is called drift ice
or pack ice, and, as in dynamical oceanography, the scales 100 km and 1,000 km are
mesoscale and large scale, respectively.

The drift of sea ice takes place on the floe scale and larger. The horizontal
structure of sea ice cover is well revealed by optical satellite images (Figure 2.7).
The elementary particles are ice floes, described by their thickness 4 and character-
istic diameter d. The WMO nomenclature (WMO, 1970) restricts ice floes to those
ice pieces with d > 20m, smaller ones are termed ice blocks. This is convenient
because for ice floes the aspect ratio h/d is smaller than about 0.1 and floes
included in the definition are flat. The floe size ranges from the lower limit to tens
of kilometres. In sea ice dynamics research we consider the drift of individual floes or
the drift of a system of ice floes, called a drift ice field.

Ice density is taken as a constant (p =910kg/m?). Therefore, armed with
thickness information we can calculate the mass of ice, given as the mass per unit
area by m = ph. In reality, the density varies within £1% around this reference due
to variations in the temperature, salinity, and gas content of the ice. Ice floes float
freely, apart from shallow areas where grounding may occur. The portions of an ice
floe above and beneath the sea surface are, respectively, freeboard (h') and draft (h"),
h=h"+h". Archimedes law states that:

h"[h=p/p, (2.1)

where p,, is the density of water. Since p,, =~ 1,028 kg/rn3 is the density of cold
seawater (salinity 35%o, temperature at freezing point), p/p,, ~ 0.89. The potential
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Figure 2.7. An optical channel NOAA4-6 image over the Barents Sea and Arctic Basin north of
it, 6 May 1985. Svalbard is shown on the left, Franz Joseph’s Land up in the middle, and
Novaya Zemlya on the right. The east side is cloudy, but everywhere else drift ice floes can be
seen. The image was received at the Tromse receiving station, Norway.

energy of an ice floe per unit area consists of the freeboard and draft portions, and
for floating ice it equals (Rothrock, 1975a):

h 0 1 =
E, :ng zdz — (p,, —p)gJ h”zdzzzp(pp_p)gh2 (2.2)

where g = 9.8 m/s” is acceleration due to Earth’s gravity. For ice not floating but
supported by the bottom the right-hand side of Eq. (2.2) is not true.

The behaviour of a drift ice field depends on its horizontal size L and the
thickness and size of ice floes. This gives three length ratios: the aspect ratio //d,
granularity L/d, and stability /1/ L. The number of ice floes is proportional to (L/d)?,
and the mechanical breakage of an ice sheet mainly depends on //L.
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Drift ice particles

A drift ice material particle is a set of ice floes. A particle of size D contains
n~ (D/d)? floes. For the continuum approximation to be valid, » must be large:
n > 100, or equivalently D/d > 10. Additionally, the particle size should be much
less than the scale of changes or the gradient scale A = Q/|VQ|, where Q is a
property of the ice dynamics field. Summarizing, the scales should satisfy:

d< D<A for a continuum (2.3a)
or
d~D~A for a discrete system (2.3b)

In the real world, the situation is intermediate (i.e., d < D < A). Depending on the
particular question under examination, d ~ 10'-10*m, D ~ 10°-10°m, and
A ~10*-10°m.

In the continuum theory of drift ice, field variables such as ice velocity are
defined for each drift ice particle (cf. fluid parcels in fluid dynamics); but, because
of the finite size of the floes their individual features may play a role in the ice
motion. Thus the theory includes a basic inaccuracy. As D approaches A, disconti-
nuities start to build up, and as D approaches d, a system with a single floe or a few
floes appears.

Let i = h(x, y, ) stand for the ice thickness at a given point and time; for open
water & = 0. Define a function “‘ice”, I: by:

=0, if h(x,y) < h
I(x,y;ho){ () 0

=1, if h(x,y) > hy (24)

where /) is the demarcation thickness. Consider a region Q in a sea ice pack—it may
be a basin, a drift ice particle, or anything in-between—whose surface area is S. The
packing density, or compactness, of ice is defined as:

A= S*J I(x,;0)dQ (2.5)
Q

For uniform circular floes, the most open and dense locked packings are 7/4 =~ 0.79
and 7/(2v/3) ~ 0.91, respectively (Figure 2.8). The further below 0.79 the packing
goes, so contacts between floes become fewer. Since ice floes float nearly on a
geopotential surface, compactness may easily change. However, at the locked
level, further compression necessitates ice breakage and pressure ice formation.
The connection between compactness and mean free path /, is for uniform
circular floes A/A, =~ (1 +lw/d)_2, where A, is the densest packing for a

Figure 2.8. Open and dense locked packings of uniform, circular ice floes.
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given set of floes. For /,, = d, we have A/ A, = %. For distributed floe sizes, A,y 1S
in general larger, 4/ Ay, ~ (d*)/{(d + 1,)*), where (-) is the averaging operator. As
the distribution widens, A4, — 1. An important characteristic is the uniformity of
floe sizes.

Mean ice thickness (h) and mean ice floe thickness (h;) are defined by:

(hy =S"" J hdQ = A(h;) (2.6)
Q

Mean ice floe thickness is thus the mean thickness of actual ice floe pieces in Q,
while open water is also included in mean ice thickness. At times, these different
thickness definitions have caused confusion. Clearly, we have 0 < 4 < 1 as well as
0 < (h) < {(h;). Ice compactness and mean ice floe thickness are the fundamental
quantities for the mechanical properties of drift ice. Other ice quantities are
integrated over drift ice particles or any regions in similar ways.

The granular medium approach was introduced for drift ice in the 1970s taking
ideas from soil mechanics (Coon, 1974), resulting in poly-granular continuum
models. More recently, discrete particle models have been used and found to work
well in the floe scale (e.g., Loset, 1993; Hopkins, 1994); but, for larger scale drift ice
problems they have not overcome continuum models. A possible step between
discrete and continuum models could be the “particulate medium” approach
(Harr, 1977). This is composed of a complex conglomeration of discrete particles,
in arrays of varying shapes, sizes, and orientations. The laws of mechanics are
derived from probabilities.

2.2.2 Size and shape of ice floes
Floe size distribution

Sea ice floes break continuously into smaller pieces, and in the cold season they are at
the same time frozen together into larger pieces. Floe size distributions show statis-
tical regularity based on random floe break-up mechanisms. The characteristic floe
size can be defined from its surface area Sy as d = |/4S, /7. For a circle, d equals the
diameter. The area of floes larger than size d is:

0(d) = J rzp(r) dr (2.7

where p is the spatial density of the floe size. Then g-fractiles d, can be defined
through Q(d,)/Q(0) = ¢ (i.e., floes larger than d, cover the fraction of g of the
total ice area). A natural, representative floe size is djs5, the median. In soil
mechanics (e.g., Harr, 1977), dy; defines the effective size and the ratio dyg/dy is
known as the uniformity coefficient. Rothrock and Thorndike (1984) introduced
their mean “caliper diameter”’, equal to the directional average of the opening the
floe goes through. It is approximately equal to 7! times the perimeter. For a circle,
this is therefore equal to the diameter.

Observations normally cover a range dy < d < d;, where d, and d, are the
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Figure 2.9. Floe size distributions from the Arctic Ocean.
Reproduced from Rothrock and Thorndike (1984), with permission from the American Geophysical Union.

minimum and maximum resolution. If d; is the maximum floe size, the distribution
0O may be evaluated down to d,. Anyway, the data may also be used to fit a theo-
retical model and consequently extended to all floes. The frequency of floe size
steadily falls toward larger values with no local peaks or gaps (Figure 2.9) and
their shape may be derived from rather simple fracturing principles (Figure 2.10).

Fractal geometry models lead to power law size distributions (e.g., Korvin,
1992). The probability density is:

p(din) ocd” (2.8)

In a d-band where n = constant, self-similarity holds. Within a self-similar band the
geometric structure is independent of the scale, reflected by photographs looking
similar and a measure stick needing to be added for the scale information. Such scale
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invariance is quite common in geophysical data. In the data of Rothrock and
Thorndike (1984) the mean caliper diameter followed the power law (d > 100 m)
with —2.5 < n < —1.7. For the spring season in the Baltic Sea, Leppdranta (1981b)
obtained —3 < n < —2, decreasing in the course of the spring melting season, illus-
trating that the area of small floes increases at the cost of large ones.

A problem with power laws is that the integral from 0 to oo is always infinite.
Bounding from above by d; the integral converges for n > —1 and bounding from
below by d, it converges for n < —1. It is clear that an upper bound exists, as the
floes must be smaller than the size of the basin. Then with d; as the maximum floe
size, O(d) = 1 — (d/d,)""* and one needs n > —3 for convergence at 0. Observations
usually suggest that —3 < n < —1 for d > 20m (i.e., for ice pieces defined as floes in
the WMO, 1970 nomenclature).

Example Taken = —2.Then Q(d)/Q(0) = 1 — d/d,. The distribution of floe size in
terms of areal coverage is uniform from zero to d;, as sometimes observed (e.g.,
Leppéranta, 1981b). The median floe size is d;/2, and any g¢-fractile is given by
d, = d\(1 — q). The uniformity coefficient is 4/9 ~ 0.44. For n < —2 small floes
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are areally dominant while for n > —2 the opposite is true. The exponent obtained
from observations therefore illustrates how fractured the ice field is. [ |

A classical random breakage model, where the breakage probability is independent of
the floe size, gives the logarithmic normal distribution (Kolmogorov, 1941). Then, by
definition, log d is normally distributed, say, with mean M and variance s*. Define a
floe size d* by logd™ = M. The probability density then reads:

exp{W}, d>0 (2.9)

252

* 2 1
p(did”,s”) VG
The median is then d*, the mode and mean, respectively, are equal to d* exp(—s2 /2)
and d”exp(s®/2), and the variance is d**exp(s®)[exp(s?) — 1] (e.g., Crow and
Shimizu, 1988). The parameter s> is regarded as the shape parameter of the distribu-
tion. It is dimensionless since by definition s* = ((logd — logd*)?) = (log*(d/d.,)).
The median of the distribution Q for floe coverage becomes d* exp(2s?). The dis-
tribution has a positive mode, which is not far from zero and usually not covered in
observational data; thus the existence of the mode is not clear.

If the breakage probability is proportional to the floe size, the spatial Poisson
process results, leading to the exponential distribution of floe size:

p(d; \) = Aexp(—Ad) (2.10)

where A is the distribution shape parameter. This is analogous to the distribution of
waiting times of customers in the theory of temporal Poisson processes. Density can
be directly integrated: the relative areal coverage of floes larger than d is
O(d)=[1+Xd —|—%()\d)2] exp(—Ad). The median of the distribution Q for floe
coverage can be numerically solved as Ady s =~ 2.67.

Random breakage seems to explain floe size distributions well. Indeed, only in
the case of small floes can physical mechanisms be found to produce a favourable
floe size. An important property of floating ice is its characteristic length:

Yh?
I=4{ v (2.11)
3pwg<1 -V )

where Y is Young’s modulus and v is Poisson’s ratio; representative values for them

are Y ~ 3GPa and v = 0.3 (e.g., Mellor, 1986). For 4 = Il m, we have /. = 18.2m.

The length of flexural waves of an elastic ice beam on water foundation under a point

load equals 27/.. When ice floes break under rafting, the size of pieces is %’/Tlc (Coon,
1974).

At the ice edge, reflection and penetration of swell takes place (Wadhams, 1978;

Squire et al., 1995; Squire, 1998). A penetrating swell becomes damped with distance

from the ice edge. The wave energy as a function of distance (x) from the ice edge is:

E(x) = E(0) exp(—x/1,) (2.12)

where /; is the attenuation distance. Long waves penetrate more easily. In heavy,
compact ice, /; = 1 km for short waves (100m) and 5km for long swells. Since the
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dominant wavelength increases exponentially from the ice edge and waves easily
break floes down to one-half wavelengths, the floe size should increase exponentially
from the ice edge, as long as there is enough energy in the wave field for floe
breakage. This is observed in the MIZ in a qualitative sense. But no actual e-
folding length scales for the floe size have been recorded, the signal being contami-
nated by strong mixing and the thermo-mechanical decay of ice floes.

In general, a random breakage hypothesis seems to work well. Ice floes have
more or less randomly distributed defects; that is, cracks due to thermal, hydrostatic
(from non-uniform ice thickness), tidal, and wind loads. The question is then how to
formulate the breakage probability that would lead to the exact form of the distribu-
tion (Lensu, 2003). The size distribution of ice pieces below 20m has not been
studied to any great extent. Logarithmic normal and exponential distributions
should be treated as specific cases, depending on the formulation of breakage
probability.

Shape of ice floes

Sea ice floes are convex. Wintertime ice floes are typically rectangular or pentagonal,
while in summer the sharp corners erode and the floes become rounded (Timokhov,
1998).

The shape of a floe is quantified using its major axis (dy,y), Mminor axis (dpy;,),
and characteristic diameter (d): d;, is the smallest opening through which the floe
may penetrate and d,,,, is the length perpendicular to the direction of the minor axis.
The form parameters are elongation dp,,/dn, and shape factor d? /dmaxdmin- The
latter equals unity for elliptical ice floes and /4 for rectangular floes. In a study in
the Baltic Sea (Leppédranta, 1981b), elongation was mostly 1-2 and the shape factor
was 0.7-1.0. There are not enough floe shape results available to state how typical
these Baltic Sea properties are.

Floe information in drift ice mechanics

Ice floe information is included in the continuum theory in that the validity of
continuum hypothesis requires that the drift ice particle size should be an order of
magnitude greater than the characteristic floe size (see Eq. 2.3). Otherwise, it is not
yet clear how useful the floe size and shape information really are in the continuum
of sea ice dynamics. In local-scale granular models both floe size and shape influence
the results (and in particular, the friction coefficient between ice floes).

When ice floes reach their maximum packing density, the nature of material
behaviour changes. When compactness is low, floe interactions do not transmit
forces well and the level of stress is very small. When the ice pack closes up and
the stress increases to a significant level, floes make contact with others, group
together, and then lose many of their individual features. Nevertheless, the stress
field still depends on the shape of ice floes throughout the total area of contact
surfaces. This may be a reason for stress fields being lower in summer conditions.
Drag forces between air and ice, and between water and ice depend on the size and
shape of ice floes (Zubov, 1945; Andreas et al., 1984). When floes are smaller their
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number is larger and consequently there are more floe edges to provide form drag.
This feature, however, disappears when the floes close up.

In granular media mechanics, horizontal grain size is an essential characteristic.
In sea ice applications, floes are often assumed to be uniform and circular. Ovsienko
(1976) was the first work to include floe size in a model, but without mechanical
interaction. For the sea ice drift problem, Shen et al. (1986) developed a theory based
on momentum transfer by floe collisions. A discrete particle model with full floe—floe
interaction was studied by Laset (1993) for circular floes. Hopkins and Hibler (1991)
and Hopkins (1994) examined the sea ice-ridging process with a discrete particle
model.

The poor understanding of the role of horizontal floe characteristics is largely
due to the fact that in sea ice dynamics the thickness of ice floes is the principal floe
property, their horizontal size being given less prominence. However, floe sizes and
shapes show much more regularity than the thickness field, making them more useful
potentially than just a fixed background factor. The advantage of having horizontal
floe data combined with their evolution laws in a model would be ease of observa-
bility. Horizontal properties are easily monitored by remote sensing, and therefore
ice floe evolution laws could be calibrated and controlled. In addition, ice floes could
be used as good tracers in sea ice dynamics.

2.3 THICKNESS OF DRIFT ICE

2.3.1 Basic characteristics

Sea ice can be as thick as 50m. Its thickness is characterized by a very large
variability in space and time due to thermal and mechanical processes. Thickness
is defined as the distance between the upper and lower ice surfaces, any voids
included. It is an irregular field and, because of fracturing and new ice growth in
leads, it may have discontinuities. In the continuum approach, certain statistics of
the thickness field, such as mean thickness, are considered for each continuum
particle; these statistics are assumed to be smooth, as required by the theory. The
thickness range normally extends down to zero, defining open water as “ice of zero
thickness™.

The thickness of ice determines its volume and strength. Furthermore, in ice
engineering, thickness is a key parameter in estimating the force exerted by ice on
structures. This is therefore the most important property of sea ice to measure and
predict.

Thermal growth

The present book focuses on sea ice dynamics. Thermodynamics is not considered in
any depth: instead of dealing with the heat budget directly, it is assumed that the
growth rate of ice is a known function ® = ®(z, /), with melting specified by negative
growth rates. In purely dynamic events, ® = 0. The reader interested in sea ice
thermodynamics is directed to Maykut and Untersteiner (1971), Semtner (1976),
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Makshtas (1984), Lepparanta (1993), and Kondratyev et al. (1996). For understand-
ing scales and for simple modelling, Stefan’s ice growth law says that:

dh/dt = a(T; — Ty)/h (2.13)

where a = k/(pLg) =~ Scm/day (k is the thermal conductivity of ice and Ly is the
latent heat of freezing), T is the ice surface temperature, and 7 is the freezing point
temperature (e.g., Leppdranta, 1993). This law assumes that 7 < T, and gives the
solution /* = hi + 2aSy, where /; is the initial thickness and Sy = [§(T, — T,)d?'.
This is usually referred as the “sum of negative degree days” and is given in
°C x day. Melting (negative growth) is determined basically by the radiation
balance Qp = aQ, + Q,;, Where « is albedo, Q, is incoming solar radiation, and
Q,.1. 1s net, incoming long-wave radiation. Adding the heat flux from the water body

Q\V:
dh/dt = —(Qr + Qy)/(pLF) (2.14)

Here, the radiation balance must be positive, as is at times the case during the polar
summer.

The growth of very thin ice rarely exceeds 10cm per day, and for 1 m thick ice
the growth rate is already below 1 cm per day. For the ice thickness /4; to double in
one day, Stefan’s law says that 2aSp = 3h%. If 7; = 10cm the daily mean surface
temperature would need to be as low as —30°C, unrealistically low for a thin ice
sheet. Melting is primarily a surface process and therefore independent of the
thickness of ice. A heat flux of 30 W/m? would melt the ice vertically by 1cm per
day. Such levels are commonly observed for the radiation flux in polar summer.
Oceanic heat flux is typically smaller, of the order of 5 W/m2 in the Arctic Ocean,
but can go up to 30 W/m? in ocean areas around Antarctica as well as in some
smaller seas of the SSIZ (Shirasawa and Ingram, 1997).

In terms of scales, it is safe to conclude that, when ice thickness is 10 cm or more,
it is very unlikely for the thickness to change by more than 5cm in one day due to
thermodynamic effects. In its first winter sea ice grows to 0.5-2 m thickness while in
summer ice melts up to 1 m. Where summer melt is less than the first year’s growth,
multi-year ice fields develop. This is the case in the central Arctic Ocean and in places
in the Southern Ocean, mainly in the Weddell Sea.

The sea ice nomenclature (WMO, 1970) connects thicknesses to types of
undeformed ice as discussed in Section 2.1. New ice forms grow up to 10cm,
young ice is 10-30cm, and first year ice is divided into thin (30-70 cm), medium
(70-120 cm), and thick (greater than 120 cm) categories. Undeformed first-year ice
can be as much as 2m thick, while the equilibrium thickness of undeformed multi-
year ice is 3—4 m (Maykut and Untersteiner, 1971). The terminology is based on ice
conditions in the Arctic seas; it is not fully used in subpolar regions because of
inconsistencies in the use of common language: for example, in the Baltic Sea, the
thickest ice could be “thin first-year ice”, and ““young ice” could be several months
old and as old as any ice there. It is therefore preferable to give the numerical value
of thickness.
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Mechanical growth

Mechanical deformation produces ice types with a range of thicknesses. The timescale
of changes is short. These changes are asymmetric in that, while mechanical increase
of ice thickness takes place, existing deformed ice is not undone mechanically but
may disappear only due to melting. This also means that transforming kinetic energy
into potential energy in deformation is irrecoverable, in contrast to ocean dynamics.

Thin ice usually undergoes rafting in compression (Figure 2.11). A theoretical
formula for the maximum thickness of rafting ice is (Parmerter, 1975):

14.2(1 — %) o?
hy = —a 7 (2.15)

where o, is the tensile strength of the ice sheet, a representative value being 0.65 MPa
(Mellor, 1986). This gives h,, = 15-20cm. In single rafting the local thickness is
doubled. Several layers of rafted ice have been documented (Palosuo, 1953; Bukhar-
itsin, 1986). As the ice thickness increases, bending moments as a result of overriding
become so large that small pieces break off and start to form hummocks and ridges.
When thin ice is compressed against thick ice (in particular, at the fast ice boundary),
jammed brash ice barriers form. Contrary to other deformed ice types, these barriers
may loosen when the compressive force ceases. Working with predominantly very
thin ice, the rafting process would need particular consideration.

Figure 2.11. Thin ice sheets undergo rafting in compression. The width of the interlocking
fingers in the picture varies between 1 and 10m.
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Hummocking accumulates ice blocks into layers several times the thickness of
the original ice sheet (Figure 1.2). The thickest forms of drift ice, ridges, may be up to
50m thick. Fresh hummocks and ridges contain voids (20-40%) between the ice
blocks. In cold conditions a consolidated layer grows down from the sea surface
level. Thus the ice volume is 0.6—1.0 times the thickness, depending on the degree of
consolidation.

Example (piling) Piling uniform-sized balls on top of each other results in open
and closed locked packings of 7/6 ~ 0.52 and /2 - 7/6 ~ 0.74, respectively. Experi-
ence shows that, piling chopped firewood by randomly throwing one piece on top of
another, porosity will be about 1/3. The closed packing of balls and random
firewood piling are well within the range of the observed porosities of hummocks
and ridges. [ ]

Observations

The mean sea ice thickness is 2-8 m in the Arctic Ocean. It is lower in the Eurasian
Shelf and it is at its highest off northern Greenland and the Canadian Archipelago
(Figure 2.12). Distribution is strongly influenced by the drift of ice. Without
dynamics the thickness would be more or less symmetric around the North Pole,
but due to ice transport it is lowest (about 2m) on the Siberian Shelf and 3m or
more in the Beaufort Sea. The highest thicknesses, averaging 8 m, result from the
mechanical deformation of ice.

At a smaller scale, the mean thickness may vary a lot. A good illustration is
provided by upward-looking submarine sonar data (Figure 2.13). Most of the
thickness section is quite heavily deformed, which is typical for the Greenland Sea
ice conditions. In this section ridge keels penetrate 10-20m beneath the sea level
(there are five ridge keels for this 2-km section). Rothrock (1986) shows a thickness
section from the Beaufort Sea with a correlation length scale of the order of 1 km; the
standard deviation was 2.4m and the average was 3m.

2.3.2 Measurement methods

To obtain thickness information is very difficult. A lot of effort has been put into this
problem in sea ice remote sensing (e.g., Rossiter and Holladay, 1994; Wadhams,
2000). A good solution still does not exist—a major barrier to the progress of
knowledge in drift ice dynamics. The basic techniques of sea ice thickness
mapping are listed in Table 2.2.

Drilling is the traditional way of determining ice thickness, a direct measurement
but not feasible for mesoscale or large-scale monitoring. One specific methodology
for thickness mapping is recording from a ship (ice-breaker) the thickness of over-
turned ice blocks (Overgaard et al., 1983). Upward-looking sonar systems are con-
sidered the best method for ice thickness mapping by remote sensing. They measure
the draft, which provides a very good estimate for total thickness. They are however
restricted by their high instrumental and logistics costs, and the unavailability of
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Figure 2.12. Mean sea ice draft in the Arctic Ocean based on submarine data. Since
Archimedes’ law states that 89% of the ice sheet is beneath the sea surface, the mean sea
ice thickness is obtained by multiplying these draft numbers by 1.12.

Reproduced from Bourke and Garret (1987), with permission from Elsevier.
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g
Figure 2.13. A section of the ice draft profile in the Greenland Sea from submarine sounding.
Reproduced from Wadhams (1981), with permission from the Royal Society of London.

Table 2.2. Methods for sea ice thickness measurement.

Method Quality Comments Reference

Drilling Excellent ~ Laborious Traditional

Submarine sonar Good Access problems Williams et al. (1975)
Bottom-moored sonar Good Non-real time Vinje and Berge (1989)
AEM Good Large footprint Kovacs and Holladay (1990)
Thermal mapping Fair Thin ice OK Steffen and Lewis (1988)
Airborne laser Fair Sea ice ridges OK Ketchum (1971)

GPR Poor Problems with brine  Rossiter et al. (1980)

SAR Poor Ice types only Kwok et al. (1992)

Passive microwave Poor Ice types only Gloersen et al. (1978)

real-time data. Submarine sonars have been routinely used since the 1950s (Lyon,
1961) but their data are normally classified (Figure 2.13 shows an example). Bottom-
moored sonars were developed in the 1980s for ice thickness mapping (Vinje and
Berge, 1989).

The airborne electromagnetic method (AEM), originally developed for ore
prospecting and geological surveys, was introduced in the late 1980s for sea ice
thickness mapping (see Rossiter and Holladay, 1994). By emitting electromagnetic
fields at frequencies of 1-10kHz, eddy currents are generated in the conductive
seawater. These currents generate a secondary electromagnetic field, and,
measuring this field at the receiver, the distance to seawater can be determined.
Measuring the distance to the sea ice surface by an altimeter, the sea ice thickness
is obtained. AEM is a logistically feasible way for reliable and quick ice thickness
mapping. It also provides line data with a fairly large footprint, of the order of the
flight altitude (30—100 m). The accuracy of results depends on the inversion model
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Figure 2.14. AEM calibration for ice thickness in the Baltic Sea, March 1993. The vertical
bars show drilling data, dark and light-shaded areas show inversions with one- and two-layer

models, respectively (the footprint is 100 m).
From Multala et al. (1996).

used (Figure 2.14), since by adding layers a more realistic conductivity distribution
can be taken for the ice. Recently surface-based or shipborne EM systems have been
introduced (Haas, 1998).

Thermal infrared mapping can be applied to sea ice mapping in cold weather
because the surface temperature of sea ice and the eventual snow cover on top
depend on the structure and thickness of the ice and snow. It works well for ice
thinner than about 50 cm when the air temperature is less than —5°C (Steffen and
Lewis, 1988). Airborne laser profilometers give the upper surface topography (quite
widely used since 1970). In principle, surface elevation can be interpreted for total ice
thickness using Archimedes’ law, but the measurement accuracy and snow cover
cause severe problems. However, sea ice ridges are shown in surface topography
profiles and constitute the principal aim of laser surveys.

Microwave sea ice mapping is carried out by ground-penetrating radar (GPR),
synthetic aperture radar (SAR), and the (passive) radiometer. They are widely used
for sea ice mapping but provide only poor results for ice thickness (Rossiter and
Holladay, 1994; Kwok et al., 1998; Wadhams, 2000). Radar signals cannot penetrate
sea ice because of brine and seawater inclusions: the connection between ice
thickness and backscatter is weak. SAR can detect two to four nominal ice types:
the most promising is ridged ice, because piled-up ice blocks give strong backscatter.
Microwave radiometers (10-100 GHz) can differentiate between open water, first-
year ice, and to some degree multi-year ice (Gloersen et al., 1978; Kondratyev et al.,
1996). On the global scale they are by far the most used for ice information (see
Figure 2.5).

It is clear that no single method is sufficient for ice thickness mapping; rather, a
combination of instruments is needed to cover the whole range from 0-m to 50-m
thicknesses. Satellite-derived thickness information results in poor quality, as it is
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only based on the thermal method or microwaves, both of which are of limited
use.

2.3.3 Ice thickness distribution

Sea ice thickness distribution was introduced by Thorndike et al. (1975). Let
h = h(x,y;1) stand for the actual ice thickness and / represent the ice thickness as
the distribution variable. Recalling the ice function 7, we have I(h;h) = 0if h < hor
1if o> h. In a region Q, the area of ice thinner than or equal to / is:

S(h) = J [1 — I(h;1)]dQ (2.15)
Q
Thus S(0) is the area of open water and S(co) is the total area of Q. The normalized
form TI(h) = S(h)/S(o0) is the spatial ice thickness distribution, analogous to
the probability distribution. The derivative (in the generalized sense) of II,
7(h) = dI1/dh, is the spatial density of the ice thickness. Note: the thickness distribu-
tion was originally (Thorndike et al., 1975) chosen to be continuous from the left
(i.e., S(h) equal to the area of ice thinner than /); here it is continuous from the right
(i.e., S(h) equal to the area of ice thinner than or equal to /). The current way is also
common in probability theory.

The thickness distribution is not continuous everywhere since part of the spatial
density mass is concentrated in open water and in homogenous ice patches. These
discontinuities can be mathematically handled using the delta function 6, defined as
6(s) = 0fors # 0and [*, 6(s)f (s) ds = f(0) for any integrable function f,, and using
the Heaviside function H, H(s) =0 for s <0 and H(s) =1 for s > 0. They are
connected by the generalized derivative dH/ds = é(s). Spatial density can be
written formally as a sum of a discrete part and a continuous part:

n(h) = mb(h—hy) + 7' (h) (2.16)
k

where 7, is the probability of discrete thicknesses /iy, k=0, 1,..., and 7’ is the
continuous component of the distribution. The corresponding (cumulative) distribu-
tion function I1(%) is obtained by replacing § by H and 7’ by its integral I1" in Eq.
(2.16).

The thickness distribution has the following mathematical properties:

(i) TI(0) =1 — 4 and II(cc) = 1 by definition.
(i1) The first moment is the mean ice thickness.
(ii1) The second moment is proportional to the mean potential energy of the ice (see
Eq. 2.2).

There is no simple general form for the distribution function because of the very
large space-time variability of its shape, and therefore discrete histogram approxi-
mations are used. However, the upper tail of the distribution drops exponentially
(Wadhams, 1998). The thickness distribution includes both undeformed and
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Figure 2.15. Observed ice thickness distributions. Left: Fram Strait (Wadhams, 1980a). Right:
Antarctica, Atlantic sector (Wadhams et al., 1987).
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deformed ice but ignores spatial information about the structure of drift ice.
Figure 2.15 shows ice thickness distributions from both polar regions. The multi-
year peak is well developed only in the Arctic Ocean, and there is much less
deformed ice in Antarctica.

2.4 SEA ICE RIDGES

Sea ice ridges are a particular form of deformed ice or pressure ice (Figure 2.16).
They are the thickest ice formations, typically 5-30m, and over large areas their
volume may account for up to about one-half of the total ice volume. In sea ice
dynamics, ridging is the main sink of kinetic energy in deformation due to friction
and production of potential energy (Rothrock, 1975a). They are important hydro-
dynamic form drag elements at the air—ice and ice—water interfaces. In ice engineer-
ing, ridges are of deep concern because (i) they are connected with the highest ice
loads on structures within first-year ice fields, (ii) they scour the sea bottom, and (iii)
they influence on-ice traffic conditions. In situ field studies on the structure of
ridges are made by drilling and sonar, while their spatial statistics are mapped by
remote-sensing methods, primarily airborne laser profilometer, SAR, and submarine
upward-looking sonar.

2.4.1 Structure of ridges

The top part of a ridge is called the sail and the lower part is called the keel. In the
keel there is a consolidated zone that grows downward from the water surface level as
the ridge ages. In the sail and lower keel the ice blocks are loose or weakly frozen
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Figure 2.16. An ice ridge shown in a field photograph (Baltic Sea, March 1988) and in a
schematic cross-sectional diagram.

together. A simple structural model of ridges (Figure 2.16) consists of a triangular
keel and sail, described by the keel depth 7/, sail height A, slope angle ¢, and
porosity ¢. ¢ ~ 30° (keel) or 20° (sail) and ¢ ~ 0.25 (e.g., Timco and Burden,
1997; Kankaanpidd, 1998). The cross-sectional volumes of keel and sail are
hi cot oy and h? cot ©,. A more general model would have a trapezoidal keel. The
structure of a ridge undergoes continuous evolution due to freezing, melting, and
erosion, becoming smoother with time (Figure 2.17).

Ice ridges float according to Archimedes’ law (see Eq. 2.1). The ratio of keel
depth to sail height v = A /h; is obtained from:

(pw — p)hi; cot gy = phs cot o, (2.17)

We have v = 2.8 for ¢, = ¢, and ~ = 3.5 for ¢, = 30°, ¢, = 20°. For multi-year
ridges v =~ 3 but for first-year ice ridges v ~ 4-5 (Wright et al., 1978). The latter case
comes from the keel being steeper than the sail. Wittman and Schule (1966)
presented a triangular keel model with v = 3.3 based on field data. Once the sail
height is known, the total cross-section of a ridge can be estimated as R = k> where
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Figure 2.17. The evolution of the cross-sectional profile of one ridge near Hailuoto Island,

Baltic Sea, winter 1991: I — February, II — March, III — April.
From Leppéranta et al. (1995).

the coefficient k represents all structural parameters. For the Baltic Sea, according to
Leppéranta and Hakala (1992), k ~ 17.

A physical limitation exists for ridge growth (Parmerter and Coon, 1972;
Hopkins and Hibler, 1991). When a ridge has grown to a certain vertical size, the
ice sheet is too weak to penetrate into the ridge, for further growth. It breaks in front
of the ridge, producing lateral growth. This limiting size mainly depends on the
thickness of the parent ice sheet (very few ridges grow to this size). The record
ridge sizes come from the Beaufort Sea (Wright et al., 1978): a floating ridge with
a sail height of 12m and a keel depth of 45 m, and a grounded ridge with a sail height
of 18 m.

In shallow areas where the sea depth is less than the keel depth, grounding takes
place and ridges anchor to fixed ice islands. This is typically observed at the landfast
ice boundary. Grounded ridges serve as tie points to the ice and therefore help the
fast ice boundary to extend farther away from the coast. Grounded ridges, when
moving, scour the ocean bottom, and the keel may penetrate deep, depending on the
bottom material (Blondel and Murton, 1997). As a consequence, pipes laid on the
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floor of shelf waters must be buried deep enough to avoid damage from scouring
keels.

2.4.2 Statistical distributions of ridge size and occurrence

Ridges give an impressive feature to the drift ice landscape (Figure 2.18). The spatial
distribution of ridging is described in terms of their size and occurrence. The first
occurrence data were counts made in reconnaissance flights resulting in a typical
level of 5-10 ridges per km, with a maximum of 20 ridges per km (Wittman and
Schule, 1966). Presently ridges are usually mapped using airborne laser profilometers
for sails (Ketchum, 1971; Hibler et al., 1972; Lewis et al., 1993) and using upward-
looking sonar for keels (Williams et al., 1975; Vinje and Berge, 1989).

A cut-off size, h,, needs to be introduced, since the size of the chosen ridges must
be well above the noise level of the measurement system. Also sails should not be
mixed with snowdrifts. The cut-off sizes have been 1 m (or 3 feet =~ 0.9 m) for sails
and 5m for the keels in the polar oceans, somewhat lower in smaller subpolar basins
such as 0.4m in the Baltic. Independent sails or keels are taken from observed

Figure 2.18. The Gulf of Bothnia in winter (Louis Belanger, according to A.F. Skj6ldebrand).
Travellers crossing a ridged ice field, in a romantic drawing showing the ice landscape in

exaggerated linear dimensions to create a fairy-tale atmosphere.
Reproduced from Etienne Bourgelin Vialart, comte de Saint-Morys, Voyage pittoresque de Scandinavie. Cahier de vingt-
quatre vues, avec descriptions, 1802, with permission of Collections of Museovirasto, Helsinki, Finland.
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surface profiles using the Rayleigh criterion: ridges are taken as the local maxima,
which are greater than the cut-off height and between which there is a local minimum
with elevation less than half of these maxima. The cut-off is more a parameter related
to observational technology than to real ice. Visual counts have given about the
same number of sails as laser profilings. This confirms that the cut-off is well tuned to
reflect how the ice field looks from above, a situation that is also true of the concept
of the significant wave height of wind-driven surface waves.

Ridge size
Sail heights or keel depths follow the exponential distribution:
p(h*5he, A) = Aexp[=A(h" —h))], W™ = he (2.18)

where h™ represents the sail height or keel depth, and X is the distribution shape
parameter. The mean size is simply 4, + A ~! and the standard deviation is A~'. This
distribution was first proposed by Wadhams (1980a) for the Arctic Ocean, and it has
been confirmed several times, for sails in the Baltic Sea (Leppéranta, 1981b; Lewis et
al., 1993) and in the Antarctic (Weeks et al., 1989; Granberg and Leppéranta, 1999),
and for keels in the Arctic by Wadhams and Davy (1986). The first size distribution
was proposed by Hibler et al. (1972) who arrived at a probability density propor-
tional to exp(—h™).

The statistical background of the size distribution can be based on a certain
random hypothesis concerning the probabilities of the different size arrangements
(see Hibler et al., 1972). The exponential distribution comes from assuming that all
height arrangements yielding the same total sum are equally probable. Such a
hypothesis, however, has no clear physical background. Representative values for
the mean sail height and keel depth in the central Arctic Ocean are (h,) ~ 1.2-1.4m
(cut-off 0.9m) and (h;) ~ 8—14m (cut-off 6.1 m) (Hibler et al., 1972). Therefore the
parameter A~! is 0.3-0.5m for sails and 2-5m for keels. In the Baltic Sea the mean
sail height was 0.5-0.6 m (cut-off 0.4 m) in Lewis et al. (1993).

Ridge spacing

Spacings between ridges relate in some way to the size of ice floes, and so we expect
similar statistical laws to apply for them (see Section 2.2). In fact, the first model for
ridge spacings was the exponential distribution (Hibler et al., 1972). It was later
replaced by the logarithmic normal distribution (Wadhams and Davy, 1986; Lewis
et al., 1993), giving the impression that new ridges would be randomly born at any
point between existing ridges. In the seasonal sea ice zone, as in the Baltic Sea, this
may be true. However, in the central Arctic Ocean ridges form in leads, and, in turn,
the birth of ridges therefore follows the distribution of lead spacings and inherits the
logarithmic normal form. The fit is in general not excellent, though, and an attempt
was made in Lensu (2003) to improve the distribution model by including a cluster-
ing effect in ridging. Representative values for mean ridge spacing are 5-10km ' in
the central Arctic Ocean and in the Baltic Sea, but with cut-off sail heights of 0.4m
and 0.9 m, respectively (Hibler et al., 1972; Lewis et al., 1993).
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The inverse mean ridge spacing p is called the ridge density and is equal to the
mean number of ridges per length. It depends on the cut-off size. So, assuming the
exponential distribution for ridge size, we have:

M(hc2) = exp[_)‘(hd - hcl)]lu’(hcl) (219)

With regard to the two-dimensional aspects of spacing, deviations from isotropy
occur as one would expect (e.g., Mock et al., 1972; Leppdranta and Palosuo,
1983). However, isotropy has so far been the main working hypothesis. It simply
leads from one to two dimensions through (Mock et al., 1972):

Q oo

$=5h (2.20)

where Ly is the total length of ridges in the horizontal area S. For anisotropic cases
this equation has been found reasonable when using the directionally averaged ridge
density parameter.

2.4.3 Ridging measures

The ridge size and spacing distributions can be combined to form a measure of
ridging intensity. Two natural measures arise: x(h*) and p(h*?). The first is dimen-
sionless and describes the sum of sail heights or keel depths per unit length (with sails
it is also proportional to the acrodynamic form drag of ridges: Arya, 1975). The
second has the dimension of length and is proportional to the mean thickness of
ridges, hg. This quantity and the areal concentration of ridges (Sz/S) are:

us Sg 7

hg = §M<R>7 S §U<bR> (2.21)

where by is the ridge width. If only sail data exist, the cross-section and width
of ridges are approximated by R~ kh’ (then hg :%wuldhf}) and by =
2~hgcot pr. Hibler et al. (1972) used the formula hp = 107w</1%>(k:20) to
estimate the volume of ridged ice in the Arctic Ocean, while Leppdranta and
Hakala (1992) obtained k = 17 in the Baltic Sea. The volume of ridged ice is
typically 10-40% of the total ice volume (Hibler et al., 1974b; Mironov, 1987;
Weeks et al., 1989; Lewis et al., 1993; Granberg and Leppéranta, 1999).

Example In approximate terms, by ~ 2v/3h; and R ~ hi\/3. Then Sr/S == Suhy
and hg ~ 3uhi. For representative values, taking i, ~ 7.5m and p~ Skm ™' gives
Sr/S =19% and hp = 84cm. These numbers characterize a moderately ridged
Arctic region. [ ]

In order to describe ridging properly, one needs at least three parameters: the cut-off
size, the mean size, and ridge density. The cut-off size is a free parameter that needs
to be “tuned” so that ridge statistics agree with the appearance of the ice field. These
parameters can be used to obtain a ridging intensity measure, but the relationship
cannot be inverted to obtain the ridge size and spacing from the intensity. However,
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Figure 2.19. Ridge sail height vs. ridge density in different seas. Cutoff is 1 m.
From Dierking (1995), Granberg and Leppdranta (1999), Lytle and Ackley (1991), and Wadhams (1981).

there are regional regularities (Figure 2.19). In the central Arctic Ocean the size and
density of ridges are correlated (Wadhams, 1981), while in the Weddell Sea the mean
ridge size shows very small variations and could therefore be considered fixed
(Granberg and Leppdranta, 1999). The latter case also holds in the Baltic Sea
(Leppiranta, 1981b).

Example (Leppdranta, 1981b) In the Baltic Sea the average sail height is nearly
constant, about 20cm above the cut-off height of 40 cm. The ridge density alone
provides a good estimator of the volume of ridged ice: in quantitative terms
hp=22 cmz,u- 10* +27% (i.e., on average one ridge per kilometre accounts for
2.2cm in ice thickness). [ |

2.4.4 Hummocked ice

Not all mechanically deformed ice appears as ridges: in places irregular, hummocked
ice fields with no regular geometry are found. Their thickness is less than that of
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ridges but greater than that of undeformed, level ice. Their existence is well known to
ice-breaker captains, who consider them a nuisance because they may be hidden
beneath the snow cover. Not many direct measurements exist about the spatial
distribution of the thickness of hummocked ice. Such a field may be described by
the mean and standard deviation of the thickness.

One way to estimate the volume of hummocked ice is to first consider the
observation that the exponential distribution for ridge size holds for any manageable
cut-off size. This suggests the following hypothesis: The exponential form can be
extrapolated down to a zero cut-off height, but at some non-zero level the ridges lose
their ridge-like form, corresponding to the visual appearance of the ice field. The
“ridges” beneath a well-chosen cut-off height are then taken to represent
hummocked ice. Without any model for the geometry of hummocks, this extrapola-
tion allows us to determine their total volume or the mean thickness /,,:

hh _ l _ 2
P exp(—=Mi)[1 + (M.)7] (2.22)

In most ridge observations M, ~ 1, and therefore hy,/(hy, + hg) ~ . Knowing the
volume of hummocks is enough for ice budget calculations but it would be
desirable to break it down into mean physical thickness and areal concentration.
This would need a geometrical model of hummocked ice.

2.4.5 Total thickness of deformed ice

The mean thickness of deformed ice finally reads:
hd = hh + hR (223)

The spatial distribution of ridges has been traditionally described in terms of areal or
volume fraction. Wittman and Schule (1966) reported that in the Canadian Basin the
average areal fraction of pressure ice is 0.13-0.18 with a maximum of more than 0.5
in heavy-deformation zones, while according to Kirillov (1957) in the Kara Sea the
average volume fraction is 0.28 with a maximum of 0.39.

The degree of ridging and hummocking has also been described by an index
from 0 to 5. This index is roughly proportional to the total thickness of deformed ice,
with the full level 5 corresponding to /,/h, ~ 1.5-2.5, where &, is the thickness of
undeformed ice and h; = h, + h; (Gudkovic and Romanov, 1976; Appel, 1989).

Example (Kirillov’s formula) Kirillov (1957) made the following assumptions for
ridges and hummocks: triangular sail and keel cross-sections, /. /h; = 3, on average
hy = h,, and ¢ = 0.3. Then h,/h, = 2.0 - Sx/S. Thus observing the area of deformed
ice provides an estimate for its volume. [ ]

2.5 DRIFT ICE STATE

In the continuum dynamics of sea ice, an ice state J must be defined. It is the set of
the material properties of drift ice necessary to solve the dynamics problem. In
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practice there are observational limitations: although the horizontal properties such
as ice compactness and floe size can be easily mapped from satellites, ice thickness is
very difficult. As the number of properties included in J is defined as N we speak of
an N-level ice state. Most work in continuum sea ice dynamics has been done by
assuming that the ice thickness field is sufficient to describe the state of drift ice.

The first approach is to define ice categories as the ice state variables. Normally
these are chosen to be manageable observables, meaning that the ice state is largely
based on the information provided by routine ice charting systems. Recall the
function ““ice”, I, from Eq. (2.4). In a low-level approach it is necessary to define
generalized ice compactness and mean ice thickness:

A(hy) = S“J 1(x,y; hy) dQ (2.24a)
Q
(o)) =57 | W1, ysh) 492 = (ho) ) (2.24b)

where (h;(hy)) is the mean ice floe thickness over the subregion QN {h > hy}. These
quantities ignore all ice thinner than /,. Very thin ice does not give significant
resistance to deformation, and it is preferable to exclude this from the mean
thickness for the strength estimator. On the other hand, in remote sensing very
thin ice is not well detected, and consequently A (k) corresponds better to initializa-
tion and validation data. The areal fraction 1 — A (/) is the concentration of open
water and thin ice; ice only grows there thermodynamically. The argument /, is no
longer shown below but any category may be chosen conditional on /& > k.

J ={A} or J = {{h)} are natural one-level ice states but they are not frequently
used because of too limited information. The minimum feasible ice state is their
union, which is in fact the very widely used two-level ice state (Nikiforov, 1957,
Doronin, 1970):

J = {4, (h)} (2.25)

or since (h) = A(h;), the state J = {4, (h;)} has the same information.
For three-level ice states, the decomposition of ice into undeformed ice and
deformed ice (Leppdranta, 1981a) is often used:

J={A,hy hy} (2.26)

The thickness of undeformed ice changes thermodynamically, while undeformed ice
is dynamically transformed into deformed ice. Lu et al. (1989) used another three-
level system: ice compactness, first-year ice, and multi-year ice. The timescale was
less than 1 month, and therefore these ice categories were independent but very
useful for modelling dynamics because of their different thicknesses. Mechanical
deformation may then be correctly limited to first-year ice only.

The ice category approach can be extended to multi-level ice states
J ={4,j1,)»,j3,---}. Additional, reasonable, new ice categories are introduced
based on their dynamical significance and observability (Haapala, 2000). With a
morphological model, more information can be extracted from one category.
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Leppédranta (1981a) decomposed deformed ice into density and size of ridges, these
being controlled visually or with a laser profilometer.

The second approach is to take the thickness distribution for the ice state. The
question then becomes: How many levels are needed or, in other words, what is the
necessary or convenient resolution of the distribution? The thickness classes are
fixed, arbitrarily spaced, and their histogram contains the state variables:

J ={my, T, 72, }, Zﬂk =1 (2.27)
k

In low-level cases this is a very crude system in which the actual ice thickness
information can easily disappear. Hence, the approach based on ice categories is
preferable. The two-level state based on the thickness distribution is not the same as
the two-level state based on the ice categories, since in the former case the thickness
(or rather the thickness band) is fixed. In new, growing ice, it would need to spread
evenly all over the ice band, far from what really happens.

Consequently, when choosing the thickness distribution for the ice state the
number of thickness classes should be large (of the order of ten). For such a
number of levels, the ice category approach becomes cumbersome and the
thickness distribution approach becomes preferable.

Example 1f there are no thermodynamic changes and mechanical changes only
concern ice compactness, the two-level ice category and thickness distribution
approaches overlap. The former is J = {4, (h;) = constant} and the latter is
J={my, m =1—m} (i.e., only my = A changes). [ |

Also, a combination can be worked out to add more observability to the thickness
distribution. One possibility is to divide the thickness distribution into two parts:
undeformed and deformed ice. This would allow us to differentiate thermal ice
growth from mechanical ice growth.

In principle, the horizontal properties of ice floes can be added to the ice state in
a similar way to thickness. Floes possess size and form, and size at least shows
statistical regularity (see Section 2.2). In the continuum dynamics of sea ice, floe
information has been used only in floe collision models (Shen et al., 1986), there
taken as uniform, circular disks.

Beginning with sea ice in the world ocean, sea ice types, and sea ice observation
systems, the geophysical medium of drift ice has been introduced in this chapter. The
medium consists of ice floes, and is regarded as a continuum over length scales much
greater than the typical size of floes. The relevant properties of the drift ice
continuum for its dynamics are mainly ice compactness and thickness, which vary
largely in time and space. The last section presented the concept of an ‘“‘ice state”,
which contains information about the drift ice field necessary to understand and
model its dynamics. In Chapter 3 observations about the kinematical properties of
the drift ice medium are presented.
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Ice kinematics

3.1 DESCRIPTION OF ICE VELOCITY FIELD

This chapter deals with the methods, data, and physics that relate to sea ice kine-
matics. It begins with a mathematical description of the two-dimensional motion of a
rigid body and a continuum. Then observations of two elements of sea ice kine-
matics—drift and deformation—are given and analysed using the mathematical
techniques presented. The kinematics approach is unique in allowing stochastic
modelling, which is treated in the third section. In the last section, the ice conserva-
tion law is derived for the ice state, linking the ice state from Chapter 2 to its
mechanical changes due to kinematics.

In ice kinematics the properties of the velocity field are examined, considering
also the correlation of ice velocity with wind and currents. The outcome provides
answers to such questions as: How long does it take for the ice to go from point A to
point B? What is the typical ice velocity range in a certain sea area? How does the
separation distance between two floes evolve? What does the ice velocity spectrum
look like? Kinematics data are used in stochastic drift modelling and form the basis
in the construction and validation of dynamical sea ice models as well.

Sea ice floats and drifts on the Earth’s sea surface, taken as the sphere of radius
r, = 6,370 km. The natural co-ordinates are the zenith angle Z (latitude is equal to
/2 — Z) and the azimuth (longitude) A. A local Cartesian co-ordinate system with x,
v, and z for the east, north, and upward co-ordinates is usually considered, with the
sea surface as the zero reference level; the unit vectors in x, y, and z directions are , j,
and k, respectively. The motion of sea ice takes place in the three-dimensional world,
but it can be treated as a two-dimensional phenomenon on the sea surface. The ice
velocity is then given by a two-dimensional vector function of time and the horizontal
co-ordinates u = u(Z, \; t) or, as is more usual, in a local Cartesian system:

u=u(x,y;t) (3.1)
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Fridtjof Nansen (1861-1930, second from left), a Norwegian polar explorer, with Fram in the
background. He was the leader of the Fram expedition (1893-1896), which drifted across the
Arctic Ocean. He was the first to collect sea ice and oceanographic data from the central Arctic
Ocean. He showed that the ice drift follows the wind with angular deviation in direction and
that the ice flows out to the North Atlantic from the Arctic. Nansen was given the Nobel Peace
Prize in 1922 for his help with refugees after the First World War. The photograph is from his
book Fram over Polarhavet published in 1897 (Finnish translation, 1954).

with u and v, respectively, as the x- and y-components. This is true for two reasons:
first, ice lays on the sea surface and does not possess a vertical velocity component;
and, second, ice floes move as rigid pieces and the horizontal velocity is independent
of the vertical co-ordinate. In exact terms, with respect to the Earth, the vertical
velocity is not zero but given by the boundary condition w(x,y) = 9¢/0t, where £ is
sea level elevation. The slowly changing sea level does not cause any significant
inertial effects on sea ice motion. Then there are small vertical displacements of
ice blocks during pressure ice formation; they will be obtained from the ice con-
servation law presented in Section 3.4.

3.1.1 Motion of a single floe

The dynamics of a single ice floe is examined using classical rigid body mechanics
(e.g., Landau and Lifschitz, 1976). This motion has three degrees of freedom



Sec. 3.1] Description of ice velocity field 47

Figure 3.1. Motion of a single ice floe: translation velocity U and angular velocity w around
the mass centre C.

consisting of the translational motion U = (U, V') and the rotation rate w (positive
anticlockwise) about the vertical axis (Figure 3.1). Let r stand for the radius vector
from the mass centre of a floe. The velocity at r is:

u=U+uwkxr (3.2)

For a circular floe with radius R, the translational kinetic energy is n|U|?/2 and the
rotational kinetic energy is m(wR)? /4, their ratio being 2|U|*/(wR)?. Therefore, if a
1-km size floe translates by 10cm/s the rotation rate must be v2 x 107 *s7! =
29°h~! for the energies to be equal. Such rotation would be exceptionally fast.
Because of the low rotational energy, it is normally sufficient to consider transla-
tional velocity only.

In a granular ice flow, each floe has its own translational and rotational
velocities. As long as there are enough free paths around floes, they drift indepen-
dently and each floe has its own translation and rotation. When free paths disappear,
floes join into larger and larger groups. Their interaction by collisions and overriding
begins, and the motion of such a set of ice floes is described using purely statistical
drift models, granular flow models with individual grain interactions, or continuum
flow models.

3.1.2 Continuum deformation

When the size of drift ice particles becomes one order of magnitude larger than the
floe size, continuum approximation may be used for the kinematics (see Section 2.2).
The continuum approach averages the movements of individual floes to the
continuum length scale; the resulting velocity field needs to have continuous
spatial derivatives to at least second order. The mathematics of general continuum
kinematics is presented in detail by Mase (1970) or Hunter (1976), among others.

Strain and rotation

The motion of a drift ice continuum can be decomposed into rigid translation, rigid
rotation, and strain. In a horizontal flow, translation has two horizontal components
and rotation has one component around the vertical axis, like a rigid single floe.



48 Ice kinematics [Ch. 3

~
~

A <
1 1
1 1
> K|
1 1
1 1
= <
1 1
- .
; a
— —
ALy/Ly >0 AL Aly/Ly <0 AL
/////
//// /
/ / [T~
/ / 5

/

/ / / /
o / w! /
=/ ] /
/ J / /
/ - // //

\\\ /
-~
T(ALy /Ly + ALy/Ly) = a T(ALy /Ly — ALy /Ly) ~ w

Figure 3.2. Strain modes and rotation, and their measures: upper graphs, extension and
contraction; lower graphs, shear and rotation (here clockwise, w < 0).

Strain represents the physical deformation of continuum particles (Figure 3.2). There
are three different modes of strain: tensile strain or extension, compressive strain or
contraction, and shear strain. The first two modes are normal strains (with opposite
signs) that change lengths, while shear strain changes the shape of particles. A tensile
strain of 1% means that the material has lengthened by 1%, a compressive strain of
1% means that the material has shortened by 1%, and a shear strain of 1% means
that a right angle in the material configuration has changed by 0.01rad = 0.57°.
Finally, a rotation of 1% corresponds to a counterclockwise rotation of the
particle by 0.01 rad = 0.57°.

Strain and rotation are tensors. Let X stand for a reference configuration of a
material particle and consider its change represented by a mapping X — x (i.e.,
x = x(X)). Removing the pure translation, the change is given by the displacement
gradient V = F — 1, where F = Vx = (0x;/0X;) and I = (¢;;) is the unit tensor (e.g.,
Hunter, 1976). In small-deformation theory (|¥]| < 1) the displacement gradient
contains the strain ¢ and the rotation ®, given by its symmetric and antisymmetric



Sec. 3.1] Description of ice velocity field 49

parts. Respectively: € :%(V—F VT) and o = %(V — VT), where the superscript T
stands for the transpose.

Strain rate and vorticity

Let us consider a drift ice field moving with velocity u, consisting of a rigid transla-
tion velocity and a differential velocity. The latter is given by the velocity gradient
Vu, where V is the two-dimensional gradient operator V =id/dx + jo/0y. The
velocity gradient is a dyadic (i.e., a second-order tensor with four components):

[owox oty

The displacement during a time interval 6¢ equals u 6¢. The normal strain along the

x-axis is then:
AL, Ou 1 Ou

Vu = (3.3)

Dividing by é¢, the rate of normal strain along the x-axis becomes du/0x. Treating
the other components in a similar way, it is seen that the velocity gradient is exactly
the rate of the displacement gradient. Consequently the symmetric and antisym-
metric parts of the velocity gradient tensor:

¢=de/dt =1 [Vu+ (V)" (3.4a)
o = do/dt =1 [Vu— (Vu)'] (3.4b)

are the strain-rate and rotation-rate, or vorticity, tensors, respectively, and
Vu = ¢ + ®. Their dimension is 1/time, and their inverses thus define the timescales
of strain and rotation.

The strain-rate tensor has three independent components:

_ Ou
Exx—a
AR AR :
) ov
5"}}’:3_)/

The strain rates €., and ¢, are the normal strain rates in the x- and y-directions, and
€y, 18 the shear strain rate of squares aligned with the x- and y-axes. The total strain
rate, taken as the norm of the strain-rate tensor, is the square root of the sum of

squares of all its components, [¢] = /3, + €3, + €5, +€7,. The magnitude of the

drift ice strain rate is typically 10 ®s ™", ranging from 10 s~ in active marginal ice
zone (M1Z) dynamics (Leppédranta and Hibler, 1987) to 10775~ in the central Arctic
Ocean (Hibler et al., 1973). Note that 10 °s™' = 0.36% h ™' = 8.64% per day.
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Strain rates of 107’~10>s~! correspond to a timescale of 1-100 days. For
€.y =constant, the line length becomes L = Ljexp(é,.f), and thus the inverse
normal strain rates |¢,| ' and \5'”|’l are equal to the e-folding times of the corre-
sponding line lengths. For €,, = constant, the angles of a square aligned with x- and
y-axes change by arctan(|é,,|t), and thus |5“| equals the time when they have
changed by 45° (note that two angles decrease and two angles increase this amount).

Example For a numerical illustration, take the strain-rate magnitude as 10 ®s™!
The deformation timescale is 10 days. Then, &,, = 10 ®s™' means that a 10-km
line opens in the x dlrectlon by lcem/s ~ 1km/day and €., = 10771 (e.g.,
Ou/dy = 81)/8)( = 10 ~1) means that a right angle in x- and y-axis orlentduons
closes by 107 %s !~ 5° per day. [ |

In a two-dimensional flow, vorticity has only one independent component:

Wiy = wyy =0
; @ o\ _ (3.6)
=3\ ax  ay x

The component w,,,, denoted usually by w, is the vorticity about the vertical axis, and
for a rigid field it is the same as the rigid body rotation rate. A typical magnitude of
drift ice vorticity is 10 ®s™'=0.2°h~" = 5°d~!, which corresponds to rigid rotation
progressing as wr. At time &' the rotation has progressed by 1rad and at time
2mo ! & 63 days one cycle has been completed.

The principal components or the eigenvalues of the strain-rate tensor are
obtained from the eigenvalue equation det(¢ — AXI) = 0, where det is the determinant.
The directions of the principal axes are obtained from the eigenvector equation
(¢ — AI) - A = 0, usually normed to A = 1. In two dimensions there are two eigen-
values €1, €, and two corresponding eigenvectors:

ga=Ltrét /(A tre)® —4dets (3.7a)
9 = arctan(gl__g’“), = Ty 9 (3.7b)
Exy 2

where tr stands for the trace, and ¢; and ¥, are the eigenvector directions; the
eigenvalues are chosen so that £; > &,. In the principal axes co-ordinate system
the normal strain rates are ¢, and ¢,, and the shear strain rate is zero. If €,, = 0,
then €., and ¢,, are the principal values and the x- and y-axes are the principal axes.
The particular case ¢, = ¢,, and ¢,, = 0 is spherical deformation. Then, the eigen-
values are €; = ¢, and the orientations of the principal axes are arbitrary.

A two-dimensional tensor has two invariants that contain information about its
frame-independent properties. The principal values are such invariants, but normally
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their sum and difference are introduced for the analysis of a strain-rate tensor:

Gl =&+ & = trE=Ey 46y, (3.82)

tn=é - e = [ (rd)? - ddeté = /(6 —¢,) 14, (3.8b)

The first invariant equals the divergence (tr&é = V - u), while the second invariant is
twice the maximum rate of shear. Note that shear deformation on a square depends
on the orientation. For a square aligned with the principal axes, there is no shear,
and for a square oriented 45° to the principal axes, shear is at an extremum, +éyy/2.
Positive shear strain means closing the right angle, while negative shear strain means
opening it.

The mode of deformation can be thought of as a vector (¢, y;) in the upper half-
space. The proportions of normal and shear deformation are specified by the vector
direction ¢, tan = épy/é1, 0 < ¢ < 7 (Thorndike et al., 1975). The angles p = 0,
¢ =7/2, and ¢ = 7 correspond to pure divergence, pure shear, and pure conver-

gence, respectively. Note also that |&| = y/£7 + €3, such that the length of the vector

(é1, én1) provides the magnitude of the total strain rate.
Another useful representation of the strain rate is its decomposition into
spherical and deviatoric parts:

=i +é =(Rue)+é (3.9)

The spherical part includes pure compression/dilatation, and the deviatoric part
includes pure shear deformation.
There are five specific simple deformation cases:

(1) Spherical strain: € = &;.
(ii) Pure shear or incompressible medium: ¢ = &', ¢, = 0.
(iii) Uniaxial tension (compression): €y > 0 (€xx < 0), £, = €y, = 0.
(iv) Uniaxial shear: £y, = &, =1 0u/0y, éxx = €,, = 0.
(v) Zonal flow: 9/0y = 0; that is, éx, = Ju/0x, €y, = % Ov/0x, €,, = 0.

Sometimes it is useful to work with curvilinear co-ordinate systems, in particular
with spherical co-ordinates on the Earth’s surface (r = constant = r,). The strain-rate
tensor is then:

1 Ouy, . 1 Ou,y cotZ

22T 0z M Trsinzox
1 1 Ouy cotZ 1 0u,

273 ( snzZ o T +r€az)

(3.10)

where Z is zenith angle and ) is longitude. In flows with zonal invariance the
derivatives 9/0\ are neglected. The curvature effects are then represented by the
terms with cot Z.
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The deformation of drift ice is particularly asymmetric: leads open and close,
pressure ice forms but does not “unform”. In pure shear ¢, =0 and &; = —¢,.
This results in opening along the first principal axis and closing along the second
principal axis being equal in magnitude. If compactness is initially 1, the total
opening will be ¢; and the pressure ice production will be —é,. Therefore, it is
necessary to construct a function to describe opening and ridging in a given deforma-
tion event.

Example: estimation of the strain rate and vorticity from drifter data (Thorndike and
Colony, 1980; Leppdranta, 1981b) Drifters! are usually irregularly scattered in the
study region. Assuming a continuum ice flow, the Taylor formula can be used for the

velocity field:
Ou ou
> =u(0,0 —(0,0 —(0,0)+ R
u(x,y) = u(0,0) +x o= ( )+y3y( )+

where R is a residual of the second order. With at least three drifters, we can use
linear regression and the above formula to obtain velocity derivatives. With more
than three drifters, an estimate of the goodness of fit is obtained for the linear strain
field. In a similar fashion, the three second-order derivatives can be added to the
Taylor formula. To estimate all, three more drifters are needed. [ ]

3.2 OBSERVATIONS

3.2.1 Methods

Drift ice kinematics has been mapped in three different ways. A drifter tracks the
trajectory of the floe on which it has been deployed, and imaging airborne or space-
borne remote-sensing methods provide displacement fields from sequential mapping.
A more recent development is acoustic remote sensing from fixed moorings beneath
the ice. The drifter and imaging methods are Lagrangian, while the acoustic method
is Eulerian.?

The drifter method dates back to the drift of Fram in the Arctic Basin (Nansen,
1902), followed by Jermak and Maud in the Arctic and Deutschland in the Antarctic.
The Soviet North Pole station programme commenced in 1937, with annual stations
drifting from the North Pole to the Greenland Sea. In the 1950s and 1960s much
research was carried out on Ice Island T-3, also known as Fletcher’s Ice Island,
drifting in the Beaufort Sea (e.g., Hunkins, 1967). Since the 1970s, automatic
tracking methods have been available. Argos buoys (Figure 3.3) have produced an

! Sea ice kinematics is traditionally mapped using drifters, buoys or research stations anchored
into the ice.

2In the Lagrangian approach the paths of physical ice floes are monitored, while in the
Eulerian approach instantaneous velocities are observed at fixed points in space. This
terminology comes from the Lagrangian and Eulerian formulations in fluid dynamics (e.g.,
Li and Lam, 1964).
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Figure 3.3. Deployment of an Argos buoy during the Ymer-80 expedition, July 1980, north of
Svalbard. Argos buoys have provided fundamental knowledge about sea ice drift climatology
in the polar oceans.

extensive data set of the ice kinematics in the Arctic Basin, with a positioning
accuracy of 500m (Thorndike and Colony, 1982). The temporal resolution of the
traditional drifter method was at best one to five cycles per day, but spatial informa-
tion was quite limited.

In the 1960s, the mapping of differential ice velocity began at distances of
10-100 km around the ice camps. The first field experiment on sea ice deformation
was made in 1961 in the central Arctic Ocean by monitoring a rectangle with sides
75-100 km in length (Bushuyev et al., 1967). By closing up the scales to less than
10 km, a high degree of accuracy was needed. The methods used included theodolites
(Legen’kov, 1977), laser geodimeters (Hibler et al., 1974b; Leppiranta, 1981b), and
microwave transponder systems (Leppédranta and Hibler, 1987). Currently, the GPS
(global positioning system) is the best way to monitor ice kinematics. The accuracy is
excellent, down to metres, and the only limiting factor is spatial coverage, or how
many drifters are deployed. Leppédranta et al. (2001) reported using GPS in a coastal
sea ice dynamics experiment, where buoy monitoring and data transmission were
performed using the local mobile phone network.

The principal properties of a drifter system are positioning accuracy (6x) and the
measurement time interval (67). From a practical point of view the cost of a single
drifter and the realization logistics must also be considered. Taking the positioning
error as white noise with variance o, the velocity error in first-order differentiation
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becomes blue noise” with the variance spectrum o(1 — cos A) /7, 0 < A < 7 (where A
is given in radians and 6t is the time unit). The temporal resolution of a drifter system
may be taken as the frequency at which real variance is twice the noise level. At the
10-km scale the variance magnitude of sea ice velocity is 1 (cm/s)?. Therefore, to
resolve the deformation up to 1 c.p.h. (cycle per hour) the positioning accuracy must
be 10m or better.

Example The Argos system is simple to use and reliable, but the disadvantages are
the cost of drifters, low accuracy (500 m), low data transmission rate (a few hours
time interval), and as a consequence low temporal resolution. Let us take 6t = 3h
and let the variance of the position error be s> = (250 m)? (accuracy represented
as 2s). Estimating the ice velocity by first-order differentiation of the drifter
positions, the total variance of velocity error is then 2s2/612 ~10.7 (cm/s)* and
the Nyquist frequency is (6 h)~'. Integration of the spectral density shows that, for
frequencies lower than 1c.p.d. (cycle per day), the total variance is 0.27 (cm/s)2 (i.e.,
the standard error in these low-frequency displacements is 450 m per day). [ |

Sea ice velocity can be extracted from sequential remote-sensing imagery by identify-
ing ice floes and then determing the distance travelled (Figure 3.4). This was first
done manually using optical imagery (e.g., Gorbunov and Timokhov, 1968; Hibler et
al., 1975; Muench and Ahlnds, 1976). Imaging radars are very good at ice velocity
mapping because of their high resolution and weather independence. In particular,
along with data obtained by synthetic aperture radar (SAR) satellites, automatic
algorithms have been developed based on cross-correlation or feature tracking
(Fily and Rothrock, 1987; Vesecky et al., 1988; Kwok et al., 1990; Sun, 1996). Ice
kinematics products have been among the most useful outcomes from SAR satellites.

More recently algorithms have been developed to extract sea ice motion from
satellite passive microwave data using the cross-correlation method (Agnew et al.,
1997; Kwok et al., 1998; Liu and Cavalieri, 1998; Kwok, 2001). This approach has
the great advantage of the availability of daily data from the Nimbus-7 scanning
multichannel microwave radiometer (SMMR) and DMSP special sensor microwave
imager (SSM/I) ever since 1978 for both polar regions (htpp://nsidc.org/).
Therefore, the results are excellent for climatological investigations.

The drifter method provides temporally dense Lagrangian velocity time series
for a limited number of floes, and the satellite or airborne imaging method produces
spatially dense Lagrangian displacement fields between consecutive overflights,
which are infrequent. Neither is preferable; rather, they are complementary. A
high space-time resolution can be provided by fixed remote-imaging stations.
A system of three coastal radar stations (Figure 3.5) has been used in Hokkaido,
Japan since 1969, allowing continuous mapping of the ice cover along a 250-km
section of coastline out to 60 km from the shore (Tabata, 1972). Figure 3.6 gives an

3 In white noise the spectral density is constant, while in blue (red) noise there is more variance
at higher (lower) frequencies.
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example of sea ice distribution. As the ice moves along the coast, sometimes eddies
can be traced in the coastal current.

Acoustic Doppler current profilers are normally used for water velocity
profiling. They are based on the acoustic backscatter of suspended particles in
natural waters. The ice bottom serves as a good backscatterer, and therefore the
method can also be used beneath the ice cover. It has been shown to work in shallow
seas (less than 200 m deep) for the ice velocity in the Gulf of St Lawrence (Belliveau
et al., 1990). The advantages are the safety of the velocity measurement arrays, a
good temporal resolution, and truly Eulerian data series.

3.2.2 Characteristics of observed sea ice drift

Drift ice speed is of the order of 1-100 cm/s. Figure 3.7 shows the long-term paths of
several drifting stations in the Arctic Ocean. They follow the general sea ice
circulation. The Transpolar Drift Stream takes ice from the Siberian Shelf across
the Eurasian side and through the Fram Strait into the Greenland Sea, while on the
American side ice rotates in the Beaufort Sea Gyre. These two flows meet in the
central parts of the Arctic Basin where mixing of ice floes may take place. Average
velocities are 1-5cm/s, with the higher levels reached when approaching the Fram
Strait. The drift pattern follows the ice—ocean linear response to the average atmo-
spheric pressure field over the Arctic Ocean.

In the Antarctic, the governing features are the westward flow zone close to the
continent and eastward drift zone farther out, driven by easterly and westerly winds
(Figure 3.8). In places there are meridional movements, which interchange ice floes
between the two zones. In particular the Antarctic Peninsula forces the westward
flow toward the north in the Weddell Sea.

Figure 3.9 shows a 1-week time series of hourly sea ice velocity in the Baltic Sea
together with wind data. As the ocean current is weak there, the ice followed the
wind with essentially no time lag. On average the drift velocity was 2.5% of the wind
speed and the direction of ice drift was 20° to the right of the wind direction.
However, the ice velocity experienced some remarkable changes, which cannot be
explained by a linear wind drift rule: occasionally, the ice nearly stopped during a
moderate wind. This behaviour is typical of drifting sea ice: in general there is a good
connection with the wind field (or ocean currents), but sometimes the ice takes
“unexpected” steps, which are due to its internal friction.

The frequency spectra of ice velocity reach the highest levels on synoptic time-
scales, and a secondary peak appears at the inertial period (Figure 3.10). In the
Arctic Ocean the variance level is lower and the inertial signal weaker in winter
than in summer. Apart from the inertial peak, the slope of the spectral density for
frequencies higher than 1c.p.d. is about —3, meaning that the spectral density is
proportional to the frequency to the power of —3. The reported spectra of sea ice
motion go up to around 5c.p.d. To obtain very high frequencies the positioning
accuracy would need to be of the order of metres.

In special cases very high ice velocities (more than 1m/s) have been observed.
Zubov (1945) reported ice velocities up to 2.5 knots as a 1-day average in the
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Figure 3.4. Sea ice displacement in the Gulf of Riga, Baltic Sea, seen in consecutive optical
moderate resolution imaging spectroradiometer (MODIS) images of NASA’s Terra satellite.

The size of the basin is 120 km across; note an island at 57°50'N 23°15’E. Dates: March 17, 21
and 28, 2003.

Chukchi Sea; at the time there was wind and a 1-knot current driving the ice.
Kuznetsov and Mironov (1986) reported rapid ice movements in transient
currents, forced by surface pressure gradients in straits and along the coastline.
An extreme and rare case is the ice river phenomenon: in coastal regions a narrow
(z%km) band of close pack ice flows at a very high speed, up to 3m/s, much higher
than the surrounding ice field. Kuznetsov and Mironov (1986) described three ice
river cases from 1967 to 1977 from the Arctic coast of Russia, based on ship reports.
They were sudden and brief; two of them took place during a strong southerly wind.

An excellent illustration of the ice motion in the Arctic Ocean, tracked by drift
buoys, is provided on the website of the International Arctic Buoy Programme
(IABP) (http://IABP.apl.washington.edu/Animations/). Animations of
high-frequency coastal ice motion in the Sea of Okhotsk are available at the
Hokkaido University web page (http://www.hokudai.ac.jp/lowtemp/
sirl/sirl-e.html).

The magnitude of the rotation rate of ice floes is usually 10 °s™! =0.2°h™! =
5°d~!. According to observations, typically in the Arctic Ocean central pack,
Ww~10"7s7!", R ~ 10km, and therefore wR ~ 10~* m/s. In the MIZ, w ~ 107771,
R ~ 100 m, and again WR ~ 1073 m/s. Sverdrup (1928) reported a floe rotation rate
of 2 x 107%s ™! in the Eurasian Basin. The results of Legen'kov et al. (1974) from the
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Figure 3.5. Mombetsu ice radar antenna on top of Mt Oyama (300 m) monitoring the sea ice
of the Sea of Okhotsk.

Soviet North Pole station NP-19 showed that the rotation rates of several floes were
almost always less than 10 %s™!, ice compactness was 0.85-1.00, the floes rotated as
groups, and the rate increased with decreasing compactness. Leppdranta (1981b)
reported a 1.5-km floe in the Baltic Sea rotating at rates below 3 x 107 °s™", ice
compactness was about 0.9, and floe rotation correlated well with the local
vorticity. Figure 3.11 shows the rotation of a floe together with a 5-km array in
the drift ice around the Greenland Sea MIZ. The rates fall within the range 1-10°/
day and correlate well (ice compactness was 0.8-0.9 and floe size was 50-100 m).
Occasionally, floe rotation may be fast. Gorbunov and Timokhov (1968) studied
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Figure 3.6. Sea ice distribution (ice is white) along the northern coast of Hokkaido on 3
February 2003. The chart is based on three coastal radars mapping the ice up to 60km
from the coastline.

Reproduced with permission from the Sea Ice Research Laboratory, Institute of Low-temperature Science, Hokkaido
University.

the rotation of floes in the Chukchi Sea. Compactness was rather small, less than 0.8,
and floe size was mostly less than 200 m. Their rotation showed very high values: the
typical range was 3=30° per hour, but on occasion went as high as 100° per hour.
Smaller floes had higher rotation rates. The interaction between ice floes had a
positive effect on rotation since the rate tended to be higher in close drift ice than
in open drift ice. Also floes usually rotated in groups rather than as individuals.
During the Marginal Ice Zone Experiment (MIZEX-84) in the Greenland Sea,
rotation rates higher than 100° per day were noted by the author when the pack
was opening. The very high rotation rates may be caused by ocean eddies or the
morphology of the ice floes.

3.2.3 Strain rate and vorticity
The 100-km scale

Continuum deformation observation campaigns commenced in the 1960s, along
with serious work on sea ice rheology that necessitated knowledge of strain and
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Figure 3.7. Paths of drifting stations in the Arctic Ocean. The numbers show the year
(1897-1970) and marks between are at monthly intervals.

Redrawn from Hibler (1980b).

strain rate. Bushuyev et al. (1967) observed the motion of seven points, four of which
formed a rectangle with sides 75-100 km in the central Arctic Ocean. In 22 days, the
total translation of the square was about 90 km, while the normal strains along the

sides of the square were within 3% in 22 days (i.e., the mean strain rate was 10 5 s~

1

or 0.1% per day). They also measured rotation on an approximately daily basis, and
the magnitude was below 10~ s~ ! with two general rotation schemes:* the Beaufort

4See Figure 3.17 for a general idea of these rotation fields.
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Figure 3.8. Sea ice buoy drifts in the Indian Ocean—eastern Pacific Ocean sector of the
Southern Ocean: 1985 (short dashed lines with solid symbols), 1987 (solid line with solid
symbols), 1992/93 (solid line with open symbols), 1995/96 (dotted lines) and 1996 (dashed

lines). The symbols are plotted at 10-day intervals; arrows show the net drift.
Reproduced from Worby et al. (1998), with permission from the American Geophysical Union.
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Figure 3.9. Sea ice (solid lines) and wind velocity (dotted lines) time series, Baltic Sea,
March 1977.
From Leppéranta (1981a).

Sea Gyre ice rotated more or less as a rigid disc; and in the Transpolar Drift Stream
there was a maximum speed in the centre and rotation was connected with shear on
both sides of the centre.

Long-term sea ice deformation was measured during the main Arctic Ice
Dynamics Joint Experiment (AIDJEX) in 1975 (Thorndike and Colony, 1980;
Thorndike, 1986) (Table 3.1). The magnitude of strain rate and rotation was
10~7s7!; this level increased by 50-100% in summer. In winter the divergence was
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Figure 3.10. Drift ice velocity spectra: (a) Baltic Sea, 1979; (b) Arctic Ocean.
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Figure 3.11. Orientation of a drifter array (5km) baseline and R/V Polarbjorn moored to an
ice floe in the centre of the array (MIZEX-83 in the Greenland Sea). The large bump for the
data from R/V Polarbjorn in days 184—185 is non-natural, caused by a necessary correction of

the ship’s mooring.
From Leppéranta and Hibler (1987).

Table 3.1. Strain rate and vorticity in AIDJEX 1975 manned array in % per day ~10~7s~!:
length scale is 200 km (Thorndike, 1986); —, no data provided in the reference.

Divergence Shear Vorticity
Mean Standard Mean Standard Mean Standard
deviation deviation deviation
Winter 0.07 1.0 1.6 1.6 -0.52 2.0
Summer —0.03 1.6 3.5 2.2 — —

on average 0.07% d ', which means a total opening of 7% over 100 days, while its
standard deviation was 1% d~'. Shear measure is positive and therefore its average is
much more than that of divergence, but note that the standard deviations are close.
The mean rotation was anticlockwise in winter (as in the Beaufort Sea Gyre) and
summed to 30° over 100 days.

The 10-km scale

Hibler et al. (1973) monitored mesoscale sea ice deformation in the Beaufort Sea
manually, using tellurometers® in a 10-km triangle. Short-term (=~ 6h) deformation

3> A tellurometer is a geodetic distance meter based on the phase modulation of transmitted
radio waves.
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Figure 3.12. Principal strain rates during the MIZEX-83 experiment. The size of the

measurement region was 5 km.
From Leppéranta and Hibler (1987).

events were observed with strain-rate invariants of 1077 s~!, but over intervals of 1
day or more the level was one order of magnitude less. They also reported good
correlation between the strain ellipse and fracturing of the ice. In the next phase a
laser geodimeter was used for more accurate time series data (e.g., Hibler et al.,
1974b). In the shear zone the level of strain rates was three to five times as much
as in the central pack (Hibler et al., 1974a). Therefore, as found by Bushuyev et al.
(1967), the Beaufort Sea Ice Gyre is mostly a cohesive wheel with intensive deforma-
tion at the boundary of landfast ice. The width of this shear zone was shown to be
50 km.

Legen’kov (1977) analysed measurements of the Soviet NP-19 drifting station in
the Arctic Basin, collected from an ice island using a theodolite and a fixed baseline.
The size of the study area was about 5km. His strain-rates were also ~10~'s~'. The
temporal stability of the sign of strain rates was almost always below 24 hours,
averaging to about 6 hours. Therefore, in wind-driven ice dynamics, deformation
events are much shorter than the velocity time scale, which is at the synoptic level.
The spatial correlation length was also short; although not quantified this was
estimated as less than the whole study region for 3-hour strain events. It was also
shown that deformation activity increased with decreasing compactness (range of
compactness was 0.85-1.0).

In the MIZ the strain-rate level is much larger than in the central pack. Data
from the MIZEX-83 experiment in the Greenland Sea, in June 1983, showed that the
level is as much as 10°s~' (5% h~!) in short, intensive periods and normally one
order of magnitude less (Figure 3.12). For a 1% h ™! strain rate, the e-folding time is
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100 hours for ice compactness and the shear strain on a right angle is 45° in 100
hours. However, the direction of deformation alternated, and the total change of
the drifter array remained small during the 10-day period of the experiment. In a
study by Leppédranta (1981b) in the Baltic Sea, the magnitude of deformation rates
was 10 ®s™! and major deformation events lasted 5-10 hours. The statistics over a
1-week period for a 5-km array were the following (unit 10 s™"): &, = 0.44 + 0.66,
&y, = —0.50 £ 0.55, with a maximum magnitude of 3; the vorticity was 0.79 +0.77,
with a maximum of 3.4.

In all reported time series the principal components have mostly opposite signs
and are of the same magnitude, which means that their sum (opening/closing of the
ice pack) is small and their difference (twice the maximum rate of shear) is large.

In winter 1997 a special coastal boundary zone experiment was performed in the
Baltic Sea (Leppéranta et al., 2001; Goldstein et al., 2001). Sea ice dynamics was
examined using GPS drifters in a 10 km size array. Compared with central basins
(Leppdranta, 1981b), the strain had more uniaxiality and was more stepwise
(Figure 3.13). The deformation signal was seen to travel at ~5m/s across the
array, and the time response indicated separate local- and basin-wide (100 km size)
responses.

With sequential remote imaging of the ice pack, it is now possible to determine
spatial deformation fields. A coastal radar network has been utilized for research in
sea ice kinematics in the Sea of Okhotsk since 1969 (Tabata, 1972). The system
tracks deformed sea ice floes such as ridges, and consecutive radar images can be
utilized to obtain sea ice kinematics information. Tabata (1971) and Tabata et al.
(1980) followed several quadrangles in the coastal ice drift. The spatial scale of the
deformation was about 20 km, and the magnitude of hourly strain and rotation was
1-5% or 10 s~

Another case from the northern Baltic Sea is shown in Figure 3.14, based on
Landsat images. Ice velocities were obtained manually by identifying shifts in a
number of ice floes, and these were then averaged into an 18.5-km grid. The
resulting deformation field showed an overall level of 5% per day for both diver-
gence and maximum shear (the length scale of the deformation field was some
50 km).

3.2.4 Deformation structures

As a result of mechanical deformation, ordered structures appear in sea ice cover.
Figure 3.15 shows banding of drift ice as seen from the hills of the northern coast of
Hokkaido. Deformation structures are identifiable in airborne and spaceborne
remote-sensing imagery and can be used to observe kinematic events and to
interpret their effect on the mechanical behaviour of the ice. For example, Erlingsson
(1988) examined fracture geometry and the mesoscale plastic properties of drift ice.

Goldstein et al. (2000) examined Baltic Sea imagery and identified (a) a parallel
system of faults under unidirectional tension, (b) a concentric system of radial faults,
(c) coupled compression—tension structures, (d) broom-like shear structures, and (e)
vortices (Figure 3.16). Point (c) refers to a ridge-lead structure, a typical and
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Figure 3.13. Time series of 2-hourly, principal strain rates in the coastal drift ice zone, Bay of

Bothnia, in March 1997. The coastline is aligned vertically, and the notation 10/14 means 10

March at 14:00 hours.
From Leppéranta et al. (2001).

important deformation process, illustrating how in pure shear simultaneous lead
opening and pressure ice formation occurs. This is further indicated by principal
strain rates having normally opposite signs as shown earlier (Section 3.2.3).

Sea ice cracks and leads are easily recognizable in remote-sensing imagery.
Classification of cracks, and their formation and structure was deeply examined
by Volkov et al. (2002). Lead formation structures in the Arctic were analysed by
Hibler (2001) for anisotropy of lead pattern and for development of an anisotropic
sea ice model.
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Figure 3.14. Principal axis strain field from consecutive Landsat images in the Baltic Sea.

Satellite passes were 1 day apart.
From Leppéranta (1982).

3.3 STOCHASTIC MODELLING

3.3.1 Two-dimensional motion using complex variables

Let us now carry out time series analyses of two-dimensional vectors using complex
variables. We denote them like scalars, as done in mathematics; they possess real and
imaginary components oriented along the x- and y-axes, respectively (e.g., Ahlfors,
1966). Ice velocity is then expressed as u = u; + iu,, where i = /—1 is the imaginary
unit, and #; = Reu and u, = Imu are the real and imaginary components. For a

complex variable u, the magnitude, or modulus, is uu* = \/u?+u3, where
u* = u; —iu, is the complex conjugate of u. Its direction, or argument (counter-
clockwise angle from the x-axis), is denoted as argu. The following elementary
properties are very useful. For # and ¢ complex variables and a real variable ¢,
we have:

(i) |ug| = [ullql-
(ii) arg(uq) = argu + arggq.
(iii) exp(ip) = cos +isinp (Euler’s formula).
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Figure 3.15. Drift ice bands in the Sea of Okhotsk shown in Yukara-ori weaving handicraft.
This style was started by Ms Aya Kiuchi in the early 1960s; thereafter, she developed it with

her son Kazuhiro.
Reproduced with permission from Yukara-ori Kougeikan [Yukara Weaving Museum], Asahikawa, Hokkaido.

Example The covariance between two complex random variables u and ¢ is given
by Cov(u,q) = (u— (u)){(q — (g))"). The correlation coefficient is r = Cov(u,q)/
[Cov(u, u) Cov(q,q)]""*. |r| gives the total correlation between u and ¢, and argr
gives the angle from u to ¢ at which the quantities are correlated. Since the directions
of ice drift, wind, and ocean current are different, it is convenient to study their
correlations in complex form. In this way, the correlation coefficient provides both
total and directional correlation. [ |

A simple, stochastic sea ice drift model is written:
du/dt = - u+F (3.11)

where A is the “memory” of the system and F' is the forcing function. The spectrum
of velocity is then:

p(w) = % (3.12)

For |w| < |Al, ice velocity follows the forcing as u = F/A. Conversely, for |w| > |A|
the ice velocity spectrum is w2 times the forcing spectrum. The spectrum has a local
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Action type Boundary Type of structure Structure Region of probable
condition scale (km?) | occurrence
1. Uniform Free boundaries a System of parallel ~10* Central Bay regions
uniaxial tension faults
caused by wind @ a ~ const.
Displacement ¥ Arc-shaped faults ~10° Shore regions, islands
restrictions at the «3 a ~ const. of north part of the
region boundary u Bay
2. Bi-axial Free boundaries ﬂ%—-—“" Concentric system ~104 Region adjusting the
tension caused of radial faults central part of the
by wind x"‘“ Bay
3. Uniform Displacement RS System of conjugated ~10* Region near the banks
compression restrictions in the structures of of the Bay
caused by wind | compression Faults compression-tension
direction ridges (rafts) faults
gl "
4. Local Displacement ‘ Arc-shaped structures ~102 The north region of
compression restrictions in the of ridges the Bay
under motion compression u
of large mass
or ice push on
an obstacle
5. Local shear Displacement |:> _/ Shear with feathering ~10° East and north-east
caused by wind | restrictions at the ﬁ—zj “broom”-type regions of the Bay
fast ice boundary structure
6. Tracing of Rotational structures ~104 East and north regions
flows of faults and ridging of the Bay
regions related to the
structure of underice
flows

Figure 3.16. Sea ice structures in the Bay of Bothnia, Baltic Sea, based on satellite remote-
sensing imagery.
From Goldstein et al. (2000).

maximum at w = —Im A, which is a singularity if Re A = 0. This can be expanded by
coupling Eq. (3.11) with the similar model used to ascertain ocean mixed layer
velocity and then force the system by geostrophic wind and ocean currents (a
model we will return to in Chapter 6).

3.3.2 Maean sea ice drift field in the Arctic Ocean

If we consider sea ice velocity as a random field, observations such as drifter data can
be used to determine the field structure; this leads to interpolation of data into the
mean ice velocity field. The first mean field was presented by Gordienko (1958) based
on the drift of ships and manned stations. It was revised by Colony and Thorndike
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Figure 3.17. Annual mean of sea ice velocity in the Arctic Ocean.
Reproduced from Colony and Thorndike (1984), with permission of the American Geophysical Union.

(1984) with large amounts of drift buoy data added and using optimum linear
interpolation (Figure 3.17). The detailed structure of the Transpolar Drift Stream,
the Beaufort Sea Gyre, and outflow through the Fram Strait were then revealed.
According to Colony and Thorndike (1984), daily velocities average about 2km/d,
with a standard deviation of 7km/d, and the integral timescale (time integral of the
correlation coefficient) is 5 days. They also demonstrated that displacement variance
increases with time, following a 1.4 power law. Inter-annual variations appear in
annual mean fields as reflections of the variations in atmospheric pressure over the
Arctic Ocean.

Thorndike (1986) examined spatial correlation structures in the large-scale longi-
tudinal and transverse components of ice velocity, a view often taken in turbulence
studies. Correlation lengths (the distance after which correlation has vanished)
became 2,000 km for the longitudinal component and 800km for the transverse
component, close to the situation in the geostrophic wind field. This reflects that
the ice drift follows atmospheric forcing in the large scale. The variance level over
distances above the correlation length is ~100 (cm/s)>.
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3.3.3 Diffusion

One way of examining the spatial variability of velocity is by looking at it from the
diffusion viewpoint. For tracer spots in the ocean, the diffusion coefficient K depends
on the length scale L as K L3 (Okubo and Ozmidov, 1970). Okubo and Ozmidov
also showed that there are two separate regimes with a transition zone at 1-10 km;
and K ~ 1m?/s and K ~ 10m?/s at 1km and 10km, respectively. In pure diffusion
the standard deviation of displacement (s) increases as s = 2(Kr) 172 (e.g., with
K = 10m?/s ~1km?/d and ¢ = 1d, we have s = 2 km).

Gorbunov and Timokhov (1968) made a case study in the Chukchi Sea based on
aerial photography. They estimated the diffusion coefficient K = <A12> /At for
A < 0.8, resulting in K ~8.41 x 107* L 8m"/8 s Compared with oceanic tracer
spots, the magnitude was close at L = 1 km, illustrating that ice floes become well
mixed when their compactness is lower than 0.8; however, length-scale dependence
was weaker. Gorbunov and Timokhov (1968) further showed that the diffusion
coefficient increased with decreasing compactness and decreasing floe size.
Legen’kov et al. (1974) studied a 5-km area in which variation in ice velocity was
within about 1 cm/s from the mean, with high sensitivity for ice compactness, which
is in good agreement with Gorbunov and Timokhov (1968).

Diffusion models can be used to describe the spread and mixing of ice floes, but
they have severe limitations. In the ice field itself there are no self-diffusive mechan-
isms, but the cause lies in atmospheric and oceanic forcing. Ice floes have a more or
less random component in their motion due to their individual properties, but these
components are not always diffusive. Forcing may also collect floes together (i.e.,
cause ‘‘negative diffusion”).

3.3.4 Random walk

A Markov chain model for a two-dimensional random walk states that a particle
moving in a grid has normalized arbitrary probabilities of stepping on one of the
neighbouring cells (e.g., Feller, 1968). Dividing a sea surface into N cells, transition
probabilities can be obtained either from direct observations or using a Monte Carlo
method® to define a Markov chain. This idea was used by Colony and Thorndike
(1985). They divided the Arctic Basin into 111 cells. Cell sizes ranged within some
hundreds of kilometres; although the authors did not explain how the cells were
fixed, in practice a good choice must be based on data availability and resolution of
interest. Argos buoy data were used for mean sea ice motion as a deterministic
background and for displacement variance. The latter was estimated as
2.5 x 10*km? over 90-day time steps. The purpose of this study was to examine
long-term statistical problems. Colony and Thorndike (1985) concluded that the
model works well for questions such as the probability distributions for the path

6 Monte Carlo methods estimate ensemble properties by means of large-number simulations
generated by random numbers (e.g., Korvin, 1992). Here they can be used for transition
probabilities in a given space-time grid.
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" 1000 km :: -

Figure 3.18. The mean lifetime (years) of an ice floe in the Arctic Basin based on a random

walk model.
Reproduced from Colony and Thorndike (1985), with permission from the American Geophysical Union.

of pollutants from a given source, ice renewal times in different basins, and statistical
variability of ice conditions in a given climate. Figure 3.18 shows the resulting mean
lifetime of an ice floe as a function of its location of birth.

3.4 ICE CONSERVATION LAW

Ice conditions in a given region, Q, are modified by thermal and mechanical
processes. The ice volume as well as ice-state variables in this region must obey
conservation laws. For any property of the ice field (say, Q) the conservation law
is in general form:

90/01 +u-V0 =g+ dg (3.13)

where left-hand side terms are the local rate of change and advection, and on the
right-hand side v, represents mechanical deformation and ¢, stands for thermo-
dynamic changes. The left-hand side can be expressed briefly as DQ/Dt, where
D/Dt = 0/Jt+u -V is the material or total time derivative operator, the rate of
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change in a particle following motion. Mechanical deformation occurs as opening
and closing of leads, rafting, hummocking, ridging, etc. Equation (3.13) includes two
dynamical timescales: one for advection, Ty ~ Ly/U, and one for deformation,
€| ™! ~ Ly /U, where Ly and Ly are the length scales of the property Q and
velocity, respectively. Since L ~ 100km and U ~ 10cm/s, the deformation
timescale is typically 10 days, ranging from 1 day to 100 days.

Thermodynamics is not the topic of the present book, and therefore the heat
budget is left out. The scales of ice growth and melting were briefly discussed in
Section 3.3. Therefore, we assume for property Q the rate of thermodynamic change
is provided as an external forcing. The property of concern is the ice state J (i.e.,
basically the thicknesses of different ice categories or the thickness distribution of
ice).

The conservation of ice mass m = ph is a necessary condition for any ice state.
Since p = constant, this is equivalent to the conservation of mean ice thickness,
which may change due to the divergence of ice motion, and freezing or melting.
Consequently:

Oh/Ot+u-Vh=—hV -u+ ¢(h) (3.14)

where ¢(h) is the thermal growth rate of ice of thickness 4. Apart from the thermo-
dynamic term, the conservation law of mean ice thickness is derived as the mass
conservation law in shallow water models. These models give an equation for sea
level that exactly matches Eq. (3.14), with ¢ = 0 (e.g., Pond and Pickard, 1983). If
h = 0, the mixed layer must first be cooled to freezing point for ice growth to start; if
h > 0, it is assumed that the mixed layer is at freezing point. The mechanical increase
of ice thickness due to ridging is more than the thermal increase. If 7 ~ 1 m and
V -u~ —10"%s7!, the mechanical growth rate would be ~ 10 cm/day, while thermal
growth rates are usually less than 1cm/day (thin ice excluded). Mechanical growth
events are very short, so that in the long run thermal production of ice volume
usually exceeds mechanical production. In regions of intensive ridging, such as off
the northern coast of Greenland, the mean thickness of ice is more than twice the
thermal equilibrium thickness of multi-year sea ice in the Arctic.

The ice conservation laws presented below deal with ice categories and ice
thicknesses. A conservation law can be derived in a similar manner for floe size
(Ovsienko, 1976). The advection and thermal growth of floes is straightforward,
thermal growth being mainly due to lateral melting in summer. The break-up of
floes as well as their merging together may be parameterized in terms of floe-size
distribution parameters.

3.4.1 Ice states based on ice categories

The two-level ice state obeys the conservation law of ice thickness and compactness.
The mean thickness law is as above (Eq. 3.14). For ice compactness, the conservation
law can be derived similarly to that of thickness. The divergence of ice motion
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changes compactness mechanically, the one limitation being that compactness
cannot be more than 1. The result can be expressed as:

DA)Ot+u-VA=—lg|xo(p)Ad+ ¢, (0<A<1) (3.15)

where () gives the opening of leads under different deformation modes ¢, and ¢ 4
is thermodynamic change. For example, x(0) = —1 (pure divergence) and y,(7) =1
(pure convergence). When the mixed layer temperature is at freezing point, any heat
loss would potentially freeze the surface over. Very thin ice is, however, insignificant
in sea ice dynamics, and therefore a demarcation thickness 4, is introduced to
account only for ice thicker than that (see Eq. 2.24). When the mixed layer tempera-
ture is at freezing point (as always when 4 > 0), it is assumed that, in the fractional
area (1 — A), ice thickness is uniformly distributed between zero and the demarcation
thickness /. Then:

(1—A) (3.16)

When 4 < 1, lateral melting may take place via absorption of solar radiation in leads
(see Rothrock, 1986). This can be immediately added to Eq. (3.16) by distributing
the heat evenly over vertical floe surfaces. When the mean ice thickness and compact-
ness are known, the thickness of ice floes is obtained from h; = h/A.

Example For a numerical illustration, take /iy = 10cm and assume that
¢(hy) = 2cm/day. For ice compactness A(hy) = 0.8, we have ¢, = 0.04/day. It
would take hy/¢(hy) = 5 days to reach full compaction A4(/y) = 1. |

In multi-level cases different ice types and their volumes are included. The main
question is then how the mechanical redistribution of ice is arranged in the case of
compression of compact ice (i.e., how deformed ice is produced). Thin ice sheets (less
than 10-20 cm) undergo rafting, and the consequence is local doubling of the ice
thickness. By overriding thicker ice, the ice breaks into blocks of size from a few
centimetres up to a few metres to form pressure ice: rubble fields, hummocks, and
ridges.

The three-level case (A4, h,, h;) treats ice compactness in the same way as the
two-level case (Leppdranta, 1981a). Undeformed ice thicknesses only change by
thermodynamics and advection, while also mechanical deformation may increase
the thickness of deformed ice:

O/t + 1t~ Vhy = $(hy) (3.17a)
Oha/0t +u-Vhy = —|&|x4(, A)h + ¢4(hg) (3.17b)

where x;(y) is the production of deformed ice as a function of the deformation
mode, and ¢, is the growth rate of deformed ice. Deformed ice production depends
on compactness since it occurs only in compact ice: for example, x,(m, 1) = —1 (pure
convergence of compact ice). The term —|&|x,(p, A)h, the gross term for the produc-
tion of deformed ice, could be named the “packing rate”. Thermal change in the
thickness of undeformed ice is displayed as growth or melting at the upper and lower
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boundaries (ignoring brine pockets). For deformed ice, however, not only may the
thickness change but the voids between ice blocks in the keels may freeze as well.
Therefore, the thermodynamic growth of deformed ice depends on porosity.

The mechanical deformation terms and Eqgs (3.15) and (3.17b) must be consis-
tent with the conservation of total ice mass. In earlier approaches (Doronin, 1970;
Hibler, 1979; Leppéranta, 1981a) lead opening and pressure ice formation in shear
were ignored, meaning that these terms were given by —AV -uwand —hV -u (if 4 = 1
and V -u < 0). This likely leads to a small underestimation of the volume of
deformed ice, but there is no real data available to show exactly how much.

Example With h~ 1m and a pure convergence of -V -u~ U/L ~ 10°°s7" in
compact ice, the packing rate is ~ 0.36cm/h. Such rapid packing events do not
last long. In the Baltic Sea the thickness of ice that participates in ridging is
20-40cm. Then for V-u ~ —10"%s~", the packing rate would be 1.7-3.5cm per
day. If there were one such deformation event every 10 days, the thickness of
deformed ice would grow to ~25cm in one winter season, closely comparable
with what has been actually observed (Lewis et al., 1993). The magnitude
1.7-3.5cm can also be compared with the mean equivalent thickness of 2.2 cm for
one ridge per one kilometre in the Baltic Sea. |

It is known that typically /,; ~ h, in mesoscale area averages (see Section 2.4). Thus,
deformed ice is built up in short, intensive deformation events, while undeformed ice
grows slowly but steadily through the whole cold season. An alternative formulation
would be to replace i by £, in the mechanical deformation term of Eq. (3.17b), to
allow only undeformed ice to build ridges. But then the mass conservation law (Eq.
3.14) would need to use —4,V - u as well for the first term on the right-hand side.

The mass conservation law (Eq. 3.14) also allows us to examine vertical velocity.
As the top and lower ice surfaces move farther from the sea surface with velocities w,
and wy, respectively, we can ascertain the movement of a drift ice particle by:

w, —wy, = Dh/Dt = —hV - u+ ¢(h) (3.18)

And if isostasy is assumed, w,/w, = —(1 — p/p,,). The thermodynamic contribution
to vertical motion is less than 5cm/day ~5x 10 'm/s. For h~lm and
V-u~10"%s"" we have w, — w, ~ 10 *m/s. All in all, the vertical motion of ice
is weak and its integral is equivalent to changes in mean ice thickness (its details are
not relevant here). Consequently, as stated at the beginning of this chapter, for the
problem of sea ice drift it is sufficient to solve the horizontal velocity on the sea
surface plane and the vertical dimension is taken care of by the mass conservation
law.

3.4.2 Ice thickness distribution

The ice conservation law is obtained for thickness distribution in a similar fashion
(recall Figure 2.15 for examples of thickness distributions). Freezing and melting
advect the distribution in the thickness space, but additional assumptions are needed



76 Ice kinematics [Ch. 3

to specify how mechanics change the form of the thickness distribution. In general,
thin ice is crushed and piles up into thicker, deformed ice. In discrete form the
distribution is an N-category histogram {m;, Al }, and for any category a conserva-
tion law like that given in Eq. (3.13) is established. These categories interact as ice is
transferred from one category to another by mechanics and thermodynamics.
Formally one may take the limit A#;, — 0 to obtain an almost continuous distribu-
tion, with delta peaks taking care of the singularities. This form of the conservation
law is presented in Thorndike et al. (1975) and Rothrock (1986).

The way of working with the thickness distribution is not immediately clear.
Therefore, the logic behind the derivation of the conservation law is shown below in
detail for a simple two- to three-class distribution; the generalization should then
become more understandable.

Derivation

The derivation of the conservation law is straightforward when using the thickness
distribution function IT. In general, consider a material (Lagrangian) element with
area thickness distribution S(h;¢) in normalized form TI(h;1) = S(h;1)/S,
So = S(00; 7). The change in IT due to mechanics is for a drift ice particle:

ol & ( S(h:1) 185 S dS.,
- (S<oo;r>> TS A (3.19)

ot ot

“SLar st dr

This is the basic form in which the mechanical evolution of sea ice thickness dis-
tribution is normally presented. The reason is that this form splits the evolution into
rearrangement and net change parts. Indeed, the first term on the rightmost side of
Eq. (3.19) states how the area coverages of different thickness categories change,
defining the thickness redistributor as ¥ = S, 8S/8t. Including the second term,
noting that S;'dS. /dt=V-u and S/S. =TI, we have 9I1/dr =¥ — IV - u
from Eq. (3.19). In general the redistributor depends on thickness distribution and
strain rate, ¥ = ¥(r, £).

The thermodynamic change in thickness distribution also becomes clear from
the distribution function II. Since, clearly, by thermal growth:

II(h; ) = ID[h + ¢(h)ét; t + 6t)
we have:
I(h,t) = T(h, 1) + on (h)6t + a—nét + 0(61%) (3.20)
Oh ot
Dividing by 67 and letting 6z — 0, the change in the distribution function becomes
OI1/0t = —¢(h) OI1/0h. This can be considered as advection of the spatial density by
the growth rate ¢(/) in the thickness space.

Finally, by combining dynamics and thermodynamics together and taking the
Eulerian frame, the conservation law of thickness distribution is (Thorndike et al.,
1975):

oIl on

oy tu V=¥ — TV -u— o(h) 5 - (3.21)



Sec. 3.4] Ice conservation law 77

or, taking the derivative with respect to /4, we have in terms of the spatial density of
thickness:

/
%erVw:@b—wV-qu&ig;)W
where ¢ = d¥/dh. The functions IT and 7 must satisfy the general conditions of
spatial distribution and density (see Section 2.3), and the conservation law of ice
volume or the mean ice thickness (Eq. 3.14). This means that for spatial density:

(3.22)

0.0) o0
J pdh=V -u, J hpdh =0 (3.23)
0 0
The first equation follows from the conservation of area, and the second states that
rearrangement of thicknesses gives no net change.

Under the convergence of compact ice, the thinnest ice is broken and trans-
formed into deformed ice. The thickness of the deformed ice may be spread into a
certain range or simply transformed to a multiple of the original (say, from /4 to kh,
k > 1). In purely mechanical processes there is a limitation that ice ridges have a
maximum thickness of around 10-50 m depending on the thickness of the ice sheet
used in building the ridge, but these thicknesses are very seldom reached.

In the following the formulation of mechanical deformation is examined from
particular cases to a general case and a simple three-class redistributor:

¥ :é%H(h) +é%H(h — ) +§%H(h—h2) (3.24)
is used as an example. Here S, S;, and S, are the areas of open water and ice of
thicknesses /#; and #,, respectively; Sy + S; + S> = So; and hy, = khy represents the
deformed ice produced from the undeformed ice of thickness /. Equation (3.24)
transforms to the function ¢ when the Heaviside functions are replaced by delta
functions.

Pure divergence and convergence

In pure divergence, the open-water fraction increases while the relative coverage of
non-zero thicknesses decreases (i.e., ¥(0) =V -u and ¢(h) =0 for 4> 0). The
converse is true in pure convergence as long as the compactness of ice is less than
unity (or less than a specified maximum). Consequently:

o

E+u-V7r: [6(h) — 7|V - u (3.25)
Since my, = 1 — A, this equation is for 7, exactly the same as Eq. (3.15) is for mech-
anical changes in ice compactness under pure divergence or convergence.

Example Assume that V -u = constant = )\, |A\| =0.1/day, 4(t =0)=0.8, and
ignore thermodynamics and advection. Then dmy/d¢= (1 —my)A, which gives
my =1 —0.8¢ ™. If A\>0, the open-water fraction approaches zero with an
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e-folding timescale A~! = 10 days; if A < 0, the ice closes up and compactness is one
at the time —A"'log(1/0.8) ~ —0.22 x A~' = 2.2 days. [ ]

Convergence in compact ice leads to redistribution of thicknesses by transforming
thin ice into thick ice. The area of thin ice decreases at the rate V - u as a result of
convergence itself. As the ice piles up, the thin-ice area decreases at the rate
(k —1)7'V - u, while the deformed ice area increases by the same rate.

Consider the distributor of Eq. (3.24). We have S3' 9S,/0t =k/(k— 1)V -u
and S5} 8S,/0t = —1/(k — 1)V - u, and then:

o va= = (m = Yot (ma 5 Yot =)o 326

Example Assume that V -u = constant = A = —0.1/day, ignore thermodynamics
and advection (as in the previous example), and take initially 7 = 6(h — h;). This
ice is transformed into deformed ice with thickness k#;. Then dm/dr = —[m — k/

(k — 1)]\, which gives m; = (k —e )/(k — 1). Since A < 0, the fractional area of
thin ice decreases, and at time —\~'logk the thin ice has totally disappeared; if
k =5, the time for this total deformation is ~16 days. [ |

Pure shear

Although divergence in shear deformation is zero, opening takes place in the first
principal axis and closing in the second principal axis. In non-compact ice there is
room enough for the ice floes to perform shear deformation without interaction, and
the area density of ice is unchanged. This case corresponds to shear deformation of
incompressible fluids. But in the case of compact ice, pressure ice forms and leads
open along the principal axes, and being of different nature they cannot cancel each
other. Consequently, thickness distribution may also change in pure shear.

Consider the redistributor in Eq. (3.24). By opening leads at the rate of £, the
same area of undeformed ice is taken and piled up as deformed ice. Clearly, the
deformed ice area increases by (k — 1) ' &,. The undeformed ice area must decrease
by k/(k—1)¢, to balance this. In pure shear & = 2|¢,,|, and one could then
expect that &, = xéy, 0 < x <1 and x decreases with decreasing compactness.
Consequently:

@—l—u-Vﬂ: 6(h) —Lé(h — )

oy | 6(h — hy) | xén (3.27)

n 1
k—1
Thus, open water is formed here at the rate y&y even though divergence is zero.

General strain rate

In general the mode of deformation is described by the angle ¢, defined by
tanp = é;/ér (see Section 3.1). The pure divergence, convergence, and shear
correspond to ¢ =0, w, and 7/2, respectively. For any mode ¢, the amount of
opening is given by a function x,(y) and the amount of pressure ice formation is
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Figure 3.19. Opening and ridging as a function of the mode of deformation ¢, tan ¢ = &y /¢;.
Redrawn from Rothrock and Hall (1975), according to Pritchard (1981).

given by a function x,(¢) (Thorndike et al., 1975). Figure 3.19 shows the AIDJEX
form of lead opening and ridging functions. Then:

W = [&llxo()8(h) + X, ()9 (h)] (3.28)

where the function v’ (h) specifies the loss and gain of different thicknesses in ridging.
It is commonly assumed that v’ picks up the 0.15 lower tail from the thickness
distribution (Thorndike et al., 1975) and transfers it to k-multiple thicknesses. The
original value was suggested as k = 5 (Thorndike et al., 1975), while later k = 15 was
considered better at producing realistic thickness distributions (Pritchard, 1981;
Rothrock, 1986). Flato and Hibler (1995) showed that k =5 produces realistic
thickness distributions up to 10-m thicknesses, but concluded that 1’ should
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rather pick up 0.05 thin-ice fractions and with a fixed k the resulting thickness
distribution has a sawtooth shape.

It has also been suggested that the rafting process is significant in thin ice. This
would be described by k = 2 (Leppédranta, 1981b; Bukharitsin, 1986; Babko et al.,
2002), or more generally rubble fields or hummocked ice fields where the parameter k
is more than 2 but much less than for ridged ice.

Sea ice kinematics has been examined in this chapter for methods, theory, and
data. Ice motion was taken as a continuum flow and analysed using two-dimensional
theory. The movement of a drift ice field was shown to consist of rigid displacement,
rotation, and strain. Stochastic models for ice drift were also introduced. In Section
3.4 the ice conservation law was derived for the ice state defined in Chapter 2.
Chapter 4 is about the rheology of drift ice, examining how the internal ice stress
is determined by the ice state and strain. The geophysical interpretation of stochastic
models is given in Chapter 6, and the ice conservation law is combined with the
equation of motion for fully closed ice drift models in Chapters 7 and 8.



4

Sea ice rheology

4.1 GENERAL

This chapter first explains the general concepts underlying the science of rheology.
Then the usual drift ice rheology models are presented: viscous, plastic, and granular
medium. There are two principal reasons for the inclusion of this chapter. First, drift
ice is a very complicated medium and its rheology changes drastically as a function
of ice state and deformation. The picture of this rheology is still far from complete.
Second, for students and scientists in oceanography or meteorology, rheological
problems are not so familiar, because the ocean and atmosphere are linear
Newtonian fluids that obey the well-established Navier—Stokes equation.

To derive the two-dimensional drift ice rheology, it is necessary to begin in the
three-dimensional world. In this way it is possible to analyse the three-dimensional
effects of the rheology problem and determine the conditions when the two-
dimensional approach is allowed for formulation of drift ice rheology. For clarity,
three-dimensional vectors and tensors are underlined. The internal stress ¢ in a
medium specifies the internal force field over its arbitrary internal surfaces. In
three dimensions the stress has nine components, arising from three independent
surface orientations and three independent force directions (Figure 4.1):

Oxx gxy Oz
o= (g, g, 0. (4.1)
O:x 9; y [

Stress is thus a second-order tensor. Analogous to the strain and strain-rate tensors,
the diagonal components are normal (compressive or tensile) stresses and off-
diagonal components are shear stresses. The component g, gives the normal
stress in the x-direction, the component o, gives the shear stress across the y-axis
in the x-direction, etc. The stress tensor is necessarily symmetric, since otherwise
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\ >
Tadashi Tabata (1923-1981), professor at the Institute of Low Temperature Science of
Hokkaido University, founded the Sea Ice Research Laboratory in Mombetsu in 1967. He
designed a coastal radar system, which has been operational since 1969, and largely advanced
the understanding of the material properties and motion of sea ice. He also made major

contributions to the study of the small-scale structure and mechanics of sea ice.
Reproduced with permission from the Institute of Low Temperature Science, Hokkaido University.

Figure 4.1. Stress ¢ on a material element.
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there would be net internal torques that would not disappear when particle sizes
approach zero (e.g., Hunter, 1976). Thus Ty = Tpys Tz = Oz and 0y, =0y which
reduces the number of independent stress components to six. At a given point, the
force exerted by the stress on a unit area with normal n is n - ¢. This vector has a

normal component in the direction n and a shear component parallel to the surface.

Example Hydrostatic pressure is a stress ¢ = —pl where 1 is the unit tensor; it is
spherical (i.e., equal in all directions) and compressive (p > 0). In seawater
P = po — pwyz, Where p, is the surface atmospheric pressure and z is the vertical
co-ordinate (negative downward). In any direction, n- 6 = —pn (i.e., hydrostatic
pressure compresses the particle normal to the surface). [ |

4.1.1 Rheological models

The science of rheology examines how the stress in a medium depends on its material
properties and strain (with strain rate and possibly higher order strain derivatives).
The basic models are linear elastic or Hooke’s medium, /linear viscous or Newton’s
medium, and ideal plastic or St Venant’s medium. Linking scientists’ names to the
rheology he or she has introduced is a common practice (e.g., Mase, 1970; Hunter,
1976). One-dimensional cases are illustrated in Figure 4.2. The linear elastic model
assumes that stress is proportional to strain, while in the linear viscous model stress
is proportional to the strain rate (proportionality coefficients are, respectively, the
elastic modulus or Young’s modulus and viscosity). Rubber and water (in laminar
flow) are good material examples of linear elastic and viscous media. An ideal plastic
medium collapses once stress achieves yield strength (children’s modelling wax serves
as an example of a plastic medium). Mechanical analogues for these models include
spring balances for linear elasticity, dashpots' for linear viscosity, and static friction
for plasticity. Further analogues can be found in the refrigerator: sausage is elastic,
jam is viscous, and gelatine is plastic.

Basic rheological models can be expanded to more complex ones (e.g., Mellor,
1986). First, linearities can be changed to general non-linear laws in elastic and
viscous models. Second, models can be combined (e.g., linear elastic and linear

s
s
s
//ﬂ Y € /xn é

Figure 4.2. Basic rheology models (in one dimension) for stress o as a function of strain € and
the strain rate € (Y is elastic modulus, 7 is viscosity, and oy is yield strength).

'Such as a door stroke compressor, which dampens or softens the movements of a door.
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viscous models in series give a Maxwell medium while combining them parallel gives
a Kelvin—Voigt medium). For a constant load, a Maxwell medium has an immediate
elastic deformation and then flows in a linear viscous manner, while a Kelvin—Voigt
medium flows in a viscous manner toward an asymptotic determined by the elastic
part.

An ideal plastic medium collapses at infinite strain to yield stress. The rate of this
strain then depends on other forces acting in the system. In compressive deformation
usually strain hardening takes place. The medium becomes denser and more stress is
needed for further deformation. To continue the modelling wax example, more and
more force would be needed to make a ball smaller (for a constant load a stationary
steady state would result).

Example (bearing capacity). For short-term loading floating ice is considered
as an elastic plate on an elastic foundation (e.g., Parmerter and Coon, 1972). The
bearing capacity can be approximated by load (in kg) ~5xice thickness (cm)
squared. [ |

4.1.2 Internal stress of drift ice

On a small scale, sea ice behaves in a linear elastic manner for short-term loading and
in a general viscous manner for long-term low loading (Mellor, 1986). A typical
Young’s modulus is 2GPa and the compressive elastic strength is 2 MPa. The
viscous regime is more complicated and consists of three consecutive regimes: [—
sublinear, II—linear and III—superlinear (in that order).? Viscosity is dependent on
loading rate and ice temperature, with the strain inflection point for constant load at
about 1% of strain. As a comparison, Young’s modulus and compressive strength
are one order of magnitude larger for wood and two orders of magnitude larger for
steel.

Floating at the air-sea interface, drift ice actually experiences hydrostatic
pressure from seawater and air in addition to the stress ¢ due to the interaction
between ice floes. The total internal stress is thus:

L =0-pJd+ p,gmin(0,z)I (4.2)

where p, is atmospheric pressure at the sea surface. The hydrostatic pressures of air
and water have a role in the creation of the state of drift ice. But, they can also have
horizontal gradients that act as external forces on the ice, in much the same way as
the horizontal pressure gradient works in dynamical oceanography. The influence of
these surrounding media is straightforward and will be introduced in the derivation
of the equation of motion in Chapter 5.

In this chapter the focus is on stress ¢, the most difficult and the least known

2Law y = cx is sublinear for a < 1, linear for @ = 1, and supetrlinear for a > 1.
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factor in sea ice dynamics. The stress given in Eq. (4.1) is first split into three
subfields:

HH HH HV
o= |HH HH HV
VH VH VV

The left upper 2 x 2 stress (HH), denoted by 6, is the horizontal stress due to
horizontal interactions between ice floes. The left lower 1 x 2 stress (VH) is the
vertical shear stress, which transfers air and water stress into the ice. The right
side 3 x 1 stress (HV and V'V) takes care of ice floating on the sea surface. These
1 x2 and 3 x 1 subfields will be attended to in the vertical integration of the
momentum equation in the next chapter.

Integration of ¢, through the ice thickness gives two-dimensional stress:

":J oy dz (4.3)
h

this is normally referred as internal ice stress in sea ice dynamics. The notation fh
stands for integration through the thickness of the ice. Note that the dimension of ¢
is force/length. The components o, and o,, are normal stresses, and o, = o,,, is the
xy shear stress. The principal components, invariants, etc. for the stress tensor are
found similarly to the method used for the two-dimensional strain-rate tensor in the
previous chapter.

The rheology of drift ice is particularly complicated because qualitatively and
quantitatively different laws apply to different ice states (particularly to the different
packing densities and thicknesses of ice floes). The stress-generating mechanisms are:

(1) Floe collisions.
(i1) Floe break-up.
(iii) Shear friction between floes.
(iv) Friction between ice blocks in pressure ice formation.
(v) Potential energy production in pressure ice formation.

From observational evidence, we know the qualitative features of drift ice rheology
are as follows (the numbering has no significance):

(1) Stress level =0 for 4 < 0.8 (weak floe contacts).

(2) Tensile strength =~ 0 (non-zero but small for compact consolidated ice).
(3) Shear strength is significant.

(4) Shear strength < Compressive strength.

(5) Yield strength > 0 for 4 ~ 1.

(6) No memory.

Items (1) and (2) mean that significant stresses are present only under compression of
very close or compact drift ice. Item (6) means that stress may depend on both strain
and strain rate (i.e., the zeroth- and first-order time derivatives of the strain) but not
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Figure 4.3. Schematic presentation of change in the quality of sea ice rheology as a function of
ice compactness 4 and thickness /. The cut in the ordinate axis corresponds to a jump of
several orders of magnitude.

on higher order time derivatives. Consequently, the rheological law of drift ice in
general form is:

6 =06(/,¢¢) (4.4)

The material properties are included in the ice state J, and the deformation is
specified by the strain € and strain rate £ The form of the rheological equation is
normally assumed, and its parameters are found from tuning a full large-scale or
mesoscale model against ice state and kinematics data.

A one-dimensional illustration of drift ice rheology is given in Figure 4.3. The
simplest rheology is the no-stress case (6 =0) known as free drift. The main
drawback of the free drift system is that coupling with the ice conservation law is
lost and ice floes may accumulate without limitations. But it is applicable for 4 < 0.8
when stress levels are very small. In a way this is analogous to using the pure Ekman
drift in ocean hydrodynamics. In such a case, water could “pile up” or go onshore
uncontrolled by hydrostatic pressure from sea level elevation or geostrophic adjust-
ment (see Gill, 1982).

With increasing ice compactness, the significance of floe collisions increases and
stress becomes a quadratic function of strain rate (Shen et al., 1986). But still the
level of stress is low. With compactness increasing above 0.7-0.8, shear friction
between ice floes becomes important. With compactness approaching unity,
friction and potential energy increase due to pressure ice formation, resulting in
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plastic sea ice behaviour. How rheology changes from superlinear collision rheology
to a plastic law is not known. In the plastic regime, yield strength increases with
increasing ice thickness. Discrete particle models with detailed floe—floe interaction
processes have been used to examine the closing up of drift ice (Loset, 1993;
Hopkins, 1994; Savage, 1995), and the results are guiding the development of drift
ice continuum rheologies.

In two dimensions shear strain and shear stress are also important. Their depen-
dence is qualitatively similar to the case of normal stresses in the one-dimensional
case, but the shear strength of drift ice is lower than its compressive strength. When
shear strength is ignored, this becomes a cavitating fluid model (Flato and Hibler,
1990).

4.1.3 Internal friction

Spatial stress differences give rise to forces that step into the equation of motion.
They smooth the velocity field, force the flow to satisfy boundary conditions, and
may transmit momentum over large distances. The irrecoverable part of these forces
is called internal friction. Apart from small elastic deformations, all changes due to
stress differences are irrecoverable in drift ice mechanics.

Consider a square éx x ¢y in a two-dimensional internal stress field ¢. In the
same way as in general continuum mechanics (e.g., Hunter, 1976), the net force is in
the x-direction [0, + (00y/0x)6x — 0|6y = (00, /Ox)6x6y from normal stress
and [0y, + (90,,/0y)0y — 0, ]6x = (00, /0y)6xby from shear stress; and similarly
for the y-direction. Thus the total net force per unit area due to the interaction
between ice floes gives us the divergence of the stress tensor V - ¢; that is:
LA _ oy oy (5)

[V -l Ox ay’ [V-el, = Ox Oy

The three-dimensional case is analogous (i.e., stress divergence gives the force per
unit volume).

Example Let p stand for hydrostatic pressure, ¢ = —pl. Evaluating the pressure
differences for an elementary volume gives V-6 = —V p, which is known as the
pressure gradient term in fluid dynamics. In general, internal stress differences lead
to similar forcing of the medium. |

Here, internal ice stress ¢ is actually the vertically integrated three-dimensional stress
6 = [,6;;dz, and how it forces ice dynamics needs special attention (Nye, 1973).
Namely, the partial derivative of a stress component o;; for a co-ordinate x; is
(iajvk = 172):

ooy 0 [ ¢ ooy, : :
oy _ 9 J : dZ:J Hy Oh O (4.6a)

/ ”
_pr OXg dz CH; (h )axk * ngf( h )axk

= c
Oxp Ox )y ™
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and assuming isostatic balance, the thickness gradient effect can be expressed as:

) O i 00" _ ’ p m P\ Oh
o, )axk oy, (—h )axk* oy, (h)( 1 o +oy,( h)Pw oy (4.6b)

In other words, the vertical integral of forcing by the stress |, aQH’_/ /0x; dz equals
forcing by the two-dimensional stress do;;/0x; minus the ice thickness gradient
effect. If the thickness gradient is very small, its influence can be neglected, as
usually implicitly done in sea ice dynamics. In general we could replace ¢ by
6 — [y (W)W + 6y (—h")h"], and then the divergence of this stress would give the
forcing correctly. However, to know the correction due to the thickness gradient, one
would need a full three-dimensional rheology of the ice sheet. Nye (1973) analysed
the linear viscous case and showed that for ice thickness gradients of 1 m per 20 km
the thickness gradient correction becomes important. Such gradients would be
exceptional in mesoscale averages, but the level is actually one order of magnitude
less. Anyway, in this book the condition for the pure two-dimensional approach is
assumed to be valid.

4.2 VISCOUS LAWS

In most drift ice dynamics research the elastic regime has been neglected, hence the
fluid rheology o = o(J, €) results. A general viscous model is provided by the Reiner—
Rivlin fluid model (e.g., Hunter, 1976):

6 =al + & + & (4.7)

where the coefficients «, 5, and v may depend on the state variables of the medium
and on strain-rate invariants (e.g., Hunter, 1976). In drift ice dynamics the last term
has not been accounted for, but since o and 3 may depend on strain-rate invariants
non-linear rheologies are possible.

4.2.1 Linear viscous models

Linear viscous models are not very representative of drift ice. However, in the history
of sea ice dynamics they were the first class of applied rheologies and were used
throughout the 1960s. The first was the Newtonian fluid model by Laikhtman (1958):
6 =2 =2n(¢ —% tr€l), where 7 is the shear viscosity. This law is for linear,
viscous, incompressible fluids such as water in laminar flow (viscosity gives the
resistance of the fluid to shear deformation). For a compressible fluid, bulk
viscosity or the second viscosity ¢ is included to give the resistance to spherical
deformation through compressive stress ((V -u)l. In principle, shear and bulk
viscosities are independent. In the linear case they may depend on the material
properties of the fluid but not on the strain rate. Internal friction is then:

V-6=CV(V-u)+nVu+V¢V-u)+Vy- [Vu+ (Va)' —(V-w)l] (4.8
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Table 4.1. The viscosity of some materials.

Water (laminar flow, 0°C) 1.8 x 103 kgm~!s™!
Wax, shoemakers (8°C) 4.7 x 10°kgm~!s~!
Pitch (0°C) 51 x10°kgm~"'s~!

Source: Hunter (1976).

The third and fourth terms on the right-hand side are due to changing viscosity.
Laikhtman (1958) assumed a constant shear viscosity and consequently
V.6= nVZu.

The magnitude of the linear viscosities of drift ice is 10°-10'*kg/s (Campbell,
1965; Doronin, 1970; Doronin and Kheysin, 1975; Hibler and Tucker, 1977;
Leppéranta, 1981b). If the thickness of ice were 1m, the corresponding three-
dimensional viscosities would be 10%-10'2 kgm~'s~!. Hibler and Tucker (1977)
further showed that there is a clear seasonal cycle in viscosities with winter and
summer extrema at 10'" kg/s and 10° kg/s, respectively, in the Arctic Basin. Since
deformation rates are of magnitude 10 %s™!, the stress magnitude is 10kPa for
viscosity 10'%kg/s; thus at the geophysical scale the stress is about two orders of
magnitude less than at the local scale. An early improvement (Campbell and
Rasmussen, 1972) was to introduce stepwise linear viscosities to separate opening
and closing flows based on then-current qualitative knowledge (see Section 4.1): (,
n=0foré >0and (, n> 0 for & < 0.

Kinematic shear or bulk viscosity K is obtained from the corresponding
dynamic viscosity ¢ or n by dividing by ph: this includes time- and space-scale
information, K ~ L? /T. Thus in the viscous spreading of velocity we have
L* ~ KT; for ¢, n ~ 10" kg/s this gives L ~ 200km at 7 ~ 1h.

For comparison, viscosities of some materials are shown in Table 4.1. These are,
however, small-scale viscosities. Similar spatial scales to those in the drift ice
problem exist in large-scale turbulence in ocean dynamics. There, horizontal
turbulent stresses are often treated analogously to Newtonian viscous stresses
(e.g., Gill, 1982), and then the internal friction is proportional to the Laplacian of
velocity as in Laikhtman’s (1958) drift ice model. The turbulent shear viscosity in
ocean dynamics models is of the order of 10’-10° kgm ' s ™!, at the lower end of the
range for the linear viscosity of drift ice. For glacier flows non-linear viscous laws are
used (see Section 4.2.2); a linearized form for typical strain rates of 10 s~ ! gives a
linear viscosity of the order of 10"*kgm's™'.

Linear models are too crude for quantitative ice velocity analysis and modelling.
For example, Hibler et al. (1974a) found that in the Beaufort Sea the ice velocity
could fit a linear model only with a stepwise viscosity or with a slip boundary. The
stepwise model would need viscosities of 10'°kg/s in the central pack but only
10% kg/s in the shear zone under convergence.

Russian authors have also used a hydrostatic pressure term in linear viscous
models (e.g. Doronin and Kheysin, 1975). This has been formulated as p = k,04,
with k, = 0 for 64 > 0 and k, > 0 for 64 < 0, 64 being compactness change. Thus,
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pressure becomes active under compression and, according to Kheysin and
Ivchenko (1973), at A =1 and 64 ~ 107321072, ky ~ 10° N/m. The existence of
this hydrostatic pressure term shows the general possibility of compressional
waves in the system. Assuming k, = constant for small disturbances in compactness,
with symmetry for opening and closing, the speed of compression waves is
¢, = \/k,/m ~10m/s. Doronin and Kheysin (1975) also provide evidence for the
existence of transverse waves that propagate at speed c¢,/2 perpendicular to the
propagation of shear ridging. The existence of signal propagation in drift ice at
speeds ~10m/s has been reported by other scientists as well (Legen'kov, 1978;
Goldstein et al., 2001). The physical mechanism for these waves is, however, not
known. An interesting parallel can be made with underwater acoustics with waves
propagating in the seabed (see chap. 2 of Lurton, 2002).

4.2.2 Non-linear viscous models

In non-linear viscous laws, ¢ and 7 are functions of strain-rate invariants. The
general form of Glen (1970), with the hydrostatic pressure p explicitly included, is:

6 =0(&p;(n) = (—p+Ctré)l+2n¢ (4.9)

This rheology assumes isotropy and homogeneity.

Since our two-dimensional drift ice lies on, or nearly on, a surface with constant,
or nearly constant, geopotential,® it is difficult to imagine any hydrostatic pressure
build-up in the system. Therefore we can assume p = 0. However, in some rheo-
logical models the internal ice stress uses a formal hydrostatic pressure, and so this
term is included in the general rheological equation.

It is normally assumed that the ratio of viscous compressive strength to viscous
shear strength, (/7, is constant and greater than 1. This ratio is defined as the ratio of
viscous stress in pure compression to viscous stress in pure shear (i.e., —(&;/(néy)
with —¢; = £p;). Compressive strength ¢ = ((£, ;) can be taken as a homogeneous
function of power n. Since o gt negative n results in a sublinear law while
positive n gives a superlinear law. In close or compact ice the power is negative
(=1 < n < 0), but in more open ice where floe collisions are important n =1 (as
will be seen below).

Non-linear shear viscous laws have been much used for glacier flow (e.g.,
Paterson, 1995). The basic model can be written in one-dimensional form:

du|" du
where the z-co-ordinate is the local normal of the glacier surface. Normally n = — %,

known as Glen’s law (Glen, 1958), and then the viscosity is 1 = 10° kPas'/. In three

3 Geopotential surfaces contain the same potential energy and are perpendicular to local
gravity.
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dimensions, ice is incompressible, and the three-dimensional glacier rheology is
expressed in tensor form as:

o =né)"¢ (4.11)
where ¢’ =6 —1trol is deviatoric stress, and ed=¢2. + é}z,y +é2 + Z(éi}, +é2+
éiz) is a strain-rate invariant equal to the sum of all squared strain-rate components.

Thus in glacier flow, stress is proportional to the strain rate to the power %

4.3 PLASTIC LAWS

4.3.1 Plastic drift ice

The most common approach to the rheology of drift ice has been the plastic model.
The medium is stable when stress is below yield stress, while at yield stress it fails.
The plastic law comes as the limit of sublinear viscous laws as n — —1 in o o< £"*.
The yield function is a property of the medium. In a one-dimensional system the
situation is simple: the yield function consists of two points: there is one yield stress
for compression and another for tension (see Section 4.1.1). For a two-dimensional
medium, a yield curve needs to be specified for the yield function. In the principal
stress space, we have:

F(oy,00) =0 (4.12)

A vyield curve is a closed curve in the principal stress space. If F < 0, stress is small
and the medium acts like a rigid body; this corresponds to stress being below yield
stress in the one-dimensional case. At F = 0 the principal stress combination reaches
the yield level and the medium fails. Values F > 0 are not allowed. Yield curves are
always convex.

Inside the yield curve, no deformation takes place and stress varies between zero
and yield stress (i.e., there is no one-to-one relation between stress and deformation).
For numerical modelling such a situation is not feasible, and therefore the rigid (i.e.,
no deformation) mode is replaced by a “nearly rigid” mode. Two approaches have
been taken: the Arctic Ice Dynamics Joint Experiment (AIDJEX) model (Coon et
al., 1974) used a linear elastic model, while Hibler (1979) chose a linear viscous
model. Combined with yield behaviour, elastic—plastic and viscous—plastic rheologies
result. There is no good observational evidence to qualify and quantify the correct
model for drift ice stresses below the yield level.

How plastic deformation takes place is specified by a flow rule. The one-
dimensional case is again simple: compressive strain for compressive stress and
tensile strain for tensile stress. For higher dimensional cases, Drucker’s postulate
for stable materials states that the yield curve serves as the plastic potential, and
consequently the failure strain is directed perpendicular to the yield curve. This is the
normal, or associated, flow rule. A characteristic property of plastic media is that the
stress is independent of the absolute level of the rate of strain, but, however, does
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depend on the mode of strain (i.e., whether it is compression or tension and how
much relative shear there is).

In the sea ice dynamics problem the normal flow rule has been used to solve the
failure strain. How fast the strain takes place then depends on the other forces in
the system. The flow rule is therefore formulated in terms of the strain rate, and
the problem is closed for the absolute strain-rate level from the equation of motion.
Consequently, the normal flow rule requires that:

OF oF
€1 :A%, ézz)\% (4.13)
where A is a free parameter to be obtained as part of the solution. Strain rates are
then obtained for the xy-coordinate system, assuming that the alignment of the
principal axes of stress and strain rate is overlapping.

Example Take the yield curve as a circle F(o(,0,) = ot 403 —0%. By definition,
inside the yield curve (F < 0) the medium is rigid and fails at o1+ 03 =0%. The
associated flow rule gives ¢, = 2\oy, and A derives from stress being equal to yield

stress: (£/20)% + (¢5/20)* = 0% or A = /&2 +£3 /20y and further:
€k
\/ €1+ €3

Clearly the stress is independent of the absolute level of the strain rate. For uniaxial
compression €., <0, &y, = €, = &,, = 0, and therefore we have ¢, =0, &, = £,..
The resulting stress is uniaxial, o,, = —oy. [ |

O = Oy

Other flow rules exist in plasticity theory but for the drift ice problem they have not
been applied. This is logical since the detailed form of the yield curve itself has not
been established; in fact, different reasonable yield curves with the normal flow rule
have produced equally good ice velocities within the limits of the observational
validation of ice velocity (e.g., Zhang, 2000).

Plastic rheologies are considered best at representing the physical behaviour of
compact drift ice. For a long time drift ice has been known to possess plastic proper-
ties. In particular the existence of yield strength is clear to people working in
enclosed or semi-enclosed sea ice basins: compact ice is stationary until forcing
exceeds a certain minimum level. Also a highly sublinear rheology is needed to
produce narrow deformation zones, as found from the Beaufort Sea shear zone by
Hibler et al. (1974a), among others. It was in the 1970s that the mathematical—
physical basis for plastic drift ice models was constructed (Coon et al., 1974), a
major achievement of the AIDJEX programme. Then the concept of a granular
medium was introduced for drift ice, and new ideas came from understanding the
similarities between the mechanics of drift ice and soil.

Further support for plasticity was obtained from local scale mechanical
processes. Parmerter and Coon (1972) constructed a kinematic model of ridging,
which is the main sink for kinetic energy in sea ice dynamics, and showed that ice
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Figure 4.4. Plastic yield curves for drift ice: wedge or Mohr—Coulomb (Coon, 1974), teardrop
(Rothrock, 1975a), and elliptic (Hibler, 1979).

stress appears to be independent of strain-rate magnitude, a strong characteristic
feature of plasticity. They further examined the mechanical energy budget in ridging,
and the results became the basis for the parameters of plastic drift ice rheologies
(Rothrock, 1975a). This energy budget was later reworked with a discrete particle
model (Hopkins and Hibler, 1991; Hopkins, 1994). The losses of kinetic energy in
ridging are due to friction between ice blocks, creating potential energy, inelastic
deformation of ice blocks, and breakage of the ice sheet. Potential energy can be
observed in the topography of ridges, while the other losses would be very difficult to
track. Therefore, total loss is often assumed to be proportional to potential energy
change. This is arguably questionable, since it has become clear that potential energy
loss is one order of magnitude less than frictional losses.

For the drift ice yield curve, the following additional requirements exist (based
on the known qualitative properties listed in Section 4.1):

e Since drift ice has (almost) no tensile strength, the principal stresses must always
be negative or zero oy, o, < 0, and this means that the yield curve must be
located in the quadrant III of the principal axes co-ordinate system.

e The yield curve is symmetric with respect to the line oy = o, for isotropy.

e The yield curve is elongated in the o; = 0, axis to give a compressive strength
higher than shear strength.

Figure 4.4 shows the common yield curves for drift ice that will be derived in the
following subsections. The main parameter in drift ice plastic rheologies is compres-
sive strength P. It depends on the ice state P = P(J) and also varies due to the mode
of failure (i.e., crushing, buckling, or rafting). In the yield curves of Figure 4.4,
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compressive strength is represented by the point farthest from the origin in the line
01 = 0,. Other examples are (a) a square yield curve (bounded by the lines o; =0,
0, =0, 0y = —P//2, 0, = —P//2) of Pritchard (1977), and (b) the cavitating fluid
(=P < oy =0, <0) of Flato and Hibler (1990).

The yield strength of ice increases with ice compactness and thickness. This
means that the size of the yield curve increases but its shape is invariant. In
compressive deformation (¢; < 0), compactness and thickness increase (i.e., drift
ice is strain hardening under compression). Therefore for a given forcing, drift ice
compression may proceed only to a certain limit, obeying common sense. In opening
deformation (é; > 0), the strength is zero and, if forced, the opening may continue
without any limit.

Example TIn the one-dimensional case, let P = P(#). Under compression, ice is
packed thicker, and for strain-hardening ice dP/ds > 0. Compressing an ice bar
of unit width and thickness / from the left boundary by a force F, it continues
failing until stress equals yield stress at all points. At equilibrium, P(h) = F/h
gives the resulting thickness. [ |

4.3.2 Mohr-Coulomb rheology

The first plastic drift ice model was by Coon (1974) using the Mohr—Coulomb
medium model, for which failure shear stress og is proportional to compressive

stress oy
og = oytand (4.14)

where ¥ is the angle of friction between ice floes, taken as ¢ = 35° from the repose
angle of ice ridges. A cut-off stress for oy is provided by the ice strength, which
depends on the mode of failure. This results in a wedge-shaped yield curve (Figure
4.4). Coon (1974) adopted Drucker’s postulate and consequently the normal flow
rule.

According to Coon (1974), the cut-off stress in crushing failure is 0.2 when o, is
the crushing strength of ice sheet, and in buckling failure it is p,.g/3/(12h), where I, is
the smallest floe size in the loading area; if [, is taken as the size of pieces that break
in rafting (see Section 2.1), the cut-off stress is:

| Yp.gh
192 \/3(1 - 12

For h ~ 1 m, the local magnitude levels of crushing failure and buckling failure are,
respectively, 1 MPa and 100 kPa for # ~ 1 m (i.e., crushing failure stress is one order
of magnitude larger). They are both large but local; it is expected that, integrated
over the continuum of length scales, the stress would be lower.

Example The Mohr—Coulomb model has also been used for sea ice ridges and
hummocks (Figure 4.5). The shear strength of a pile of ice blocks is
og =c+oytand, where ¢ is cohesion. The values of cohesion and angle of
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—

Figure 4.5. Field experiment into the strength of sea ice ridges in the Baltic Sea, winter 1987.
The ridge keel is loaded by weights to examine the Mohr—Coulomb model.

friction depend on the degree of consolidation of the ridge. With no frozen bonds
between ice blocks ¢ = 0 and ¢ ~ 6 deg (Schaefer and Ettema, 1986). |

4.3.3 AIDJEX elastic—plastic rheology

In the AIDJEX programme an elastic—plastic drift ice model was developed (Coon et
al., 1974; Pritchard, 1975). A linear elastic model is used inside the yield curve, where
stress is proportional to strain:

6 =oc(g; M, M,) = M,(trg)l +2M,&’ (4.15)

where M, is the bulk modulus and M, is the shear modulus. Note that here, inside
the yield curve, stresses are compressive and tensile stresses are not allowed (M,
M, =0 for ¢; > 0). The magnitude of mesoscale elastic constants is 10-100 MN/m,
M, = 2M, (Pritchard, 1980b), and they allow the ice to deform up to yield stresses.
The compressive elastic strength is o, &~ 0.1 MN/m (Pritchard, 1980b), and therefore
mesoscale elastic strains remain less than about 10 . Note that in small-scale sea
ice mechanics the elastic constants and compressive strength are one to two orders
of magnitude larger, in three dimensions: M; =3 GN/mz, M, ~04 GN/mz,
0. ~2MN/m? (Mellor, 1986). The fast ice problem is a suitable area in which to
apply the theory of elasticity.
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The AIDJEX plastic model is based on the mechanics of ridging. Compressive
strength is obtained by equating the plastic work done in ridging with the creation of
potential energy and losses due to friction between ice blocks (Rothrock, 1975a). The
rate of loss of energy in ridging is R, + Ry = o1y + oyéy, Where R, represents the
creation of potential energy and R, represents friction. The potential energy portion
comes from the redistribution of ice thickness as (see Eqs 2.2 and 3.28):

dE, > 2 .

&:GTZ%Lth:M”@m’ (4.16)
where P, = ¢, fooc hzd/ dh represents potential energy produced per unit area and
unit strain in pure convergence, ¢, = %pg(pw —p)/pw, and 9" gives thickness
rearrangement in ridging (see Eq. 3.28), expressed as the sum of loss and gain as
Y = —yp" + /.. In the AIDJEX thickness distribution model, ridging transfers thin
ice to ridged ice k times as thick. Therefore, ' (h) =kh/(k—1) and
Y (kh) = kh/(k — 1) for those thicknesses / that take part in building ridges.

To ascertain the frictional losses in ridge building, a Coulomb model is used
where the frictional force equals the weight of the ice times the coefficient of sliding
friction p (Rothrock, 1975a). In building a ridge, the frictional force per unit length
is:

2 2
LI (P = P) i

Fy = ppg (4.17)

2 tan 93 tan oy

where K, ¢y, hi, and ¢, are the sail height, sail slope, keel depth, and keel slope of
ridges (see Figure 2.16), and p and p,, are the coefficients of dry and wet friction,
respectively. Assuming isostatic balance and reasoning that u =~ pu,, the sail term
becomes small compared with the keel term and can be neglected. Then for ridging

ice of thickness /;:
_plpw=p)g (pk=1)\ 5
F}” = 2tan or ( o hl = C/t/’ll (418)

In the ridging process the loss of ice of thickness /; is i1k /(k — 1) (see Eq. 3.26), and
consequently the frictional energy loss in ridging becomes:
. <k,

R =i (0)P;  Pr=c JO B2 (h) di (4.19)

The compressive strength of drift ice is then obtained as the sum of work done to

increase the potential energy and overcome the friction. In pure compression,

& = |é1l, x, =1, and R, + R; = 0y¢;, and since the loss and gain of ice must

balance, the potential energy production can be written in terms of v"_. We have:

The ratio of frictional losses to potential energy is thus:
k—1p
= Iu —_—
tan g py
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If the thickness of ice consumed in ridging is constant (/z;), then P o /7. In the
original work of Rothrock (1975a) the key parameters were chosen as p = 0.1 and
k = 5, resulting in I" & 1; but later it became clear from model tuning that I" > 1 and
both p and k should be larger by a factor of about 3.

The value of compressive strength can be estimated from Eq. (4.20), and the
result using the original parameters is P ~ 5kPa for #; = 1 m. This value is one order
of magnitude too small, as should be clear from underestimating the frictional losses.
Pritchard (1977) obtained P = 40 kPa based on fitting model simulations with kine-
matics data.

The shape of the yield curve still depends on the form of the ridging function
X-(¢), which is unknown. Rothrock (1975a) suggested two possibilities for the yield
curve: a teardrop shape (Figure 4.4) and a lens shape. Pritchard (1977) used the
AIDJEX model and concluded that a wedge-shaped (Figure 4.4) or a square
(bounded by the four lines o, =0, o) yield curve could better reproduce ice
dynamics in the Beaufort Sea. A theoretical study on the yield curve of drift ice
was made by Ukita and Moritz (1995).

4.3.4 Hibler’s viscous—plastic rheology

Hibler’s (1979) approach to the plastic flow solution involved a viscous—plastic
rheology. In essence, no new physics were introduced, but the solution was very
elegant. It satisfies the qualitative requirements for a proper rheology of drift ice
and is an excellent tool for numerical modelling since it allows an explicit solution
for stress as a function of strain rate. Most numerical sea ice models basically use this
rheology, and its parameters have been tuned for different basins and scales
(Figure 4.6).

The role of viscosity is to provide the stress field inside the yield curve. A major
advantage is that viscous models depend on the strain rate and therefore are easily
combined with strain rate-dependent flow rules. A linear viscous law can be taken as:

6 = (&l + 20 — P2 (4.21)

where viscosities are constants. The existence of the pressure term —P/2 is connected
to the yield curve; it guides the viscous stress to the plastic yield curve when the strain
rate increases.

The yield curve is elliptic (Figure 4.4). The length of the major axis of the ellipse
is given by compressive strength:

P = P*hexp[—C(1 — A)] (4.22)

where P* is the compressive strength of compact ice of unit thickness, and C is the
strength reduction constant for lead opening. The strength is directly proportional to
ice thickness but highly sensitive to ice compactness. The inverse of C gives the e-
folding scale for ice strength as a function of compactness. The length of the minor
axis is P/e, and the aspect ratio of the ellipse is thus e. At the ends of the minor axis
the gradient of the yield curve is parallel to the line 0y = —o,, which means that pure
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Figure 4.6. Field experiment data are used for high quality tuning of sea ice mechanical
phenomenology and for tuning rheological parameters. Large-scale stresses cannot be
measured directly, but examined from measurements of ice state and ice kinematics. The
photograph shows an automatic drifting station in the MIZEX-83 experiment, Greenland Sea.

shear strain will take place. Consequently, the length of the minor axis is determined
by the shear strength of the ice.

To show the plastic flow solution in detail, the elliptic yield curve and the flow
rule for the two principal strain rates are written as:

(o2 o 2 g1 — O 2
F(oy,00) = <—1 +P2/;r P/z) +( },/262) (4.23a)
. \OF (2o +0,+P[2) 20— o)
q =g =N (M T
.\ OF (201 4+0,+P[2) 2(0) —03)
R e P oo B

Solving these equations for o; and 0, and transforming to a fixed co-ordinate system
(to do this we need to know that the principal stresses and principal strain rates are
parallel) gives the rheological law:

P[é P,
c:§<K‘—1>1+28—2As’ (4.24)
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Table 4.2. Parameters of the viscous—plastic ice rheology of Hibler (1979).

Parameter Notation and standard Range
Compressive strength P* =25kPa 10-100 kPa
Yield ellipse aspect ratio e=2 l<e<k oo
Compaction hardening Cc=20 C>1
Maximum creep Ap=2x1070s7! Ag < 1077s7!

where A = /&2 + (éy1/e)? is a strain-rate invariant corresponding to the strength of
the ice. A great advantage of elliptic yield curves is that the stress—strain rate
relationship can be written in the above closed form.

For the viscous law, which is valid inside the yield curve, viscosities can be
expressed as ¢ = %P/AO, n= C/ez. Combined with the plastic law, the full viscous—
plastic rheology reads as:

P 61 P ./
S P S (. 4.5
) (max(A,AO) ) o2 max(A,Ao)g (4.25)

where A, gives the maximum viscous creep rate, originally chosen as
Ay =2x10"7s"". As A — A,, the viscous and plastic stresses meet.

Normal levels for the plastic parameters of Hibler’s (1979) rheology are
P*=25kPa, C =20, and e =2 (Table 4.2). The strength constant P* is the
principal plastic rheology parameter. This has ranged from 5kPa to 50kPa. In the
original paper (Hibler, 1979) it was 5kPa; but it turned out that the low level was
necessary because 8-day averaged winds were used. More recently, Arctic ice models
have used a level of about 25 kPa. In the Baltic Sea, model outcome comparison with
SAR ice kinematics has resulted in 10-40kPa, with 27.5kPa chosen as a working
standard level (Zhang and Leppéranta, 1995; Leppéranta et al., 1998). Comparisons
with sea surface elevation in open water and compact ice have shown that the
strength could be as high as 100 kPa (Zhang and Leppdranta, 1995). Parameters e
and C are usually fixed to the original values.

The pressure term is enough to force expansion by slow creep for a stationary ice
field with free boundaries. However, this is not known to occur. This term is
necessary to put the ellipse into the right quadrant in the principal axes system
and should not be used alone. A more recent formulation overcomes this problem
by letting ¢ — 0 (instead of —%PI) as |¢] — 0 (Hibler, 2001).

Example The cavitating fluid (Flato and Hibler, 1990) model can be derived as a
special case of the Hibler (1979) rheology where e — oo. The rheology then becomes:

c:;)(él—l)l (4.26)

max|[A, |£]]
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e T - . . e v, o ; ;
Figure 4.7. Ice pressure has captured one ship in the Baltic Sea. The strength of the ship is
known but it is very difficult to predict local scale ice forcing from geophysical scale sea ice

dynamics.
From Ramsay (1949).

The plastic flow is here given by* 6:%(sgn(él) — 1)P, while viscous flow is

6 = (V -u— 1P, where the bulk viscosity is ( =5 P/A,. n

Recently an anisotropic version of the viscous—plastic model has been developed to
take into account the geometric structure of lead patterns (Hibler and Schulson,
2000).

4.3.5 Scaling of ice strength

Scale questions have become a major issue in sea ice physics during the last 10 years.
For cross-scale experiments, a particular campaign (SIMI, for Sea Ice Mechanics
Initiative) was organized in the Beaufort Sea (e.g., Richter-Menge and Elder, 1998),
and another took place in the Baltic Sea in 1997 (Haapala and Leppéranta, 1997b).
In 2000, a dedicated symposium was organized around the scaling problem
(Dempsey and Shen, 2001). Ice engineering has traditionally focused on the local
scale (1-10 m), while in geophysical sea ice dynamics the scales of interest have been
mesoscale to large scale (100-1,000 km). Between the engineering and geophysical
scale there is the less known floe scale (100 m—1 km), through which the two main
scales are interconnected (Figure 4.7).

4sgn is the sign function: sgn(x) = 1 for x > 0, 0 for x = 0, or —1 for x < 0.



Sec. 4.3] Plastic laws 101

‘1

Input P Level n+ 1 » Output
subsystem
A
A
»| Level n >
Input subsystem Output
A
A
Il’lpllt | Level n — 1 > Output
subsystem

v

Figure 4.8. Structure of a hierarchical system.
Redrawn from Overland et al. (1995).

In the length range 10' m to 10°m, there are bands where different material
properties play the main role (Overland et al., 1995; Weeks, 1998a): in the 10'-10%-m
band these are fractures and thermal cracks; in the 10°~10°-m band these are indi-
vidual ice floes; in the 10°~10*-m band these are floe assemblages and leads; and at
larger scales the ice field becomes a continuum. Overland et al. (1995) proposed the
concept of a hierarchical system to analyse sea ice over a wide range of scales
(Figure 4.8). State variables at level n+ 1 vary smoothly and evolve slowly
compared with those at level n; they serve as constraints, driving forces, or
boundary conditions on level n. The effect of level n — 1 on level n, via interactions
and averaging, is known as the aggregate problem. The hierarchy theory states that
levels n 4+ 2 or n — 2 are on scales too large or too small to have a direct impact at
level n.

A key quantity in the scaling problem is the ice stress or, rather, the ice strength.
The local strength can be measured directly, while the mesoscale strength can only be
derived from a mathematical model. It is known that, at its highest, the local strength
is of the order of 1-10 MPa, while the mesoscale strength is 10-100 kPa in compact
ice. So, there is a difference of two orders of magnitude. In a recent field study off the
northern coast of Alaska, Richter-Menge et al. (2002) have shown clear connections
between the small-scale and mesoscale internal stress fields in the ice.

Figure 4.9 presenting Sanderson’s curve, gives a rough idea of how stress
behaves as a function of the size of the loading area. Results from laboratory test
to large-scale drift ice models are included. A decrease in strength of two orders of
magnitude from local scale to mesoscale is clearly seen in groups C and D. The form

. o _ 1
of dependence appears as a power law o(L) oc L" with n ~ —3.
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Figure 4.9. Sanderson’s curve: the strength of sea ice vs. the loading area. A to C show local-
scale tests, D shows Baltic Sea high-resolution ice drift models, and E shows Arctic Ocean

meso-scale ice drift models.
From Sanderson (1988), but with Baltic Sea drift ice dynamics data (D) added.

The relationship between mesoscale and local scale stresses was examined using
a probabilistic approach by Kheysin (1978). He proposed an exponential law for the
spatial decay of correlation in the stress field and reported on experimental data
showing that the correlation radius (e-folding length) of normal stresses is of the
order of magnitude of 10 km. It is clear that the correlation length is not a constant
but varies with the geophysical state of the ice. The exponential model differs in kind
from the power law. It only gives small changes within the correlation radius and,
thereafter, drops off faster than the power law.

Example: stress as a spatial diffusion process (Harr, 1977) Consider the transmis-
sion of stress as a diffusion process due to the random interactions between ice floes.
Start with the local stress oy, at the origin and then progress along the y-axis:
2
do,, 070,

dy T Ox?

where D is the diffusion coefficient, its dimension is length, and stress is considered
dimensionless. Then o,,(y) is a Gaussian process with zero mean and variance 2Dy,
and the probability density is:

(x,y;D) = ! ex x—z
P X, V3 - \/471'—Dy p 4Dy
The peak stress is (47Dy) /2, and the width over which the stress acts is 2(2Dy)"/?,
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defined as the length scale when the stress is within one standard deviation from the
peak value. Thus, the peak stress x width = constant; the peak stress decreases as
y’l/ 2, while width increases as y]/ 2. One would anticipate that D o d (floe size) since
diffusion proceeds as floes interact, implying that the smaller the floe size in ice
mechanics the better it is at diffusing stress, scales in proportion to d -2, [ |

In the geophysical regime, the main deformation processes involved in the conver-
gence of compact ice are rafting and pressure ridge formation. They are quite
different in kind and, consequently, the same similarity law is unlikely to be valid
for both cases. The main internal resistance in rafting comes from the friction
between rafting floes, while the accumulation of blocks in pressure ice formation
has much larger friction, and a lot more potential energy has to be created.
Leppéranta et al. (1998), in an effort to understand observed sea ice kinematics,
showed that much lower resistance appeared in the rafting of thin ice (10-15cm)
than in the ridging of 30—40cm thick ice. Using the Hibler (1979) viscous—plastic
rheology, the compressive strength constant P* was about 30 kPa for thick ice, but
lower by nearly an order of magnitude for thin ice.

Hummocks and ridges normally form in ice thicker than 10-20cm, while the
thickest ice blocks found in ridges are around 1 m. Multi-year ice does not break
down into pressure ice, but first-year ice and thinner ice in leads does. Consequently,
our empirical knowledge of mesoscale or large-scale sea ice mechanics expects thick-
nesses of up to 1 m for the undeformed ice involved in deformation processes. Within
this range at least, the internal stress in mesoscale dynamics, where hummocking and
ridging cause the main loss of kinetic energy, follows the same rheological law.
Compressive strength is proportional to thickness raised to the power n, P < h",
with the exact value of n being an open question (% < n <2). For a homogenous ice
sheet, buckling failure would give n = %, crushing failure n = 1 (Coon, 1974), and in
ridge formation n = 2 (Rothrock, 1975a).

44 GRANULAR FLOW MODELS

The idea of floe collisions as the basis for sea ice rheology was introduced in the
1970s (Ovsienko, 1976). The exact physical formulation was presented by Shen et al.
(1986), who derived an analytical solution for rheology when spatial fluctuations in
ice velocity give rise to floe collisions, which further transmit stresses within the ice
field. Ice floes were taken as uniform size circular disks, diameter d, and thickness /.
In a shear flow, random fluctuations in ice velocity give rise to floe collisions
(Figure 4.10), and the frequency of collisions depends on the level of velocity fluctua-
tions and ice compactness. The nature of the collisions is described by the restitution
or inelasticity coefficient x (0 < k < 1, with k = 1 for perfect elasticity).

The stress generated by the collisions is dictated by the momentum transfer rate
within the system. To close the system the level of random velocity fluctuations needs
to be determined. This is done by means of the kinetic energy equation, which
provides the fluctuation level on the basis of energy dissipation in the deformation
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Figure 4.10. Floe—floe interaction: (a) the floe collision model, and (b) the discrete particle

model.
(a) From Shen et al. (1986) and (b) from Hopkins (1994).

of ice. Thus, the fluctuation level is zero if and only if deformation is zero. These
collisions lead (via averaging) to the continuum rheology (see Shen et al., 1986, 1987

for a detailed derivation):
3/2

VAy— V4

where m = %wphdz is the mass of an ice floe, 4y = 7/(2+/3) is equal to the maximum
compactness of uniform circular floes, and f; and f, are viscosities:

. 1 v, V2 (2 ) 1o
N Zﬂgfl 2 (d) ) h=— (4.28)

o =m(l + k) (Al +12¢) (4.27)

where v’ is the velocity fluctuation level obtained from:

A (A2 2V2).
dv"l‘b"‘“’“(wz(l_,ﬁ)‘ﬁ é

.2 )

€1 €I 2 20, a2
==L __ = (3
2737y 377(1—,-;)(6‘““)

(4.29)

The derivation is based on the assumption v’/d > |¢| Note that v'/d is a first-degree
homogenous function of strain-rate invariants,” and then from Eqs (4.27-4.29) it can
be deduced that the stress is quadratic in the strain rate. Ice stress depends on floe
characteristics (p, h, d), ice compactness, strain rate, and the restitution coefficient
k ~ 0.9. Note that quadratic dependence is of the form ¢ o 7(éy, £11)é, not 6 &% as
given in the last term of the Reiner—Rivlin model (Eq. 4.5).

The collision model integrates kinematics within a drift ice particle into a large-

3 Multiplying strain-rate invariants by ¢ changes the fluctuation v'/D by the same factor c.
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Figure 4.11. Velocity fluctuation level according to measurements and Monte Carlo
simulations based on the measured strain rate. The field data are from MIZEX-83,

Greenland Sea.
From Shen et al. (1987).

scale stress field. It is in principle correct. The stress level is very low for compactness
less than 0.9, but there is a singularity as 4 — A,. In reality, when the stress level has
reached the strength of individual floes or the plastic yield strength, floes break and
override, and the collision model is no longer valid. This supports the physical
picture that ice stress only becomes important when an ice field becomes compact;
stresses then arise due to friction between floes and formation of hummocks and
ridges. There is another singularity when x — 1 (i.e., when ice floes become fully
elastic).

Inelastic floe collisions are incapable of transmitting large stresses. Lu et al.
(1989) merged the floe collision model with a plastic model across the marginal
ice zone’s (MIZ) interior pack boundary, but the results did not reveal any new
qualitative features about ice dynamics. However, collision rheology correctly repre-
sents the behaviour of drift ice at compactness levels up to ca 0.7-0.9, and its low
stress levels explain why it is so easy for the ice pack to close up. Shen et al. (1986)
examined observed kinematics during the Marginal Ice Zone Equipment (MIZEX-
83) in the Greenland Sea and found a clear connection between predicted and
observed velocity fluctuations (Figure 4.11).

Collision rheology gives a functional relationship between the strength of ice
and ice compactness (Eq. 4.27): the factor is B(4) = A>?/(y/4, — v/A). This
becomes singular as 4 — A, (=0.907 for uniform circular floes), and B(0.7) ~ 5.1,
B(0.85) ~ 25.8, B(0.9) ~ 231.9.
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Example Harr (1977) Consider the transmission of forces across a line of unit
width. At any point a force F' > 0 is or is not experienced, depending on whether
there is, respectively, material contact or a void. For N points, the probability
distribution of the number of F’ > 0 points is binomial with a probability p(N ),
Increasing N, the Poisson distribution results (Feller, 1968), and the number of n
forces F' > 0 has the probability:

Pn= %e‘r

where I' is the Poisson distribution parameter, I' = limNﬁoopr ). Since the prob-

ability of void must be equal to the relative amount of open water, we have
po=1—A=e" and consequently I = —log(1 — A). This becomes singular as
A — 1; however, somewhere at A4 <1 the ice floes break and pressure ice
formation begins. When 4 =0.7 or 0.99, I' is 1.2 or 4.6, respectively, and the
singularity is therefore very sharp. Mean and variance are equal to I', so the stress
level is proportional to —log(1 — 4). Although stress increases with compactness, its
relative variability decreases and the coefficient of variation (standard deviation
divided by the mean) is "'/, If the mean stress level is (o) and compactness is
A, the range between the standard deviation and the mean is (0)(1 + I''/?) and the
probability of o =n(o) is T"e™" /n! Overall, this reasoning does not hold when
contacts between floes disappear, but the model illustrates how the stress field
starts to change from a collisional system to a system in which stress is transmitted
between ice floes in contact. The stress level from loose to dense contact fields
increases several times. [ ]

A more general approach to a floe—floe interaction system is provided by so-called
“discrete particle models”, where a mechanical model is constructed for the interac-
tions and a simultaneous solution for a large number (thousands) of floes is obtained
numerically (Hopkins and Hibler, 1991; Laset, 1993; Hopkins, 1994). This has the
potential to improve the understanding of the geophysics of sea ice dynamics and
provide possibilities to parameterize continuum models from individual floe—floe
interaction processes.

Hopkins (1994) constructed a model for ice blocks breaking from a parent ice
sheet and accumulating into an ice ridge. Floe—floe interactions were modelled by a
viscoelastic normal force (Kelvin—Voigt medium, Section 4.1) and Coulomb friction
was used for the tangential force (Figure 4.10). The viscous part of the normal force
takes care of the inelasticity of floe contacts in much the same way as did the
restitution coefficient in the collision model. The tangential force initially has an
elastic part for static friction, but, once overcome, frictional sliding occurs.

The resulting ridges looked quite natural. Hopkins (1994) could also determine
the mechanical energy budget to show that the potential energy created in ridge
building is small compared with frictional losses. Figure 4.12 illustrates the result.
The key parameter is the friction coefficient, and he used different dry (i) and wet
(u,,) friction coefficients. Friction takes energy that is about one order of magnitude
greater than that required to create potential energy. Comparable with potential
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Figure 4.12. Energy budget in sea ice ridging as simulated by a discrete particle model. Ice

thickness was 30 cm, the dry friction coefficient was 1.0, and the wet friction coefficient was
0.6.
From Hopkins (1994).

energy are the inelastic losses that occur in the deformation of ice blocks. Within the
ranges p ~ 0.4-1.0 and p,, ~ 0.3-0.6 the energy budget was not much affected.
Because potential energy and friction are correlated to some degree, the theory
based on the potential energy is qualitatively good.

The results from discrete particle models have been good for local scale
processes such as pressure ridge formation with its mechanical energy budget,
which is key to understanding sea ice plastic rheology. Only recently have
attempts been made to use them in full basin-scale sea ice dynamics problems.
Comparison between continuum and discrete particle models for MIZ ice
dynamics was made by Gutfraind and Savage (1997), giving similar results for
both approaches. Rheem et al. (1997) used a mixed discrete particle—continuum
approach for a study in the Sea of Okhotsk.

The rheology question is now complete. The core is the plastic model, which is
based on the yield curve with associated flow rule. The size of the yield curve
corresponds to the overall strength of the ice, while its shape specifies the
behaviour of different modes of deformation. Open drift ice fields can be treated
with the free drift (no stress) approach. Between open and compact states rheology
changes from stress free in a viscous manner. Rheology gives the internal stress
tensor as a function of ice state, strain, and strain rate. Then, the divergence of

stress steps into the equation of motion as a forcing term, as will be shown in
Chapter 5.
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Equation of drift ice motion

5.1 DERIVATION OF THE EQUATION OF MOTION

The law of conservation of momentum, or the equation of motion, is derived for
drift ice in this chapter from Newton’s second law for a continuum. By integrating
through the thickness of ice, the two-dimensional equations can be obtained. Atmo-
spheric and oceanic forcing is treated in Section 5.2. Scale analysis and dimensional
analysis are studied in Section 5.3 to derive the magnitudes of the terms of the
momentum equation and the key dimensionless quantities. Section 5.4 concerns
the dynamics of a single ice floe based on rigid body mechanics.

5.1.1 Fundamental equation

The motion of drift ice is two-dimensional (as described in Chapter 3). Its equation
can now be derived using all three dimensions. For the sake of clarity three-
dimensional vectors and tensors are underlined (e.g., u = (u, v, w), where w is the
vertical velocity).

Figure 5.1 shows a photograph of ice motion past a lighthouse enclosed within
drifting ice. The sea ice drift problem is schematically illustrated in Figure 5.2. The
starting point is Newton’s second law, mdu/d¢ = F, where F represents the forcing
acting on the ice. First, normal continuum mechanics modifications are introduced
(e.g., Hunter, 1976):

(1) Use mass per unit volume or density for ice continuum particles, or parcels.
(if) The force due to the internal ice stress field is V - X, where V = (9/9x, /0y,
0/0z) is included in F.
(iii) Use an Eulerian frame to ascertain the advective acceleration terms.
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Vasilii Vladimirovich Shuleikin (1895-1979). A Soviet oceanographer, sea ice physicist, and
author of classic texts in the early development of the theory of sea ice drift. He was nominated

Academician of the Soviet Academy of Sciences in 1946.
Reproduced with permission from the Russian State Museum of the Arctic and Antarctic, St Petersburg.

This results in the Cauchy equation of motion of a continuum:

p<%+yﬂ>:zz+ﬁext (51>

where F,,, contains the external forces on the ice.
Second, geophysical effects are introduced:

(i) Coriolis acceleration is added to the inertial term (e.g., Pond and Pickard, 1983;
Cushman-Roisin, 1994).

(i) The Earth’s gravity provides external body forcing, expressed as VO, where @ is
the geopotential height of the sea surface. Here V@ = gV'¢, where V'’ is the
three-dimensional gradient operator in the true horizontal-vertical co-ordinate
system, and £ is sea surface elevation.

Third, the internal stress of drift ice includes the stress due to interactions between ice
floes, o, and the pressure p from the surrounding air and water, ¥ = o — pI (see Eq.
4.2). Now we have the three-dimensional momentum equation for sea ice as:

p<%+y-ﬂ+29><y>=Z~(g—p1)—p2‘1> (5.2)
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Figure 5.1. Sea ice drifts past a lighthouse, northern Baltic Sea. The width of the lighthouse is
about Sm.
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Figure 5.2. The ice drift problem. Ice is driven by atmospheric and oceanic flows and responds
to forcing through its internal stress field.
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where Q = (Qcos ¢)j + (Qsin ¢)k is the Coriolis vector, Q = 7.292 x 10>s ™ is the
angular velocity of the Earth, and ¢ is the latitude.

Example For an incompressible, linear viscous fluid with constant viscosity 7, the
rheology reads ¢ = 2ng’ (see Section 4.1). Then V -6 =1V u; that is, Eq. (5.2)
becomes the Navier—Stokes equation on a rotating sphere:

Ou/0t +u-Yu+2Qxu=—p 'Vp+v¥V’u—g

where v is the kinematic viscosity of the fluid. [ ]

As in ocean dynamics, the vertical component of the Coriolis acceleration arising
from the eastward velocity component is very small compared with gravity accelera-
tion. Also, in the horizontal Coriolis acceleration the part arising from vertical
motion, w2Qcos ¢, is very small compared with the part arising from horizontal
motion. Consequently, Coriolis acceleration is reduced to fk xu, where
f =2Qsin ¢ is the Coriolis parameter.

Let us take the sea surface as the zero reference surface, approximating it locally
as a Cartesian xy-plane. Although this is not a fixed surface on the Earth, it is easy to
see (e.g., by scale analysis) that forces due to vertical motion of the sea level are
negligible in the dynamics of sea ice.

5.1.2 Vertical integration

The equation of motion (5.2) is next integrated through the thickness of the ice. The
horizontal velocity of sea ice has no vertical structure, as discussed in Chapter 3.
Therefore, integration of the acceleration terms, the left-hand side of Eq. (5.2), is
straightforward: they are simply multiplied by the ice thickness /. Similarly, integra-
tion of the geopotential term results in multiplication by #.

Integration of the divergence of internal ice stress is more complicated. We have:

J V- -Xdz= [ Z~gdzfj Vpd:z (5.3a)
i Jn h

where [, stands for integration through the ice thickness. The actual integration
boundaries are the upper and lower ice surfaces, and their altitudes with respect
to the sea surface are the freeboard 4" and the negative of the draft —4”, respectively.
Therefore, in component form:

i 8;xx a;}"x 822}; | i 8gxx ag}’x agzx | 0, 'D
+ 4 + 2 o
0x dy 0z Ox dy 0z Ox
"olox,, 8%, 0%, "o\ da,, 8o, Oo. " op
A e A Wt A P PR S P Ty | g, P14y

J,/,v Ox * dy + 0z : L/,” 0x + dy + 0z - .[/z” Oy :
a;xz + a;}’z + a;zz 8Qx2 + 8g,\’2 + ag:z al
L ox 9y 0z | L ox Oy @ 0z | 0z

(5.3b)
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The components of the three-dimensional stresses X and ¢ are also underlined to
differentiate them from integrated stresses, which are used here to represent the two-
dimensional stress (see Eq. 4.3).

Equation of motion on the sea surface plane

The first and second components, or the x- and y-components, of Eq. (5.3b) are first
considered. They are for the sea surface plane. Since this plane is the zero reference
plane, the horizontal pressure gradient Vp integrates to zero in the water and thus
becomes equal to the air pressure gradient Vp,. Then:

a;n + a;yx + a;zx agxx 8g}’x
B ; ol Qm o T s . Il — . _I//
J Ox Jy 0z dz:J ox 0Oy ds 4 QAX(l/) 0. ( 1//) — hVp,
—h" a;xy + a;yy + a;zy —h" agxy agyy Q:y(h ) - sz(_h )
ox dy 0z ox Oy
(5.4)

Take the first term on the right-hand side. The two-dimensional internal ice stress is
o= fh o dz (see Eq. 4.3). To get there the order of integration and derivation must
be interchanged as was done for Eq. (4.6). Recalling this equation, we have for the
X-component:

Jh’ (80W da,, ) o d
= dz = =0+ -0y

_p \ Ox Qy Ox Ay
! P m P | Oh
|:Jxx(h)(1 pu> +gxx( h )pu:|ax
oh
_ g l—ﬁ Ny plon .
{U”(h)< pw)jw”( ! )pw]ay 55)

Thus, the integral is split into the x-component of the divergence of the two-
dimensional stress V - ¢ and the x-component of the ice thickness gradient correc-
tion, denoted below by ©,, .. The y-component is treated similarly.

The second term on the right-hand side of Eq. (5.4) comes from the surface
boundary condition that the ice shear stress must match the shear stresses of air and
water, respectively, 7, and 7, on ice:

[Uz.x(h/) - sz(_h,/)
gzy(hl) - gzy(_h”)

Consequently, the divergence of the total stress X is in the sea surface plane:

‘| =1,— (~1y) (5.6)

{J V~2dz} =V-6-0,+1,+1,—hVp, (5.7)
h H

where ©, = ©,,,i+ ©, j. To understand this, one needs o(h’) and o(—4") and,
consequently, a full three-dimensional rheology of the ice sheet (see Nye, 1973).
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But the thickness gradient is generally small enough for the correction term ®,, to be
neglected, as is usually implicitly done in sea ice dynamics (e.g., Rothrock, 1975b;
Coon, 1980; Hibler, 1986; Leppdranta, 1998).

Denoting the co-ordinates of the true horizontal plane by (x'y"), the slope of the
sea surface with respect to horizontal is:

L0
B:1£+J

o€
— 5.8
5 (538)
The geopotential gradient on the sea surface plane thus integrates into
phV® = phgP, usually called sea surface tilt. Apart from shallow (depth less than
the Ekman depth') regions, this term can be expressed in terms of the surface

geostrophic current U,, by (e.g., Pond and Pickard, 1983):

gp=—kx U, (5.9)

This is a convenient expression since geostrophic velocity is often used as the
reference in the ice—water friction law. In shallow waters the geostrophic approxima-
tion given by Eq. (5.9) does not hold due to the influence of bottom friction, but the
tilt expression must remain in the equation of motion. In fact, for deep basins the
explicit tilt expression would also be preferable, but usually the non-geostrophic sea
surface tilt is not known.

Finally, the general form of the equation of motion of sea ice on the sea surface
plane is:

u

ph ot

+u-Vu+fkxu| =V-6+1,+1,— phgp— hVp, (5.10)

Figure 5.3 shows a schematic force diagram of ice drift. Usually, wind is the driving
force, and this is balanced by the ice—ocean drag and internal friction of the ice.
Coriolis acceleration is smaller than the three major forces and is always perpen-
dicular to the ice motion. The other acceleration terms and sea surface tilt are smaller
still and can influence in any direction.

Compared with vertically integrated ocean circulation models (see, e.g., Pond
and Pickard, 1983), in the horizontal momentum equation: ice thickness corresponds
to sea depth; ice—water friction corresponds to bottom friction; and the internal
friction of ice corresponds to horizontal turbulent friction. In contrast to sea ice
dynamics, in vertical integration the constancy of velocity does not hold in ocean
circulation, resulting in a biased momentum balance due to the non-linearity of
advection.

! The depth of the frictional influence of surface forcing in the ocean (e.g. Gill, 1982; Pond and
Pickard, 1983); for sea ice it is typically 30-40 m.
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Figure 5.3. A typical diagram of major forces in drifting sea ice (northern hemisphere).

Vertical equation of motion

The vertical component of integrated total stress divergence is from Eq. (5.3):

J\h’ 6;);2 4 a;yz + a;zz dz = Jh, 8gxz + ag}’z d +
o \ox oy "oz )T, Uax Ty )

The last term is equal to the hydrostatic pressure of water directly below sea ice,
pwgh”. By scaling analysis, it is seen that this pressure is much greater than
the integral term on the right-hand side: since (o,., g,.) ~1,, the integral is
~ 7,1/ L ~ 1 Pa while p,gh” ~ 10*Pa.

The vertical geopotential gradient is g, = g since the sea surface is very close to
horizontal. Thus, multiplied by ice density it integrates to pgh, which is comparable
with the pressure at the ice bottom. It is easy to see (e.g., by scale analysis) that other
terms in the vertical momentum equation are negligible. Consequently, the vertical
momentum equation becomes the Archimedes law:

ngh” - Pgh =0 (512)

or h"/h = p/p,. This equation corresponds to the vertical hydrostatic equation in
ocean dynamics. Archimedes’ law defines which portions of the ice sheet are above
and below the sea surface; but, otherwise it is not needed in sea ice dynamics
problems.

"

(c.—p) (511)
_n

Boundary conditions

Consider a sea ice field Q with a boundary curve I' (Figure 5.4). The field is bounded
by open water and a solid medium (land or landfast ice). The configuration changes
with time, Q = Q(7) and I = I'(7). The boundary conditions are:

c-n=0 open water boundary (5.13a)
u-n<o0 solid boundary (5.13b)

At the open water boundary the ice does not support normal stresses and the motion
of ice changes the boundary configuration. At the land boundary, the ice is allowed
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Openwater

Land Q

Figure 5.4. A sea ice field Q with the boundary curve I' consisting of open water and land
sections.

to move away from the boundary into the drift ice basin, but it is not allowed to
override the solid boundary medium. As soon as the ice has moved away (lost
contact with the solid boundary), the drift ice boundary changes to the open
water boundary.

The boundary conditions (5.13) are often replaced by a simplified form:

Open water = Ice with zero thickness (5.14a)

u=0, solid boundary (5.14b)

Equation (5.14a) removes the question of the open water boundary, while Eq.
(5.14b) is the usual no slip condition used for viscous flows.

5.1.3 Drift regimes

In general, sea ice dynamics phenomena can be divided into three categories: (i)
stationary ice; (i) drift in the presence of internal friction, or drift of interacting ice
floes; and (iii) free drift, or drift of non-interacting ice floes. Cases (ii) and (iii) were
named by Zubov (1945) and correspond to the fields of close drift ice and scattered
ice, respectively.

The drift ice dynamics problem can be approached in three ways: free drift
solution, analytical zonal models of drift in the presence of internal friction, and
full numerical models. These are the topics of Chapters 6, 7, and 8. In the present
chapter, the momentum equation is further discussed and analysed for external
forcing, scales, and non-dimensional form.

5.1.4 Conservation of kinetic energy, divergence, and vorticity

The conservation law of kinetic energy (per unit area) g = %ph|u\2 is obtained from
the momentum equation by scalar multiplication by ice velocity (Coon and
Pritchard, 1979; Leppéranta, 1981b). This is quite straightforward, as done
usually in fluid dynamics. For the internal friction term, the formula V- (u-6) =
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u-V-6+06:Vu=u-V-6+tr(c-¢) is utilized. The colon product “:” is defined
by B: C = B;;C;; > for two matrices B and C. We have:

%—l—qu: —tr(6-¢)+V-(w-0)+u-t,+u-t,—phgu-p—hu-Vp, (5.15)
The left-hand side gives the local change and advection of kinetic energy, while the
right-hand side terms are, respectively, (i) work done by the stress field including
frictional dissipation, (ii) work done by the surrounding ice, (iii) input of kinetic
energy from the atmosphere, (iv) exchange of kinetic energy with the ocean, (v) input
of kinetic energy from the sea surface slope, and (vi) input from the atmospheric
pressure gradient.

To illustrate term (ii), the Gauss theorem says that for a region Q with boundary
0Q:

L V-(u-06)dQ = Lg(u -0)d(0Q)

This term is understood as the transmission of stress across region boundaries.

Example For an ideal fluid, 6 = —pl and —tr(c¢-¢)=pV-u and V- (u-0) =
—V - (pu). There are no frictional losses, but the pressure field redistributes mech-
anical energy. For a linear viscous incompressible fluid, —tr(o - &) = —nét, which is
the dissipation of kinetic energy due to viscous shear. [ |

The input of kinetic energy from the wind is u - t, = p,C,|U,|u - U,. In purely wind-
driven drift, ice velocity is approximately proportional to wind velocity, and
therefore input is proportional to the cube of the wind speed. The ice—water
exchange of kinetic energy is written as:

u-v, = prw| Uw - ”|” ’ [COS aw(UW - ”) + sin ew k x (Uw - u)} (516)

IfU, =0,thenu-t, =—p,C, cos 9”,\u|3 and the energy loss to the ocean boundary
layer is proportional to the cube of ice speed.

The mechanical energy budget evaluated from observations is illustrated in
Table 5.1. The results show that the principal source is the wind and that energy
is used to overcome ice—water friction and the internal friction of the ice. The ice
thickness was about 50cm and, therefore, the overall level of kinetic energy was
1-10J/m>. This is considerably less than the average gain and loss over 1 hour
and, therefore, the timescale of the kinetic energy of sea ice is very short.

The energy budget has not been widely used in sea ice dynamics investigations,
despite the fact that it would shed light on internal stress transfer and dissipation
mechanisms. However, apart from short-term elastic events, drift ice does not store
recoverable mechanical energy.
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Table 5.1. Kinetic energy budget of sea ice dynamics in the northern Baltic
Sea. The values are in mJ/(m?s) and based on hourly data, acquired during
a 2-week experiment.

Mean Standard deviation
Rate of change 0.3 1.6
Input from the wind 10.3 20.7
Input from currents 2.3 5.7
Input from sea surface tilt 0.1 0.5
Loss to the ocean boundary layer —-8.4 29.3
Loss to internal friction —6.0 13.8

Source: Lepparanta (1981b).

The conservation laws of divergence &; and vorticity w are obtained from the
momentum equation by applying divergence and curl operators (respectively, V-
and Vx):

Dé

ph[[;;+v<uv> 'll_f(/:):| =V- (v ot+1,+71, _hvpu) (517‘1)
Duw .

ph{D[—k(w—i—f)le] =V x(V-6+1,+1,) (5.17b)

As in the case of kinetic energy, the inertial part or the left-hand side is small and the
main balance is between internal friction and surface stresses.

Even though air and water are incompressible fluids, the Coriolis phenomenon
causes divergence in surface stress. Therefore, the atmosphere and ocean are capable
enough to produce divergence and vorticity in ice velocity. The physics are similar to
the phenomenon known as “Ekman pumping” in the open ocean, where the diver-
gence of surface stress sucks deeper water to the surface (e.g., Cushman-Roisin,
1994). In addition, the internal friction of ice and the inhomogeneity of the ice
cover for surface roughness and thickness give rise to deformation and vorticity
even in the presence of constant forcing.

5.2 ATMOSPHERIC AND OCEANIC DRAG FORCES

5.2.1 Planetary boundary layers

Planetary fluid boundary layers comprise two main parts (e.g., Tennekes and
Lumley, 1972): a surface layer where the stress is approximately constant and an
Ekman layer where velocity rotates due to the Coriolis effect and stress decreases to
zero. The full boundary-layer solution of velocity is constructed by joining the
surface layer and Ekman layer solutions together, normally assuming steady-state
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conditions. The thickness of the planetary boundary layer® is ~ 1km in the atmo-
sphere and ~ 50 m in the ocean.

Because of the important role of rotation, let us present the velocity solution of
the planetary fluid boundary layer using complex variable techniques. As horizontal
velocity is U = U; +1U,, the boundary layer equations are (e.g., Cushman-Roisin,
1994):
1or

ifU =ifU, +— 5.18:
op

— = 5.18b
5, = 9P (5.18b)
where U, is geostrophic velocity and 7 is vertical shear stress. This is expressed as:

ou

= pK— 5.18

T=pK— (5.18¢)

where K is kinematic eddy viscosity. For the vertical direction the hydrostatic
equation applies, and in barotropic flow the geostrophic velocity is independent of
depth. At the top of the boundary layer, stress vanishes and, therefore, U = U,,
while, at the bottom of the boundary layer, velocity must be equal to the velocity of
the boundary, U = U,.

Sea ice lies between the atmospheric and oceanic boundary layers. These both
follow the laws of the planetary boundary layer with the following main differences:

(i) The densities of air and sea water differ (respectively, p, ~ 1.3kg/m*® and
pw = 1,028 kg/m3, the density ratio being thus p,/p, =~ 1.3 x 1073).

(i1) The velocities of air and water flows differ (respectively, U, ~ 10m/s and
U,, ~ 10cm/s, the velocity ratio being U,/U,, ~ 10%).

(iii) The height of boundary layers differ (respectively, 6, ~ 1 km and 6,, ~ 50 m, the
height ratio being 8,/6,, ~ 20).

(iv) 64 > hy, b, ~ Iy (i.e., ridge sails are very small compared with the height of the
atmospheric boundary layer, but ridge keels are of the order of the oceanic

boundary layer depth).

In the presence of sea ice, its velocity (1) serves as the boundary condition for both
media. Since |U,| > |u| ~ |U,|, for the atmospheric boundary layer we can take
Uy = 0; but, for the oceanic boundary layer the condition must be U, = u. Thus,
in pure dynamics ice and ocean form a coupled system, but wind stress acts as an
external force.

The atmospheric boundary layer over sea ice has been extensively examined
(Rossby and Montgomery, 1935; Brown, 1980; Joffre, 1984; Andreas, 1998). The
oceanic boundary layer beneath sea ice is much less known than the atmospheric
layer above (McPhee, 1986; Shirasawa and Ingram, 1991). This is partly due to
greater observational difficulties, but more so to the uniqueness of the ice—water

2 Planetary fluid boundary layer thicknesses scale as f~'(7/p)'/? (e.g., Tennekes and Lumley,
1972).
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interaction. Atmospheric boundary layers have also been widely examined over land
and open ocean and these results have been utilized in sea ice research as well.

Surface layer

In the surface layer, vertical shear stress is constant and velocity direction is constant
(e.g., along the real axis). A velocity scale u*, called the friction velocity, can be
defined by 7 = puf; this serves as the velocity scale for the surface layer. The length
scale comes from Prandtl’s mixing length hypothesis that states that the size of
turbulent eddies scales with distance from the boundary (i.e., the length scale is z:
see Tennekes and Lumley, 1972). Therefore, K ~ u,z and, for the stress to be
constant, the vertical velocity gradient is ~ u,/z. In exact terms:

dU u

—_— == 5.19

dz kz ( )
where k = 0.4 is the von Karman constant. In neutral stratification, a logarithmic
velocity profile results:

u z
U(z) - Uy=-—"1 — 5.20
()~ Uy =" tog( 2 ) (5.20)

where z, is the roughness length. For undeformed sea ice, the roughness length is of
the order of 0.1-1 cm, and characteristic friction velocities are 50 cm/s for the atmo-
sphere and 2cm/s for the ocean. For deformed sea ice, the effective aerodynamic
roughness length is of the order of 1-10 cm, corresponding to hummocks and ridges
that have geometrical extents of 1 m above the surface and 10 m below (see Section
2.4).

Measurements of atmospheric surface layers over sea ice have been widely made
using profiling masts (Figure 5.5) and aircraft. The roughness length of the top
surface of undeformed sea ice is of the order of 0.1 cm. Joffre (1982a) examined
the surface layer over northern Baltic Sea ice. The roughness length ranged
between 0.04 cm and 0.08 cm, and data-fitting resulted in:

zo = mu? (5.21)

where m = 1.5 x 10 s*/m for u, > 0.35m/s, in good agreement with a compilation
of various snow and ice data by Chamberlain (1983), resulting in an average of
m = 1.6 x 107° s>/m. Note also that Eq. (5.21) indicates that sea ice roughness is
grossly equivalent to the average roughness of the sea surface as determined by
Charnock’s formula (Charnock, 1955) with the same numerical coefficient m (e.g.,
Stull, 1988, p. 265) for non-gale wind situations. For instance, Garratt (1977)
reviewed a wide range of sea surface roughness data that yielded
zZo = 0.0144ui/g =147 x 10%u?s?/m. Although roughness parameter zo 1s in
general considered to represent only geometric surface characteristics, it can also
depend on flow conditions such as hydrostatic stability (e.g., Joffre, 1982a).

There are many fewer data available of the roughness of the ice bottom
(McPhee, 1986; Shirasawa and Ingram, 1991). Work during the Arctic Ice
Dynamics Joint Experiment (AIDJEX) in the Beaufort Sea gave z;~ 20cm,
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Figure 5.5. A mast (height 10m) for atmospheric surface layer measurements. Velocity,
temperature, and humidity are measured at several altitudes to determine the fluxes using
the so-called profile method.

which includes hummocks and ridges (McPhee, 1986). The local value is much less,
however, down to 0.1 cm. Shirasawa (1986) and Shirasawa and Ingram (1997)
obtained z;, ~ 0.5-2.0cm from near-bottom turbulence measurements in the
Canadian Arctic.

Ekman layer

In the Ekman layer the eddy viscosity coefficient K is constant and Coriolis accel-
eration is important. Consequently, velocity-turning takes place. We have:
d’v
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Wind velocity rotates

0.3 counterclockwise down from

it the geostrophic wind to the

0.15 ﬁ surface. Surface stress is 45°
0.1 to the left from the

0.05 geostrophic wind.

0.2 0.4 0.6 0.8

Surface flow is 45° to the
right from the wind stress.
Ocean current rotates
clockwise down from the
surface.

Figure 5.6. Theoretical form of the atmospheric and oceanic Ekman layers above and beneath
sea ice (northern hemisphere). Note that oceanic velocities are two orders of magnitude less
than atmospheric velocities.

The general solution is of the form U = U, + C; exp(),z) + C, exp(),z), where
C, and C, are constants determined from boundary conditions, and
A = £4/if /2K. The boundary conditions are the no-slip condition (U = U,) at
the surface and the stress-free geostrophic velocity at the top. A more simple
condition can be used for the upper boundary, U — U, as z — oo, resulting in:

U=U,+ (Uy— U,)exp{—[l + sgn(f)i]rz/D} (5.23)

where D = m\/2K/|f| is the Ekman depth. At z = D, the latter term on the right-
hand side has decreased to e " = 4% from the boundary level and rotated the angle
of 7 clockwise.

Figure 5.6 illustrates the velocity distribution in the Ekman layers of the atmo-
sphere and the ocean. For the atmosphere U, = 0. Starting from the top of the
atmospheric boundary layer, velocity rotates to zero at the surface, counterclockwise
in the northern hemisphere, and clockwise in the southern hemisphere. Surface stress
now becomes 7= pKdU/dz = pK(U, — Uy)[1 + sgn(f)i]w/D. Since we also have
17| = pu?, we get u? = K|U, — Uy|27/D.

There are three possibilities for the open ocean:

(a) If |Uug| > |u|, then there is rotation in the oceanic boundary layer from the
surface to the bottom, but with reversed directions compared with the atmo-
sphere case.

(b) If |Uwy| < |u|, the Ekman spiral (e.g., Cushman-Roisin, 1994) results.

(¢) If Uyy ~ u, the boundary layer modification is less sharp, but the faster moving
medium always drives the slower one.

A key atmospheric parameter in sea ice dynamics research is the speed ratio U,/ U,
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Figure 5.7. Averaged velocities of wind, sea ice, and currents (depths 7, 10, 30, and 40 m),
815 April 1975 in the Baltic Sea. For the velocity scale, the ice velocity averaged 3.1 cm/s (at

maximum it was 35cm/s).
From Leppiranta (1990).

between the surface wind U, and the geostrophic wind U,. Its modulus is
R, = |U4l/|Uy| and its argument is 6, = arg(U,/U,,), the so-called cross-isobar
angle. These parameters depend on the stability of stratification and their relevance
comes from the fact that the wind is often known for its geostrophic value only from
atmospheric pressure data, ifU,, = p~'Vp,. In near-neutral conditions over sea
areas, the ratio of surface wind speed to geostrophic wind speed is 0.5-0.7 and the
cross-isobar angle is 10-30°. During AIDJEX the average speed ratio and turning
angle was found to be 0.59 and 25.9° in the Beaufort Sea (Albright, 1980; Brown,
1980). Joffre (1985) investigated the diurnal cycle of the ratio R, for two different
campaigns lasting about 3 weeks in the Baltic Sea. The resulting R, displayed a
maximum of 0.9 at about 23:00h (local time) and a minimum of 0.55 at about
08:00 h. Joffre (1982b) also found that the cross-isobar angle varied between 15°
and 30°.

Ice is an excellent platform for oceanic boundary layer investigations. It gives
the pure shear stress forcing case with no disturbances from surface waves and
provides a stable site for measurements. Ekman himself made observations in
winter 1901 on the ice of Oslo Fjord and was the first to record the Ekman profile
in the ocean. It took a long time for the Ekman theory to be validated in open ocean
conditions. Figure 5.7 shows the Ekman spiral recorded beneath drifting sea ice in
the Baltic Sea (based on 1-week velocity records).

Stratification

Sverdrup (1928) emphasized the role of stratification in the planetary boundary
layers. He concluded that in the Siberian shelf in summer there is a 25-40-m, low-
density upper layer that moves almost uniformly with the ice and with a very weak
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momentum transfer to the deeper water. For the wind stress he also concluded that
the strong atmospheric stability in winter reduces wind drag.

Rossby and Montgomery (1935) examined the air—ice and ice-water stresses
using the data of Sverdrup (1928) and Brennecke (1921), and obtained a floe-scale
air drag coefficient of 2.5 x 1072, close to modern values. Their roughness parameter
was 3.68 cm, which corresponds to a physical roughness of the order of 1 metre
(explained by the presence of pressure ridges). Rossby and Montgomery also under-
lined the importance of stability in low wind speeds in agreement with Sverdrup. For
the ocean boundary layer they agreed with Sverdrup that the presence of a stable
shear layer in summer significantly reduces ice—water friction. However, they criti-
cized Sverdrup’s assumption for the bulk drift of the upper ocean with ice and,
instead, showed that there is always a shear layer beneath the ice, which corresponds
well to present understanding.

In general, in non-neutral conditions Eq. (5.19) is replaced by (e.g., Andreas,

1998):
dU  u,
Tz (524)

where ¢,, is the ““universal function” for momentum transfer and L, is the Monin—
Obukhov length (e.g., Tennekes and Lumley, 1972), which describes the stability of
the stratification:

2

Lyo =—— 2
wo = (525)

where b = g/T, is a buoyancy parameter, 0, = —Q/(ppc,u,) is a temperature scale,
T, is virtual temperature,® Q is heat flux, pr is density of the fluid, and ¢, is specific
heat at constant pressure. In neutral conditions, Q = 0; therefore, L, = oo,
z/Lyo =0, and ¢,,(0) = 1. In stable conditions, heat flux is negative (toward the
boundary) and then z/L,; > 0. In unstable conditions the opposite is true.

Heat flux and buoyancy depend on temperature and humidity (atmosphere) or
salinity (oceans); therefore, additional equations along the lines of Eq. (5.24) are
needed. The three quantities are coupled, and the corresponding boundary-layer
equations must be simultaneously solved. This question goes beyond the scope of
this book; however, details can be found in Andreas (1998) and McPhee (1986). The
main point here is the influence of atmospheric and oceanic stratification on drag
parameters, the subject of Section 5.2.2.

To extend the Ekman layer for stratified flows, the Rossby number similarity
theory is used with the roughness Rossby number Ro, = u,/(fzy) as the scaling
parameter (McPhee, 1986; Andreas, 1998). Omstedt (1998) used a second-order
turbulence model to examine the boundary layer beneath sea ice. This approach
includes the equations of turbulent energy and its dissipation and, therefore,
avoids the need for drag law parameters. However, this model is one-dimensional

3 The temperature, which dry air would need to have the same density as moist air (i.e.,
T, = T(1 4+ 0.6078¢), where ¢ is specific humidity, see Gill, 1982).
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and its applicability is consequently limited to local boundary-layer problems only
(Leppdranta and Omstedt, 1990; Omstedt et al., 1996).

5.2.2 Drag force formulae

In general fluid dynamics, based on dimensional analysis, the drag force of the fluid
on a solid plate is 7 = p,CU 2, where po 1s the density of the fluid, U is the velocity of
the fluid relative to the plate, and C is the (dimensionless) drag coefficient (e.g., Li
and Lam, 1964). The drag coefficient depends on the Reynolds number Re = UL /v,
v being the kinematic viscosity of the fluid, and surface roughness. In laminar flow,
C o Re " and therefore 7 « U. But in turbulent flow the Reynolds number becomes
very large and the drag coefficient is then independent of it, 7 o< U>.

For a planetary boundary layer, geostrophic flow serves as the natural, undis-
turbed reference velocity. Surface geostrophic velocities are usually good approxima-
tions for velocities immediately above boundary layers. As the boundary-layer flow
is turbulent, the drag coefficient depends on surface roughness and stratification. In
planetary boundary layers the Coriolis effect causes the flow to turn, and therefore a
second stress law parameter is required: the turning angle, or Ekman angle, between
the geostrophic flow and the surface stress (see Figure 5.6). This angle also depends
on surface roughness and stratification.

By using the quadratic drag law, the necessary parameters of which are the drag
coefficient and boundary-layer turning angle (e.g., Brown, 1980; McPhee, 1982), the
atmospheric and oceanic drag laws can then be written as:

Ta = paCa|Uag| exp(iea) Uag (5'263)
Ty = pwcw| Uwg - U| exp(iew)(Uwg - Ll) (526b)

where p, and p, are air and water densities, C, and C,, are air and water drag
coefficients, and 0, and 6,, are the boundary-layer turning angles in air and water.
Note that to ascertain wind stress exactly there should be (U, — u) instead of U, but
since U, > u the approximation used is good. The factors exp(if,) and exp(if,)
simply rotate the velocity vectors by the angles 6, and 6,,. In the northern hemisphere
the angles are positive, turning counterclockwise, and vice versa in the southern
hemisphere. Drag coefficients consist of skin friction and form drag due to ridges,
C = C5+4CF. For the air-ice interface they arguably are of similar magnitude
(Arya, 1975), as seems to be the case for the ice—water interface.
Note that air and water stresses are written in vector form as:

Ta = PaCqUyy(cos b, +sin0,kx)U,, (5.27a)

Tw = pwCy|Uyyy — u|(cos b, +sin 6, kx)(U,, — u) (5.27b)

Geostrophic drag parameters have been widely used. For the atmosphere, drag
coefficient measurements are largely based on surface wind (altitude of 10m,
WMO recommendation for wind measurements) where the turning angle is zero.
The drag parameters change for geostrophic wind on the basis of a boundary-layer
model. When using atmospheric model output for the wind field, the surface wind is
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calculable. Similarly, in coupled ice—ocean modelling, oceanic top-layer velocity is
used as the reference, with drag parameters depending on the thickness of this top
layer. The ratio between the drag coefficients for geostrophic wind and the surface
wind should be C,,/C,, =~ 2-4. In the AIDJEX experiment this ratio was 2.9
(Albright, 1980).

Neutral stratification

In neutral stratification the drag coefficient depends on surface roughness. Banke et
al. (1980) modelled the air—ice surface drag coefficient for the surface wind as:

C,=1.10+0.072y (5.28)

where -y is the root-mean-square (r.m.s.) elevation, defined by Banke et al. (1980) as
the variance of the surface elevation for wavelengths less than 13 m (the best correla-
tion was found when the variance was taken over short wavelengths only). Their
data covered r.m.s. elevations from 4 cm to 14 cm corresponding to drag coefficients
from 1.2 x 1073 to 2 x 10~ or roughness lengths zo from 0.01 cm to 0.2 cm. Results
by Andreas and Claffey (1995), however, suggest that snowdrifts tend to deform into
streamlined shapes and thereby reduce the drag coefficient; therefore, Eq. (5.28)
oversimplifies the air—ice coupling effects.

Due to pressure differences on both sides of ridges an additional form drag
results. Attempts have been made to relate the atmospheric form drag coefficient
to ridge statistics. In Arya’s (1975) model the form drag coefficient is proportional to
the product of ridge density p and mean sail height (A;), later confirmed by Banke et
al. (1980) as:

Ci =1 Cpulhy) (5.29)

where C is the form drag coefficient for a single ridge sail, Cr = 0.012 + 0.012¢, (¢
being the sail slope angle in degrees). Thus, Cp =~ 0.4 for ¢, = 30°. For i, ~ 1 m and
JTReS 5km~", CF ~1.0x 1073 (i.e., close to the skin friction drag coefficient). This
result has been found to be valid in the Baltic Sea as well (Joffre, 1983). Including the
form drag effect, Joffre (1983, 1984) found that overall roughness is approximately
between 20% and 70% larger than local skin roughness.

Table 5.2 shows a collection of local surface wind drag coefficients for several
regions obtained from mast measurements over undeformed ice surfaces. Variations
are from 1.4 x 107 to 1.9 x 107>, and a representative drag coefficient is 1.5 x 107>.
The data in Rossby and Montgomery (1935) over the Siberian Shelf was based on
soundings, therefore integrating over a larger area, and resulted in C, = 2.5 x 1073,
Snowdrifts may add about 50% (Andreas and Claffey, 1995), and for heavily ridged
ice the drag coefficient may be as high as 4 x 107>.

The geostrophic drag coefficient is about 1.2 x 107 for both polar regions,
corresponding to a surface wind drag coefficient of 3.5 x 107 (Brown, 1980;
Martinson and Wamser, 1990). The geostrophic wind integrates roughness over a
larger area, including the form drag due to hummocks and ridges. It therefore
represents the real atmospheric force that is driving the ice.
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Table 5.2. The drag coefficient for surface wind (measured at the standard altitude of 10 m)
for neutral atmospheric stratification.

Region Drag coefficient Method Reference

Gulf of St Lawrence 1.4 x 1073 Mast Smith (1972)

Beaufort Sea 1.6x 1073 Sonic anemometer  Banke et al. (1980)
Weddell Sea 1.9x 1073 Mast Andreas and Claffey (1995)
Baltic Sea 1.5%x 1073 Mast Joffre (1982a)

Table 5.3. The parameters of the quadratic water—ice drag laws for neutral oceanic
stratification.

Region Drag coefficient Turning angle Level Reference

(deg)
Barrow Strait 5.4 x 1073 0 Im Shirasawa and Ingram (1997)
Beaufort Sea 5.0 x 1073 25 GSC  McPhee (1982)
Baltic Sea 3.5x 1073 17 GSC  Leppdranta and Omstedt (1990)
Weddell Sea 1.6 x 1073 15 GSC Martinson and Wamser (1990)

GSC = Geostrophic current.

In the open ocean, the drag coefficient of surface wind depends on wind speed.
According to Smith (1980), it is 1.1 x 10~ for weak winds and (0.61 + 0.063U,,)x
107° for wind speeds ranging from 6m/s to 22m/s. Therefore, air—ice drag is
normally larger than air—water drag. For strong winds (about 15m/s) these drags
are equal over undeformed ice, but, over deformed ice, the drag may be twice as
much.

Table 5.3 shows a collection of oceanic drag parameters for several regions.
Analysing ice drift based on the Ekman theory, Shuleikin (1938) assumed
6,, ~ 30°, a constant. There is a natural variation of +50% in drag coefficients
due to stability and roughness. Nansen (1902) stated that floating ice increases the
velocity of the oceanic boundary layer because no energy is needed for wave
formation and the surface of ice is rougher than open water (absorbing more
energy from the wind) as long as the internal ice resistance to motion is not too
strong. The reference depth of 1 m has been used in several turbulence measurements
beneath sea ice. The study of Shirasawa and Ingram (1997) gives the local drag
coefficient of smooth ice, while other studies refer to geostrophic flow and include
the form drag caused by hummocks and ridges. A specific case is dead water (Ekman,
1904), where a large amount of ice momentum is used to generate internal waves.
This necessitates the existence of a shallow, stable surface layer, on the bottom of
which internal waves form. The representative drag coefficient may then be five times
the normal ice—ocean drag coefficient (Waters and Bruno, 1995).

Most research on sea ice boundary layers has been made in Arctic seas. The
representative geostrophic drag coefficients and turning angles of C, = 1.2 x 1073,
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6,=25°, C,=5-10"3 and 6, = 25°, found here are the result of AIDJEX field
studies in the Beaufort Sea (Brown, 1980; McPhee, 1982). In the Baltic Sea the drag
coefficients are 25-50% smaller than in the Arctic due to the roughness of the ice.
But, in the Weddell Sea the water drag coefficient seems to be as low as 1.6 x 1072
while the air drag coefficient is close to the Arctic value (Martinson and Wamser,
1990). This may be because the bottom of Antarctic sea ice is smooth and frictional
oceanic boundary layers are thinner than those in Arctic or even those in the Baltic
Sea.

As for geostrophic reference velocities, in Arctic seas C,/C,, =~ 0.24; this
happens to be about the ratio of the scales in the top and bottom topography of
deformed ice. Because the geometries of top and bottom ice surfaces are well corre-
lated, the ratio C,/C,, should not vary much between different regions. In the Baltic
Sea, C,/C,, ~ 0.19 (Leppédranta and Omstedt, 1990). But, in the Antarctic the ratio
C,/C, turns out to be larger, since the ice bottom is relatively smoother; Martinson
and Wamser (1990) data give C,/C,, ~ 0.8.

In general, the drag coefficient and turning angle may be defined for an arbitrary
velocity reference level, with their values then depending on the chosen level. If the
velocity profile and the stratification are known, then transformation of the drag law
parameters between different levels is straightforward (e.g., in measurement
campaigns, instrumentation altitudes can fix the reference level). In shallow
waters, where the depth is much less than the Ekman depth, the oceanic boundary
layer covers the whole water body, and then the drag coefficient depends on the
depth of the water and the turning angle can be ignored.

Taking the logarithmic profile for the surface layer, in neutral conditions the
roughness length and drag coefficient are related by C = [r/log(z/z,)]*.

Non-neutral stratification

In a stratified fluid the drag parameters also depend on the stability of the stratifica-
tion. According to the Monin—Obukhov similarity theory, they are functions of the
Monin—Obukhov length. Figure 5.8 presents the geostrophic drag parameters for the
atmosphere (Andreas, 1998). The neutral values are C, = 1.2 x 10~° and 6, = 15°.
In very stable conditions C, ~ 10™* and 6, ~ 35°, while in unstable conditions
C,~15-10and 9, — 0.

Joffre (1982a) examined the surface wind drag coefficient over a wide range of
stability conditions (—1 < z/Lyp < 10) in the Baltic Sea. He found that C, is
strongly modulated by thermal stability (shown also in Stull, 1988, p. 268), decreas-
ing from about 2 x 10~ under unstable conditions to close to zero for strong
stratification. His formulae read:

1 z z
= T70.51 —— + 24.56 if —>0 5.30a
VG, Lyo MO ( )
L0087 42555 if -2 <0 (5.30b)
VG, 7 Luyo . Lyo .

The fit was especially good under stable conditions.
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Figure 5.8. Geostrophic drag coefficient C, (= CZ) and turning angle as functions of

boundary layer height / scaled using the Monin-Obukhov length L.
Reproduced from Andreas (1998), with permission of the University of Helsinki.

Overland (1985) reviewed the air—sea drag coefficient for first-year ice from
aircraft measurements and reconciled the range of observed drag coefficients of
10°C, ~ 1.2-3.7 for the surface wind (referenced at an altitude of 10m) for all sea
ice types, based on ice roughness and seasonal meteorology. For sea ice dynamics
investigations it is necessary to define an effective drag coefficient that relates
regional stress to regional wind, because sea ice is heterogeneous. Regional stress
is influenced by the distribution of surface roughness, the buoyancy flux from quasi-
periodic leads, and external atmospheric conditions, principally the inversion height.
For wind speeds greater than 5 m/s and air temperatures below freezing, the effective
drag coefficient is 10°C, & 2.5-3.0 for nearly continuous pack ice, such as first-year
ice in seasonal ice zones and the central Arctic Basin. The range of values of 10°C, is
3.0-3.7 for unstable boundary layers typical of off-ice winds in the marginal ice zone
(MIZ) or even greater if the ice has been broken up by a recent storm. The effective
drag coefficient when there is just a small concentration of sea ice is generally greater
than the oceanic value.

Linear drag law

Quadratic water stress introduces non-linearity to the ice drift problem. Despite not
being very robust, linear models can be useful in several cases. To preserve the
approximate linearity between ice and wind velocities, it is convenient to linearize
wind stress too. The linear forms are expressed as:

Ta = PaCal eXp(ieu) U, (5313)
7w = pwCy, exp(if,,) (U, — u) (5.31b)



130 Equation of drift ice motion [Ch. 5

where the linear drag law coefficients may be estimated from quadratic ones using
fixed scaling speeds (subscript 0): C,; = C,|U,| and C,; = C,|(U,, — u),|. Another
way is to take the Ekman spiral down to the surface and from 7 = pyK dU/dz|,_, we
have C, = (Kf)'/%. The turning angle becomes sgn(/f)r/4 in the Ekman model.

5.3 SCALE ANALYSIS AND DIMENSION ANALYSIS

5.3.1 Magnitudes

The ice parameters in the momentum equation are thickness, velocity, and stress, all
of which depend on time and space. The magnitudes of their scales are now rather
well known from the long-term database built up over the years by manned and
automatic drifting station programmes (Figure 5.9 and Table 5.4).

Very thin ice is the term used for ice 0.1 m thick and deformed ice that for 10 m
thick ice. Velocity is zero for stationary ice, and strength is zero for open drift ice.
The timescale for velocity changes is typically 1d =~ 10° s and in stationary flows it is

Figure 5.9. The Soviet Union North Pole [Severnyj Poljus] drifting station programme was
commenced in 1937, continuing regularly until 1991. It was recently (2003) restarted. The
photograph shows the first station SP-1, under the leadership of Ivan Papanin, who wrote

the book Life on an Ice Floe about his experience on SP-1.
Reproduced with permission from the Russian State Museum of the Arctic and Antarctic, St Petersburg.
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Table 5.4. Typical and extreme levels from the long-term

database.

Typical Low High
Thickness, H I m 0.1m 10m
Velocity, U 0.1m/s 0 I m/s
Strength, P 10 kPa 0 100 kPa
Time, T 105 s 103s 00
Length, L 100 km 10 km 1,000 km

oo. For compact ice the length scale is 100 km in mesoscale dynamics. It has been
known to go down to 10 km in shear and marginal ice zones, while in the general ice
circulation of the polar oceans it can reach lengths of 1,000 km. Thin ice can show
extreme behaviour (Figure 5.10): due to wind forcing, the whole ice cover in the Bay
of Bothnia, Baltic Sea was driven in 6 days into the north-ecast corner (into an area
20% of its initial value).

Magnitude analysis of the momentum equation is performed using Table 5.4.
The derivatives are estimated as u/9t ~ U/ T, etc. The internal friction of ice is the
most open term because there are still unsolved phenomenological problems; there-
after the key parameters are the air—ice and ice—water drag coeflicients, and the

20-50

AA

[ ] Fastice

l:l Undeformed ice

New ice

. I:l Consolidated ice
* [AA] Ridged ice

oA [ Rafted ice
08

. Crack
Ice thickness (cm)

Figure 5.10. Ice situation in the Bay of Bothnia, Baltic Sea on 20 and 26 February 1992.
Strong southerly to westerly winds drove the ice to the north-east corner of the basin (the
basin length is 320 km).
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Table 5.5. Scaling of the terms of the momentum equation of drift ice. Representative
elementary scales are: H=1m, U= 10cm/s, P=10kPa, U, = 15m/s, U,, = 5cm/s,
T =1 day, and L = 100km. The “Value” column gives the base-ten logarithm of the scale
in pascals (i.e., —3 corresponds to 1073 Pa).

Term Scale Value Comments
(lolog [in Pa])

Local acceleration pHU|T -3 —1 for rapid changes (T = 10°%s)
Advective acceleration pHU?/L —4 Long-term effects may be significant
Coriolis term pHfU -2 Mostly < —1

Internal friction PH/L —1(—00) Compact ice, 4 > 0.9 (4 < 0.8)

Air stress 0aCa Uﬁg -1 Mostly significant

Water stress pwCy|U — Uyy* —1 Mostly significant

Sea surface tilt pHf U, -2 Mostly < -2

Air pressure HpyfUy -3 Minor term

Coriolis parameter. Atmospheric and oceanic boundary-layer angles do not
influence the magnitude of drag forces.

As for air and water velocity, typical scales in geostrophic flows are U,, ~ 15m/s
and U,, ~ Scm/s. The air pressure effect is related to geostrophic wind since
Jkx Uy = —p;lea (i.e., hVp, ~ Hp,fUgy ~ 10~ Pa). The governing background
scales are the atmospheric cyclones and ocean circulation systems (100-1,000 km)
and oceanic eddies (10—-100 km).

Typical scales

Table 5.5 shows the outcome based on typical scales. The governing terms are air
and water stresses and internal friction, their level being 10! Pa. The significance of
internal friction is limited to compact ice fields, while in open ice fields the free drift
situation prevails. Coriolis acceleration and sea surface tilt are an order of magnitude
smaller, and local and advective acceleration are smaller still. The air pressure term is
minor and will be excluded from further analysis. It is not commonly listed in the
equation of motion of drift ice, but may if necessary be absorbed into the sea surface
tilt term.

Scale ranges

In the case of thin-ice cover (0.1 m), compared with the standard situation (Table 5.5)
the air and water stresses are unchanged, but the other terms are proportional to the
ice thickness and drop down by one order of magnitude; this results in a governing
balance between the air and water stresses. In the case of thick-ice cover (10 m), the
internal friction is dominant in compact ice, while the Coriolis and pressure gradient
terms become comparable with the air and water stresses. Absence of ice strength
automatically implies the free drift condition, while high ice strength makes the
internal friction dominant.
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In the case of stationary ice, internal friction balances any external force acting
on the ice. Due to the plasticity of compact ice, a stationary situation is true of any
forcing lower than yield stress. In the case of rapidly moving ice (1 m/s), the accel-
eration terms increase, but the question is which force drives the ice. If it is air stress,
then air and water stresses increase by two orders of magnitude and form the
dominant balance; if it is water stress, the geostrophic current velocity is also
~1m/s and the magnitude of water stress is still 107" Pa. It is unlikely that
internal friction or sea surface tilt would cause such high ice velocities.

Acceleration terms are not important in the standard case. Local acceleration
disappears in the steady state (7' = co) and rises to 0.1 Pa when the timescale is
shortened to 107 s; this is the inertial timescale of drift ice. The ratio of advective
to local acceleration is UT /L, equal to 10~ in the standard case. In the case of a
short length scale and high ice velocity the advective term could become significant.

The length scale becomes important in internal friction and advection. In the
case of short length scales they both increase and, in compact drift ice, internal
friction becomes the governing term. In compact ice a short length scale increases
internal friction, which suppresses the role of advection. Consequently, in sea ice
dynamics advective acceleration may only become important in a rapid free drift
with a short length scale (e.g., under low wind conditions when the ice is just tracking
the ocean surface layer currents).

In vertically integrated shallow-water models, the dominant terms are the wind
and bottom stresses (analogous to wind stress and water stress here). But, instead of
internal friction in the ice case, the Coriolis term and acceleration are important in
the shallow-water case. This difference is due to the large difference between the
thicknesses of sea ice and the oceanic boundary layer and between the rheologies
of ice and water.

5.3.2 Dimensionless form

For a more quantitative approach to the scaling problem, the momentum equation is
examined in dimensionless form. Let the scaling factors be H, U, P, T, and L as in
Section 5.3.1 for the thickness, velocity and stress of ice, and for time and horizontal
length scales. We denote dimensionless quantities with asterisks (e.g., u* = u/U).
Assuming U # 0, a convenient scaling of the momentum equation is made by the
ice—water stress magnitude p,,C, U*:

p(H .o
pCy \UT 01"

H H
+zh*u* Vu* —&—%h*k X u")

1 PH « o paC . S
:CiwipwUsz . —|——p:Ci (cosf, + sin0,kx)U,U,
H
+(cosf, +sinf,kx)|U% —u|(Ul —u') — L9 prp (5.32)

Pw Cw U2



134 Equation of drift ice motion [Ch. 5

The following fundamental dimensionless quantities arise to characterize the
importance of the different terms:

. H
e Local acceleration: Strouhal number sr=—F_
pwCy UT
. . . p H
e Advective acceleration: draft aspect ratio 64 = —
chw L
. . H
e Coriolis acceleration: Rossby number Ro=—" /A
chw U
1 PH
Internal friction: fricti ber =
) iction: friction number nCol? L
. C,
e Wind stress: Nansen number Na= /% e
Pwlyw
. H
e Pressure gradient: Froude number Fr=—t_97
Pw Cw U2

All these dimensionless quantities have the ice—water drag coefficient C,, in the
denominator, emphasizing the very close link between drift ice dynamics and the
dynamics of the ocean boundary layer. The ocean has a firm grip on the ice, and
many of the characteristics of sea ice drift are oceanic: ice transfers momentum from
the wind to the ocean and receives part of it back as modified by the ocean. However,
it is also clear that ice itself has an active role to play in the interaction between the
atmosphere and the ocean. Consequently, we have 0 <« C,, < co. Scaling also
included the velocity U, which can be assumed non-zero; the zero case would be
simply a stationary ice cover held together by a plastic yield limit.

When C,, — oo, ice follows the ocean surface current exactly and it only affects
the air drag force on the ocean. When C,, — 0, the dynamics would be governed by
the balance phfk x u =V - 6 + t,. With no internal friction, the result would be the
Ekman transport equation u = —k x t,/phf (i.e., ice motion is perpendicular to the
wind, and |u|  |U,|* and |u| ~2m/s for |U,| ~ 10m/s). With strong internal
friction, the influence of Coriolis acceleration reduces and ice adjusts to the wind
field by rearranging its state. This situation is sometimes close to reality: wind-driven
drift is strongly slowed by internal friction.

Using the dimensionless quantities defined above, Eq. (5.32) is written:

ou*

l*
Srh o

+ 6, u" - Vu* + Roh'k x u* = XV* - 6" + Na*(cos 0, + sin 0, kx)ULU,

+ (cos 8, +sin 0, kx)|U;, —u*|(U;, — u*)
— Frip (5.33)

In ice—water stress just the normalized ice—ocean velocity difference remains and the
magnitude is one. Wind velocity is naturally scaled by the Nansen number down to
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Na U} for a representative wind-driven ice velocity. If other terms are small,
|U;, —u*| ~ Na U, and the direction between U;, —u" and U} will depend on
boundary-layer angles. The ratio T';, = u*/U;, tells us whether the ice is driving
the oceanic boundary layer (I';, > 1) or vice versa (I';, < 1). Wind and the geos-
trophic water current are outer boundary velocities between which the ice and water
velocities lay. Consequently, the ratio I'y,, = NaU,/U,, tells us whether the ice
motion is dominantly driven by wind (I",,, > 1) or by oceanic circulation (I',,, < 1).

Internal friction looks more complicated, with the coefficient X = P*H/
(p,C,,U 2L). The numerator is the strength integral across the ice thickness and
the denominator is the surface stress times the fetch (i.e., X compares the strength
and forcing). A natural length scale for drift ice becomes:

_ P*H

L
F

(5.34)
where F is forcing per unit area. In particular, in the wind-driven drift of compact
ice, a natural ice length scale is L = P*H/7,. For P* =~ 10kPa, H ~ 1m, and
7, ~ 0.1 N/m? we have L ~ 100 km.

The inertial timescale is included in the Strouhal number (Sr); this equals
T; = pH/(p,,C,,U). However, when H ~ Im and U ~ 10cm/s, T; ~2 x 10°s (a
short timescale can be seen in Figure 3.9). Figure 5.11 shows in detail a case in
which sea ice drift followed a sudden large change in the direction of strong wind.
This is very short in comparison with the timescale of ice advection and deformation
(typically 1-100 days, see Section 3.4). Since the timescales of forcing are usually
much longer than the inertial timescale of ice, a quasi-steady approach can often be
taken. This means solving the steady-state form of the momentum equation first,
allowing the advection and deformation of ice with the obtained velocity field, and
thereafter returning to the steady-state momentum equation with a new ice state
field, etc.

The advective timescale is Tp = L/U, and advection is proportional to
64=pH/(p,C,,L). Thus, increasing the value of velocity for intensive dynamics
does not help advection because ice—water friction increases at the same rate; only
over a very short length scale (H/L ~ p,,C,,/p ~ 1073) may momentum advection
be important.

The Coriolis term has a Rossby number coefficient Ro = pfH/(p,,C,,U), which
includes the Coriolis period /' ~ 10*s (a fundamental timescale in geophysical
fluid dynamics). This Rossby number can be written as Ro = T;f (i.e., the
Coriolis term becomes important when the inertial timescale is comparable with
the Coriolis period—a very high ice thickness would be needed for this).

As a consequence, in drift ice dynamics the internal timescales generally satisfy:

T, <f <) (5.35)

The coefficient of sea surface tilt is the Froude number Fr = pgH/(p,,C,, U 2) ~ 10°.
Therefore, a very steep slope (107°) would be needed for the pressure gradient to
become important. In free drift the important length scales of ice motion are those in
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Figure 5.11. Observed path of a drifting station and wind in the Baltic Sea, April 1979. The

time interval between trajectory points and wind vectors is 30 min.
From Leppéranta (1981b).

the wind and currents, but when internal friction is important it introduces a length
scale (Eq. 5.34) related to forcing and strength.

Stationary ice

In the case of a stationary ice field the momentum equation is reduced to the static
case u = 0. A convenient scaling is obtained using the internal friction of ice, PH /L.
Then, we have:

L
et +—F=0 5.36
\VARY +PH (5.36)

where F = 1, + t,, — pghp is the forcing. Now, both surface stresses z, and t,, are
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independent of the ice (apart from surface roughness), but the pressure gradient is
proportional to the ice thickness. The key dimensionless number is X, = PH/FL.
When X, > 1 the forcing is below the strength of the ice and the stationarity
condition holds; but when X, < 1 the opposite is true.

5.3.3 Basin scales

The theory of drift ice dynamics has been applied to a wide range of basins. At the
upper bound, the length scale of polar oceans is up to 3,000 km. Large Arctic and
subarctic seas (e.g., the Barents Sea and Okhotsk Sea) are at the 1,000 km size.
Further down there are small mediterranean and marginal seas with size 100—
300km (e.g., the Baltic Sea and the Gulf of St Lawrence). There are also large
lakes in this size band that have drift ice (e.g., the Great Lakes in North America,
see Wake and Rumer, 1983, and Lakes Ladoga and Vénern in Europe). Small bays
of freezing seas and lakes, 10-30 km in size, exist with occasional drift ice conditions.
Even ice flows in large rivers can be modelled using the present drift ice dynamics
theory (e.g., ice flows in the Niagara River in North America, see Shen et al., 1990).

Two widely investigated areas for sea ice dynamics are the Arctic Ocean and the
Baltic Sea. In the former the ice thickness and the size of the basins are one order of
magnitude larger than in the latter. This scaling applies to the ice morphology as well
(see Table 2.1). The stability ratio //L is also about the same.

The Baltic Sea belongs to the seasonal sea ice zone. The size of its basins is
100-300 km, the thickness of undeformed ice can reach 1m, and ice ridges are
typically 5-15m thick. The extent of the fast ice zone is largely influenced by the
formation of grounded ridges, in the Baltic extending to sea depths of 5-15m. The
motion of ice ranges between zero and the free drift state, depending on the forcing
and thickness of the ice. Compact, thick-ice fields may remain stationary. When
drifting the geometry of the fast ice boundary has a strong aligning influence on
ice motion. In fact, the whole ice field belongs to the coastal boundary layer.
Compact ice fields show plastic behaviour with a yield strength of 10-100 kPa and
significant shear strength, while slight opening in the ice fields transforms the flow to
a viscous regime.

Table 5.6 shows the characteristics of sea ice dynamics in the polar seas and in
the Baltic Sea. The principal reason for the difference in values is ice thickness
(forcing and characteristic ice velocity are about the same in all these areas). The

Table 5.6. Comparison between the characteristics of sea ice drift in Arctic, Antarctic, and
Baltic Sea waters. The velocity scale is 10 cm/s in all cases.

Arctic Antarctic Baltic
Ice thickness H 2-5m 0.52m 0.1-1m
Free drift Na 2% 3% 2%
Internal length scale PH/F 250km 100 km 50 km
Inertial timescale H/C,U 2h 1.5h 0.5h

Adjustment timescale L/U 30d 10d 5d
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ice—water drag coefficient is relatively low in Antarctica (apparent in the free drift
level and inertial timescale).

5.4 DYNAMICS OF A SINGLE ICE FLOE

A single ice floe (say, Q) has three degrees of freedom in its movement: translational
velocity U and angular motion w around the vertical axis. For a point at distance r
from the mass centre of the floe, the velocity is (see Figure 3.1):

u=U+dk xr (5.37)

By definition of the mass centre |, irdQ = 0. The motion of the floe must satisfy the
conservation of linear and angular momentum (e.g., Landau and Lifschitz, 1976):

o(h) (‘L’l] /K x U) e J (t, + 1, — phVD) dO (5.384)
Q
2dw
p<h>rla =S, k- | rx(t,+1,— phVD)dQ (5.38b)

Q

where (/) is mean thickness, Sy is the floe area and r; is the radius of gyration defined
by:

J phdQri = | phr*dQ (5.39)
Q Q

Note that the right-hand side is the moment of inertia of the floe about the vertical
axis. Translational motion is determined from the mean floe thickness, but for
rotation the radius of gyration also needs to be known. The point of action of
inertial and body forces is the mass centre of the floe, while surface forces act on
the geometric centre, which is located at the distance r* = S]-l Jo #dQ from the mass
centre. The quantity r* measures floe inhomogeneity; for s = constant we have
r* = 0. In general:
dU

p(h) <dl+fk x U> =1, — p(HVD + S} J 7, dQ (5.40a)
Q

p(h}r%c:i—u; =k-(r'xt,)+ S]-lk : J rx 1, dQ (5.40D)
Q

The integrals of ice-water stress cannot be directly evaluated since they depend
quadratically on the ice—water velocity difference. Because of this non-linear
relation, a rotating ice floe affects resistance to translation. Linearizing the ice—
water stress 1,, = p,,C,,1[cos 8, +sin 6, kx]|(U,, —u), Eqs (5.40) become:

d
p(h) (dlt] +fk x U) =1,+ 1, — p(B)VO — p,,C,,jw[cosb,, +sinf, kx]r* (5.41a)
2 dw % . 2
pihyri—=k-[r" x (t, + 1,1)] — pyCwcos b, (r7) (5.41b)

dt



Sec. 5.4] Dynamics of a single ice floe 139

where t,,; = p,,C,,1[cos8,, + sin 8, kx](U, — U), and <r2> is the mean square radius
of the floe. For a homogeneous floe, r* = 0; the floe rotation effect disappears from
translational motion but remains as a damping term in rotation. Since then
(r*) = r7, the timescale of this damping is: ,
p

td Pw Cwl Ccos 9w (542)
The timescale is proportional to ice thickness and equals about 1 hour for 4 = 1 m.
Thus, if a rotation is initiated by floe shear or collision, its lifetime will be short. For
an extreme case, a very low drag coefficient would allow relatively long relaxation
times.

The derivation and analysis of the equation of motion of drift ice is now
complete. Together with the ice conservation law (Section 3.4) and ice rheology
(Chapter 4), it forms the closed system used to solve the dynamics of drift ice with
a given definition of state (Section 2.5). In the following three chapters, the solution
to the drift ice dynamics problem is presented using three different approaches.



6

Free drift

6.1 STEADY-STATE SOLUTION

This chapter presents the free drift solution of sea ice dynamics. It is based on the
momentum equation only. There is no internal stress, and the ice conservation law is
not normally solved since it would eventually lead to an unrealistic ice-state field.
The solution describes the velocity at one point or along the path of one ice floe,
easily obtained for both steady-state and unsteady situations. The free drift case is
analogous to the pure Ekman drift case in ocean dynamics.

Free drift is defined as the drift of sea ice in the absence of internal friction of ice.
The term was introduced by McPhee (1980), although the situation itself has been
known from the times of Fridtjof Nansen and Vagn Walfrid Ekman and the Fram
expedition (1893-1896). Free drift is a good approximation for individual, separate
ice floes and for ice fields with low compactness, less than about 0.8 (e.g., McPhee,
1980; Leppdranta and Omstedt, 1990). One may follow the motion in either a
Lagrangian frame, in which there is no advective acceleration, or in a Eulerian
frame, in which advective acceleration remains. However, it is a small term and
the advantage of ignoring it is that no spatial derivatives are left in the
momentum equation (see Eq. 5.10) in free drift.

In free drift theory, utilization of a complex number technique is particularly
useful (see Section 3.3 for notation, etc.). Ignoring advective acceleration, the steady-
state free drift obeys the algebraic equation:

paca exp(loa)|Ua| Ua + Pwa exp(iew)|Uw - u|(Uw - u) + iphf(Uwg - u) =0 (61)

Note that the Coriolis parameter and turning angles are positive in the northern
hemisphere and negative in the southern hemisphere. Normally the geostrophic
current is chosen as the reference in ice-water stress, U,, = U,,.

There are four velocities in the momentum equation. Let their representative

scales be: U, for wind velocity, U for ice velocity, U,, for water velocity, and U, for
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Vagn Walfrid Ekman (1874-1954) was born in Sweden. He was a student of Bjerknes and
Nansen, and presented in his doctoral thesis (1902) his theory of ocean currents, including the
theoretical explanation of Nansen’s observations of the drift of the vessel Fram in the Arctic

Ocean. He later became a professor at the University of Lund (Sweden).
Reproduced from the V.W. Ekman Family Photo Album, with courtesy of Dr Artur Svansson.

geostrophic water velocity. The ratio T';, = U/U,, tells us whether ice is driving the
ocean (I';, > 1) or vice versa (I';, < 1), and the ratio Na U,/U,, tells us whether
wind or the current is the dominant force. The solution is determined by boundary-
layer parameters and the Coriolis parameter (i.e., Nansen number, Rossby number,
see Section 5.3.2, and Ekman angles).

Geostrophic sea ice drift

Let us assume there is no wind. In such a case, we can clearly see that, irrespective of
drag law parameters and ice thickness, the only solution is u = U,,,. Sea ice follows
the geostrophic flow of the ocean surface layer. Thus the pressure gradient provides
the correct limiting behaviour and continuity with the surface layer and, though
small, is therefore important in coupled ice—ocean modelling.

Note that in the case of sea ice the balance between the Coriolis acceleration and
sea surface tilt 3 reads iphfu = —pgh3 (see Eq. 5.9), which gives u = igf ~' 3, exactly
the same solution as for the surface geostrophic current in the ocean (e.g., for
B~ 107° we have |u| ~ 0.1 m/s).
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6.1.1 Classical case

Free drift of thin ice

Next, wind is added. When ice thickness is small, the Coriolis and pressure gradient
terms are small and the solution is easily obtained as:

u = Naexp(—ib,)U, + U,

Vg

(6.2)

where the Nansen number Na = ./p,C,/p,C, equals the wind factor, and
0y =0, — 0, is the deviation angle, or Ekman angle, between the wind-driven ice
drift and wind.

The ratio C,/C,, is key to determining the free drift speed. The roughnesses of
the upper and lower surfaces are to some degree correlated, and therefore the ratio
C,/C, is not very sensitive to ice type. A representative value for Arctic Ocean ice
cover is Na =~ 1.7% for geostrophic references and Na ~ 2.5% for the surface wind,
while in Antarctica these values are much greater (e.g., surface wind Na ~ 3.5%) due
to the low ice—water drag coefficient (see Section 5.2).

Positive rotation is counterclockwise. The angle 6, is positive in the northern
hemisphere and as 6, = 0 for the surface wind, we have 6, = 6,, > 0 and the minus
sign in Eq. (6.2) turns rotation clockwise (i.e., ice drift is to the right of the wind
direction). In the southern hemisphere 6,, < 0 and rotation is opposite. In the case of
geostrophic wind, 6,, ~ 0,.

The deviation angle is 6, ~ 0 for geostrophic wind or 25° (—25°) for surface
wind in the northern (southern) hemisphere.

Example: Zubov’s (1945 ) isobaric drift rule For the geostrophic wind U,,, 6, =~ 0.
If U,, =0, then u = Na U, (i.e., ice drifts along the isobars of atmospheric pressure
at a speed 1.7% times the geostrophic wind speed). This law was earlier used as the

rule of thumb, easily applied when atmospheric pressure charts are available. H

General solution

Using the geostrophic current as the reference, the solution can be written in the
form:

u=aexp(—-if)U, + U (6.3)

wg

where « and 6 are the general (scalar) wind factor and the deviation angle; they
depend on boundary-layer parameters and the Rossby number Ro = pHf /(p,.C,,U),
where H and U are the thickness and velocity scales, respectively. The solution is
obtained from Eq. (6.1) as follows. First, rewrite the equation as:

exp(i6,)|U|U = exp(if,,)|u|u + iRo Uu (6.4)
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Figure 6.1. The free drift solution: wind factor « (left) and deviation angle 6 (right) as a
function of the Rossby number Ro = (pHf)/(p,,C,, Na U,) in the northern hemisphere (the
signs of Ro, 0,,, and 6 are reversed for the southern hemisphere).

where the velocity scale is U = Na|U,|. Dividing Eq. (6.4) by |U|* and taking the
modulus and argument of both sides gives us:

o +2sin 6, RoNa o’ + Ro*Na* o — Na* =0 (6.5a)
0 =0, — arctan[tan 6,, + RoNa/(acosb,,)] (6.5b)

Note that Ro and 6,, are negative in the southern hemisphere, following the sign of
Coriolis acceleration. The first equation is a fourth-order polynomial of «, which in
principle can be solved in closed form; however, this is quite cumbersome and does
not allow a simple general expression for «. A numerical iteration scheme provides
us with an easier way. Figure 6.1 shows the solution in graphical form. It is directly
seen that o < Na, 0] > |6], and:

a— Na and 60— 6, as Ro— 0

For |Ro| < 1, the first correction term to Na is —% sin #,, Ro. But the accuracy of the
thin-ice solution (Ro — 0) is good for |Ro| < 0.2: «v is within 10% below Na and 6 is
within 10° from 6. At the other extreme, |Ro| > 2, the solution is asymptotically:

Ro* Ro* Na
= Na\[\/ 2 11 -2 2
a Na\/ 1 + 3 Ro

2
0 ~ 0, + arctan <tan 0, + RO)
cosf,,
In the Arctic, the usual surface wind parameters are 2% for the wind factor and 30°
for the deviation angle (Nansen, 1902; Ekman, 1902), as later confirmed with drift
buoy data (Thorndike and Colony, 1982). High wind factors have been found in
Antarctica. Brennecke (1921) obtained averages of a~2.8% and 6 = —34°, and
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Martinson and Wamser (1990) reported o ~ 3% for surface wind in the Weddell
Sea. The ratio of the drag coefficients C,/C,, must therefore be larger in the Weddell
Sea than in the Arctic; this is probably due to the hydrodynamically smoother lower
surface of ridges and hummocks in the south. Rossby and Montgomery (1935)
attributed this to hydrographic conditions in the water beneath the ice. The wind
factor in the Baltic Sea is 2-2.5% (Leppédranta, 1981b, 1990), while in the Okhotsk
Sea it is more than 3% (Fukutomi, 1952).

Example Kinematics data can be utilized to obtain information about the air—ice
and ice—water drag parameters (Leppéranta, 1981b). The wind factor and deviation
angle approach Na and 0, as Ro — 0; thus, for a drifter on a fixed ice floe, asymp-
totically |u — U,,|/U, — Na < \/C,/C,, and 6 — 6, as Ro — 0. Often C, is much
better known than C,, and particularly in the case of surface wind 8 — 6,, as
Ro — 0. |

The theory behind our general solution is best applicable in summer conditions,
when there are free paths between floes and open-water areas do not freeze
(Figure 6.2). Shuleikin (1938) solved the wind-driven ice—ocean flow problem

Figure 6.2. “In summer in the Arctic Ocean” by Gunnar Brusewitz, 1980. Gunnar Brusewitz
(1924-) is an author and artist from Sweden, best known for his drawings of birds. This

picture is from the Ymer-80 expedition in the European sector of the Arctic Ocean.
Reproduced from Gunnar Brusewitz, Arktis sommar, 1980, with permission from Wahlstrom & Widstrand, Stockholm.
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using the Ekman theory. He used the balance between the air and water stresses and
the Coriolis term, resulting in Eq. (6.3) with U,,, = 0 and exact expressions for the
wind factor and deviation angle.

At low wind speeds the straight free drift model is questionable, since the
stratification of air and water may play a major role. When the wind speed is less
than 2m/s there is no longer any clear connection between ice motion and wind
(Rossby and Montgomery, 1935), since the local wind is overcome by the wind field
over a larger area and by ocean currents as well. At |U,| = 3-4m/s, there is a rapid
decrease in the wind factor since then the stable layer disappears from beneath the
ice.

In shallow waters (depth considerably less than the Ekman depth), turning angle
and Coriolis acceleration can be ignored, as the solution is in principle easily
obtained from p,C,|lu—U,|(u—U,) =1, — phg, where [ is sea surface tilt.
Since the whole water column is in the frictional boundary layer, the water drag
force becomes depth-dependent.

wyg

6.1.2 One-dimensional channel flow

One-dimensional flow models are useful in sea ice dynamics. In free drift it is the
external friction coefficients that have the dominant role, while for drift in the
presence of internal friction much of the resistance comes from compression.
Consequently, first-order physics can be taken as non-rotational. The mathematics
becomes much more simple and the solutions easy to interpret. The one-dimensional
free drift equation comes from Eq. (6.1) as:

Ty + prw|Uw - u|<Uw - u) - pghﬂ =0 (66)

where 7, = p,C,|U,|U, is wind stress, U,, is current velocity beneath the boundary
layer, and (3 is the slope of the water surface. All variables are now real. If
T.—pghB>0, then wu> U, and the solution is u= U, + [Na*|U,|U,—
gh"3/C,]"/? (h" is the draft); otherwise, u = U,, — [—(Na*|U,|U, — gh"B/C,)]"/>.

Consider an open channel of finite depth H and bottom slope —3 (Figure 6.3).
The coupled momentum equations for ice and water are:

T, + Ty +pghB =0 (6.7a)
d du,
_ K ) w —
dz( IFr )+gﬂ 0
U,0)=0 (6.7b)
du, Ty
Ky =2 (H) =
vz () o
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Figure 6.3. Schematic picture of open channel flow.

where K,, is the eddy viscosity coefficient of water, and the vertical co-ordinate z is
taken up from the channel bottom. With K,, = constant, this system can be directly
integrated, and the solution for velocity is:

g8 p, z Ta
U,=—|H+—h—= 6.8
! Kw ( * Pw 2 ) o prw - ( )

and by continuity u = U,,(H). Fixing the total volume of water (solid + liquid), we
may write Hy, = H + h" = constant, where H is the depth of liquid water and
h" = (p/py)h is the draft, which corresponds to the volume of water stored in the
ice. The surface velocity is then (cf. Figure 6.3):

9p

Un(H) = 3 (HG = 0%+~ (Hy = 1) (6.9)

This shows that the more ice is formed and consequently the less liquid water there
is, the smaller the surface velocity will be. The reason is that when the thickness of ice
increases, the depth of liquid water decreases and the bottom friction becomes rela-
tively more important.

Example 1In classical hydraulics the Chezy formula is applied for flow calculations
(e.g., Liand Lam, 1964). The flow is driven by gravity alone and is assumed uniform,

and the velocity is:
[8gmf3
Uw A/
o

where m is the hydraulic radius and g is the friction coefficient, which can be
determined from Manning’s formula' /8¢/u = 0.262\/‘ij1/6n*1where n is the
Manning coefficient. For a channel with a half-circle cross-section m = %H , while
a rectangular cross-section gives m = %H Sl + 6), where 6 is the channel aspect ratio.
The Manning coefficient is n &~ 0.020m'/® for earth material. Thus, U, o /3 and
U, x H*3, while in Eq. (6.9) U, x 3 and U, «x H”. The difference is due to Eq.
(6.9) having the eddy viscosity, which in general is not constant; rather, it depends on

! Classical formula in river hydraulics (see, e.g., Li and Lam, 1964).
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the characteristics, geometry, and flow. For 8~ 10"* and m=5m we have
U, ~ 1.2m/s. Assuming that ice drifts with the Chezy flow, the result agrees with
the surface velocity from Eq. (6.9) when the eddy viscosity is K,, = 0.041 m?/s, a
realistic number (e.g., Cushman-Roisin, 1994). [ |

In a channel with a closed end, a surface slope develops under wind forcing. In the
steady state the slope balances the surface stress, so that the vertical mean velocity of
water is zero. The coupled ice—water model is thus:

Ta — puwCylulu — pghs =0 (6.10a)
pwcw|u|u - ngHﬂ =0 (610b)

where for simplicity 7,, u >0 has been assumed. The solution is u=
NaU,/H/(H+h"). If h"/H ~ 0.1, then the wind factor is 0.95 times the deep-
sea value. The free drift assumption, however, breaks down when the ice starts to
pack at the end of the channel. This case will be examined in Chapter 7.

6.1.3 Shallow waters

In shallow water, where the sea depth is less than the Ekman depth (~30m), the
Earth’s rotation can be ignored for ice and water. There is no geostrophic water
current to stand for the drag reference, and the bottom friction of the water body
must be taken into account. Then, for a coupled ice—ocean steady-state model, with
complex variables:

paCalUulUu + prw|Uw - u|(Uw - Ll) - pghﬂ = 0 (61 la)
_prw| Uw - ul(Uw - u) - prb| Uw| Uw - pngﬂ =0 (61 lb)

where U,, is the water velocity at mid-depth and C, is the bottom drag coefficient.
Both ice-water and bottom drag coefficients depend on depth.

Assume an infinite ocean with constant wind. In such a case there is no build-up
of sea surface slope, 6 = 0, and the solution is:

PaCa PaCa
=/ —U,+U,,U,= U, 6.12
! Pw Cw ¢ S U Pw Cb ¢ ( )

Assuming that C,, ~ Cp,, we have |u|/|U,,| ~ 2. As sea depth decreases, both water
and bottom drag coefficients increase with |u|/|U,| ~ constant and u, U,, — 0.

We can then define a semi-infinite ocean as the negative real half in the complex
plane and take the wind blowing toward the shore. At steady state, the mean water
velocity U,, must be zero, and the solution is the same as that in the channel model,
u=NaU,\/H/(H+h").

6.1.4 Linear model

Quadratic water stress introduces non-linearity to the free drift system. However,
this non-linearity is not very strong and a linear model is sufficiently good for several
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cases. To preserve the approximate linearity between ice and wind velocities, it is
convenient to linearize the wind stress as well. The linear forms are expressed as:

Ta = paCar exp(i0,) U, (6.13a)
Ty = chwl exp(igw)(Uw - I/l) (613b)
where linear drag law coefficients may be estimated from quadratic ones using fixed
scaling speeds: C,y = C,|Uy| and C,, = C,|(U,, — u),|; this is essentially the same
drag law that results from the classical Ekman solution, with C,|U,| = 1/K,f and

C,|U,| = v/K,f and the boundary-layer angles changed to 6, and 6, from 45°.
Defining the Nansen and Rossby numbers for the linear drag law as:

C

Nay = LeCa g, P/ (6.14)
Pw Cwl Pw Cwl
the resulting steady-state solution is:
C i0 i0
W= aUy+ Uy, @y = —LaCa®P00) _ explif) .5
pwcwl exp(lew) + lfph exp(l&,t,) + 1Ro

where the coefficient a; includes the linear wind factor a; = |a;| and the linear

deviation angle 6, = arga;. It depends on boundary-layer parameters and ice
thickness, but in contrast to the quadratic solution it is independent of wind speed.

Example: Ekman solution In his PhD thesis, Ekman (1902) was the first to devise
linear friction laws. He obtained C,; = /K, f and 0, = 0,, = 45°, and he neglected
the geostrophic current. The solution was therefore:

_ PaV/Ka(1 +1)
puVE (1 +1) +iv2fph ~* "
For h — 0, the thin-ice solution becomes a = p,/K,/(p,/K,)- |

6.2 NON-STEADY-STATE SOLUTION

The small amount of inertia of drift ice was clearly illustrated in historical data;
consequently, not much attention was paid to it. Shuleikin (1938) analysed the free
drift case and noted inertial oscillations due to the Coriolis term and the short
response time of about 1h. Zubov (1945) also reported the quick (a few hours)
response of ice to wind. An example of the rapid response of ice drift to changes
in wind is shown in Figure 5.11.

6.2.1 One-dimensional flow with quadratic surface stresses

The full, non-linear, free drift equation does not allow for a general analytical
solution. The one-dimensional case can be easily solved for constant forcing. The
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equation reads:

ph% = paCa Sgn(Ua) Ule +pCy Sgn<Uw - u)(UW - Ll)2 (616)
For the relaxation case, take U, =0, U, =0, and u(t =0) = u,. The Strouhal
number (see Section 5.3.2) can be taken as Sr = ph/(p,,C,|uo|T), where T is the
timescale. The exact solution is u(f) = uy/(1 +¢/T); for h ~ 1m and uy ~ 0.1 m/s the
timescale is ~ %h. For a linear drag law with C; = C,,|uy]|, the solution would be
u(t) = ugexp(—1t/T).

For constant wind and u(¢ = 0) = 0, the natural velocity scale is U = Na U, and,
consequently, Sr = ph/(p, C,|U|T), and the solution with quadratic surface stresses
is u(¢) = Utanh(¢z/T). It is also interesting to examine this solution using fully
dimensional parameters:

(6.17)

C,p.C,
u(t)=NaU, tanh(p““p”'” Uat)

ph

Thus, T = ph/+/(p4CupwC,)Uy,; for U, ~5m/s and h ~ 1m, T ~ h. Thus, in the
spin-up, or accelerating, case the response time, being proportional to 1/,/C,C,,
decreases with both air and water drag coefficients, while the steady-state velocity is
proportional to /C,/C,,. Since surface and bottom roughnesses are positively
correlated, rougher ice responds faster; however, steady-state velocity is not very
sensitive to roughness. Finally, note that if U,, = constant, the above quadratic
solution will be valid for u — U,,.

6.2.2 Linear model

The two-dimensional non-steady problem can be analytically examined using the
linear model. This model possesses the strong property of superposition, which
allows us to construct general solutions from simple elementary solutions. The
linear model is written:
du . .

pha = [pwcwl eXp(law) + Iphf](Uwg - u) tTa (618)
The steady-state system is described by Nansen and Rossby numbers (Eqs 6.14), and
for the unsteady part the Strouhal number (see section 5.3.2) is taken, expressed with
the linear drag coefficient C,,; = C,, U, as:

ph

S =
' Pw Cwl T

(6.19)

and therefore T = ph/(p, C,) is the natural timescale of the system. Equation (6.18)
is a linear non-homogeneous equation, and the solution is directly integrated from:

u(t) = u(0) exp(=Ait) + L exp[—(A; +1) (1 = ){AiUsg + 70/ (p)} ds (6.20)

where )\i:exp(iﬁw)T_l. Furthermore, Re); is the inverse response time and
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Im \; +f is the oscillation frequency of the system. If they are both non-zero, a
damping oscillatory solution results for constant forcing.
For constant forcing we have:

u(t) = u(0) exp(=A;t) + [1 = exp(=Ait)|(Uyy + a1 Uy) (6.21)

where a; is the steady-state, complex wind factor given in Eq. (6.15). Thus, the ice
adjusts from the initial velocity to the steady-state velocity, and the adjustment
timescale is 7' = || '. For U ~ 0.1m/s and & ~ 1 m, we have T ~ 1 h. Note that
the oscillation frequency is different from the Coriolis frequency; this bias is an
artefact left over from using a fully passive ocean in this model and will be
removed when using a fully coupled ice—ocean model in Section 6.3.

Tidal ice flow

The periodic forcing case can be applied to the tidal problem. Tidal currents can be
taken independently of the ice appearing as a periodic forcing in Eq. (6.20). Oceanic
velocity is fixed by U,, = U, exp(iwt) where Uj and w are tidal velocity amplitude and
frequency. Let us take a simple approach by ignoring wind and rotational effects
(6,, =0 and f = 0). The transient term can also be left out, and then:

u(t; w) = rm exp( L ;S> Y exﬁﬁ“"?) ds (6.22)

The solution becomes:

1 —iwT

(i) = D) Upexplin),  where [(w) = ;2o

(6.23)
Here I'(w) is the transfer function; this tells us that the frequency of ice velocity
follows the tidal current, while phase is delayed by w7 rad and amplitude is damped
by 1/4/1+ (wT)?. Since T ~ Jh for h ~ 1 m, in semi-diurnal tides the phase lag is
~ 0.5h and amplitude is 97% of the amplitude of the tidal current. Allowing for
Coriolis acceleration of the ice, it is easy to see that the product w7 in the transfer
function changes into (w+f)7T. For semi-diurnal tides |w|~ |f| in high polar
regions. If w = —f, the tidal and inertial currents rotate in the same direction and
then I'(w) =1 (i.e., the ice follows the tidal water flow exactly). Otherwise (w =f),
for T = %h the phase lag becomes 1h and the amplitude damping factor is 0.89. A
half-day cycle for divergence—convergence of an ice drift had already been reported
by Nansen (1902) and Sverdrup (1928). They suggested it to be a tidal phenomenon.
However, in polar oceans the semi-diurnal tidal period and inertial period are very
close in duration.

The tidal period is much longer than the inertial response time of drift ice, and
consequently the transfer function I' is not much different from unity. Therefore, a
quasi-steady model would also be applicable. Because of the linearity of the system,
ice follows the tide in a free drift tidal flow and the wind-driven drift component can
be superposed on top.
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6.2.3 Drift of a single floe

Drifting stations have sometimes been installed on large ice floes or islands (Figure
6.4), and observations about their movements as a rigid body exist. In particular, the
path of inhomogeneous floes is affected by the geometry of the floe via rotational
motion.

Let us now return to the normal vector formulation of two-dimensional
quantities and equations. A single ice floe drifts with three degrees of freedom:
translational velocity # and angular velocity w around the vertical axis obtained
from the conservation laws of momentum and angular momentum (see Section
5.4). These conservation laws were given by Eqs (5.41) for linear ice—water stress.
For homogeneous floes the inertial timescale of rotation is obtained from the
Strouhal number as T ~ ph/(p,C,1) (Eq. 5.42), equal to the inertial timescale of
translational motion. High ice thickness or a low ice-water drag coefficient would
allow relatively long relaxation times.

Inhomogeneous floes possess a non-zero distance r* # 0 between the mass centre
and the geometric centre. Surface stresses act on the geometric centre, while inertial

Figure 6.4. Fletcher’s ice island, or ice island T-3, in the Beaufort Sea, a widely used base for

ice drift studies in the 1950s.
From Rodahl (1954).



Sec. 6.2] Non-steady-state solution 153

and body forces act on the mass centre, and the resulting couple influences the
orientation of ice floes with respect to the direction of forcing. Rotation causes an
additional ice-water stress term for translational motion, but its magnitude is
normally small; for example, for & ~ 1c.p.d. (cycles per day), |[r*| ~ 100m, and
|U,, — u| ~ 10 cm/s the relation between translational and rotational stress terms is
~107".

In the inhomogeneous case, the rotation equation obtains a forcing term. Let us
first write k - [r* x (1, + 7,1)] = [r[(A7, cosw 4 A7, sinw), where At = 1, + 7,1, T,
is the ice—water stress from translational motion and w is the direction of r*. Let us
then assume that At = constant and align the x-axis with it. Then:

) d’w dw
p<h>}"1 dl2 dr

When w is small, sinw = w and we have a linear second-order equation that repre-
sents pure damping or oscillatory damping whether the discriminant of this equation
is positive or negative, respectively. The pure damping case takes place if:

(1’2>2 S 4pAT
<h>l‘%|l’*| (pwcwl Cos aw)z

The left-hand side is ~ d/(6]r*|), where d and § are the size and aspect ratio of
the floe. The right-hand side is ~ 4pU? /7. Simple scale considerations tell us that
Eq. (6.25) is usually true. Taking d ~ 1 km, § ~ 1073, and |r*| ~ 100 m, the left-hand
side becomes ~10*; and with U ~ 10cm/s and 7 ~ 107! Pa, the right-hand side
becomes ~4 x 10?. This means that floe rotation normally obeys the pure
damping solution: once the forcing changes, the floe orientation moves steadily to
the new equilibrium position, and the angular velocity is:

+ pCy1 €08 0, (r*) —— + Ar|r*| sinw = 0 (6.24)

(6.25)

At|r*|sind,,

~N——— 6.26
“ chwl Cos 9w<r2> ( )

A damping oscillator solution could result for strongly inhomogeneous floes
(|r*| ~ d) or for low ice~water friction C,,;.

Example (Leppéranta, 1981b) One large ice floe was mapped in a Baltic Sea field
experiment with the following resulting measures: characteristic diameter 3.3 km,
thickness 0.5m, radius of gyration 1.3km, and radius of inhomogenuity
[F*| = 0.24km. Then (r*)/((h)ri|¥*]) ~ 1.5 x 10°, where the approximation
<r2> ~d* /2 has been used. It is very difficult to break the inequality expressed in
Eq. (6.25), and a pure damping solution results. The angular velocity is of the order
of 107°s™!. Interestingly, floe geometry can cause similar vorticities in much the
same way as external forcing does. |

The ratio of rotational kinetic energy to translational kinetic energy is (wr;/|ul)?.
Usually, wr; < 1em/s, and so the kinetic energy is nearly all translational. In
practice, the surface stress resultant A7 varies in timescales of 0.1-1day. In such
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periods floe rotations are within a few degrees and appear as aperiodic adjustments
to the changing forcing.

6.3 LINEAR, COUPLED ICE-OCEAN MODEL

In the non-steady case a prescribed oceanic velocity can be a limiting assumption;
therefore, a coupled model should be used. Consequently, a vertically integrated
mixed-layer model is employed for the ocean. Now, U, represents the mean
velocity of the mixed layer and H is the thickness of the mixed layer. The
resulting equation for the mixed layer velocity is:

d Uw
dt

which includes on the right-hand side ice—ocean coupling (first and third terms) and
Coriolis acceleration.

In April 1975 an almost ideal free drift situation took place in the northern
Baltic Sea (Figure 6.5). There was a drift ice field 100 km across without any
contact with the fast ice boundary. The correlation between the velocities of ice
and wind was about 0.9, and the spectra showed good correspondence with each
other (Figure 6.6). Due to the shallowness of the basin (the mean depth is 43 m),
inertial oscillation is weak.

(6.27)

pwH = _[pwcwl exp(ien') + lpqu} Uw + pn'Cwl exp(iGW)u
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Figure 6.5. Drift of an ice patch, 100km across and free from any contact with solid

boundaries (April 1975, Bay of Bothnia, Baltic Sea). R/V Aranda was the base.
From Leppiranta (1990).
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Figure 6.6. Spectra of wind, ice drift, and mixed layer velocities in the near-free drift situation
shown in Figure 6.5. On the right plot the spectra for current velocities at 7m, 10 m, 20 m, and
30 m depths are shown, while u},, on the left plot is the mean mixed layer velocity estimated

from them.
From Leppéranta and Omstedt (1990).

6.3.1 General solution

The coupled model (Eqs 6.18 and 6.27) is a pair of linear first-order equations with

constant coefficients that can be solved by standard techniques. The coupled system

includes three internal frequencies: the Coriolis frequency f, the ice response A;, and

the mixed layer response:

Cwl CXp(l.GW)
H

The corresponding timescales have different magnitudes:

M~ 107 s < AT R 1f1T ~ 107

Ay = (6.28)

Additionally, the forcing may have its own timescales.
The coupled model is easily rewritten, with velocity terms multiplied by inverse
timescales, in the form:

i AU A, (6.292)
dclljzw =—(Av +if)Us + Au (6.29b)
where
_ pacal : _ .
A = o exp(if,) = Na; \;expli(d, — 0,,)] (6.30)

The general solution is obtained by the elimination method (consult a basic analysis
textbook for this, such as Adams, 1995). Briefly, U,, is eliminated from Eqs (6.29)
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and a second-order equation is obtained for u. The roots of the characteristic
polynomial are r; = —if, r, = —(\; + A\, +1if), and the general solution is then:

u= Aexp(rit) + Bexp(ryt) + u, (6.31a)

where the terms 4 and B describe the general solution to the homogeneous case, and

u, = u,(t) is a particular integral of the full equation. The solution for U, then

results from Eq. (6.29a) as:

ph 1 du f
WHBexp(rzl) +XT: + (1 + X u, +

A

U, = Aexp(rt) — h\

U, (6.31b)

Example Estimation of water drag parameters from velocity data using the
momentum integral method (Hunkins, 1975). Vertical integration of ocean
boundary-layer equations gives:

dvu, . T+ Tp
ifu, = - —=
ds + fU W O H

where 7, is stress at the bottom of the boundary layer. Stresses 7, and 7, influence
the evolution of momentum. If current measurements are available across the
boundary layer, the sum of these stresses can be evaluated. If the sea depth is
more than the Ekman depth, one may assume 7, ~ 0 and obtain the ice—water
stress 7,,. Once we know the ice velocity, the drag parameters can be obtained
from 7, = p,C,exp(ib,)|U,o — u|(U,o — u), where U,, is the chosen reference
velocity. [ |

6.3.2 Inertial oscillations

Inertial oscillation is one of the fundamental frequencies in the dynamics of the
upper ocean (e.g., Gill, 1982). The period of this oscillation equals 7, = 27/|f] =
7w/ (Q[sin ¢|), clockwise in the northern hemisphere and counterclockwise in the
southern hemisphere. At the poles the period is 12 hours and then it increases
toward the equator; for |¢| > 74° it is still below 12.5h. Consequently, in high
polar regions, inertial frequency is not easily distinguishable from the semi-diurnal
tidal frequency with the same sign for rotation. In the subarctic seas of the seasonal
sea ice zone (e.g., Sea of Okhotsk and Gulf of St Lawrence) the latitude goes down to
45° where Ty ~ 17h (Figure 6.7). The inertial signal has been found from drifting sea
ice (Hunkins, 1967; McPhee, 1978; Ono, 1978) when near-free drift conditions exist.
However, the internal friction of ice seems to depress the signal. In shallow seas the
loss of stratification in winter also increases the influence of bottom friction on the
damping of the inertial oscillation.

In the absence of wind, Eqs (6.29a, b) show that the ice and ocean velocities must
be equal (apart from possible transient terms from the initial conditions). Then, they
can be simply added together for the solution (McPhee, 1978):

dM

o = M (6.32)
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Figure 6.7. Inertial motion of sea ice superposed on alongshore translational ice motion.
Upper graph: theoretical, u/V is relative magnitude of inertial motion. (Lower graph) Obser-

vations in the Sea of Okhotsk.
Reproduced from Ono (1978), with permission from Hokkaido University.

where M = p,,HU,, + phu is the total mass transport of ice and water. The solution is
M = Myexp(—ift), where M| is the initial transport, similarly to the mass transport
in the dynamics of the ice-free upper ocean. Inertial motion draws a clockwise
(counterclockwise) circle in the northern (southern) hemisphere, and the radius of
this circle is |U;,|/f, where U, = M /(p,.H + ph) is the ice—ocean joint velocity that is
equal to the average weighted by the ice and mixed layer masses; for |U;,| ~ 0.1 m/s

the radius is ~ 1 km.
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Now, let us consider the coupled model (Eqgs 6.29) in the homogeneous case.
With initial conditions u = uy and U = U, at t = 0, the solution is:

u= in exp(_i.f[) + (1 - ph/M)(u() - UO) exp[_()‘i + )‘w + lf)l] (633d>
Uw = in CXp(—lf[) + ph/M(UO - u()) exp[_()‘i + >‘w + lf)t] (633b)

The ice and ocean are in a state of persistent inertial (Coriolis) oscillation, and
transient terms are needed to adjust the equalization of ice and ocean velocities.
The adjustment timescale is Re(\; + )\w)fl ~ | h, primarily determined by the ice
response.

If constant wind stress is included in Eq. (6.29), the particular integral u, can be
evaluated as the steady-state solution, and then we have:

1 —iNb/f
u, = 3 . 7 . N
r 1+b+if /)
where b = ph/(p,,H). The full solution can now be obtained from Eqs (6.31), and the

initial conditions will determine the constants 4 and B. With u = U, =0 at t =0,
the solution is (ignoring transient terms):

) Na] exp[i(ea - aw)]Ua (634)

u= up + in CXp(—ift) and Uw = le + in exp(_ift)

where U,, = M, = p,H —ir,/[(M,, + m)f] (i.e., ice and ocean have individual
steady-state components and together undergo inertial oscillation of the same
amplitude, frequency, and phase).

The amplitude of inertial oscillation compared with steady-state velocity is
small, ~ M, f/|(p,Cy1)| ~1%. The uncoupled steady state of velocity is
7o/ (PwC1exp(if,,) + imf’), with a slightly larger magnitude and slightly smaller
deviation angle.

A friction term for the mixed layer, due to bottom friction or internal friction,
could be added to the coupled model in the form —uU,,, u ~ p,,Cy|U,l; this would
damp inertial motion out; in the solution both roots of the characteristic polynomial
would have non-zero real components taking care of damping. Frictional dissipation
is small in deep water, [1/(p,H)]”' being of the order of days, and inertial oscilla-
tions are clearly observable. But as soon as the depth is less than Ekman depth,
mixed layer friction corresponds to bottom friction, y/(p,,H) ~ A, A,,' being of the
order of hours, and damping takes place rapidly, as has been reported in observa-
tions (Leppédranta, 1990). Using a similar linear friction law for the internal friction
of ice, rapid damping would also result; this is reflected in the fact that the inertial
signal in ice drift is much clearer in summer than in winter.

6.3.3 Periodic forcing

Wind forcing on sea ice drift is purely external in that it is independent of ice
velocity. To examine the spectral response of ice drift to a periodic wind, let us

choose:
U, = U,gexp(iwr) (6.35)



Sec. 6.3] Linear, coupled ice—ocean model 159

0.1 135
0.08 90
2 0.06 ~ 45
8 &
(o))
° IS
c
= 0.04 -0
=
0.02 k -45 k
0 -90
-20 -10 0 10 20 -20 -10 0 10 20
Frequency of the wind forcing (circ/hr) Frequency of the wind forcing (circ/hr)

Figure 6.8. The geostrophic wind factor (left) and lag (right) in a wind-driven non-steady ice
drift as functions of the frequency of wind forcing.

where U, is the amplitude and w the frequency of wind velocity. The particular
integral can be directly obtained by the integrating factor method, and the result is:

u, = a; Uy exp(iwt) (6.36)
where the transfer function a; = a;(w) is:

Al
PO AW S) = (Wt S)?

(6.37)

That is, ice follows wind with a wind factor of |a;| and deviation angle arg a;, which
is in this case the lag in a cycle as well. The solution is illustrated by the gain and
phase shift of ice motion with respect to the wind (Figure 6.8). As w — 0, the steady-
state solution results; and as w — oo, the wind factor slowly decreases with increas-
ing |w|, except for peaking at the clockwise Coriolis frequency w = —f. There is no
observational evidence for this peak, but it also occurs in advanced turbulence
modelling of the ocean beneath the ice (Omstedt et al., 1996). As w — oo, the
transfer function @, asymptotically becomes —i),/w, which means that |a;| asymp-
totically vanishes as |),|/w, and arg a; asymptotically approaches arg A, — /2 or the
ice follows the surface wind (arg A, = 0) one-quarter of a cycle behind.

6.3.4 Free drift velocity spectrum

Observed sea ice velocity spectra (Figure 3.10) are governed by wind forcing at
frequencies below one cycle per day (c.p.d.). At higher frequencies, the inertial
peak is commonly observed (as are tidal frequencies in places), but otherwise the
high-frequency spectra are red noise. However, available observations only provide
coverage up to about 5 c.p.d. because of measurement noise problems. The free drift
solution with periodic forcing allows us to construct the theoretical frequency
spectrum of sea ice velocity.
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Figure 6.9. Sea ice velocity spectra normalized by forcing: (1) ice—ocean coupled model,
(2) ice-only model, and (3) locked ice—ocean model.

For a general forcing F/(ph) the spectrum is pr = pr(w). The resulting spectrum
of sea ice velocity is obtained from the coupled model as:

_ A +/7 +u?)
pi(w) = )+ @i w +f)2pp(w) (6.38)

This has the following properties:
) (A2 +12)
0) = L 0).
O 2O = e

(i) There is a delta peak at the inertial frequency w = —f.
(ii)) Asymptotically p(w) — pr(w)/w? as w — oo.

The form normalized by dividing by the forcing spectrum is shown in Figure 6.9.
This fully free drift spectrum is then compared with two specific cases: (a) ice-only,
where the ocean is passive; and (b) locked ice—ocean, where the ice and mixed layer
flow together.

In the ice-only case (Eq. 6.18), ocean velocity is external and the ice velocity
spectrum becomes:

Pr(w)
pl(w) )\12+ (w +f)2 (639)

This equals pr(0)/(A? +£2) at w = 0, peaks at pp(—f)/A} at w = —f, and asymp-
totically reaches pp(w) /w2 as w — oo (Figure 6.9). The ice response time dominates
the form of the spectrum. For the locked ice—ocean system (McPhee, 1978), adding
the forcing F' = Fph/M to Eq. (6.32) produces the joint ice and ocean velocity
spectrum:

pufe) = 22, (6.40)

which equals pp(0)/f 2 at w=0, has a delta peak at w = —f, and asymptotically
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Pulw) — pp(w)/w2 as w — oo (Figure 6.9). Since F'/F = ph/M,, ~ 0.05, the locked
system shows a much lower level than the fully coupled system.

A particular ice model with inertial embedding was presented by Heil and Hibler
(2002). In this approach, sea ice velocity is extracted from the joint ice and ocean
boundary layer velocity by assuming a drag coefficient and a turning angle. The
stationary solution is correct, and therefore low frequencies reproduce very well in
the ice velocity spectrum, as does the inertial peak. However, at higher frequencies
the spectrum falls off too quickly. Using the present linear model, inertial embedding
is carried out by replacing the ice mass ph in the acceleration term of Eq. (6.18) by
ph —ip,,C,1/f. If we work through the analytic model with this modified ice inertia,
the main features of the Heil and Hibler (2002) model would became apparent.

Quadratic ice water stress

The linear free drift model is just a linear filter for forcing where frequencies are
unchanged. This is also approximately true of the free drift model with quadratic
ice—water stress. For periodicities above the inertial timescale, the quasi-steady
approach is accurate, giving u = U, + aexp(—if)U, (Eq. 6.3), and therefore
ocean current and wind velocity frequencies appear unchanged in the ice motion.
The parameters o and 6 depend on wind speed, and thus the transformation is not
exactly linear.

In high frequencies, when the ice responds according to the quadratic ice—water
stress, |U exp(iw)|U exp(iw) = U? exp(iw) and the frequency hardly changes when ice
and ocean speed levels are not close to each other. A study using a coupled free drift,
second-order turbulence model forced by the wind did not indicate any frequency
change in ice motion (Omstedt et al., 1996). Figure 6.10 compares the analytical
solution (given in Eq. 6.36 for ice) and the turbulence model outcome. The results
only differ at very high frequencies, basically because the drag formulation in terms
of the mean mixed layer velocity does not follow rapid changes well. But strong non-
linearities could arise if the ice was forced by wind and ocean currents equally from
both sides and at frequencies above the inertial scale (not a likely scenario, though).

Momentum advection transfers energy to higher frequencies—as is usually the
case in fluid dynamics—but it is a minor term in sea ice drift. Instead, the following
takes place: ice drift transfers kinetic energy to the ocean, where frequency transfer
takes place toward higher frequencies, before then returning to the ice drift.

6.4 SPATIAL ASPECTS OF FREE DRIFT

The free drift solution has severe limitations. As it is only valid for compactnesses
less than 0.8, ice deformation may invalidate the free drift state by driving compact-
ness over the critical limit (e.g., when two ice floes 10 km apart approach each other
at 2.5cm/s, the compactness between them would increase from 0.6 to 0.8 in 24 h).

An even more severe limitation is that the ice drift problem cannot be closed
with a free drift model. The ice would eventually pile up on shore. A similar case is
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Figure 6.10. Speed and direction of ice drift (#;, ;) and mixed layer (u,, ¢,,) scaled with wind
(u,, @,), as functions of forcing frequency w scaled with Coriolis frequency f. Analytical
two-body model: solid line for # = 0.5m, dashed line for 7 = 3m; ice model coupled with
second-order turbulence model: x for # = 0.5m and 0 for # = 3m. The angles G,, G;, and G,,

are positive anticlockwise.

the Ekman surface current model: it must be combined with the pressure gradient
and mass conservation law to obtain the circulation over the whole study basin.
However, the internal friction force combined with the ice conservation law enables

the ice problem to be closed.
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Because of its limitations in treating ice deformation properly, the ice conserva-
tion law is not usually analysed in free drift theory.

6.4.1 Advection
Let us give a simple example to illustrate the role of advective acceleration in sea ice
drift. Take the steady-state, one-dimensional free drift equation:

du
phu— =7, — pwcwu2 (641)

dx

where u > 0 has been assumed. Writing udu/dx:%duz/dx, we have a linear
equation for u°. The general solution then becomes:

x2 b /
u? = ufexp(—2\x) — J Max(X)
0
where A = p,,C,,/(ph). The advective length scale is (2A)~' ~ 100m for /& ~ 1m,
much smaller than the forcing length scale. Consequently, the advective term is
very small.

exp[—2A(x — x")] dx’ (6.42)

Example Take the wind stress as 7, = 79x/L. The solution is:

u? = udexp(—2)\x) — PR C:?Lz S 11— exp(~27x)] + pTg‘ -
Without advection the solution would be u? = T0x/(p,,C,,L). At distances x > A,
advection causes a spatial lag of 1/(2)\) to velocity distribution. |

6.4.2 Divergence and vorticity

In this subsection, velocities are taken as normal vectors (i.e., u = ui + vj, etc.). The
free drift solution (Eq. 6.3) can then be written as u = (o; + aukx)U, + U,,, where
a; and «, are scalars. Assuming «; and a, to be constant, we have:

Vou=a,V-U,+a,V.xU,+V-U, (6.43a)
V.xu=a,V.x U, +a,V-U,+V.xU, (6.43b)

where V. stands for the vertical component of vorticity. For surface wind the
deviation angle between ice drift and wind is about 30°, a; =~ 2%, and a, =~ 1%.
For geostrophic wind, Zubov’s (1945) rule would give ice drift parallel to the isobars
of atmospheric pressure, (i.e., incompressible drift). However, this rule is exactly
valid as & — 0, and with finite ice thickness the cross-isobar parameter «, would
be nonzero.

If the horizontal wind and water flow are incompressible, the vorticity of wind
alone may drive the divergence of ice drift. This is similar to the Ekman pumping
phenomenon in atmosphere—ocean dynamics. For a wind vorticity of 10™#s~!, a
typical ice drift divergence level of 107 ®s™! would result. Counterclockwise wind
vorticity gives opening and clockwise vorticity gives closing of the ice (in the
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northern hemisphere). The vorticity of ice is driven by both wind and current
vorticities.

In addition to this, variations in ice thickness or roughness may affect free drift
parameters sufficiently to produce divergence and vorticity under constant wind
(e.g., V- (qyU,)=U,-Va; for U, =constant). The free drift solution shows
that we may have Va; ~0.001/10km and therefore V- (aU,) ~ 10°s! for
|U,| ~ 10m/s.

Example: floe clustering (Leppdranta and Hibler, 1984) Free drift velocity depends
on ice thickness, with thicker floes drifting slower and more to the right of the wind.
Leppédranta and Hibler (1984) used this mechanism to show that faster floes catch up
slower ones and form clusters, one possible mechanism for the banding together of
ice floes in the marginal ice zone (MIZ). A similar reasoning was used by Zubov
(1945) for the drift of scattered ice, illustrating how dynamics depends on ice com-
pactness. As floes have individual velocities, this may lead to collisions and conse-
quently grouping of floes. In case of low ice concentration, ice strips converge with
small floes (moving faster) on the wind side. When wind ceases, these strips diverge
due to inertia. [ |

The conservation law of kinetic energy (Eq. 5.15) is easily understood in free drift:
energy is transferred to the ocean after a short time lag, and energy storage within
the ice is very low. The rate of this energy transfer is mainly determined by drag
coefficients.

In this chapter the free drift solution was presented for sea ice drift: the steady-
state case resulted in an algebraic equation, while the non-steady-state case was
solved using a linearized form of the momentum equation. The free drift solution
is fairly realistic when ice compactness is less than 0.8. But this is a severe limitation,
since ice compactness changes easily and levels about 1 are usual. In Chapter 7 the
internal friction of ice is added into the free drift model, and its influence on sea ice
drift characteristics is examined by analytical modelling.
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Drift in the presence of internal friction

7.1 THE ROLE OF INTERNAL FRICTION

In this chapter the drift of ice in the presence of internal friction is examined using
analytical methods. The models are simple, consisting of one-dimensional channel
flow models and 1.5-dimensional zonal flow models, which basically only allow
steady-state solutions with analytical methods. Section 7.4 introduces the mathe-
matical modelling of tests in ice tanks where a properly scaled drift ice-type
medium is used.

In compact ice fields there is large internal resistance to motion, and it is even
possible for stationary ice conditions to prevail under considerable forcing. A funda-
mental problem exists in that the system of sea ice dynamics equations cannot be
properly closed under conditions of free drift because it is ice stress that controls the
mechanical accumulation of ice material. The ice cannot go ashore or pile up to
arbitrary thicknesses, as would result in free drift in a basin with land boundaries or
anywhere that has variable forcing fields.

The situation can be compared with that of ocean dynamics. Ekman’s theory of
wind-driven currents provides a good estimate for local surface-layer currents and
transport, but for a whole basin it does not give a realistic circulation. To achieve
this goal, the hydrostatic pressure gradient is needed to control the piling up of water
and to keep all the water in the basin. Thus, hydrostatic pressure has a similar role in
ocean dynamics to that of ice stress in ice dynamics. But since sea ice as a material is
essentially different from liquid seawater and since the mechanical energy used for
deformation is irrecoverable in sea ice dynamics, the ice and water circulation
systems are qualitatively different.

The inclusion of internal friction necessitates a formulation of drift ice rheology
(see Chapter 4). This tells us how ice resists different kinds of deformation, and thus
in general how spatial interactions of ice floes step into the picture. The presence of
internal friction in drift ice has the following main consequences:
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Malcolm Mellor (1933-1991), a classic figure in snow and ice science, in particular in sea ice
mechanics. He was born in England, studied at Melbourne University, Australia, and from
1961 he worked in the U.S. Army Cold Regions Research and Engineering Laboratory, in

Hanover, New Hampshire.
Reproduced with permission from the U.S. Army Cold Regions Research and Engineering Laboratory, Hanover, New
Hampshire.

(i) The overall level of drift speed is lowered since part of the input of mechanical

energy goes into ice deformation.

(i1) Ice is motionless if external forcing does not reach the yield limit.

(iii) Spatial variations of forcing show up smoother in the ice velocity, because ice is
more rigid than the atmosphere and ocean.

(iv) Narrow deformation zones occur, in particular at land (or fast ice) boundaries.

(v) The internal stress field in the ice is capable of transferring mechanical energy
over long distances in the ice cover.

7.1.1 Examples

First, let us give a few examples to illustrate the influence of internal friction on the
dynamics of sea ice.

Example: drift speed vs. ice compactness Figure 7.1 shows some observations of ice
drift speed in different ice compactness conditions (Shirokov, 1977). When compact-
ness reaches about 0.8 and increases further, the mean wind factor decreases and the
variance of the wind factor increases sharply (i.e., the wind factor becomes sensitive
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Figure 7.1. Empirical data of ice drift speed scaled with the theoretical free drift speed as a

function of ice compactness.
Redrawn from Shirokov (1977).

to small compactness changes and becomes less predictable by free drift theory). The
reason can only be in the internal friction of the ice. |

Example: sea level elevation and ice fields in a closed bay In a bay closed at one end,
at dynamic equilibrium the wind stress 7, on the surface and sea surface slope 3 are
balanced; that is:

To — pngﬂ =0

where H is the depth of the bay. In open sea 7, = 7,, while in an ice-covered sea
Ty = —T,» = T, + pghB in free drift conditions. Therefore, sea surface slopes in open
water and ice conditions are, respectively, 7y/(p,,gH) and 7,/ (p,,gH + pgh). But,
since the ice is formed from water in the bay, p, H + ph = constant for all realizable
(H, h) pairs and, consequently, sea surface slope is the same. Here it is assumed that
the drag coefficients over ice and open water are equal, which is close to the truth in
the Baltic Sea for rough (high-wind) sea surfaces. Sea level records from the Bay of
Bothnia, Baltic Sea show (Figure 7.2), however, that sea surface slope is smaller
under ice conditions than under ice-free conditions with the same wind forcing
(Lisitzin, 1957). Therefore, wind forcing is reduced through compact ice fields due
to internal friction of the ice, and the reduced surface stress is about one-third that of
the open-water case. The reduction in sea surface slope was later reproduced by a
numerical ice—ocean model (Zhang and Leppédranta, 1995). |

Example: ice—ocean differential motion In the free drift of ice the ice velocity
gradient equals the ocean velocity gradient plus a linear transformation of the
wind velocity gradient (see Eq. 6.3, with « and € constants). In the Marginal Ice
Zone Experiment (MIZEX-83), Greenland Sea ice kinematics and ocean current
data were collected at four sites in a 10-km area (Leppdranta and Hibler, 1987).
Differential motion was at a much smaller level in the ice than in the oceanic surface
layer and variance spectra were similar in form but an order of magnitude less in the
ice (Figure 7.3). The obvious explanation for this is the internal friction of the ice. W
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Figure 7.2. Sea surface slope vs. wind speed in the Bay of Bothnia, Baltic Sea in ice and ice-

free cases. Also shown is the fit of a one-dimensional plastic ice model on the data.

From Zhang and Leppéranta (1995), modified from Lisitzin (1957).
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Figure 7.3. Spectra of the strain rate of ice motion and ocean currents beneath the ice in

MIZEX-83 in the Greenland Sea for a 10-km area.
From Leppéranta and Hibler (1987).
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Figure 7.4. Ice conditions in the Bay of Bothnia, 4 March 1985. The ice situation was
stationary for February—March 1985, but there was thickness growth of 5-10cm. The size
of the basin is about 300 km x 120 km.

Redrawn from operational ice chart by the Finnish Institute of Marine Research.

Example: non-linear internal friction of ice Several experiments have been
performed in the Bay of Bothnia, the northernmost basin of the Baltic Sea. The
Bay is ca 300 km x 120 km large in area. In February 1992 (Leppéranta and Zhang,
1992a), the ice was thin (10-20cm) and strong south-westerly winds (10-20 m/s)
packed the ice cover into an area 20% of the original in 6 days (Figure 5.10).
Whereas, in February 1985 (Leppéranta, 1987), the ice thickness was 50cm and
similar winds did not cause any motion during 14 days, at least within the position-
ing accuracy of ~ 100 m (Figure 7.4). A further case from this same basin was used to
examine the free drift problem when drift ice was not in contact with fast ice
boundaries (Figure 6.5). [ |

The presence of significant internal friction has been known since the advent of sea
ice drift research. Nansen (1902) observed differences in the wind factor and
explained them as the influence of ice compactness on the freedom of ice to move.
Sverdrup (1928) collected ice drift observations on the Siberian Shelf between 1922
and 1924. He wrote that, “‘resistance arising from ice meeting ice in a different state
of motion” was the most important factor in ice drift. He also showed that there is a
strong seasonal cycle in the wind factor and deviation angle due to internal friction:
between March and May they were 0.014 and 17°, between July and September they
were 0.023 and 42°, respectively.

Analysing his data Sverdrup (1928) assumed the existence of a simple kinetic
friction law and replaced (ph)_lv -0 by —xu. This was not based on a physically
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acceptable rheology but rather an empirical model for the study area. His estimate
for the friction coefficient was k=~ 5 x 10™*s™! between March and May and
k~1.5-10"*s7! between July and September. The magnitude can be compared
with the linear ice—water stress law (ph)~'7, = —k'u, where ' = (ph) ' C,; ~ 5x
107*s7! (i.e., in Arctic seas in winter the water drag and internal friction are
comparable, but in summer the latter is smaller). The truth of this is confirmed by
present knowledge. In addition, Sverdrup (1928) qualitatively connected high
internal friction to ridging events. Zubov (1945) also showed that the different
nature of ice drift between seasons is due to the freezing of leads and the
formation and evolution of ridges.

In general, the free drift assumption is good as long as the compactness of ice is
less than about 0.8. However, compactness may change considerably in a short time
(e.g., for a 1-cm/s difference in the normal speed between two sites 10 km apart, the
total contraction would be 10% in 1 day). In an ice field with free boundaries,
internal friction resists internal deformation. But when a drift ice field is in
contact with a solid boundary, the influence of internal friction can be dramatic.

The formation of a proper rheological equation is needed to introduce a non-
linear internal friction term with spatial derivatives into the momentum equation.
The ice drift problem then becomes difficult to examine analytically, but some simple
cases can be solved. In this chapter analytical models are used to examine the drift of
sea ice in the presence of internal friction. A two-level (mean thickness and ice
compactness, being the state variables) purely dynamic system (no thermodynamics)
is employed:

u

ph ot

+u-Vu+fkxu| =V-6+1,+1, — phyp (7.1a)

h A
%-l—u-Vh:—hV-u, %—l+u-VA:—AV-u 0<A<1) (7.1b)

7.1.2  Frequency spectrum

The free drift velocity spectra were analysed in Section 6.3 using a coupled ice—ocean
model. For a general forcing F/(ph), of spectrum pr = pp(w), the resulting spectrum
of sea ice velocity was obtained as in (Eq. 6.37):

A+t
[()\l + )‘w)z + (w +f)2](w +f)

In the free drift model, forcing included wind stress and sea surface slope. Let us try
to examine spectral characteristics arising from the internal friction F; by formally
replacing F by F + Fj.

In the one-dimensional case, a general viscous model gives o o< |0u/0x|". Since
F; = 00/0x, for a spectral velocity component u = ii(x, y) exp(—iwt), we get:
o "' 9%

p ] exp(—imwr) (7.2)

pi(w) = ZPF(W)

F[O(‘
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Acceleration gives rise to a velocity component of frequency mw. In the linear case
(m = 1) there is no frequency change, in the sublinear (m < 1) case there is frequency
transfer toward lower frequencies, and in the superlinear case (m > 1) the transfer is
toward higher frequencies. The sublinear behaviour could take place for very small
disturbances in compact drift ice, and the superlinear behaviour could in principle
take place in a floe collision rheology.

The sublinear sea ice rheology has however another distinct asymmetry: during
closing the stress may be very high but during opening it is nearly zero. By coupling
the ice conservation and momentum equations a new dominant feature is intro-
duced: opening and closing frequencies are passed on to the ice velocity spectrum.
Then, whatever the value of m, ice velocity is forced into the deformation frequency.
Preliminary results from numerical modelling in a semi-enclosed or closed basin
indeed show that, in cyclic external forcing, frequency is passed on to deformation
and then further to ice velocity.

Coupling the ice conservation and momentum equations may also produce
compressional waves as a result of the connection between ice strength and
thickness, similarly to sound waves in compressible fluid flow. The speed of sound
waves is ¢> = Op/0p (e.g., Li and Lam, 1964). For sea ice dynamics it would read
¢* = p ' OP/dh. For P = P*h, ¢ ~ 1-10m/s. Such velocities have been occasionally
observed in sea ice fields for progressing signals (e.g., Doronin and Kheysin, 1975;
Goldstein et al., 2001). For example, wind-forced momentum may travel faster in ice
than the speed at which the wind field moves. As a consequence, ice motion may
commence prior to the arrival of the wind.

7.1.3 Landfast ice

Landfast ice is a solid sheet supported by islands, shoreline, and grounded ridges
(Figure 7.5). Thus, by definition, # = 0, and we have the static equation:

V.e+F=0 (7.3)

where F = 1, + t,, — phg[ is the forcing; this is nearly independent of ice because sea
surface slope is small.

Consider a one-dimensional channel aligned with the x-axis, closed at x = L,
and initially filled with ice of uniform thickness 4, from x = 0 to L. The landfast
condition u = 0 gives:

Oo

4L F=0 7.4

R (7.4)
where F = 7, + p,,C,, sgn(U,,)U 2 _ phgf. If F #+ 0 somewhere, the rheology must
include an elastic or a plastic property. The solution is:

o(x) = —J F(x') d’ (7.5)
0

For the landfast ice condition to hold, stress everywhere must be beneath the yield
level, —o. < o(x) < o,, where o, = o.(h) and o, = o,(h) are the compressive and the
tensile yield strengths, respectively.
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Figure 7.5. Winter roads on landfast sea ice are used in the Finnish Archipelago in the Baltic
Sea. This photograph shows the road to Hailuoto Island in the north.

Photograph by Ky6sti Marjoniemi, Oulu, Finland, reproduced with his permission.

Example Let us assume constant forcing F > 0. Then o(x) = —Fx and the
maximum compressive stress occurs at the end of the basin, o(L) = —FL. The ice
is immobile as long as FL < o.. If o, =0.h, where g, is the three-dimensional
compressive strength, the fast ice condition is 4/L > F/g,. It is known that
h/L < 107> in drift ice basins (see Table 2.1), and since F < 1Pa we have
g, < 107> Pa. As the local or “engineering”-scale compressive strength is ~ 10° Pa
(Mellor, 1986), it is seen that the mesoscale or geophysical scale compressive strength

is at least one order of magnitude less. [ |

In general, the stability of a solid ice sheet or the solution of the fast ice problem
depends on ice thickness, size of the basin, and the limiting forcing, which is
normally a representative maximum wind stress 7,,,. The minimum thickness of
fast ice in a given basin is obtained from:

hmin = min{h; UY(h) > 7—aML} (76)

where oy is the yield strength of ice. Analysis of the stability of fast ice in the Baltic
Sea was performed by Palosuo (1963), and he found that the breakage of fast ice
could be presented as straight lines U, = bh in a given region surrounded by islands,
with b depending on the size of the basin, b = b(L). The whole data set was then
combined into a relationship 4/U, = b~! for the fast ice condition (Figure 7.6).
Taking oy(h) o h?, Eq. (7.4) tells us that h/U, < h'V/>LY? For =2, the
condition would be //U, x L'?; however, the range in the thickness data is too
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Figure 7.6. The stability of fast ice in the Baltic Sea.
From Leppéranta (1981b), after Palosuo (1963).

narrow for a good estimate of the exponent. On the other hand, it is known that a
compact ice cover is normally stationary in the Baltic Sea with 4 ~ 50cm and
L ~ 100km and, consequently, in Figure 7.6 the ordinate should be about 3 at
L =100km (i.e., close to the value at L = 10km). Consequently, the graph cannot
be extrapolated, and with increasing basin size the ice becomes unstable more easily.

Grounded deep ridges provide support points for the fast ice sheet. Keel depths
follow exponential distribution (see Section 2.4), and the spatial density of ridges
deeper than, say, H is py = pexp|—A(H — h.)], where p is ridge density, /. is cut-off
depth, and the inverse of A is the average keel depth above the cut-off size. The
relationship between the density of ridges and the density of grounded ridges, pg, is
not very clear, but one may argue that yg ~ py (e.g., if p ~ 5km™", A™! ~ 5m, and
H — h, ~20m, then pz ~ 0.09km ™" or, in other words, the spacing of large, 20 m
deep ridges would be 11 km). Whether this spacing is enough to hold the fast ice
together depends on ice thickness.

7.2 CHANNEL FLOW

In this instance the channel is aligned on the x-axis and closed at x = L (Figure 7.7).
The boundary conditions are u = 0 at x = L and o = 0 at the free ice edge(s). The
channel flow is examined using a quasi-steady-state momentum equation and the
two-level ice state J = {h, A}. The system of equations is written as:

0

ax + Ta + prw| Uw - u|(Uw - Ll) - pghﬁ =0 (773)

O(d,h} | dufa.h} _

T o 0 (7.7b)
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Figure 7.7. The geometry of the channel flow problem.

If the landfast ice condition is broken, ice drift commences. The free drift solution is
directly obtained as uy = U,, + /(1, — pghB)/(p,,C,,)-

Wind stress is assumed to be positive. It is clear that ice velocity must also be
positive in the quasi-steady-state model. The steady-state solution of Eq. (7.7b)
shows that u4 and uh are constant across the ice field, and thus if the ice field is
in contact with a rigid boundary the velocity solution is # = 0. For the remainder of
this section, we assume that the ice field is in contact with a rigid boundary and water
velocity and surface slope are zero. If the ice is moving, it will drag surface water
with it, but then there is a return flow at a deeper layer because of the continuity; a
zero reference current for ice—water stress is therefore a reasonable assumption.

7.2.1 Creep

Whether a slow-creep regime exists is an open question. It is however used in
viscous—plastic sea ice models (e.g., Hibler, 1979). Consider a slow-creep case,
where the ice velocity is small enough for ice—water stress to be negligible and, for
simplicity, surface slope is also ignored. Then we have:

d du
dx(cd>+“:0 (7.8)

where ( is the bulk viscosity coefficient. For ( = constant and a free edge at x = 0 the
solution is u = (szx )/¢. For7, ~0.1Pa, { ~ 10" kg/s, and L = 100 km, the ice
Veloc1ty dlstrlbutlon would be parabolic and at its maximum at the ice edge,
u= T L /C ~ 0.5mm/s ~ 43 m/d. For the ice velocity to remain small, viscosity
should not be less than 10’ kg/s (as used here) if the length scale of the ice cover
is of the order of 100 km. Creep with ice—water stress included will be examined in
later sections.

In this creep process, velocity divergence is —7,x/¢, which means that the ice
accumulation rate due to convergence increases linearly toward the end of the
channel. The rate is of the order of 10~ per day at the channel end. The steady-
state solution is that all the ice becomes squeezed into the end of the channel. If
viscosity were to increase with thickness as o< & or thereabouts, the change would
be very slow and integration could be made stepwise in time.
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The solution can be easily expanded to allow for a general non-linear viscous
flow. Let us assume the power law rheology of (Eq. 4.10), o = (,|du/dx|"(du/dx),

which has been used widely for shear viscous glacier flow, normally with n = —2/3
(Paterson, 1995). The creep solution is:
Vntl) b _ b
T, X
= _— 7-9
! (<> b 7

where b = (n+2)/(n+ 1). The parabolic distribution in the linear case (n = 0) is
reproduced, and as n increases the deformation zone becomes increasingly concen-
trated in the channel end.

7.2.2 Plastic flow

In plastic flow, rheology is given by the yield criterion oy = oy (A4, h). In the present
case our concern is compressive strength. Remember that ice continues to flow as
long as internal stress overcomes the yield level. The solution of the quasi-steady-
state momentum equation is formally:

5 T, 1 do
= + q..
Pw Cw Pw CW dx

where the right-hand side must be positive, 7, > —do/dx. At the end of the channel
the ice must stop and there do/dx = —7,.

Let us start with an ice field that ranges from x=0 to x= L, with
h = hy = constant and 4 = 1. Let us further assume o. = P*q(A4)r(h), where g is
the influence of ice compactness and r the influence of ice thickness on the
strength, ¢(0) =0 and ¢(1) = 1. Wind stress is taken as a constant 7, > 0. The
solution to the fast ice problem shows that motion starts when 7,L > o,.

Plastic rheology allows a steady-state solution u = 0 with a finite ice field. It is
known that ¢ is highly sensitive to compactness and that ice stress goes down one
order of magnitude when compactness drops from about 1 to 0.8-0.9. This means
that a very sharp ice edge, less than 1km wide, forms at on-ice forcing (see
Leppédranta and Hibler, 1985). Let us call this the ice edge zone. Beyond the edge
zone, A = 1 and thickness increases by dr(h)/dx = 7,/P”. Ignoring ice in the edge
zone, the conservation of ice volume tells us that hyL = 1 (h; + hy)(L — xo), where h;
is ice thickness at the channel end and x; is location of the ice edge.

In the steady state, wind stress must exactly balance ice strength at the channel
end: 7,(L — x¢) = P*r(h;). For the linear form r(1) = h, the location of the ice edge
and ice thickness in the channel end are:

u

(7.10)

hL = /10(\/411"‘2)(0 —é>
hy
T, L
XO B P*ho
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For Xy — 1, hy — hg and x, — 0 or, in words, the fast ice condition is obtained
consistently. Thus the excess of X, above | states how much deformation will take
place during the adjustment process. For 7, ~ 0.1Pa and P* ~ 10 Pa, di/dx ~ 107>
or, in words, ice thickness increases by 1 m over 100 km.

Adjustment to the steady state proceeds along the following lines. The motion of
ice starts to change at the boundaries. At the free boundary the ice edge zone
develops by outward opening (i.e., the compactness of ice decreases to satisfy the
no-stress condition). Ice build-up begins from the channel end, where the thickness
slope becomes dh/0x = 7,/ P*. Then the edge zone remains static and the deforma-
tion zone spreads out from the boundary, with compactness equal to 1 and thickness
gradient approaching 7,/ P* throughout the ice field. This interpretation is consistent
with the results of the numerical solution of Leppdranta and Hibler (1985), using a
Lagrangian model to avoid numerical diffusion problems at the ice edge.

This steady-state solution can be generalized to spatially variable winds and
other types of yield strength formulations. The steady-state compactness and

thickness profile is obtained from:
X

o.(x;A,h) = J T,(x") dx’ (7.12)
x0

which is valid as long as stress is negative. Thus, the ice compactness and thickness

profile adjust to the forcing distribution. In places where stress vanishes, new free

boundaries form and set drifting zones free from the pack.

Example In general, if the compressive yield strength of compact ice is 0. = o.(h),
the steady-state ice thickness profile # = h(x) provides the functional form of o..
Thus, the linear ice thickness profile gives o, oc i, while the square-root thickness
profile gives o, o h>. The same principle holds also for the dependence of ice
strength on ice compactness or on ice compactness and thickness together. [ |

Example: wind-driven frazil ice in leads or polynyas Consider a lead of width L
where frazil ice is forming and there is a constant wind stress 7, across the lead
(Figure 7.8). Frazil ice drifts and accumulates at a thickness profile & = A(x). In
equilibrium, the ice is stationary and covers the lead. The thickness profile can be
obtained from:

o.(h) = 1,x

Ty —»

IO e oY 99 &GS
<

Figure 7.8. Accumulation of wind-driven frazil ice in a polynya. Typical scale is L = 10 km for
the width of the polynya and /& = 10cm for the thickness of the accumulated frazil.
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In particular, if o. = P*h, then the thickness profile is linear, & = (7,/P*)x. For
P* ~ 10kPa, 7, ~ 0.1 Pa, and L ~ 10km, the thickness at the right side of the
lead is 10 cm. |

Ice—ocean coupling

The steady-state solution for constant forcing is straightforward. In a channel of
depth H, closed at one end, the coupled system is:

7/
a—i + 7,4+ pC|U,, — ul(U,, — u) — phgB =10 (7.13a)
_pWCH"UW - u‘(Uw - u) - prb| Uw|Uw - pHgﬁ =0 (713b)

where U, is chosen as the vertical average mean current. Wind stress on the system is
balanced by ice stress and sea surface tilt. At equilibrium, u = U,, =0 and Eq.
(7.13b) implies that 8 = 0. In the absence of ice, the equilibrium condition would
be 7, = p,,Hgp; thus, in the steady state internal ice stress totally removes the effects
of the surface pressure gradient.
Consider an ice field forced by periodic forcing at the boundary:

ph% - % - chw|u|u (714)
with u = uy(—up) for 0 < ¢/Tmod2r < 7 (7 < ¢t/T mod 27 < 2x). If timescale T is
much longer than the inertial timescale, the quasi-steady-state approach can be
applied. In a stationary cycle, ice must move left and right by the same amount.
Since internal ice stress is asymmetric (i.e., high stress for compression and low stress
for opening), it must vanish for the stationary cycle to develop. Then, u = u, and ice
compactness must be low enough for stresses to be small.

7.3 ZONAL SEA ICE DRIFT

The longitudinal boundary-zone flow offers excellent possibilities for the analysis of
sea ice drift (Figure 7.9). This zone may physically represent the coastal shear zone or
the marginal ice zone (MIZ), where one may anticipate transverse changes much
larger than longitudinal changes. Mathematically, the y-axis is aligned along the
longitudinal direction, and the situation is assumed invariant in y: 9/9y =0
(Leppdranta and Hibler, 1985). For the ice state, the two-level description
J ={A,h} is employed.

The general solution is first derived. The y-invariant equations of ice dynamics
are directly obtained from the full form: the equation of motion from Eq. (5.10), ice
rheology from Eq. (4.4), and the ice conservation law from Eqs (3.14-3.15). The
resulting model is:
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Figure 7.9. Boundary-zone configuration. The width is typically of the order of 100 km.
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ov  Ov doy,
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= < < .
5 + o 0 (0<4<1) (7.15d)

The atmospheric pressure gradient has been ignored in the momentum equation and
the elastic part of the rheology. The boundary conditions can be taken as stationary
at the land boundary and zero stress at a long distance from the land:

x=0=u=0; x=L=0=0 (7.15¢)

Equations (7.15) can be solved for free drift as shown in Chapter 6. Among these
equations (taking o = 0) is the full free drift equation, whose solution is of the form
u=up=u,+ U,,. where u,, is the wind-driven component of speed equal to a
fraction « of the wind speed, and with a direction deviating by angle 6 from the
wind direction (see Eq. 6.3).

7.3.1 Steady-state velocity: wind-driven case

Purely wind-driven drift is considered (i.e., U,, = 0 and 3 = 0). Free drift velocity
can be obtained from Eqs (7.15a, b). If ur > 0, then ice will drift away from the coast
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with free boundaries and in free drift state (see Figure 7.10) and uy will be the true
solution; the boundary condition # = 0 would also no longer be valid. In the case of
pure wind-driven sea ice dynamics, the off-coast free drift solution results when the
direction of the wind stress (or the surface wind), ¥, satisfies:

—90° +6 <9 <90°+0 (7.16)

(see Figure 7.10). In the northern hemisphere 6 ~ 30°, and therefore the wind
direction must be approximately between —60° and 120°; in the southern hemisphere
0 ~ —30° and the range is from —120° to 60°.

Otherwise, if condition (7.16) is not satisfied, the ice will stay in contact with the
coast and internal stress will spread the friction from the coast deeper into the drift
ice zone. Then, either a boundary-zone shear flow will develop or the ice will reach a
stationary state (as in the channel flow case).

To solve on-shore-forced zonal flow, the ice conservation law states that 4 and
uh must be constant, and then the boundary condition implies # = 0. The ice con-
servation law is then automatically satisfied, leaving the momentum equation and
rheology for the longitudinal component of ice velocity and for the ice stress:

d .
g;x + Tax + ppCyp sin 0, oo + phfv =0 (7.17a)
do,,
g; + 74y — pyCyy s 0, [v|v = 0 (7.17b)
o=o(h,A,0)

éxx =
i 1 0v (7.17¢c)
Exy yx = Ea
€y, =0

In this case, for quite general conditions:

Tw| _ = constant (7.18)

UXX

For example, in the viscous—plastic rheology used by Hibler (1979) v = e~ !, when
the strain rate is given by Eq. (7.17¢c). Then, the ice stress derivatives can be elimi-
nated from Eqs (7.17a,b), an algebraic equation can be obtained for v, and the
solution can be easily found (see Leppédranta and Hibler, 1985). But care must be
taken with the signs, since the sign for shear stress o,, depends on which side the
solid boundary is and the sign for ice—water stress depends on the direction of
motion. Stress o, is negative (compressive) in all cases.

Let us first assume that the ice drifts north, v >0 and then also o, > 0.
Equation (7.17a) can be multiplied by v and then added to Eq. (7.17b). The result is:

Tay - pwcw COs ew U2 + W(Tax + pwcw sin vaz + phfl]) =0
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This is a quadratic equation, whose solution is:

Ty + VTax | (P2 ohf
_ _ 7.19
v \/ v (2CN 2Cy (7.19)

where Cy = p,,C,(cosf,, —ysinf,,). In northward on-shore forcing 7,, >0 and
T < 0, and thus coastal friction cuts the portion ~7,, out of the momentum
input. Setting v =0 in Eq. (7.19) we get the condition 7,, +~7, =0. For a

positive velocity solution, the reduced stress must be positive; that is:
Tay + VTax > 0 (7.20)

This means that the northward component 7,, must be larger than |7,| or the
on-ice direction of the wind stress must be less than arctan(vy). Otherwise, a station-
ary ice field results in the steady state (as in the channel flow case). The following
conclusion can now be presented for northward wind stress forcing:

0<9<90°+46 (free drift)
90° 4+ 0 < ¥ < 180° — arctan(y) (northward flow v > 0, see Eq. 7.19)
180° — arctan(y) < 9 < 180° (stationary ice v = 0)
If v =1, then arctan(y) = 27°. Thus the northward flow results from a 33° wide wind
direction sector in the northern hemisphere. The deviation angle between wind and

ice drift is simply equal to the on-ice angle of the wind speed; therefore, it is between
30° and 63°.

Example The characteristics of shear flow become clearer when Coriolis and
boundary-layer angle effects are ignored. Then uy > 0 if 7,, > 0. The northward
flow solution can be written as:

v = Na+/sin¥ + ycos 9|U,|

where wind direction is in the range 90° < 9 < 180° — arctan(~y). Thus v o< |U,[;
however, the proportionality factor is affected by the wind direction and the
strength parameter v in addition to the drag coefficients. [ |

Second, assume that the ice drifts south, v < 0 and then also o, < 0. The solution is
found as in the northward case, and the result is:

_ (Tay = VTax) | (0N | vohf
v—\/— o tlaes ) tae, (7.21)
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Ice Open water
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motion

Figure 7.10. Steady-state solution of wind-driven zonal flow, northern hemisphere. The wind
vector is drawn from the centre of the circle to the perimeter, and the resulting ice velocity is
free drift, northward or southward boundary flow, or no motion, depending on ice strength

and wind direction.
From Leppéranta and Hibler (1985).

where Cg = p,,C,.(cos 8,, + vsin§,,). Furthermore, the following conclusion can now
be presented for southward wind stress forcing:

180° < ¢ < 180° + arctan(v) (stationary ice v = 0)
180° 4 arctan(vy) < ¢ <270° + 6 (southward flow v < 0, see Eq. 7.21)
270° 4+ 6 < ¥ < 360° (free drift)

The stationary sector is as in the northward case, but the flow zone is now wide in the
northern hemisphere.

The general solution is illustrated in Figures 7.10 and 7.11 for the northern
hemisphere case. The southern case is symmetric (i.e., the northward flow zone is
wide and the southward flow zone is narrow).

It is striking that the velocity solution is independent of the exact form of
rheology and even of the absolute magnitude of the stresses as long as Eq. (7.18)
holds. The only rheology parameter present is vy, which describes the ratio of shear
strength to compressive strength. Taking the plastic part of the viscous—plastic
rheology of Hibler (1979) (Eq. 4.24), we have v = ¢! for all shear flows, with the
standard level v = % In the floe collision model of Shen et al. (1987) (Eq. 4.27) we
have:

_2g 4 1
R 3n(l—k) 4

with v = 0.13 when the restitution coefficient k = 0.9.

Note also that the zonal flow solution is valid for any wind constant in time but
arbitrary in space. Thus, ice adjusts to the wind field with the wind factor reduced
from the free drift factor, while direction is parallel to the coast. The time evolution
of zonal flow was examined using numerical modelling by Leppdranta and Hibler
(1985).
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Figure 7.11. Zonal flow speed as a function of wind direction when the coastal boundary is in
the east, northern hemisphere. Wind speed is 10 m/s and the strength parameter is v = %

7.3.2 Steady state with ocean currents

Steady-state ocean currents can be added to wind-driven zonal flow still allowing
analytical solutions. It is natural to assume that ocean currents are longitudinal in
the steady state, U,,, = V,j, and that sea surface slope is phg3, = phfV,,. Then the
steady-state equations read, taking the geostrophic current as the reference water
velocity:

d .
g;x + Tax — pwcw sin 0w| Vw - U|(Vw - U) - phf( Vw - U) =0 (722&)
do,,
dXV + Tay + prW Ccos ew‘ Vw - U|(VW - U) = 0 (722b)
) . . 1 ov )
o= O'(h’ A’ (J’)7 Exx = 07 Ex}, = ny = an 5}"}' =0 (722C)

This is the model for relative velocity v — V,,, derived in exactly the same way as the
wind-driven (zero ocean current) model for v. The longitudinal velocity is therefore:

v="V,+1v (7.23)

where v, is the wind-driven velocity component. Note that the solution (7.23) is valid
for any value of V,, =V, (x). If 7, =0, then ice follows the zonal flow in the
ocean with ¢ = constant. It is noteworthy that, even though sea ice drift is highly
non-linear in the presence of internal friction, steady zonal flow allows superposition
of wind-driven and ocean current-driven components.

7.3.3 Steady-state ice thickness and compactness profiles

During the time evolution of zonal sea ice flow, the ice state evolves to allow steady-
state conditions to be satisfied. When longitudinal velocity has been solved, the ice
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stress components o,, and o,, can be solved from the momentum equation,
0,y = 0y, holds for symmetry, and ice rheology provides the component o,,. The
ice state can then be obtained from the stress distribution.

If a stationary ice field results in the steady state, integration of Egs. (7.17) is
straightforward and proceeds similarly to the channel flow problem. Otherwise, the
steady-state velocity profile also influences the stress field. The y-component of the
momentum balance gives:

X
70(3) = 02 (0) = | (= puC o8 ole) (7.24)
The second boundary condition states that at the ice edge, x = L, stress must vanish.
The shear stress at the coast is 0., (0) = fé(fay — pwC,y cos 0, |v|v) dx’.

With the present two-level ice state, ice strength depends on ice compactness and
thickness. Starting at the ice edge, ice compactness first increases from 0 to 1 and
thereafter a ridging zone follows. The geometric profiles of the edge zone and ridging
zone depend on functional relationships between ice compactness and strength, and
ice thickness and strength, formally:

oy (¥)| = 0" q(A)r(h) (7.25)

where o” is a strength constant, 0 < ¢ < 1, ¢(0) =0, ¢(1) = 1, and r(h) tells us to
what degree the strength of compact ice depends on ice floe thickness. The inner
boundary of the edge zone can be ascertained from the location where the shear
stress in Eq. (7.24) is in absolute value equal to o”r(/g).

Example 1In the plastic rheology of Hibler (1979), shear stress is shown in the steady

state as:
ov\ P'h
Oy = sgn<8x> — exp[—C(1 — 4)]

Assume a constant wind stress toward the sector where the steady state solution is
the northward zonal flow. Ignoring the Coriolis and oceanic drag turning angle, we
have:
2
Tay — pwCyv™ = =774y

and, consequently, from Eq. (7.24) we have o, (x) = 0,,(0) + y7,,x. The shear stress
at the fast ice boundary is —y7, L. Let us assume that initially the ice cover consists
of homogeneous floes of thickness 4. The ridging condition is —7,,.L > P*h. If it is
satisfied, then ice builds up at the coast and the ice thickness at the boundary will be
h(0) = —7,.L/P*. Ridging takes place in the zone —7,,.(L — x) > P*h, while beyond
that the ice field opens up. Then, integration of the ice state out from the coast
proceeds exactly as in the one-dimensional case. Consequently, the channel model
and shear flow give similar ice thickness and compactness profiles, but in the shear
zone there may be steady-state, non-zero longitudinal velocity. Adding Coriolis and
boundary-layer turning angle effects would modify the profiles, but qualitatively the
result would be similar. The full solution with time evolution is shown in Figure 7.12.
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Figure 7.12. The profile of ice thickness and ice compactness from the fast ice boundary to the
ice edge. Numerical solution of time evolution, the solution at 30 days is close to the steady
state.

From Leppdranta and Hibler (1985).

The ice edge zone draws a very sharp ice compactness profile because of the high
sensitivity of ice strength to ice compactness. [ |

7.3.4 Viscous models

The general viscous model was given by Eq. (4.9): 0 = o(é,p;(,n) = (—p + (tré)I+
2né’. In steady-state zonal flow, tré = 0 and:

doy _ Op

ox  Ox

oy _ 0 ( 00
Ox  Ox ”ax

Here pressure depends on ice-state variables and viscosity additionally depends on
strain-rate invariants.

Consider the steady-state zonal flow problem (Eq. 7.17). Ignoring the Coriolis
and the oceanic turning angle:

(7.26)

dp
a + Tax = 0
d dv
a (ﬂdx) =+ Tay - prW‘U|U =0 (727)

A pressure gradient is therefore needed to balance on-ice forcing. If it does not exist,
the true steady state is never achieved, but the ice continues to creep toward the
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shore and the wind stress is balanced by the bulk viscous stress. The longitudinal
equation allows a general solution if ice—water stress can be ignored similarly to the
channel flow case (Eq. 7.9).

Example: the Laikhtman model A historical landmark in sea ice dynamics is the
work of Laikhtman (1958), which presented the first frictional sea ice model. He used
a linear viscous model for the zonal flow at a land boundary. He took constant
viscosity, ignored the Coriolis and turning angle, and assumed the wind and water
stresses to be linear. The momentum equation in the y-direction is then:

ndzv/dxz - pwcwlv + pacal Vu =0

With the boundary conditions v = 0 at x = 0 and v — vy, = [p,Ca1/(pwCi1)] V. (free
drift) as x — oo, the solution is:

V=104 |1 —ex X
= U P I
[N
L =
pwcwl

where L is a length scale. For C, ~ Cyn, Vs ~ 0.5m/s and 7 ~ 10'kg/s, the
width is L ~ 140 km. |

Under constant forcing the linear viscous case thus gives a gently sloping coastal
boundary zone, while in plastic flow the steady-state boundary is a sharp slip line,
although, during the adjustment process, plastic flow has a spatial structure. When
viscous rheology becomes increasingly sublinear, the plastic solution is approached.

7.3.5 Marginal ice zone

The marginal ice zone (MIZ) is located along the open ocean edge of sea ice cover, its
width usually referred to as 100 km (Figure 7.13). In the MIZ, ice dynamics has a
number of qualitative features:

Off-ice forcing results in ice edge dispersion.
Formation of ice bands, parallel to the MIZ.
Oceanic eddies form and ice tracks them.
On-ice forcing gives a compact ice edge.
Little ridging takes place.

Intensive air—ice—sea interaction takes place.

On-ice and off-ice forcing cases are therefore highly dissimilar. Ice compactness and
thickness increase inward from the ice edge. Because of the looseness of its ice, the
outermost MIZ can move for short periods at high velocity compared with the bulk-
zone flow. Sometimes these high-velocity cases have been termed ““ice edge jets”.
The zonal flow problem also applies to MIZ ice dynamics. If the free drift
solution is off-ice, the MIZ will diffuse into a free drifting, open ice field, where
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Figure 7.13. An ice edge in the Greenland Sea.

ice velocity consists of the wind effect superposed on the current field. For on-ice
forcing, the steady-state solution is a stationary ice field or a longitudinal flow, which
runs parallel to the ice edge and moves at a reduced free drift velocity. In such
conditions, disturbances in the ice floes at the ice edge could give rise to transient
ice edge jets.
Integrating the shear stress (Eq. 7.24) from the ice edge, we have:
L
O (X) = J (Tay — pwCy 086, v|v) dx’ (7.28)

X
Then 4 =1 at x = L;; the inner boundary of the MIZ can be taken as ~ L, since
little ridging occurs there. Let us take the plastic rheology of Hibler (1979). Further,
let us assume that the ice cover initially consists of homogeneous floes of thickness /;.
Starting at the ice edge, ice compactness is first obtained from the equation:

ov\ P'h

L
sgn(a) 7exp[—C(1 —A)] = J (Tay — PwCyy 08 6,,[v]v) dx’ (7.29a)

This is integrated to 4 = | where x = L;. Thereafter 4 = 1 and / is obtained from:

h = h; + sgn (%) %JLI (Tay — pwCy c0s8,,[v|v) dx’ (7.29b)
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Taking a northward flow and ignoring the Coriolis and turning angle, we have
Ly =L+ P/, (note: 7, < 0). A sharp ice edge results because of the exponen-
tial factor in the strength-compactness relation. If P* = 10kPa, e =2, h; = I m,
C =20, and 7, — p,,C, cosf,|v|v =0.1Pa, compactness is equal to 0.8 at a
distance of 0.7 km from the ice edge. A sharp ice edge under steady on-ice wind is
well known from observations (i.e., here the compactness increased from 0 to 0.8
over the first 0.7 km). But to go from 0.8 to 1.0 an additional distance of 49.3 km is
needed. A linearly increasing ice thickness profile results at point L; and extends
inward to the ice pack, the thickness slope being equal to —7,,/P".

Since an ocean current field parallel to the ice edge can be superposed on the
wind-driven MIZ solution, any jet in the ocean beneath the ice at the ice edge is
added to the ice velocity. Ice drift strongly interacts with atmospheric and oceanic
boundary layers in the MIZ. In particular, with compact ice edges there is a very
rapid change in surface characteristics. The surface roughness of sea ice is different
from the surface roughness of the open ocean, the drag coefficient usually being
larger over sea ice. Surface temperature also changes across the ice edge. As far as
ocean forcing is concerned, there is a seasonal difference in the forcing of the ocean
across the ice edge, giving rise either to divergence or convergence. In winter, freezing
of the sea and ice growth cause brine formation and reduce the stability of
stratification in the water, while in summer ice melt yields the opposite effect. As a
consequence, an ice edge front may form where dynamic instabilities form, resulting
in ice edge eddies being formed.

Example: upwelling at the ice edge Assume a constant north wind that is parallel to
the ice edge. Ekman transport in the ocean surface layer is ir,/f (e.g., Cushman-
Roisin, 1994), where 1) = jr, is surface stress. Now 7, = p,Cq, V2 over open ocean
and 7, ~ p,Cy; VIt doy,/dx over ice, where C,,, and C,; are the air drag coefficients
over open water and sea ice, respectively. Since usually C,, < C,, wind stress
transmitted to the ocean is larger over ice if |do,,/dx| is small. But when
|do,/dx]| is large enough, wind stress will be larger over open water, resulting in
divergence and consequent upwelling at the ice edge. [ |

Consequently, we can compile Table 7.1 for upwelling (4+) and downwelling (—) at
the ice edge. It works for either hemisphere, whether the ice is to the left or right of
the wind, and whether the internal friction of ice is large or small. The large ice
friction case also applies to the fast ice edge.

7.3.6 Circular ice drift

A y-invariant ice flow can close into a circle (termed a “‘circular ice drift”), and then
it is natural to use spherical co-ordinates. Let us consider a polar cap and choose
spherical co-ordinates r=r,, Z, A (Figure 7.14). The steady-state momentum
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Table 7.1. Upwelling (4+) and downwelling (—) at the ice edge.

MIZ location Ice friction
Arctic seas Antarctica Large Small
Left of wind Right of wind + —
Right of wind Left of wind — +

equation is:

1 Oo 1 0o 2
rosinZ 5’;\ 7@ 8;’\ + }ZUZ)\ cot Z + 1, + T\ + ph2Q cos Zuy

—phgB, =0 (7.30a)

1 Ooyz, 100 1
r, sinZ ai 78 aéz +7e(022 — U)\)\)COtZ + Tz + Twz — pl’le COSZM)\

—phgB, =0 (7.30b)

The y-co-ordinates that transform into circles correspond to zenith angle circles
Z = constant (or latitude circles), and for the situation to be invariant along these
circles we have 9/0\ = 0. When the ice state is fully adjusted and the ice conserva-
tion law has also achieved a steady state, the zenith angle velocity component is 0,
uz = 0, as the east component becomes 0 in the Cartesian system. The ice conserva-
tion law is then automatically satisfied, and the equilibrium momentum equation
becomes:

1 do 2
Z dé/\-FZO'Z)\COtZ-FTa)\-’—Tw)\:0 (7313)

1d 1
—~ g;z +r—(aZZ — o) Cot Z + 7,7 + Tz + ph2Qcos Z(uy — U,,) =0 (7.31b)

Figure 7.14. Configuration of zonal flow on a southern polar cap.
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Now the strain-rate components are:

€2zz=0, €, =0
= —=2-2cotZz
2 2 <r€ dz r, cot )

This problem is then solved using the plastic rheology of Hibler (1979) and, as a
result, 07, = oy, = —3 P and oz, = % sgn(éz,) P/e. Equations (7.31) then become:

dP 2 P
sgn(ézy) =— Ser. dZ sgn(sz,\)z— cotZ + 71, + 7, =0 (7.33a)

1 dp

~5- iz + Tuz + Tz — ph2Qcos Z(uy, — U,,,) =0 (7.33b)

Let us now ignore the Coriolis and oceanic turning angle. For a westerly wind
T >0, 7,, =0, we have P = constant from Eq. (7.33b). Equation (7.33a) now
gives:
sgn(ézy) %cotz + 7oy — puCoti3 =0 (7.34)

The cotangent term geometrically restricts the motion of ice. Approaching the poles,
|cot Z| — oo and, therefore, there must be a rigidly rotating polar cap. Since
P/(r.e) ~ 107> Pa, usually we need |cot Z| < 100 or the width of the rigid cap is
~ 2r,arccotZ| ~ 100 km. As the strength of ice increases with thickness, the width of
the rigid cap must also increase with thickness.

In the general case, the pressure gradient is eliminated and the resulting equation
is:

P
S20(7) | -0t Z o+ 7yp + 7o | H + 2 4+ — pI02c0s Z{uy — Upy) e = 0

L’

(7.35)

This equation gives uy = uy(Z). Then, ice compactness and thickness can be
integrated using the Z-momentum equation. The solution for ice velocity is
schematically shown in Figure 7.15.

Example: Antarctic drift The Antarctic ice drift problem (Figure 7.16) can be
idealized as a continent symmetric around the pole, with —90° < Z < Z;, an east
wind zone for Z, < Z < Z;, and a west wind zone for Z; < Z < Z,. Assume zero
geostrophic water current. Because Coriolis acceleration is to the left of motion in
the southern hemisphere, west wind drift is diffusive while east wind drift is com-
pressive. Therefore, the west wind drift zone is in a near-free drift state, but sig-
nificant friction is present in the east wind drift zone. In the latter zone 7,, <0,
7,z =0, sgn(éz,) = —1. Eliminating the pressure gradient from the momentum
equation gives:

P
—cotZ — 1, — p,C,,(cos b, +e ~sin 0“) — ph2Qcos Ze 'uy =0

r.e
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Figure 7.15. The steady-state solution of circular ice drift.
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Figure 7.16. Sea ice cover in the Antarctic is more divergent than in the Arctic, characteristic

features being the presence of polynyas and the co-existence of icebergs inside the pack ice.
Reproduced with permission from Professor Hardy B. Granberg, Sherbrooke, Quebec.
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Ignoring the Coriolis and the oceanic turning angle, we have:

P
—cotZ — ax — pwcwui =0

r.e
A non-zero solution exists if:
|Tar|ree/P > |cot Z|

When velocity has been resolved, the compactness and thickness profiles are inte-
grated as in the rectangular case. When Coriolis acceleration is added, the right-hand
side of the above equation increases and a stronger wind is needed to initiate ice
motion. |

The circular ice drift model also serves as an analytic tool for examining sea ice flows
on other Earth configurations (e.g., the distribution of land and water surfaces) and
other (theoretical) planetary bodies' as well.

7.4 MODELLING OF ICE TANK EXPERIMENTS

The calibration and validation of continuum models have been based on full-scale
observations, mainly encompassing the extent, compactness, and kinematics of drift
ice. As to whether small-scale tank experiments could be useful has not been much
examined. Such experiments might be used to investigate questions like the redis-
tribution of drift ice thickness, drift ice rheology, and the dependence of the yield
function on the state of the drift ice field. But, how well can ice tank tests be
reproduced using mathematical sea ice models? An effort was made by Ovsienko
et al. (1999b) to model ice tank experiments using a numerical model. The result was
quite promising in that an elastic—plastic drift ice model could reproduce the
outcome of the tank test.

7.4.1 Drift ice dynamics in a tank

An ice tank is a small, elongated rectangular basin, in which the x-axis is aligned
with its major axis. The mathematical modelling of tank ice dynamics is based on a
two-level system J = {4, h} using the equations of ice dynamics given in Egs. (7.1).
In tanks the Coriolis term can be ignored, and forcing and motion are longitudinal
along the x-axis:

0oy
ph<8u + 8u) - 80XX + O-J» + Tax + prw|Uw - u|(Uu - u) - phgﬁ (736&)

ot ”% Ox dy
0{A,h} Ou{Ad,h}
= <A< .
o + o 0 (0<4<1) (7.36b)

! Planetary bodies with similar “sea ice” dynamics to those on Earth are not known. However,
the ice on Europa could be considered a floating glacier.
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The boundary conditions depend on the experiment configuration. The initial con-
ditions are usually u(x,0) = 0,J(x,0) = Jy(x) = {4y(x), hy(x)}. The difference from
the channel flow model is the inclusion of shear friction, which may be important for
narrow tanks (Hopkins and Tuhkuri, 1999). The system can be forced by wind,
water flow, or from the boundary. We will now analyse the boundary forcing
case, mainly because ice tank experimental data exist for this case.

In the boundary forced case, an ice field is compressed by being pushed at
velocity u, by a moving boundary toward a fixed boundary (Figure 7.17). Then,
wind stress, water surface slope, and water flow velocity are all zero, and the
momentum equation is:

Ou Ou Oo oo,
h| — — | === . C, 7.37
(G ) =T Tl (1.37

Let us assume that the ice field is initially homogeneous, J, = constant, and its length
is Ly. The origin is at the fixed boundary, and the x-coordinate increases toward the
moving boundary located at L = L(t), dL/dt = u,. Momentum advection and ice—
water stress scale as U2 and their ratio is h/(C,L)~ 1forh~10cm, C,, ~ 1072, and
L ~ 10m. In fast-velocity experiments they are both important, while in slow-
velocity experiments they become very small. Local acceleration is small if the
velocity of the moving boundary is held constant.

Consequently, in the simplest experiment—slow, fixed boundary speed and
enough tank width for low shear friction—compressive stress is the dominant
factor, and Eq. (7.37) gives the solution o, = constant. Then, according to the
boundary condition of a moving boundary:

il
b

(7.38)

Oxx = —

Moving boundary ICE Fixed boundary
(pusher plate) BLOCKS

Figure 7.17. Ice tank experiment with boundary forcing.
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where b is the width of the tank and F = F(¢) is the pushing force required at the
moving boundary.

For a general rheology, let us take the power law as o, = (du/dx where
¢—1=2¢,(A4,h)|du/dx|" is the bulk viscosity. The cases n =1, n =0, and n = —1
correspond, respectively, to floe collision rheology (Shen et al., 1986), linear viscous
rheology, and plastic rheology. In these cases it is natural to assume that ice velocity
is monotonously decreasing with x, u(0) =0, u(L) = u, < 0, and thus du/dx < 0.
We have:

n+1 F

N (7.39)

du
Cn a

The case n = —1 corresponds to plastic ice rheology and {_; is compressive yield
strength .. Then, under compressive deformation, internal ice stress corresponds to
the minimum yield strength o, =0.(J) in the tank, o, = —min{o,(x)|0 <
x < L}. Since the ice state is initially homogeneous, stress equals yield stress every-
where. Ice fails in a uniform manner, and the resulting uniform deformation neces-
sitates a linear velocity profile. For n # —1, a linear velocity profile u = —u,(x/L)
also results if the ice state is constant in space. Therefore, the solution is continuous
forn — —1.
As regards the linear velocity profile, the ice conservation law is:
%Jruh%%:—J% 0<A<1) (7.40)
If the ice state is constant in space, then by 0J/9t = —Ju, /L it must remain so (i.e.,
J = J(1)). Consequently, boundary forcing of an ice field with its state constant in
space results in a rubble field that thickens evenly (no particular pressure ridge
features can form). This result is quite general with all viscous power laws,
including that of plastic flow. If the initial condition were changed to some
Jy # constant, the weakest points would fail first and eventually the situation
J(t;) = constant would be faced. A uniformly growing rubble field would result
after time .

Ice volume conservation requires that AL = hyL, at any time. Deformation of
the ice field proceeds first by compacting to the maximum packing 4*, and thereafter
rubble formation takes place and the actual ice thickness increases. We have for the
compaction and rubble growth phases:

AOLO

Alf) =——< 4" h=hA, 0<t<t" 7.41

()= s 4" A, 0<1< (7:41a)
h.L*

h(t) = ——— A=A >t 7.41b

(1) Tt , 1> ( )

where h; = hy/ Ay is the initial ice floe thickness and L* = LyA4,/A™ is the length of
the ice field at the time ¢* when the free paths in the ice floe field have all closed up.

If the time evolution of the forcing is known, it is possible to obtain information
on rheology. Since the ice state depends on time, so does the strength. Therefore,
these tank experiments do not provide a unique solution for viscosity ¢, and power n.
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Instead, if n is given, viscosity together with its functional form can be determined.
With the plasticity assumption, o.(4, /%) = F/b the yield function can be examined
for the dependence of o, on A in the compaction phase and on / in the rubble growth
phase.

7.4.2 Case study

Let us take the tank experiments of Tuhkuri and Lensu (1997) for a case study. The
tank was 40m x 40m with a depth of 2.8 m. It was first frozen, then test areas
6m x 20m were cut into the ice sheet, and the ice in each test area was broken
into floes with a fixed thickness (/;), diameter, and shape. In one experiment, the
ice floe field was forced from one boundary by a pusher plate set to a fixed velocity u,
(Figure 7.17). The initial compactness was Ay, = 0.7, with 10% of the ice being brash.
The only measured data concerned the force history at the pusher plate. The water
flow velocity U,, was zero, and since the test regions were inside a large tank it is
assumed that no significant surface slope was built up. These experiments have been
simulated by a discrete particle model with good agreement (Hopkins and Tuhkuri,
1999). The continuum modelling approach is also very useful since it is the standard
means of addressing the sea ice dynamics problem.

The outcome of 17 tests was presented in Tuhkuri and Lensu (1997). Nine tests
were carried out with a variable ice thickness (28—54 mm) and velocity of the pusher
plate (15-52 mm/s), while the shape and size of ice floes were fixed (circular and of
diameter 400 mm). In eight tests the velocity of the pusher plate was nearly the same
(10-13mmy/s), and ice floes had variable thickness (36—57 mm), shape (square or
irregular), and diameter (300-600 mm). The force at the pusher plate was 50—
200N at 4 = 1, which had increased up to 300-1,500 N at /1 ~ 84; at the time the
tests drew to a close.

Thus the relevant scales were u ~ 30 mm/s and /1 ~ 50 mm. Inertial force is much
less than § bLph Au/At ~ 40 N; this would result if half of the test area would change
the velocity in 1s by half the maximum u, used in the tests. By using a similar
magnitude analysis, advective acceleration and ice-water stress are found to be
less than 10 N. Consequently, the slow model with weak ice-water interaction is
realistic. Also friction effects at the channel edges are relatively small for these
cases, but they would become significant at half of the present channel width
(Hopkins and Tuhkuri, 1999).

The outcome of each experiment shows two phases. First comes the compaction
phase, which lasts until time " = (4" — Ag)Ly/uy; for A* = 1 and u;, = 50 mm/s this
is 120s. The second phase is the piling up of ice floes into a rubble field right up to
the end of the experiment, when the rubble thickness is nearly ten times the floe
thickness. The experiment outcome agrees with the mathematical model in that, for
boundary-forced deformation, no pressure ridges form and the rubble thickens
evenly. Figure 7.18 shows one experiment, the essential features of which are
adequately repeated in the other experiments as well.

The basic statistics of experiments with uniform circular ice floes is shown in
Table 7.2. In the compaction phase the force at the pushing plate and also the
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Figure 7.18. The force at the pusher plate in ice tank test # 13 with pusher plate velocity
u, =33 mmy/s; the dashed line shows the fit of the analytical interpretation model.

Reproduced from Tuhkuri and Lensu (1997), with permission from Helsinki University of Technology.

Table 7.2. The measured force (in Newtons) at the pusher plate at 4 = 1(F;) and at
h = 4h;(Fy). The diameter of the circular ice floes was 400 mm and the pusher plate velocity

was 15-52mm/s.

Ice thickness

28 mm 38 mm 54 mm
Pusher plate speed F Fy F Fy F Fy
15mm/s 80 300 150 450 230 1,000
33mm/s 50 170 140 330 280 830
52 mm/s 50 180 70 240 100 600
Mean 60 220 120 340 200 810

compactness increase almost linearly. The stress level is half that at 4 =1 when
compactness is within 0.8-0.9. This is different from common sea ice rheologies,
where strength increases quickly with compactness. In the widely used strength
formulation of Hibler (1979), o. x exp[—C(l — 4)], C =20, which means one



196 Drift in the presence of internal friction [Ch. 7

order of magnitude strength increase for an increase of 0.15 in the compactness. In
addition, the floe collision rheology of Shen et al. (1986) has a singularity at 4 = A*
and therefore a very high sensitivity to compactness as the maximum packing density
is approached.

In the rubble growth phase, the force at the pusher plate depends on the
thickness of the rubble and the speed of the pusher plate. In the cases 4#; = 28 mm
and 54 mm, strength increases in proportion to the thickness of the accumulated
rubble field, but for #; = 38 mm the increase in strength is a little slower. But a
remarkable feature is that a decrease in strength is seen when the speed of the
pusher plate is increased. This was explained by Tuhkuri and Lensu (1997) as a
decrease in the floe—floe friction coefficient.

Let us now assume a general power law for ice strength at ¢, = (,.h" where (,,, is
a constant. The strain rate is € = u;,/L, and thus Eq. (7.39) gives:

(Loh;)"[uy| """ F

= —— 7.42
Cnh (LO + l/lbt) k4n+1 b ( )

The form of the experimental curves is in very good agreement with this law when we
take kK +n+ 1 =1 (see Figure 7.18).

In the plastic law n» = —1 and therefore x = 1. Averaging over the different
pusher plate speeds for a representative plastic flow gives a yield function of
compact ice in agreement with Hibler (1979), 0. = —P*h. The estimate for P*
becomes 0.35kPa for h; =28 mm, 0.45kPa for /&; = 38mm, and 0.62kPa for
h; = 54mm; the overall average is P* = 0.47 & 0.29kPa. Including the pusher
plate speed, the data suggest that n+ 1 ~ —% and therefore x = % This tells of a
strain-rate weakening property of the ice field. The strain here is pure compression,
and the ice hardening effect due to thickness increase (power = %) overcomes the
weakening due to more rapid compression (power = —%). Therefore, the result is
stable material behaviour.

The potential energy of the rubble is given as 1g[p(p, — p)/ pulh* ~ 10N/m
(Rothrock, 1975a). This is very small in comparison with the work done by the
pusher plate. Consequently, the resistance of the ice field to rubble formation is
almost purely due to friction. According to Hopkins and Tuhkuri (1999), the
failing of this ice field is due to floe underturning and rafting, and more pushing
force is needed when the ice—ice friction coefficient increases or the aspect ratio of
floes increases. With a fixed floe diameter, the aspect ratio is proportional to ice
thickness. Therefore, part of the % power of k is due to the increase in aspect ratio.

Experiments with different kinds of floes were made at low speed (1013 mm/s)
and then compared with the lowest speed in the fixed floe cases. The results show
good correspondence. Further inspection of the experiment results did not indicate
any systematic changes in ice strength with the size and shape of the floes. However,
the range of floe diameters and therefore aspect ratios was not large.

Scaling of tank experiments to nature is partly open to question. Ice strength in
these experiments was in the range 10-30Pa, while in nature it is 1,000 times as
much, the difference being largely due to the thickness of the ice. The evolution of ice
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thickness distribution is unnatural in the confines of a tank since the system is forced
from a boundary rather than by a distributed forcing as in nature. For constant
forcing over the whole ice field, stress would peak at one boundary where pressure
ridge formation would begin. Nevertheless, the tank results show the feasibility of ice
tank experiments for the progress of knowledge in sea ice dynamics and for para-
meterization of sea ice dynamics models. The design of further experiments should
be based on setting hypotheses and questions from sea ice dynamics science.

In these tank tests real floating ice blocks were used, although the ice is not the
same as in nature. In ice tank technology, solid ice is softened by using dissolved
substances in the water, which freezes for the tank ice (see Tuhkuri and Lensu, 1997).
One line of research could be physical analogue experiments (Philippe Blondel,
personal communication). For example, layers of sand, mixed with honey and
engine oil, are used as scaled-down versions of tectonic plates (e.g., to model the
collision of India with the Eurasian continent and creation of the Himalayas).

The advantage of analytical modelling is its ability to provide a full picture of the
physical problem. Because of necessary simplifications, the outcome is not quantita-
tively exact, but the main qualitative characteristics and their physical background
become understandable. In addition, analytical solutions serve as excellent valida-
tion cases for the numerical model technology. Having learned the analytical
methods, the next step is to go into the world of numerical models.
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Numerical modelling

8.1 NUMERICAL SOLUTION

This chapter contains a numerical modelling of sea ice drift. The idea is to introduce
the numerical technology used in sea ice modelling and present standard-type cases
of model applications for ice forecasting and climate investigations. The reader with
an understanding of the fundamental laws of sea ice dynamics, together with the free
drift solution and analytical one- and 1.5-dimensional models, will be able to
interpret the numerical model outcome in this chapter. From the perspective of
our present knowledge, continuum numerical models provide the best quantitative
solution to ice drift, up to the highest spatial resolution the floe size allows.
Numerical modelling of sea ice dynamics began in the 1960s in the Soviet Union
and in the USA (Campbell, 1965; Doronin, 1970). The first models were linear and
matched the computational technology of the time. During the 1970s the modern
theory of sea ice dynamics was developed, and at the end of the decade continuum
sea ice models were close to what they are now, at least in terms of the description of
physical processes. Thereafter, coupled ice—ocean models have been developed, and
spatial resolution has been continuously improving as well. The main applications of
these models have been short-term ice forecasting for shipping and oil drilling, and
recently for weather forecasting and long-term simulations of climate change.

8.1.1 System of equations

In a way the classical Nansen—Ekman drift law is already a model of some sort. But
numerical models must be full models (i.e., closed system models), which can solve
the sea ice circulation problem for the whole basin under consideration. The
modeller chooses the ice state and rheology, and the conservation laws for the ice
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William J. Campbell (1930-1992) was a pioneer in numerical modelling of sea ice dynamics.
His PhD thesis at the University of Washington (Campbell, 1965) showed the first Arctic
Ocean sea ice drift model. He then worked with the US Geological Survey, focusing his

research in the 1970s on remote sensing of sea ice.
Courtesy of Puget Sound magazine.

state and momentum close the system. A full drift ice model thus consists of four
basic elements:

Sea ice state J = {J1,J5,J3,...} (8.1a)
Sea ice rheology o = o(J,¢,¢) (8.1b)
D
Conservation of momentum phFL; =V .0+ Fy (8.1¢)
D
Conservation of ice F{ =9Y+¢ (8.1d)

Elements (8.1a) and (8.1b) constitute the heart of a sea ice model and are reflected in
the model attributes: one speaks of a three-level (dim(J) = 3) viscous—plastic sea ice
model, etc. A modeller has to make three key choices:

(1) The choice of ice state (i.e., how many different thickness or other morpho-
logical properties of the ice pack are needed).
(2) With a given ice-state definition, the ice conservation law must be split into as
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many equations as there are ice-state variables and a choice needs to be made on
how the ice state is redistributed in mechanical deformation.

(3) The choice of rheology depends on what features need to be solved by the model.
A realistic rheology is necessary for closure of the model (e.g., the free drift
approach could give reasonable velocities in a central basin, but would
produce seriously biased ice conditions at the coast).

When ice state, its redistribution function, and ice rheology have been chosen, the
conservation laws for ice and momentum are given their specific form and can be
solved for evolution of ice conditions.

The full sea ice dynamics problem includes three unknowns: ice state, ice
velocity, and ice stress. The number of independent variables is N =j+ 2+ 3,
where j = dim(J) is the number of levels in the ice state. Any proper ice state has
at least two levels, j > 2 and thus N > 7.

The first numerical methodology choice would be between discrete particle
models and continuum models; but in mesoscale and large-scale sea ice dynamics
all workable models are still in the continuum world. The present chapter
therefore focuses on the continuum world too. An effort to construct a compromise
model between continuum and discrete particle models was made by Rheem et al.
(1997), for the purpose of trying to solve ice drift and ice forcing on structures with
the same model.

The inertial timescale of the ice is of the order of 1 hour, much less than the
advective timescale, and therefore a quasi-steady-state approach for the momentum
equation is feasible. It is applied in particular to the seasonal sea ice zone where ice
thickness is less than about 1 metre.

The model parameters can be grouped into four categories:

(i) Drag parameters of the atmospheric and oceanic boundary layers.
(i1) Sea ice rheology parameters.
(ii1) Ice-state redistribution parameters.
(iv) Numerical design parameters.

The primary geophysical parameters of sea ice dynamics models are the drag coeffi-
cients and the compressive strength of ice. Drag coefficients together with Ekman
angles tune the free drift velocity of thin ice or strong winds, while compressive
strength tunes the length scale of the ice flow in the presence of internal friction.
These are also the main tuning parameters of sea ice models. Secondary geophysical
parameters come from the chosen sea ice rheology—What more is required than
compressive strength?—and from the ice-state redistribution scheme. Ice-state redis-
tribution parameters are important, but their fixing really suffers from lack of good
data. One parameter needed in low-level ice states is the demarcation thickness /;
ice must be defined as being equal to or thicker than A, (see Eq. 2.24) (otherwise the
term “‘mean thickness” does not represent the strength of ice well).

A numerical model includes numerical design parameters, which include artificial
practical formulations due to limitations of numerical approximation and methodo-
logical parameters to fix the resolution and to keep the numerical solution stable.
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This includes first of all the choice of grid and its size. This also stems from the fact
that the system to be solved is highly non-linear and the stability of the solution may
require smoothing techniques.

Sea ice dynamics—thermodynamics models also have heat budgets; but, here we
focus on dynamics, because the thermodynamic growth rates of ice-state variables
are already known. Although sea ice has salt inclusions, the salinity level is much less
than in ocean water. Therefore, sea ice models have no internal salt budgets; it is
assumed that in freezing all salts are rejected and in the melting of ice the meltwater
is fresh.

There is a numerical modelling line, which is based on the free drift theory but
also includes the ice conservation law. These models have singularities, the influence
of which is made smaller by using properly smoothed forcing fields. A model based
on free drift with semi-empirical corrections on the coast was presented by Nikiforov
et al. (1967), and the incompressible inviscid solution was presented by Rothrock
(1975¢c). However, because of the high level of the internal friction of sea ice and
because it is not possible to properly close the ice motion without internal friction,
these non-friction models are not further discussed in this chapter.

8.1.2 Numerical technology

In the continuum approach, there are different steps along which to proceed. The
first step is the choice between the finite element and finite difference approaches. The
latter has by far been the dominant technique in sea ice dynamics, and only that will
be used below. Finite element models could be preferable in small time- and space-
scales, when the geometry of boundaries has a pronounced influence on dynamics.

Eulerian| Lagrangian firames

The next step is between Lagrangian and Eulerian frames (i.e., respectively, whether
the numerical grid is fixed in the medium or in space). The latter has been most
frequently used in sea ice dynamics models. But, the ice drift problem has the
peculiarity of moving boundaries that are difficult to take care of in a Eulerian
system. In common numerical techniques it is assumed that the medium (and ice
state) is evenly spread within each grid cell, and this leads to strong numerical
diffusion at open boundaries, when the usual first- or second-order approximations
are used for spatial derivatives. In particular, a diffuse ice edge results, which may
cause serious mistakes when the location of the boundary is important.

Consequently, more advanced methods have been used for the ice conservation
law. The solution to the ice edge is significantly improved if the location of the ice
edge is kept as a variable in the model. It is then advected by the velocity field and
boundary conditions are precisely taken care of by this real ice edge.

Ovsienko (1976) employed a Eulerian—Lagrangian technology. He solved the
momentum equation in a Eulerian grid' and the ice conservation law in a

"A Eulerian grid is fixed in space, while a Lagrangian grid is fixed in the medium.
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Lagrangian grid using the particle-in-cell method (Harlow, 1964). The ice field is
represented by a large number of particles with given thickness and size. For each
Eulerian grid cell they are summed for compactness and mean thickness, and then
the momentum equation can be solved. Interpolating an individual velocity for each
particle, these can be advected in space for a new configuration and state distribution
of the ice field. Then the new ice state is obtained for the Eulerian grid by summing
from the advected configuration. The particles are virtual; with their large number
they may represent a sea ice continuum, but they do not interact mechanically as is
the case with discrete particle models. A similar approach was taken by Flato (1993)
for a short-term model in the Beaufort Sea and Shen et al. (1993) for an ice dynamics
model in the Niagara River.

Grids

The suitability of the continuum approach for drift ice was discussed in Section 2.2,
and the length scale hierarchy was set as d < D < A, where d is the floe size, D is the
continuum particle size, and A is the gradient scale. The grid size of numerical
models fits in as:

d<Dn~Ax <A (8.2)

Below D, continuum physics is no longer valid, so choosing Ax < D would
introduce artefacts. This problem has not been well examined in drift ice
modelling; but it is now of major concern since the grid size in ocean models has
become much smaller than D (in other words, we need to find a way of constructing
high-resolution, coupled ice—ocean models). On the other hand, Ax > D is allowed;
but because D is relatively large, there is normally enough computational power to
work with Ax ~ D. Although there is not much freedom to choose a proper grid size,
in practice the grid size has been between 10 km and 100 km. In ocean dynamics, on
the other hand, the choice of Ax is mainly determined by the computational power
available and the resolution required—and the problem is to develop a solution in
these conditions (e.g., Kowalik and Murty, 1993).

In each grid cell, ice-state variables are taken as averages, as by definition are the
probabilities of the classes of ice thickness distribution. If spatial distribution is
strongly non-uniform in a grid cell, additional effects could arise that are not
included in the thickness distribution theory: cracks and leads may have a
preferred orientation; how a given percentage of open water is distributed in a
grid cell could make a difference; different ice types may occur in patches; etc.

In principle a grid can have any geometry; but, in practice, most sea ice models
by far use a regular rectangular grid, the use of which makes the construction of
numerical algorithms straightforward. In the very first models all quantities were
calculated in the same grid points, but since then staggered grids have been employed
(Figure 8.1). Triangular grids would be more flexible and could follow the solid and
open boundaries of sea ice fields better.
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Figure 8.1. Spatial grid (Arakawa B type) normally employed in the numerical modelling of
sea ice dynamics.

Time steps are determined by the stability criterion set by the required resolution
and method of numerical time integration. In practice, time steps have been from
half an hour to 1 day.

From the physics point of view, since the timescale of ice inertia is 7', = ph/
(p,,C,,U) (see Section 5.3.2), approximately 10%1s/m, a safe time step would be
10%hs/m to resolve acceleration and deceleration events. However, in most cases
this high temporal resolution is not needed. The highest frequency of interest is
the Coriolis frequency, where ice drift follows inertial oscillations together with
the mixed layer of the ocean. In high polar regions the Coriolis period is about 12
hours; this takes the necessary time step down to 1-2 hours. At such time steps the
inertia of thick multi-year ice may be significant, and the inertial term consequently
needs to be included in the model. Whereas in the seasonal sea ice zone, the quasi-
steady-state approach works well.

Initial and boundary conditions

Initial ice-state conditions are needed in purely dynamic cases. However, because the
inertial timescale of sea ice is small, of the order of 1 hour, in non-steady-state
models, initial ice velocity can be taken as zero. In quasi-steady-state models the
steady-state solution of the momentum equation for the given initial ice state and
forcing serves as the initial field.

For boundary conditions there are two approaches. First, the more physical
approach is to define the ice region by Q = Q(¢) and its boundary curve by
I' =T(¢) (e.g., Ovsienko, 1976). Along I', on an open boundary the normal stress
is zero, o -n = 0, and ice drift moves the boundary along a solid boundary, the ice
cannot go to land, #u'n <0, and if u-n < 0 then ¢-n = 0.

The second approach, which is more practical, is to define open water as ice with
zero thickness and avoid the existence of the open boundary. At a solid boundary the
no-slip condition # = 0, normal for viscous fluids, is employed.
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Numerical integration

The numerical solution progresses by solving the momentum equation and the ice
conservation law in turn. First, with a fixed ice state, the momentum equation is
solved. Because of the high ice strength and inclusion of inertia, direct, explicit
(Euler) time marching would require a very short time step. Therefore, more
advanced methods are used. In the quasi-steady-state approach this problem is
avoided.

But, in any case, because the momentum equation is non-linear, a series of
iterations is normally needed. With a given ice velocity, the equation of motion is
linearized and a new, corrected velocity field is obtained by a matrix algorithm, such
as the over-relaxation method (Ames, 1977). Then the corrected velocity is inserted
for a new linearized equation and the matrix algorithm is used again. The whole
cycle is repeated until the desired accuracy is obtained.

When ice velocity has been solved, the ice conservation law is integrated for
temporal change in ice state. Different kinds of techniques have been employed in
this integration. Doronin (1970) took upstream spatial derivatives (i.e., one-sided
derivatives based on the direction from which ice was entering the grid cell). Hibler
(1979) integrated the ice conservation law explicitly with a second-order differencing
scheme. Ovsienko (1976) used the particle-in-cell method, which efficiently tracks the
location of the ice edge and the internal boundaries of the ice field.

With explicit time stepping of the ice conservation law, the principal stability
condition for the whole system comes from the Courant—Friedrichs—Lewy criterion:

Ax
= > :
-2 \/§|u| (8.3)

This puts the time scale below 1 day for a 100-km grid or below 3 hours for a 10-km
grid.

8.1.3 Calibration/Validation

The calibration and validation of sea ice models has been made based on ice
concentration, ice thickness, and ice velocity. The best validation data exist for
concentration, since it can be casily detected by satellite remote sensing. Velocity
data are also available from drifter station time series and from sequential satellite
mapping (Figure 8.2). The thickness of ice is the main problem; suitable information
contains only statistical mean fields. An essential improvement would be to run sea
ice models against high-resolution changes of ice thickness fields, since they integrate
the mechanical growth of ice thickness and could tell us how the ice state is
redistributed in mechanical deformation.

Satellite remote sensing provides excellent velocity fields, which could serve the
redistribution problem directly. By using observed velocities directly, ice-state inte-
gration would progress without systematic errors in velocity. But, validation would
still require thickness data.



206 Numerical modelling [Ch. 8

ERS-1 SAR Free drift
3 N 657N SV SN

657N

e -
5N ey | 65N P : :
Sovciiiy ! Xﬁ ettt e
sty AR a Rt
65.1N ) ALl 65.1N e
diey, //; 2; G 5
LTI 5
48N v r///{/’/ / )\/—/\\ 648N
ceeai 2 P X
G S
cral < >

/ 645N —

645N )
/
B42N // 642N

( ~
o LA /%é P ol

633N 633N

V\Lﬂ \/\/ A (
?;ﬂ (/\,\\ Ng/ \“\
A b . .. M
206 2056 20 2156 22 225 23 2356 24 245€ 25E 2556  26E 206 2058 21 2158 226 2256 23 2356 24 2456 25E 2556 266
200 °m/s 20 em/s
® 4 -2 * 4 -2
P*=1x10"Nm P*=25x10*Nm
© (d)
657N 657N
654N 6 P : 65.4N
\. NS SR B e A
65.1N e s N 65.1N R R
L e e e e G} -\ .
e e e N -
e e ) oo o

848N ng/////////”// . f/_/\

e e / R e
e e il e e

645N evrcrrciece e ) 645N 'xzz//.////.///-«/
R s L L2 LR d Ly
R LS s s / St csce e
K e Nl
642N ~~//5;5?;////.— / 642N g :‘f///././////r’* /
L Lt S L A -\J
e e [ s s
saon f/V/ e s3oN M{f sssssnd 15

BINT ¥ e e 63.6N
O e et s 'Q- b e o

h) I

e e S .

S e W ke
W e e
Tk e ;

63.3N = J e M
/ e A/\“
r\gll N e —— ’& haN

63 = o
208 2058 21€ 2056 226 2256 236  235E 24€  245E 25€  255E  26F 08 2058 216 215 26 2256 236 235 246 2456 25€ 2556 260

Figure 8.2. Calibration runs for ice strength against ice velocity fields obtained from ERS-I
SAR data in the Bay of Bothnia, Baltic Sea. The ice is thin (10-50 cm) and has low strength.

The black dots here have no relevance.
From Leppéranta et al. (1998).

8.2 EXAMPLES OF SEA ICE DYNAMICS MODELS

8.2.1 The Campbell and Doronin models

The first models in the 1960s were linear viscous models. Campbell (1965) presented
a steady-state circulation model of ice and water for the whole Arctic Basin, while
Doronin (1970) presented a prognostic short-term sea ice dynamics model for the
Kara Sea. Campbell (1965) was able to reproduce the Transpolar Drift Stream and
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Figure 8.3. Steady-state ice circulation in the Arctic Basin according to the linear viscous
model of Campbell (1965). Solid lines show ice drift streamlines, and dashed lines show ice
drift speed isolines (in cm/s).

Reproduced with permission from the American Geophysical Union.

the Beaufort Sea Gyre (Figure 8.3). The result was significantly different from earlier
free drift approaches. There is too much convergence in the Beaufort Sea Gyre, as
noted by Campbell himself (a problem that arises from using a linear viscous
rheology). Air—ice and ice—water stresses were determined from Prandtl-type
boundary-layer models. The viscosity of sea ice was formulated as 7 = phk;,
where K; is the eddy viscosity coefficient of ice floes; the best fit resulted in
K; =3 x 108 m?/s, corresponding to dynamic viscosity of about 3 x 10''kg/s for
1 m thick ice. A total of 260 grid points covered the central Arctic Ocean, corre-
sponding to a grid size of about 150 km. The conjugate gradient method was used to
iterate for the solution of two ice velocity components and the stream function of
water flow.
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The Doronin (1970) model was a two-level, linear viscous quasi-steady-state
model:

J=1{h, A4} (8.4a)

o =2n¢ (nocA) (8.4b)
fkxu=V-6+1,+1,— phyp (8.4¢)
DUA 0,4} + {060} (8.40)

D¢

Atmospheric and oceanic drag forces were taken linear, like the solutions from
Ekman velocity profiles. Boundary-layer parameters could be fixed so that the
solutions agreed with usual free drift conditions when internal friction became
small. The best fit linear viscosity of sea ice was obtained as 3 x 10%kg/s for
A =1, relatively low but the simulations were made for summer ice conditions.
The numerical solution of ice velocity and compactness was obtained simultaneously
by the over-relaxation technique. Then the thickness of ice was determined by
thermal changes plus advection (advection for a given grid point was taken by the
upstream spatial derivative). The grid size was 100 km and the time step was 1 day.

The model was applied for summer conditions in the Kara Sea, the ice state
changing due to melting, advection, and dynamic opening and closing. This model
structure introduced the first full sea ice model as a closed system.

8.2.2 Hibler model

Most present drift ice dynamics models are based on Hibler’s (1979) model. It is
therefore a very good benchmark for other models. The Hibler model is a two-level
viscous—plastic model, with ice state as given in the Doronin (1970) model. The full
momentum equation is solved. The original model application was to study seasonal
ice conditions in the Arctic Ocean:

J = {h,A} (8.5a)
P =Phexp[—C(1 — A4)]
6= Ctrél +2n8 — 1P

(8.5b)
(=, m=e 7 A= /& 4+ (Enfe)
2max(A,Ay)’ e ! u
Du
ph E—f—kau =V-6+1,+1,— phyp (8.5¢)
D{h, 4} _

o = —{h, A}V -u+{¢y, o} + DV {h, A} +D,V*{h, A}, 0<A<]

(8.5d)

When the elliptic yield curve is assumed, the plastic flow rule can be analytically
solved, written in viscous law form. Then the whole viscous—plastic rheology can be
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Table 8.1. Parameterization of the viscous—plastic sea ice model of Hibler
(1979). The parameter groups are: [——atmospheric and oceanic drag parameters;
II—rheology parameters; III—ice-state redistribution parameters; and IV—
numerical design parameters.

Parameter

Value

Air—ice drag coefficient, C,
Air—ice Ekman angle, 6,
Air-water drag coefficient, C,,
Air-water Ekman angle, 6,

1.2 x 1073 (geostrophic wind)
25° (geostrophic wind)

5.5 x 1073 (geostrophic current)
25° (geostrophic current)

I Compressive strength constant, P* SkPa; replaced later by 25 kPa
Aspect ratio of yield ellipse, e 2
Strength constant for opening, C 20
Maximum viscous creep rate, Ag 2% 10%s7!
III  Demarcation thickness, /g 50 cm
IV Spatial grid size, Ax = Ay 125km
Time step, At 1 day
Harmonic diffusion coefficient, D, 500m?/s

209

Biharmonic diffusion coefficient, D> 7.81 x 102 m*/s

expressed in the compact form (8.5b) (see Section 4.3.4) and the momentum equation
is solved in its full form, including both local and advective acceleration. In the ice
conservation law two additional terms are introduced: harmonic and biharmonic
diffusion with their corresponding diffusion coefficients D; and D,, respectively.
These diffusion terms are needed for the numerical stability of the solution, the
stability problem being created by the highly non-linear form of the momentum
equation.

The original model parameters are shown in Table 8.1. The boundary-layer
parameters were based on Arctic Ice Dynamics Joint Experiment (AIDJEX)
results (Brown, 1980; McPhee, 1982) and are representative of the central Arctic
Ocean. For geostrophic wind the thin-ice wind factor is given as 1.7% and the
deviation angle as zero, corresponding to 2.8% and 25° for the surface wind.

There are four rheology parameters. The compressive strength constant is the
main tuning parameter. It defines the internal length L scale of sea ice dynamics by
FL ~ P*h, where F is the forcing. In the original model (Hibler, 1979) P* was tuned
low, at SkPa, because 8-day average winds were used for the forcing; later the level
was found to be higher, 20-30 kPa being the normal level. The aspect ratio ¢ and the
strength reduction constant for opening C have almost always been fixed to the
original values. Physically, e is the ratio of compressive stress to shear stress in
pure shear and C ™! is the e-folding value of the strength of changes in compactness.
It is obvious that 1 < e < oo and C > 1 (i.e., shear strength is significant but less
than compressive strength and both strengths are very sensitive to the compactness
of ice).
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This viscous—plastic rheology attempts to approximate a plastic medium, and
the viscous part is there to make strain rates solvable at subyield stresses. There is no
physical support for linear viscous behaviour at very small strain rates; therefore, the
maximum viscous strain rate needs to be much lower than typical strain rates. The
level Ag =2 x 107s7!" is low enough (see Section 3.2.3) and corresponds to
extension/contraction of 1 m over a distance of 20km in 1 day. Another viewpoint
would be to regard rheology as plastic and take the viscous submodel as a numerical
design parameter.

With a two-level ice state, redistribution is straightforward; only the demarca-
tion thickness is needed as a model parameter. It is taken as 50 cm, much less than
typical ice thicknesses in the model basin, as it should.

The grid size was taken as 125 km, sufficiently large for continuum modelling
and not too large to resolve the main features of ice circulation in the central Arctic
Basin. The smallest geometry to be resolved is the outflow of ice through the Fram
Strait. In fact, a realistic grid size here should be within a factor of about % up to 2
from that used. The time step was 1 day, small enough for stability, and since the
time step of the forcing data was 8 days, a shorter time step would not provide much
more new information. The ratios of the diffusion terms to the mechanical deforma-
tion term are D, /(UAx) ~ 0.04 and D,/[U(Ax)*] ~ 0.04 for U ~ 10cm/s. Thus for
low ice velocities the diffusion terms become comparable with the deformation
terms. More exactly, Eulerian time differencing gives:

D, At
(Ax)*

where A, stands for temporal change and A” is the second-order spatial difference,
[Az Q]l.j being equal to the mean of the differences Q;4; ;1| — Q;; for a quantity Q. For

Ax = 125km and Ar = 1d, Eq. (8.6) gives 2.76 - 10 *A*{h, A}. Thus, at each time
step, thickness and compactness are smoothed by a factor of 2.76 x 10~ toward the
mean of the values in the surrounding grid points, which means that the timescale for
homogenization of a stationary ice field is ~ 360d. The biharmonic smoothing
operator is analogous, with D,At/(Ax)* ~2.76 - 107 (in words, the smoothing is
equally effective). To prevent instabilities a minimum value is specified for non-linear
viscosities, ¢ > Cin = 4 x 108 kg/s; and n = (/.e2 holds. These limits are much lower
than the normal level of viscosities.

One time step proceeds as follows. The momentum equation is solved repeatedly
from linearized equations by over-relaxation until the desired accuracy is obtained.
Then the ice conservation equation is integrated for a new ice state. The original
model was validated against observed average thickness and velocity fields: the
Transpolar Drift Stream and the Beaufort Sea Gyre come out well, but more
importantly the mean ice thickness field is good. An independent comparison for
ice velocity which gave a good result was made by Zwally and Walsh (1987).
Sensitivity studies of ice model dynamics have been made by Holland et al.
(1993), among others.

The stability of the numerical solution has been examined by Gray and
Killworth (1995). They illustrate cases when the non-zero tensile strength

A[DV*{h, A}] ~ A*{h, A} (8.6)




Sec. 8.2] Examples of sea ice dynamics models 211

contained in the elliptic yield curve, although small, may lead to instabilities. In these
cases, ice—water stress was ignored; but, had it been included, the instabilities would
not form. Consequently, the instability problem may exist only in the most extreme
situations. Instabilities could be totally avoided by limiting the whole yield curve to
the third quadrant in the principal stress space (Gray and Killworth, 1995). Later,
Gray (1999) analysed the case of uniaxial divergent flow and showed that compact-
ness distribution develops into a deepening finger-shaped form, but does not actually
become unstable.

Further developments of the model include the use of a multi-level thickness
distribution for ice state (Hibler, 1980a). The rheology is inconsistent in having stress
for an ice field at rest, but this has been removed: the original rheology gives
o= —%PI for ¢ = 0, evidently incorrect, and the revised form has ¢ — 0 as € — 0
(Hibler, 2001). Flato and Hibler (1990) designed a cavitating fluid version in which
shear stresses are ignored, e = oo, leading to less computationally expensive
solutions. An anisotropic extension was developed by Hibler and Schulson (2000)
to examine the dynamics of oriented lead and crack systems.

The model has been used for climate studies and short-term regional ice fore-
casting. It has been shown to be feasible with about the same parameterization over
a wide range of time- and spacescales. Hunke and Dukewicz (1997) developed an
elastic—viscous—plastic scheme for the numerical solution of Hibler’s (1979) model. It
is easily applicable to parallel computing, in particular.

8.2.3 The AIDJEX model

The AIDJEX model is the product of the extensive AIDJEX programme performed
in the 1970s (Coon, 1980). The new features introduced by the AIDJEX group were
an elastic—plastic rheology (Coon et al., 1974) and the concept of thickness distribu-
tion (Thorndike et al., 1975). The system of equations reads:

J=1I (8.7a)
F(0'170'117P*)§0, P*:CP(1+F)J hzwidh
0
F<0:6=(M —M)trel +2Mye', § - Q-e+£- Q=% (8.7b)
oF
F=0:8,=\—
K do
Du
ph[])t+fk xu] =V-e6+1,+1,— phgp (8.7¢)
DIIT oIl
E—kqﬁha—‘}‘—ﬂv-u (8.7d)

Ice state is defined as ice thickness distribution. The yield function F has the shape of
a teardrop (Figure 4.4). Its size is defined by strength P*, which depends on the
ridging function )", buoyancy parameter cp= %pg(pw — p)/p.» and the parameter I
equal to the ratio of frictional losses to the production of potential energy in ridging
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(see Section 4.3.3). Inside the yield curve, rheology gives elastic behaviour, while on
the yield curve plastic deformation &, takes place according to the associated flow
rule. The magnitude of mesoscale elastic constants is 10-100 MN/m, M| =~ 2M,
(Pritchard, 1980b). The elastic part necessitates tracking any change from the
reference configuration, which makes the numerical solution quite complicated.
The momentum equation is solved in its full form, and the ice conservation law is
integrated for the whole thickness distribution. Note that ice state as ice thickness
distribution is taken in finite-dimensional form (i.e., as a histogram presentation).

The boundary-layer parameters were based on the AIDJEX results and are
basically as in Hibler (1979). Ice rheology has two eclastic constants. Strength is
integrated directly from the thickness redistribution by determining the work
needed to form new ridges. The coefficient I" is equal to zero if all energy sinking
at ridging is due to potential energy increase. However, with frictional losses added,
it becomes I' > 0. The thickness redistribution function has the following param-
eters: the band used for ridging and how large ridges will form. The usual solution is
to take the lower 15% of the thickness distribution and transform them to k-multiple
ice thicknesses; originally k& was 5 (Coon, 1974) but later it was increased to 15
(Pritchard, 1981). The grid size was 50-100 km in the original application in the
Beaufort Sea.

8.2.4 The Baltic Sea model

Sea ice model development in the Baltic Sea has progressed in Finland parallel to
work in the Arctic. The first model was a linear viscous four-level model, used
initially for short-term sea ice forecasting (Leppidranta, 1981a). In the late 1980s,
modelling collaboration was commenced with Chinese scientists, working in the Bo
Hai Sea. A three-level viscous plastic model was designed for both seas (Wu and
Leppédranta, 1990; Leppdranta and Zhang, 1992b). All modelling until then had
forecasting as its purpose. Haapala and Leppéranta (1996) developed a dynamic—
thermodynamic regional sea ice climate model, where the dynamic part was in the
one used by Leppdranta and Zhang (1992b).

The present Baltic Sea ice dynamics model differs from the Hibler (1979) model
in that a three-level ice description is included, and the momentum equation is quasi-
steady-state with sea surface tilt ignored. The system of equations reads:

T = {hyhy, A} (8.8a)
P
6= <(—2)I+277é’, P = P'hexp|—C(1 — A)]
o (8.8b)
€r 2 } .
- — A — (/g2 2
¢ Ymax(A,Ay)’ n=e ¢ 0 €7+ (én/e)
phfk xu=V-6+1,+1, (8.8¢)
D{h,, h,;, A
% = {071/}117 —AV - ll} + {¢u7¢d7¢A} +D1v2{hu7hd7"4}a 0 S A S 1

(8.8d)
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Table 8.2. Parameterization of the Baltic Sea viscous—plastic sea ice model (Leppéranta and
Zhang, 1992b; Haapala and Leppéranta, 1996). The parameter groups are [-—atmospheric
and oceanic drag parameters; [I—rheology parameters; I1I—ice state redistribution param-
eters; and IV—numerical design parameters.

Parameter Value
I Air-ice drag coefficient, C, 1.8 x 1073 (surface wind)
Air-ice Ekman angle, 6, 0 (surface wind)
Air-water drag coefficient, C,, 3.5 x 1073 (vertically averaged current velocity)
Air-water Ekman angle, 6, 17° (vertically averaged current velocity)

II  Compressive strength consant, P* 25kPa

Aspect ratio of yield ellipse, e 2
Strength constant for opening, C 20
Maximum viscous creep rate, Ag 2x10%s7!
III  Demarcation thickness, /g 10cm
IV Spatial grid size, Ax = Ay 18 km
Time step, At 6h
Harmonic diffusion coefficient, D, 500m?/s

Biharmonic diffusion coefficient, D, 0

where £, and h, are the thicknesses of undeformed and deformed ice, respectively,
and 1, is the ridging function:

" {—(/’lu+hd)V'll, if V.u<Oand 4 =1
d:

. (8.9)
0, otherwise

and {¢,, b4, 04} is the thermodynamic change of ice state. The early four-level
version split the thickness of deformed ice into mean ridge size and ridge density,
but since observations showed that the mean ridge size varied very little it was
possible to go down to three levels. It has been possible to validate the model
outcome of the volume of ridged ice against observations with good results.

The model parameters were determined from Baltic Sea field data and model
experiments (Table 8.2), while the boundary-layer parameters were based on field
experiment results (Joffre, 1984; Leppdranta and Omstedt, 1990). Both drag coeffi-
cients are in essence larger in the Arctic, by factors of 1.3 for the air drag coefficient
and 1.6 for the water drag coefficient, due to the greater roughness of Arctic ice. For
the surface wind the asymptotic thin-ice wind factor is 2.6% and the deviation angle
is 17°; this wind factor is a little less than in the Arctic, but because the ice is much
thinner in the Baltic the real (observed) wind factor is higher.

Compressive strength was tuned to 25 kPa, and the range in different numerical
experiments against field data was 10-50kPa (Zhang and Leppiranta, 1995;
Leppédranta et al., 1998). The aspect ratio e and the strength reduction constant
for opening were equal to the original values (Hibler, 1979).
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The demarcation thickness was 10cm, less than typical ice thicknesses. There
was also a physical background in that ice thinner than about 10cm underwent
rafting under compression and offered much less resistance to deformation, as
validated from basin-wide ice kinematics data (Leppéranta et al., 1998).

This model was recently examined in detail for dynamics in different basins, in
particular for scaling and the influence of coastal geometry and islands (Leppdranta
and Wang, 2002; Wang et al., 2003). It worked well down to a bay size of 15 km with
thin ice (10 cm) moving under strong winds (25 m/s).

8.3 SHORT-TERM MODELLING APPLICATIONS

In short-term modelling the timescale ranges from 1 hour to 10 days. The approach
is often purely dynamic (i.e., thermodynamics is neglected). The initial field of ice
state must therefore be given. The objective of short-term modelling includes
basic research into drift ice dynamics, coupled ice-ocean—atmosphere modelling,
simulations to examine the influence of ice dynamics on planned marine operations
(Figure 8.4), and ice forecasting.

8.3.1 Research work

The knowledge of sea ice dynamics can be improved by numerical experiments. This
is especially true of rheology and thickness redistribution problems. Direct evidence
is in short supply for these questions. However, with accurate indirect information,
model simulations may provide information about background physics: as an
example, sea level variations in the Gulf of Bothnia in ice conditions can provide
data on the losses of kinetic energy in mechanical deformation (Figure 8.5).

LR T R T T

Figure 8.4. Shipping in ice-covered seas has penetrated deeper and deeper into the ice pack.
The first ship to reach the North Pole was the Soviet nuclear ice-breaker Arktika in summer
1977.

Reproduced with permission from the Russian State Museum of the Arctic and Antarctic, St Petersburg.
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Figure 8.5. Simulated sea level elevation in the Gulf of Bothnia, Baltic Sea. Ice-free model and
viscous—plastic coupled ice—ocean model have been employed. Ice classes: I—severe, 11—

normal, ITI-—mild.
From Zhang and Leppéranta (1995).
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The question of ice—tide interaction has been investigated using short-term ice—
ocean dynamics models. In the presence of internal friction, ice introduces an addi-
tional damping effect on tides. Kowalik (1981) examined the situation in the Arctic
Ocean using a non-linear sea ice model, and results showed good overall agreement
between the tides in the real and ice-free Arctic Ocean. The influence of ice was
mostly seen in coastal regions. Between the ice and water velocities there is a time
lag, which is a complicated function of internal ice friction and ice—water stress
parameters. Tidal amplitude appears damped in the ice, and, due to the non-
linearity of sea ice rheology, a residual ice drift results from the tidal cycle.
Kowalik and Proshutinsky (1995) examined the topographic influence on tides in
the Barents Sea, and the model predicted trapping of ice dynamics at Bear Island by
the residual tidal flow (basically in agreement with observations).

A large amount of short-term sea ice modelling work has been done in the
marginal ice zone (MIZ). In the neighbourhood of the ice edge, an intensive air—
ice—ocean interplay takes place and the location of the ice edge introduces a dis-
continuity in the characteristics of the air—sea interface, together with velocity and
temperature.

The situation allows a 1.5-dimensional approach? that assumes alongshore, or
longitudinal, variations to be much less than transverse variations and, consequently,
alongshore derivatives can be ignored (see Section 7.3). The two-level viscous—plastic
model was solved analytically for steady-state conditions and numerically for non-
steady-state cases by Leppidranta and Hibler (1985). Comparison between the
continuum viscous—plastic model and a discrete particle model was made by
Gutfraind and Savage (1997), and the best agreement was obtained when the
Mohr—Coulomb yield criterion was used in the viscous—plastic model. This is to be
expected since the physical basis is similar in the Mohr—Coulomb and discrete particle
models.

Similar 1.5-dimensional coupled ice—ocean models have been used to further
examine the MIZ and coastal dynamics. A general coupled model for coastal seas
was presented by Overland and Pease (1988) with a barotropic ocean. One major
topic is upwelling at the ice edge. The problem can be approached by analytical
modelling of the steady state (see Section 7.3), where the surface stress difference
across the ice edge may have either sign, resulting in upwelling or downwelling
analogous to coastal ocean dynamics. A more detailed oceanic case allowing an
analytical solution was studied by Van Hejst (1984). Other ice edge process
models include banding (Hidkkinen, 1986) and ice edge eddies.

Regional coupled ice—ocean modelling has been one major question, aiming at
research and forecasting purposes. The Baltic Sea and the Bo Hai Sea are discussed
below. In other regions, models for the Sea of Okhotsk have been presented by
Rheem et al. (1997), for the Labrador Sea by Ikeda (1985), Keliher and
Venkatesh (1987), and Fissel and Tang (1991), and for Hudson Bay by Wang et
al. (1994).

2In these 1.5-dimensional models there are two space co-ordinates, but the dependent
variables are allowed to vary only along one of the co-ordinates.
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Example (Lehmuskoski and Makinen, 1978) Sea ice is a good platform for gravity
measurements over the ocean. This has been utilized by the Finnish Geodetic
Institute in the Baltic Sea. However, because of Coriolis acceleration, the eastward
component of sea ice velocity affects the apparent local gravity. Therefore, short-
term ice dynamics simulations have been made to correct gravity measurements. W

8.3.2 Sea ice forecasting

Sea ice conditions can change over short timescales due to dynamics. Leads up to
20 km wide may open and close in a single day, and heavy pressure may build up in
the compression of compact ice. These processes have a strong influence on shipping,
oil drilling, and other marine operations. Changes in ice conditions, such as the
location of the ice edge, are important for weather forecasting over a few days.
Consequently, short-term ice forecasts are crucial for ice-covered seas, in particular
in the seasonal sea ice zone when human activities are at their height.

Sea ice drift has long been predicted using wind factor and deviation angle rules
(e.g., Vasiliev, 1985). However, it is only with numerical models that the full sea ice
problem can be solved for realistic basin-wide dynamics. The first prognostic sea ice
model was a two-level linear viscous ice model for the Kara Sea (Doronin, 1970),
applicable to sea ice forecasting. The Hibler and AIDJEX models (Coon, 1980;
Hibler, 1979) have also been applied to the ice forecasting problem.

The key areas of short-term modelling research are now ice thickness distribu-
tion and evolution, and the use of satellite synthetic aperture radars (SARs) for ice
kinematics. The scaling problem and in particular the downscaling of stress from
geophysical to local (engineering) scale is examined by combining scientific and
engineering knowledge and developing ice load calculation and forecasting
methods. The physics of drift ice is quite well represented in short-term
ice-forecasting models, in the sense that other questions are more critical for their
further development. In particular, the data assimilation problem has not been much
examined for sea ice models.

Baltic Sea

In the Baltic Sea the main harbours have been kept open all year since 1970. Winter
shipping has been assisted by 20-25 ice-breakers, and even then transportation
systems have suffered from delays. This was the catalyst for an extensive research
programme in the 1970s in Finland and Sweden, organized by a joint winter naviga-
tion research board. One of the research aims was to develop an ice-forecasting
system based on mathematical modelling (Udin and Ullerstig, 1976; Leppéranta,
1981a). The first real ice-forecasting season was winter 1977 (Figure 8.6), based on
a four-level extension of the Doronin (1970) model (Leppéranta, 1981a). Initially,
the forecast period was 30 hours, limited by the period of available wind forecasts.
The grid size was 27km and the time step was 6 hours, the same as the time step
in the wind forecast. The ice forecast, which was sent to the ice-breakers by fax,
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Figure 8.6. The structure of the Finnish ice-forecasting system in winter 1977 in the Finnish

Institute of Marine Research.
From Leppdranta (1981a).

contained ice speed, direction of ice drift, change in ice concentration, and qualita-
tive pressure field.

The outcome in the first winter was marginally positive (Leppdranta, 1981a).
Comparison with real ice conditions showed satisfactory results, and, in answer to a
questionnaire, the ice-breaker personnel concluded that the most important quantity
was ice drift velocity and its direction with respect to the fast ice boundary. This is
understandable since the opening and closing of leads at the fast ice boundary is the
process that is key to shipping (Figure 8.7).

The system was continued for subsequent winters along with model improve-
ment, and, as a result, lengthening of the forecast period. A viscous—plastic three-
level model was first adopted for operational ice forecasting in 1992 (Leppédranta and
Zhang, 1992b). This model was also integrated into the ice-forecasting system in
Sweden (Omstedt et al., 1994). With the progress of satellite remote-sensing tech-
niques, initial ice compactness became better mapped. However, the thickness of ice
has continued to be a difficult quantity, with updates coming from occasional ship
reports. From the outset any new initial ice thicknesses were constructed from a
hindcast combined with new observations.
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s
Figure 8.7. Convoy of ships assisted by an ice-breaker in the Baltic Sea. Ice dynamics
determines the length of a convoy.

Bo Hai Sea

Another region subject to modelling has been the Bo Hai Sea, China (Wu et al.,
1998). A three-level dynamic—thermodynamic sea ice model has been employed for
3-5-day sea ice-forecasting since 1990 by the National Research Centre for Marine
Environment Forecasts, Beijing. The model is linked to numerical weather forecast-
ing. Its dynamics is similar to the Baltic Sea ice model (Wu and Leppéranta, 1990).
The principal motivation behind the Bo Hai Sea ice model is to serve the oil-drilling
operation of the Bo Hai Oil Corporation in the basin.

Ice motion in the Bo Hai Sea is forced by strong, cold winds from the north and
strong tides of up to 1 m/s (Wu et al., 1998). The ice is fairly thin, typically 25cm.
The model is initialized by a composite analysis of NOAA satellite images, aerial
reconnaissance, and ground data as well as real-time data from an oil-drilling
platform in Liaodong Bay. The grid size is about 10km. Ice forecasts are sent to
users by fax and email (Figure 8.8). Between 1991 and 1996 some 30-80 ice forecasts
were prepared each winter, and verification showed that error in location of the ice
edge was within 10 km in 80-90% of all cases for 3-day forecasts and in 50-80% of
all cases for 5-day forecasts.

Arctic seas

In Canada, the Atmospheric Environment Service started ice forecasting in 1979,
intially in the Beaufort Sea (Neralla et al., 1988). The grid size was then 42 km, with a
time step of 3 hours and total length of forecast period 48 hours. At that time a
similar ice-forecasting model also developed for Lake Erie in the USA (Chieh et al.,
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From Wu et al. (1998).
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1983). The Arctic and Antarctic Research Institute (AARI), St Petersburg, has
investigated the ice-forecasting problem since its formation in the 1920s, and
presently a numerical model-based forecast is prepared for the Arctic seas on a
regular basis (see http://www.aari.nw.ru/).

Oil spills

Oil spills are difficult problems under normal circumstances but in ice conditions
they are particularly so (Figure 8.9). Effective oil spill-cleaning methods do not
exist, and it is difficult to keep track of where the oil is going. Oil may penetrate
into the ice sheet and drift with the ice or drift on the surface of openings and
beneath sea ice. A simple modelling approach is an oil advection model with ice
and surface current, with random diffusion superposed, using a Monte Carlo
method. An advanced, physical model treats oil as a viscous medium with density
and viscosity dependent on the type of oil (e.g., Venkatesh et al., 1990). Venkatesh et
al. state that, for ice compactness greater than 30%, oil practically drifts with the ice,
and that in slush or brash the thickness of the oil film can be much larger than in
open cold water. When compactness reaches the 80% level the oil is trapped between
ice floes and above 95% the oil is forced beneath the ice.

Figure 8.9. Oil spill in the Gulf of Finland.

Photograph by Jouko Pirttijdrvi, reproduced with permission from the Finnish Environment Centre, Helsinki.
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Modelling the boundaries of an oil spill calls for an advanced advection scheme.
Opvsienko et al. (1999a) used the particle-in-cell technique in their model, which has
been applied to several areas of Arctic seas.

8.4 LONG-TERM MODELLING APPLICATIONS

In long-term modelling the timescale ranges from 1 month to 100 years. The
approach is dynamic-thermodynamic, and sometimes even the dynamics is
ignored. Initial conditions are arbitrary in very long timescales, but relevant for
ice state in monthly problems. The objective of long-term modelling includes basic
research into drift ice geophysics, ice climatology investigations, and coupled ice—
ocean—atmosphere climate modelling.

The role of ice dynamics in the climatology problem is to provide transport of
ice to regions where it would not be formed. This transport modifies the ice
boundary and, therefore, the air—sea fluxes of momentum, heat, and matter. It
also transports latent heat and freshwater. Equally important is differential ice
drift: leads open and close, resulting in major changes to air—sea heat fluxes, and
the mechanical accumulation of ice blocks, like ridging, adds large amounts to the
total volume of ice.

Long-term sea ice modelling has increased as a result of climate research,
giving computational possibilities to have more realistic coupled ice—ocean
and atmosphere—ice—ocean models. Initially, only thermodynamic models were
available for forecasting the times of freezing and ice break-up and for the
evolution of ice thickness. But it became rapidly clear that a realistic ice dynamics
is needed for ice transport and for the opening and closing of leads. Large amounts
of heat are transmitted through leads from the ocean to the atmosphere. By freezing
and melting the ice has a major influence on the hydrographic structure of the ocean.
Therefore, the motion of ice has an important role since ice often melts in a different
region from the one in which it forms.

8.4.1 Arctic regions

The first realistic sea ice climate model for the Arctic Ocean was that by Hibler
(1979). The mean annual velocity from the simulation together with the mean
thickness field corresponded well when validated against submarine data® (Figure
8.10; see also Figures 2.12 and 3.17). The model predicted that there is always at least
a small amount of open water or thin ice present in the central Arctic Ocean and,
further, that with dynamics the annual cycle of mean thickness has about the same
amplitude as it does without dynamics, but the level drops by about 1 metre.
Maximum ice thicknesses were 5-8 m due to mechanical deformation off the
northern coast of Greenland.

Almost ten years later, coupled ice—ocean climate models with full dynamic—

3 Hibler (1979) used submarine data received from L.A. LeSchack by private communication;
some of these data are reported in LeSchack et al. (1971).
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Figure 8.10. The average annual ice velocity (fop) and April thickness contours (bottom)

produced by the model of Hibler (1979).

Reproduced from Hibler (1979), with permission from the American Meteorological Society..
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thermodynamic ice physics were introduced and the seasonal ice cycle was improved
in a diagnostic model (Hibler and Bryan, 1987). In more recent models, resolution,
numerical technology, and coupling have all been improved, but the ice physics itself
is not much different from what it was in the ice-only models of the 1980s. Better
model bases have also improved the outcome for ice state and motion (e.g., Zhang et
al., 1998; Arberter et al., 1999; Hunke and Zhang, 1999).

8.4.2 Antarctic regions

Sea ice models in Antarctic seas have been basically free drift models or viscous—
plastic Hibler-type models. Hibler and Ackley (1983) applied the Arctic model
to Antarctic regions, with the essential changes of much greater strength,
P* = 27.5kPa, and higher demarcation thickness, 4, = 1 m. The high strength was
explained by temporal spacing of the wind data, while the higher demarcation
thickness, which may seem strange, was explained on the basis of the large
amounts of frazil ice in the Antarctic and, therefore, a large demarcation thickness
would be required by thermodynamics. But this means that the internal friction of
ice thinner than 1 m does not influence model ice dynamics. The grid size used by the
model was 222km. Stossel et al. (1990) used the model for the entire Southern
Ocean.

Timmermann et al. (2002) employed the Hibler model for long-term simulations
in the Weddell Sea. The boundary-layer parameters were the following: the ice—air
drag coefficient was 1.32 x 10~ for the surface wind, the ice—ocean drag coefficient
was 3 x 107>, and the turning angle was —10° for the upper layer velocity in the
ocean model. The thickness of the upper layer was 8—40 m, smaller in shallow areas.
The thin-ice wind factor then becomes 2.4%; this is a bit low for the Antarctic, as is
the deviation angle, but it can be to some degree explained by the fact that the upper
layer water current was the reference for water stress, not the geostrophic flow. The
compressive strength constant was taken as P* = 20kPa. The model grid size was
about 165 km, and the model sea ice outcome was calibrated with drift buoy data for
ice velocity (Kottmeier and Hartig, 1986) and upward-looking sonar data for ice
thickness (Strass and Fahrbach, 1998) (Figure 8.11). There is a strong convergence
region in the south-west part of the basin, and advection of the ice shows up in larger
ice thickness northward along the Antarctic Peninsula. The width of the compressive
region east of the Peninsula is around 500 km.

8.4.3 Baltic Sea

A dynamic-thermodynamic model was developed for the Baltic Sea for investiga-
tions into the ice climatology of the region (Haapala and Leppéranta, 1996). Its
dynamics differs from that of the Hibler model: a three-level ice description is
included, the momentum equation is quasi-steady-state, and the surface pressure
gradient is ignored. It is a Hibler-type, three-level (compactness, undeformed ice,
deformed ice), dynamic—thermodynamic ice model coupled to an ocean model with
shallow-water circulation and four-layer, vertical heat transfer. The model was
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Figure 8.11. Climatological (top) sea ice velocity and (bottom) sea ice thickness in the
Weddell Sea.

From Timmermann et al. (2002), with permission from the American Geophysical Union.

forced by prescribed atmospheric evolution and had a grid size of 18 km. It was
calibrated using three different winter categories (mild, normal, and severe) and was
used for simulations of future ice seasons under different atmospheric climate
scenarios (with an end date of 2100).

Figure 8.12 gives an example of the outcome, in which model calibration is
shown for the normal ice season of 1983/1984. It shows total ice thickness, the
thickness of deformed ice, and their comparison with an operational ice chart at
the time of the maximum ice extent. Overall agreement is quite good; the
main discrepancy is at latitudes 61-62°N where there was an open-water region
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Figure 8.12. Ice conditions and sea surface temperature (SST) on 22 March 1984 in the Baltic
(normal winter): (a) observed situation according to an operational chart; (b) modelled SST
(°C) in open sea (white area) and total ice thickness (cm); and (c) modelled thickness of

deformed ice.
From Haapala and Leppéranta (1996).

in the model result (due to excessive vertical convection in the model). A
thermodynamic-only model would give smoothly increasing thicknesses from the
ice edge to 60-90 cm in the eastern and northern corners of the Baltic.

In the open-water region mentioned above the real ice thickness was only
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Figure 8.13. Average ice situation at the annual maximum in the Baltic Sea, 2050 £ 15 years,
based on a regional sea ice model forced by an expected climate-warming scenario. Grey tones
show ice thicknesses, and the white area is the open sea with numbers showing the surface

temperature (°C).
From Haapala and Leppéranta (1997a).

5-10cm, and so model bias was not too bad. Deformed ice comes out well in the
model. Significant values are shown north of 63°N and east of 26°E; these
correspond to the ridged areas shown qualitatively by the black triangles in the
operational ice chart. Numerical values cannot be compared with quantitative
data from the same season, but they correspond to the volume of ridged ice in the
basin observed in another winter (Lewis et al., 1993). Comparison with the amount
and distribution of deformed ice is sensitive to the sea ice dynamics representation in
a model. Figure 8.13 shows the model outcome for the year 2050 forced by a weather
generator with suggested climate warming as the input. It is seen that predicted ice
coverage is less than half the true normal winter level between 1960 and 1990 (Figure
8.12).

This completes our review of the current status of the numerical modelling of sea
ice drift. Although the solution is rather good, there still are some open questions
regarding its physics, numerical technology, and coupling with atmosphere and
ocean. Interesting research topics for the modelling problem as well as for the
whole sea ice drift problem are outlined in Chapters 9 and 10.
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Use and need for knowledge on ice drift

9.1 SCIENCE

The ice drift problem contains interesting basic research questions. It is a two-
dimensional problem in the branch of mechanics called geophysical fluid
dynamics. The medium is a compressible fluid, whose dynamic characteristics are
its largely variable strength (low to very high), low inertia, and the irreversibility of
mechanical deformation processes. In ice-only dynamics, adjustment of the ice mass
to external forcing takes place, ruled by the strength of ice and the forcing char-
acteristics. As ice is relatively thin, the direct Coriolis effect on it is rather weak, in
contrast to the atmosphere and ocean, and, therefore, Coriolis acceleration gives
second-order modifications.

The principal open questions in sea ice dynamics are the sea ice rheology,
redistribution of ice in deformation, and scaling. Rheology seems to be an ever-
lasting topic, such as turbulence in fluid dynamics. As far as thickness distribution
is concerned, many theories and models exist, but the lack of good data is a major
barrier to progress. The thickness-mapping problem is common to most sea ice
research. The scaling of sea ice dynamics is becoming better understood and is
closely connected to the rheology and redistribution of ice. The theory and models
of sea ice dynamics have been utilized for ice dynamics in large lakes and rivers, the
essential feature being that floating ice breaks into floes and then drifts (Wake and
Rumer, 1983; Shen et al., 1993).

The dynamics of sea ice is intimately coupled with the upper ocean. The dynamic
ice—ocean interaction is dictated by skin friction and form drag due to hummocks
and ridges at the ice—water interface. At extrema the ice may drift along with surface
currents or may act as a stationary lid providing frictional resistance to surface
currents. In the adjustment of ice—ocean dynamics, atmospheric kinetic energy is
transferred through drifting ice to the ocean, where it is modified by ocean
dynamics, and a part is returned to the ice.
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So, the drift of sea ice receives many of its characteristic features from atmo-
spheric and oceanic boundary layers in the interplay of the three media. The
principal problem in this interplay is the parameterizing of the ice—ocean drag
force; it is much less understood than the atmospheric drag force on the ice. In
ice—ocean modelling the question of spatial resolution has yet to be answered:
How can we construct high-resolution models when the continuum physics basis
breaks down for sea ice?

Another interaction problem that has only recently been considered is that
between sea ice and icebergs. The large-scale drift of compact sea ice forces the
drift of icebergs (Lichey and Hellmer, 2001), while icebergs act as moving islands
for sea ice drift. Modelling of coupled sea ice—iceberg dynamics would be highly
desirable both for short-term and long-term questions.

But the underlying scientific motivation for the examination of sea ice dynamics
is indirect: to understand the entire atmosphere—ocean interface and consequently the
physics of the atmosphere—ocean system at high latitudes. The exchange of
momentum, heat, and freshwater between the atmosphere and the ocean takes
place in sea ice fields, where the interface experiences changes in location and in
structure due to ice motion.

Sea ice has an important role in the evolution of hydrographical conditions in
the upper ocean. In the presence of ice the ocean surface temperature is locked into
the freezing point, and the amplitude of the annual surface temperature cycle is
small. The salinity of new ice is about half that of secawater and the salinity of
multi-year ice is around 1% (e.g., Weeks, 1998a). Therefore, as sea ice grows,
brine is absorbed by the surface layer, which decreases the stability of the stratifica-
tion, while as sea ice melts the surface layer becomes more fresh and stable.

The location of the sea ice edge introduces a discontinuity in the air—ice—ocean
interface and, consequently, particular dynamic and thermodynamic phenomena
follow. In polar oceans the ice edge and oceanic polar front locations constitute a
coupled problem, just like the one in the austral winter in Antarctica. Whereas in
small basins the location of the ice edge is basically controlled by seasonal atmo-
spheric conditions, in the Baltic Sea the winter ice extent is well correlated with the
North Atlantic Oscillation (Tinz, 1996).

The transport of ice takes sea ice to regions where it would not be formed by
thermodynamic processes alone. Good examples are the southward flows of ice in
the East Greenland Current and in the Labrador Current. Within the ice pack, ice
transport influences the local age of ice and thus the distribution of first-year and multi-
year ice. Along the whole Siberian Shelf, ice drifts north and the local ice is therefore
predominantly first-year ice, much thinner than it would be without the ice motion.

The Fram Strait is the main channel of ice outflow from the central Arctic Ocean
(e.g., Rudels, 1998). Ice transport is 0.1 x 10°m?/s, about equal to river run-off into
the basin. Ice outflow is about 5% of the outflow of polar water, but with its latent
heat the ice has more influence on the heat exchange between the central Arctic
Ocean and the Greenland Sea. The flow integrates to about 3 x 10° km® of ice in
a year; melting this in an area of 3,000 km x 1,000km would correspond to
precipitation of 1,000 mm per year.
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Due to differential sea ice drift, leads open and close, and hummocks and ridges
form: this is crucially important and makes the sea ice drift problem a serious
challenge, since differential motion is difficult to solve with good accuracy. Drift
ice also plays a role in the life history of polynyas, as thin ice and frazil ice are
easily transported due to their low strength.

Leads and polynyas constitute an extremely sensitive element in the atmosphere—
ocean physics in polar seas. For the transfer of momentum, the strength of ice and
therefore its mobility and stiffness are highly sensitive to leads. Heat flux in winter
through open water may be up to 100 times as effective as through the ice, and in
summer open-water surfaces absorb solar radiation up to 10 times as effectively as
the ice cover. Consequently, heat flux is extremely sensitive to sea ice dynamics.
Similarly, leads and polynyas also play an important role in the exchange of
moisture between the atmosphere and the ocean.

Ridges and hummocks are thick accumulations of sea ice blocks, and with scales
of 100km their mean thickness may be two or three times as much as that of
thermally grown ice. These accumulations have high strength and are no longer
deformable; due to their large volume they provide thermal inertia for the melting
of ice. The principal problem with our understanding of ridging and hummocking is
to discover how ice is broken and rearranged into a new configuration (in particular,
how the thickness distribution changes during deformation). Research on this
problem is severely limited by the inadequacy of existing technical methodologies
to map the thickness of sea ice.

The global sea ice cover is an important factor in the climate system.
Atmosphere—ocean heat exchange is to a great extent directly affected by sea ice
area and compactness at high latitudes. The summer heat budget is also present in
the cryospheric albedo problem, with changes in snow and ice surface area having a
positive feedback. Growth of the snow and ice area decreases the absorption of solar
radiation by the Earth, which leads to further cooling and further growth of snow
and ice area, etc.; the opposite is true when snow and ice area decreases. Sea ice
extent can be changed by thermodynamic or dynamic forcing, while other com-
ponents of the cryosphere are influenced by thermodynamics only. The drift of ice
involves the transport of latent heat and freshwater; freshwater flux into the oceanic
surface layer has major consequences. Corresponding to considerable precipitation,
the melting of sea ice increases the stability of stratification and polar deep convec-
tion slows down. This is potentially a serious problem in the northern part of the
North Atlantic Ocean and has led scientists to closely monitor the Atlantic
Conveyor.

Sea ice is an important topic in the environmental research of ice-covered seas
(Thomas and Dieckmann, 2003). During freezing and ice growth, impurities are
taken by the ice sheet from the secawater, sea bottom and atmospheric fallout
(Pfirman et al., 1995; Lange and Pfirman, 1998). These impurities are transported
with the ice and released into the water column during the short melting season. The
drifting of sea ice may transport ice and these impurities over long distances, as takes
place in the Arctic Ocean from the Siberian coast to the northern part of the North
Atlantic Ocean (e.g., Volkov et al., 2002).
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In the ecology of polar seas, the location of the ice edge and its ice-melting
processes is a fundamental boundary condition for summer productivity (e.g.,
Gradinger, 1995). It appears that hydrographical and light conditions for primary
production are excellent in the ocean surface layer close to the ice edge and, conse-
quently, the dynamics of sea ice in the marginal ice zone (MIZ) is crucial for marine
biology in the region (Figure 9.1). Sea ice also supports its own internal biota in
brine pockets, less critically connected to ice dynamics.

A recent research area for sea ice dynamics is palaeoclimatology and
palaeoceanography (Bischof, 2000). The data archive of drift ice and icebergs
exists in marine sediments and the influence of drift ice on ocean circulation has
been shown to have been an active agent in global climate history.

9.2 PRACTICE

In the practical world there are three major concerns connected with sea ice
dynamics. First, sea ice models have been applied to tactical navigation to provide
short-term forecasts of ice conditions (e.g., Leppédranta, 1981a). Second, ice forcing
on ships and fixed structures is affected by the dynamic behaviour of the ice (e.g.,
Sanderson, 1988). Third, the question of pollutant transport by drifting sea ice has
become an important issue (Pfirman et al., 1995; Lange and Pfirman, 1998). In
particular, assessment of the risk of oil spills and the need for oil clean-up operations
require proper oil transport and dispersion models for ice-covered seas (e.g.,
Opvsienko et al., 1999a).

Sea ice information services are operational routine systems to support shipping
and other marine operations, such as the drilling of oil wells in ice-covered seas.
Figure 9.2 shows some modern ice information products, based on satellite informa-
tion, overlain on a marine chart. Ice information services exist in all countries with
seasonal sea ice zones (e.g., the Arctic and Antarctic Research Institute, St Peters-
burg for the eastern Arctic and the Canadian Ice Service, Ottawa for the western
Arctic). Due to the drift of sea ice, ice conditions can change quickly; therefore, ice
charts need to be updated on a daily basis. Updating is done on the basis of remote
sensing and occasional surface observations. However, with a proper sea ice model it
should be possible to assimilate a model outcome using real data. Closely connected
to real-time ice charting is short-term (1-10 days) ice forecasting. With today’s ice
chart as the initial situation, ice forecasts may be produced using a mathematical
model up to the time limit in the available weather forecast (i.e., up to about a week).
Such a forecasting model could also be applied to the assimilation problem.

Ice forecasting has become a routine activity for ice information services, and the
demand for these forecasting systems is increasing. The development of the Northern
Sea Route along the Eurasian coast of the Arctic Ocean will increase the shipping
there, and the drilling of oil wells is expanding in the seasonal sea ice zone in the Sea
of Okhotsk, the Barents Sea, and the Kara Sea.

The field of ice engineering attempts to evaluate forces on fixed structures and
ships in an ice-covered sea. These are connected to the mobility and motion of sea
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Figure 9.1. High algae productivity exists in the ocean close to the sea ice edge. (Top) Diatoms
in Antarctica imparting a brownish—greenish colouring to the ice pack. (Bottom) Close-up of

sea ice algae.
Reproduced with permission from Dr Johanna Ikédvalko.
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Figure 9.2. Modern sea ice information products include navigation data (depth contours,
ship routes, lighthouses, ships) overlain on ice information. The picture shows the ice
conditions (Radarsat image) and traffic situation in the Bay of Bothnia on 10 January 2003.
Merchant ships and ice-breakers are displayed as symbols on top of a radar image, and the
recommended routes determined by the ice-breakers are indicated. This IBPlott application is
part of the distributed traffic information system IBNet used by Swedish and Finnish ice-

breakers.
Prepared by Mr Robin Berglund and reproduced with permission from the VIT Technical Research Centre of Finland.

et B 01 842 lon: 21 07892 | | |

ice, and thus the problem is closely linked to sea ice dynamics (Figure 9.3). Recently,
great strides have been taken in understanding the scaling between engineering and
geophysical—local scale and mesoscale—sea ice mechanics. Large loads are
connected with hummocks and ridges, particularly in the seasonal sea ice zone,
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Figure 9.3. Illustration of the geophysics—engineering scaling question: the local ice forcing on
the lighthouse is an ice engineering problem, while the mesoscale drift of ice past the

lighthouse is a geophysical problem. The photographs are of the Baltic Sea.
The topmost photograph was taken by Dr Tuomo Kirni. It is reproduced with permission from the VTT Technical
Research Centre of Finland.
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and progress there is still suffering from the inadequate knowledge of geophysical,
full-scale processes.

Sea ice formation and evolution, including its dynamics, have seen great
progress in regional oceanographic knowledge of ice-covered seas in recent years,
as reflected in the book about the Kara Sea by Volkov et al. (2002). For a long time,
an ice-covered sea was something to avoid in observational programmes because of
major practical difficulties and in oceanographic research because of the large dif-
ference between the physics of ocean waters and sea ice.

9.3 FINAL COMMENTS

The first chapter of this book gave a brief historical overview of sea ice dynamics
research and an introduction to the problem of sea ice drift with its applications.
Chapters 24 presented the drift ice medium, material properties, kinematic proper-
ties, and rheology. Chapter 5 investigated external forcing from the atmosphere and
ocean, and Newton’s second law was applied to obtain the equation of motion for
sea ice. Chapters 6-8 pondered solutions to the sea ice drift problem for three
different circumstances: free drift, analytical modelling, and numerical modelling.

Chapter 2 provided a description of drift ice material, ice floes, and ice thickness,
leading to the concept of ice state, a set of relevant quantities for the mechanical
behaviour of drift ice. Chapter 3 dealt with ice velocity observations and proposed a
theoretical framework for ice kinematics analysis. Then, the ice conservation law was
derived for ice state. Chapter 4 treated the drift ice rheology, a difficult but necessary
question to understand the motion of drift ice. It was recognized that the medium
possesses a significant internal stress field, which influences its dynamics as an
internal force field. Chapter 5 derived the momentum equation of ice dynamics and
then went on to discuss the principal external forcing from the atmosphere and
ocean, as well as magnitude and dimension analyses of the momentum equation.
Altogether, ice state, ice conservation law, ice rheology and equation of motion
constitute the physical basis for the closed system of equations for the sea ice drift
problem.

Chapter 6 examined free drift, or drift in the absence of internal friction, leading
to simple drift rules: ice velocity is equal to the wind-driven drift superposed on the
ocean current beneath the layer of frictional influence of ice. Chapter 7 studied ice
drift in the presence of internal friction, based on analytical one- and 1.5-
dimensional models and application of plastic rheology. Chapter 8 gave the modern-
numerical modelling solution to sea ice drift, starting with an introduction to
numerical modelling techniques. Chapters 6-8 considered the idea of stepwise
progression to derive solutions for increasingly complicated systems. The reader
following this line will be able to understand the whole solution, how it reflects
the behaviour of real sea ice, and how one should interpret the outcome of
numerical sea ice dynamics models. Finally, Chapter 9 briefly discussed some con-
sequences of the ice drift phenomenon. Chapter 10 gives a collection of study
problems. Chapter 11 lists the references.
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The drift of sea ice is an essential element in the dynamics of polar oceans, those
essential and fragile components of the world’s climate system. The drift transports
sea ice over long distances, even to regions where ice is not formed by thermo-
dynamic processes. At the same time the ice transports latent heat and freshwater;
the influence of icemelt on the salinity of the mixed layer is equivalent to consider-
able precipitation. The ice cover forms a particular air-sea interface, which is
modified drastically by differential ice motion. Consequently, sea ice dynamics is a
key factor in air—sea interaction processes in the polar oceans. This is of renewed
interest owing to the increasingly growing concern about man-made global warming.

The drift of ice is also a major ecological and environmental factor. Ice margin
regions are known for their high biological productivity because of favourable light
and hydrographical conditions. Therefore, their location—to some degree deter-
mined by the drift of ice—is of deep concern in marine ecology. Pollutants accumu-
late in the ice sheet, originating from the water body, sea bottom, and atmospheric
fallout, and they are transported within the ice over long distances. A particular
pollutant question is oil spills.

Sea ice has always been a barrier to winter shipping. For the purpose of sea ice
monitoring and forecasting, ice information services collect and distribute ice charts
and forecasts. The drift of ice shifts the ice edge, opens and closes leads, and forms
pressure zones, all of which are key to ice navigation. The timescale of remarkable
changes is 1 day. Presently, expansion of the Northern Sea Route requires further
development in sea ice-mapping and forecasting services.

All in all, the reading of Chapters 1-8 provides a complete overview of the
problems associated with measuring, geophysics, and the modelling of sea ice
drift. The principal idea has been to include the whole story of sea ice dynamics in
a single book, from material state through dynamics laws to mathematical models.
There was a crying need for a synthesis of these research endeavours, because sea ice
dynamics applications have been increasing and, apart from review papers, no book
dedicated to this topic exists in English.
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Study problems

This chapter contains a collection of study problems for students and other readers
who want to test their knowledge, to look at possible applications, and to teachers
who want to find ready-made exam questions. The level of these exercises ranges
from third-year undergraduate to graduate students.

CHAPTER 1

1

In the event of all sea ice melting, how would the sea surface level be affected?

Assume that the sea ice melt rate is cuT),, where ¢ is a heat exchange coefficient,
u is ice velocity and T, is water temperature. An ice floe with thickness /4 starts
to drift with constant speed from the origin along the x-axis. How far would it
get, if water temperature increases linearly with space, T),, = ax? What would be
the optimum speed? Work through the numerical example: /iy = 1m,
c=10"%°C!, a=1°C/100 km, u = 10 cm/s.

A strong wind blows across a basin totally covered by 1 m thick sea ice and
drives the ice to drift at 20 cm/s. How wide will the lead open on the lee side after
6 hours? On the opposite (windward) side, how thick will the deformed ice zone
be at the same time, if its width is 1 km and the ice is evenly packed?

An ice floe is drifting free in the Antarctic Circumpolar Current at 60°S. The
ocean current is 10cm/s eastward along the latitude circle and wind is 10m/s
from the west. Determine the total displacement of the floe after 6 months.
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CHAPTER 2

1

With an ice thickness of 50 cm, how large would an ice floe need to be for you to
stand on it with dry feet?

For uniform, circular ice floes, show that the most open and dense packings,
where floes are locked together, are 7/4 =~ 0.79 and 7/(2v/3) ~ 0.91.

Show that the median, mean, and root-mean-square values are A~'log2, A~!,
and A~'v/2, respectively, for a random variable with exponential distribution—
the probability density is p(x; A) = Aexp(—Ax), x > 0. What is the 95% fractile
X0.95, defined by Prob(x < X()_95) =0.95?

Assume that the surface temperature is negative and averages ® during the nine
winter months and for the three summer months the radiation balance is
aQs + O, > 0, where « is the albedo, Q; is mean incoming solar radiation,
and Q,; is mean net long-wave radiation. Assume further that ice grows
according to Stefan’s law in winter and melts by radiation in summer:

(a) Determine the conditions necessary for survival of the ice over summer and
the equilibrium thickness of multi-year ice.

(b) What is the sensitivity of multi-year ice thickness to ®, «, and Q,,;?

(c) Work through the numerical example: ® = —20°C, a = 0.3, O, = 300 W/
m?, and Q,;, = —50 W/m?.

The ratio of sail height to keel depth is 1:5 and 1: 3 for first-year and multi-year
sea ice ridges. How is the difference explained geometrically?

CHAPTER 3

1

3

(a) Anice floe is drifting along latitude ¢ with speed u. How long does it take to
complete the full latitude cycle? Work through the numerical example:
¢ =70°S, u=10cm/s.

(b) An ice floe starts from the North Pole at velocity v along the zero meridian
on | January. When does it meet the polar front with warm waters at 75°N
travelling at v = Scm/s?

(a) Derive the mathematical expressions of eigenvalues and eigenvectors for a
two-dimensional symmetric tensor.

(b) Show that the sum of the squared components of a two-dimensional
symmetric tensor is invariant.

Analyse the strain-rate tensor of zonal flow: full expression, eigenvalues and
eigenvectors, and invariants. How does a 10km square, oriented in xy co-
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ordinate axes, change in 1 day, if du/0x = 107°s~! and dv/dx = 5 x 1076571,
where x is the transverse co-ordinate?

4 Consider a stochastic ice drift model du/df= —A(u— U,)+¢e, where X is
constant, ¥ and U, are ice and ocean current velocities, and ¢ is white noise
with variance o2. Examine the spectrum of ice velocity for periodic ocean
currents.

5 Derive the conservation law for ice compactness in spherical co-ordinates on the
Earth’s surface.

CHAPTER 4

1 Lake Ladoga is a lake in North Europe of size 150 km x 100 km. In principle, it
is possible to put all the people in the world on the ice of the lake by allocating
each one a 1-m? spot. But, under what conditions would this be physically
possible?

2 How long can an icicle with a uniform cross-section grow? Take the tensile
strength of ice equal to 1 MPa.

3 For a Newtonian viscous fluid, 6 = —pl 4 n¢’, where p is hydrostatic pressure
and 7 = constant is viscosity, show that stress divergence consists of a pressure

gradient and internal friction as V-6 = —Vp + nV?u.

4 Derive the relationship between stress and strain rate for a square yield curve:

(0702)1 0 > 02 > —0y
o, —0, 0>0 > —0,
F(O’],O’z) _ ( 1y })a 1 y
(=0y,02), 0>0y,> 0,
(0170)7 0>0 > —0y

where o, is the uniaxial compressive yield strength (the normal flow rule is
assumed).

CHAPTER 5

1 Gravity measurements are normally difficult to take in the open ocean.
Lehmuskoski and Maékinen (1978) have made gravity measurements on
drifting ice in the Baltic Sea. The drifting platform introduced a change in the
apparent gravity via the Coriolis effect. Estimate the magnitude of this effect
(called the Eo6tvos effect in gravimetry) when the ice velocity is 10 cm/s.
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2 Derive the sea surface tilt term with the horizontal surface as the zero reference.

3 Show that the following relationship holds between roughness length and the
drag coefficient: zy/z = exp(k//C:).

4 Estimate the magnitudes of the forces in the ice equation of motion by
magnitude analysis, as well as possible, when:

(a) wind speed = 20 m/s, ice speed = 40 cm/s;

(b) wind speed = 10m/s, ice speed = 10 cm/s; and

(c) wind speed = 2m/s, ice speed = 1 cm/s.

The geostrophic current is 5cm/s and ice thickness is I m or 3m.

5 Examine the ice drift problem and assume C,, = 0. What are the dominant
forces and key dimensionless numbers?

CHAPTER 6

1 In a horizontal channel, ice is moving at steady-state speed u driven by wind
stress. When the wind ceases, how far will the floe travel before stopping.

2 Assume an open channel flow, water depth H, and channel inclination 3. How is
the total discharge affected when some of the water is frozen into a sea ice lid of
thickness /# which drifts freely.

3 For a perturbation approach, let U = U + E, where U is the mean level of the
drift and E is the first-order perturbation. Derive the free drift solution including
first-order terms. How does it compare with the linear solution?

4 The Newton—Raphson iteration scheme for a pair of non-linear equations
F(X,Y) =0 is written:

(X, 1) = (X, 7)) — FO[(DF) ")
where DF is the gradient 2 x 2 matrix of F. Use this to solve the wind factor and
deviation angle from the wind-driven free drift equation:
(a) Write the iteration scheme in explicit form.
(b) Work through the numerical example: wind =3, 5, 10, 15m/s and ice
thickness = 0.1, 0.5, 1, 2, 3, 6m.
5 Solve the one-dimensional, non-steady-state free drift equation:

d
phdiz: = paCu Sgn(Ua) Ufl + chw sgn( Uw - u)(Uw - u)z

with U,, = constant and u(f = 0) = u,.



Study problems 243
CHAPTER 7

1 Construct the solution of a one-dimensional channel drift forced by a constant
current velocity.

2 (Laikhtman problem) Solve a coastal ice drift subject to viscous rheology:
dv

77dx2

where 7 ~ 108-10'" kg/s, v is alongshore ice velocity, x is the distance from the

shore, ¢; and ¢, are linear drag coefficients, and V, is wind speed. Take
V, = 10m/s and find suitable values for ¢; and c,.

—cv+¢,V,=0

3 Solve the coastal zone plastic ice flow problem when the ice—ocean interaction is
ignored.

4 Assume a 30°, on-ice surface wind in the northern hemisphere, with the marginal
ice zone (MIZ) to the left of the wind. Solve the steady-state plastic flow for
thickness and compactness distribution, when the initial ice thickness is 1 m,
concentration is 80%, and width of the MIZ is 200 km:

(a) wind speed is 10 m/s;
(b) wind speed increases from 0 to 20 m/s across the MIZ.

5 Solve the steady-state plastic circular flow in polar co-ordinates. Compare the
solution for the East Wind Drift in Antarctica with the solution in spherical co-
ordinates given in the text.

CHAPTER 8

1 Write a consistent, discrete formula for the internal friction of drift ice assuming
plastic flow with an elliptic yield curve. Use Taylor’s polynomial to obtain
approximations for the derivatives. Note: ““consistent” means that the original
differential form results when the grid size approaches zero.

2 Write numerical model equations for a one-dimensional plastic channel flow
that include the ice thickness conservation law and the momentum equation.
Integrate the model for 1 day when the channel length is 200 km and the grid size
is 10km. The on-ice wind speed is 10 m/s, initial ice thickness is 1 m, and ice
concentration is 100%. The quasi-steady-state approach may be taken.

3 Take a rectangular basin 200 km x 100 km, and ignore Coriolis acceleration,
Ekman angle in the ocean, and geostrophic ocean current. Solve numerically
the steady-state plastic flow for ice of thickness 1 m and concentration 100%,
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wind speed 10m/s along the major axis of the basin, and a yield curve that is
(a) square and (b) elliptic.

4  Solve numerically the ice drift past a circular island of radius r using a linear
viscous and a plastic rheology. Choose the grid size equal to r/3.
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programme 4
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stratification 123-125 scale and dimension analysis 130-139
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plastic models 91-103 dimensionless form 133-137
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scaling of ice strength 100-103 Sea Ice Mechanics Initiative (SIMI) 4
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pollution ix modelling in a tank 191-197
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productivity see biological productivity sea ice charting 17-19, 33

Arctic Ocean 18
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remote-imaging stations 54, 58 Campbell and Dronin 206-208
remote-sensing satellites 3 Hibler 208-211, 223
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Hibler’s viscous—plastic rheology 97-100 mechanical growth 29-30
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Rossby number 124, 134-135 shipping x
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Strouhal number 134-135
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thermal infrared mapping 33
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turning angle see Ekman angle

undeformed ice see level ice
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Programme (DMSP) 17
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