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Preface

Since the early use of the occultation measurement principle for sounding plane-
tary atmospheres and ionospheres, its exploitation in atmospheric remote sensing 
has seen tremendous advances. In this book we focus on sensors on Low Earth 
Orbit (LEO) satellites, which exploit solar, lunar, stellar, GNSS (Global Naviga-
tion Satellite Systems), and LEO-crosslink signals for observing the Earth's at-
mosphere and climate. 

The methods all share the key properties of self-calibration, high accuracy and 
vertical resolution, global coverage, and (if using radio signals) all-weather capa-
bility. The atmospheric parameters obtained extend from the fundamental vari-
ables temperature, density, pressure and water vapor via trace gases, aerosols and 
cloud liquid water to ionospheric electron density. Occultation data are therefore 
of high value in a wide range of fields including climate monitoring and research, 
atmospheric physics and chemistry, operational meteorology, and ionospheric 
physics.  

The 2nd International Workshop on Occultations for Probing Atmosphere and 
Climate – OPAC-2 – was held September 13–17, 2004, in Graz, Austria. OPAC-2 
aimed at providing a casual forum and stimulating atmosphere fertilizing scientific 
discourse, co-operation initiatives, and mutual learning and support amongst 
members of all different occultation communities. The workshop was attended by 
40 participants from 12 different countries who actively contributed to a scientific 
programme of high quality and to an excellent workshop atmosphere, which was 
judged by the participants to have fully met the aims expressed. 

The programme included 7 tutorial lectures and 15 invited presentations, comple-
mented by about 30 contributed ones, including 11 posters, and an occultation 
software demonstration. It covered occultation science from occultation method-
ology in general via different occultation methods and new concepts to use and 
applications of occultation data in atmosphere and climate science. The detailed 
programme and all further workshop information will continue to be available on-
line at the OPAC-2 website at http://www.uni-graz.at/opac2. 

This book was compiled based on selected papers presented at OPAC-2 and well 
represents in its six chapters the broad scope of the workshop. Results from the 
radio occultation experiment onboard CHAMP, which is now over five years in 
orbit, are collected in chapter 1 while chapter 2 comprises results from the stellar 
occultation experiment GOMOS onboard ENVISAT. Wave optics algorithms 
turned out to be very useful for the processing of radio occultation data in the 
lower troposphere; they are covered in chapter 3. Chapter 4 deals with future oc-
cultation missions and with the novel LEO-LEO crosslink concept. Radio occulta-
tion data are now increasingly used in numerical weather prediction and atmos-
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pheric studies as well as in climate monitoring and change research. This is re-
flected by the significant amount of articles in chapter 5 and chapter 6, respec-
tively. 

We cordially thank all OPAC-2 colleagues, who contributed as authors and co-
authors to the book, for the effort and diligent work invested into their papers and 
for largely observing the length target. All papers were subjected to a peer review 
process, involving two independent expert reviewers per paper from the commu-
nity of OPAC-2 participants and beyond. We also very much thank these review-
ers for their important service to coherently ensure scientific correctness and high 
quality of the book from first to last page. 

The reviewers, in alphabetical order, were C. O. Ao, G. Beyerle, C. Boone, M. 
Borsche, F. Cuccoli, A. de la Torre, U. Foelsche, A. Gobiet, M. E. Gorbunov, K. 
Hocke, A. S. Jensen, G. Kirchengast, E. R. Kursinski, E. Kyrölä, K. B. Lauritsen, 
R. Leitinger, S. S. Leroy, J.-P. Luntama, A. Löscher, M. S. Lohmann, R. Notar-
pietro, A. G. Pavelyev, M. Petitta, P. Poli, C. Retscher, S. Schweitzer, V. F. 
Sofieva, A. K. Steiner, M. Stendel, S. Syndergaard, J. Tamminen, A. von Engeln, 
and J. Wickert. 

Special thanks are, furthermore, due to M. Sc. Barbara Pirscher for her tireless 
support in the final copy editing and formatting of the book and to Dr. Wolfgang 
Engel, Mrs. Helen Rachner, and Mrs. Agata Oelschläger from Springer Verlag, 
Heidelberg, for the kind offer to issue this book as Springer publication and the re-
lated technical support. Many thanks also to all others who provided support in 
one or another way, in representation of which we thank the sponsors of OPAC-2 
(see the OPAC-2 website noted above for details) and the sponsors of the START 
Program No. Y103-N03 (Federal Ministry for Education, Science, and Culture; 
Austrian Science Fund) for providing the material support enabling the realization 
of the book. 

We hope that, in the spirit of the OPAC-2 aims, the book will become a useful ref-
erence for the members of the occultation-related community but also for mem-
bers of the science community at large interested in the present status and future 
promises of the field of occultations for probing atmosphere and climate. 

Graz, January 2006 

Ulrich Foelsche 
Gottfried Kirchengast 
Andrea K. Steiner 
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GPS Radio Occultation with CHAMP and
GRACE: Recent Results

J. Wickert, T. Schmidt, G. Beyerle, G. Michalak, R. König, S. Heise, and
C. Reigber

GeoForschungsZentrum Potsdam (GFZ), Department 1, Geodesy & Remote
Sensing, Potsdam, Germany
wickert@gfz-potsdam.de

Abstract. The German CHAMP (CHAllenging Minisatellite Payload) satellite
provides continuously GPS radio occultation data since February 2001. The mea-
surements are analyzed by an operational orbit and occultation processing system
at GFZ. In total ∼170 000 high quality globally distributed vertical profiles of refrac-
tivity, temperature and water vapor are provided as of October 2004. The ground
infrastructure from GFZ allows for the demonstration of a rapid data analysis since
February 2003. The average delay between each measurement and provision of at-
mospheric excess phase data was reduced to ∼4 hours by mid April 2004 and is
continuously reached. The complete set of the available refractivity profiles is com-
pared with corresponding analysis data from the European Centre for Medium-
Range Weather Forecasts (ECMWF) between 0 km and 30 km altitude. The com-
parison shows nearly bias-free refractivity between ∼7 km and 30 km, the standard
deviation is ∼1%. The known negative refractivity bias of the CHAMP data in re-
lation to ECMWF is significantly reduced in comparison to earlier product versions
by applying the Full Spectrum Inversion (FSI) method for the data analysis in the
lower troposphere. First radio occultation measurements from the GRACE-B (Grav-
ity Recovery And Climate Experiment) satellite are available for a 25 h period on
July 28/29, 2004. The stability of the satellite clock from GRACE-B is significantly
improved in relation to CHAMP. This allows for precise occultation analysis using
30 s clock solutions applying a zero difference technique. Thus the disadvantageous
use of a reference GPS satellite link to eliminate the clock error from GRACE-B can
be avoided.

1 Introduction

Atmospheric profiling aboard the German CHAMP (Reigber et al. 2005)
satellite was activated on February 11, 2001 (Wickert et al. 2001b). The
experiment brought significant progress (Hajj et al. 2004; Kuo et al. 2004;
Wickert et al. 2005c) for the innovative GPS (Global Positioning System)
radio occultation (RO) technique (e.g., Kursinski et al. 1997) in relation to
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Fig. 1. Number of daily CHAMP occultations (duration >20 s) as of November 2,
2004. The total height of the columns corresponds to the number of daily measure-
ments. The height of the light gray color indicates the number of atmospheric excess
phases. The height of the dark gray columns corresponds to the number of verti-
cal atmospheric profiles provided to the CHAMP data center (ISDC, Information
System and Data Center) at GFZ.

the pioneering GPS/MET (GPS/METeorology) mission (Ware et al. 1996;
Rocken et al. 1997). Main advantages of the calibration-free RO method are
global coverage, high vertical resolution and all-weather capability combined
with high accuracy. These properties allow for various applications in atmo-
spheric/ionospheric research (e.g., Hajj et al. 2000; Ratnam et al. 2004; Wick-
ert et al. 2004b; Wang et al. 2004; Wickert 2004; Kuo et al. 2005), weather
forecast (e.g., Kuo et al. 2000; Healy et al. 2005; Healy and Thepaut 2005) and
climate change detection (e.g., Randel et al. 2003; Schmidt et al. 2004, 2005a;
Foelsche et al. 2005). Together with CHAMP, several upcoming RO missions
will provide thousands of occultations daily and will extend the prospects of
this promising technique (e.g., EQUARS (EQUatorial Atmosphere Research
Satellite, Takahashi et al. (2004)); COSMIC (Constellation Observing System
for Meteorology, Ionosphere and Climate, Rocken et al. (2000)) or Metop (e.g.,
Loiselet et al. 2000; Larsen et al. 2005)). We review recent results from the
CHAMP RO experiment and present first results from the activation of GPS
RO aboard the U.S. American/German GRACE mission (Dunn et al. 2003;
Tapley and Reigber 2004).

2 Status of the CHAMP RO Experiment

Occultation measurements were performed during 1 238 days since February
2001 as of November 2, 2004; giving a total of 271 012 recorded events (∼219
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daily). For ∼74.9% of the occultations (203 118) atmospheric excess phases
are available (see Fig. 1). Vertical profiles of atmospheric parameters were
derived for 169 767 occultations (∼62.6%). The yield of the profiles in relation
to the number of measurements is currently investigated in more detail within
the framework of the Radio Occultation Sensor Evaluation activity (ROSE),
jointly initiated by GFZ, Jet Propulsion Laboratory (JPL) and University
Corporation for Atmospheric Research (UCAR) (Ao et al. 2003b; Wickert
et al. 2005a). ROSE is aimed to evaluate and optimize the quality of CHAMP’s
analysis results and to improve the involved occultation processing systems.

3 Operational Data Analysis

The occultation data aboard CHAMP are recorded by the “BlackJack” GPS
flight receiver provided by JPL. The ground infrastructure of GFZ is used
for a fully automated data analysis. Details on the infrastructure and on
the orbit and occultation processing system can be found in Wickert et al.
(2004a,c); König et al. (2005); Schmidt et al. (2005b). A Near-Real-Time
(NRT) provision of atmospheric excess phases is continuously demonstrated
since February 2003. An average delay of ∼5 hours between each measurement
and provision of corresponding analysis results was reached. Optimized GPS
ground station data handling for the precise orbit determination reduced this
delay to ∼4 hours since mid April 2004. For some measurements per day the
delay is ∼2.5 h (see Fig. 2). Further reduction is possible due to the use of a
polar satellite receiving antenna at Ny Aalesund, Spitsbergen, (access to the
satellite data every ∼1.5 h) and a global low latency GPS ground network
(access to the ground data every ∼15 min), but requires further optimization
concerning precise satellite orbit generation and occultation processing. The
demonstration of NRT data analysis is an important milestone for the future
assimilation of GPS RO data in numerical weather models. A positive impact
of CHAMP data on global weather forecasts was already shown by Healy et al.
(2005) and Healy and Thepaut (2005).

CHAMP data are analyzed using the standard double difference method
to eliminate satellite clock errors (Wickert et al. 2001a). Atmospheric bending
angles are derived from the time derivative of the excess phase after appropri-
ate filtering. The ionospheric correction is performed by linear combination of
the L1 and L2 bending angle profiles (Vorob’ev and Krasil’nikova 1994). The
Full Spectrum Inversion (FSI) technique (Jensen et al. 2003), a wave optics
based analysis method, is applied below 15 km to correct for the effect of
lower troposphere multipath.

Vertical profiles of atmospheric refractivity are derived from the ionosphere
corrected bending angle profiles by Abel inversion. For dry air, the density
profiles are obtained from the relationship between density and refractivity.
Pressure and temperature (“dry temperature”) are obtained applying the hy-
drostatic equation and the equation of state for an ideal gas. More details
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Fig. 2. Time delay between CHAMP occultation measurements and availability of
analysis results at GFZ from February 2003 until mid May 2004. Black diamonds
indicate the daily mean of the time delay between each measurement and the avail-
ability of the corresponding calibrated atmospheric excess phases. An average of
∼5 hours for nearly the entire period is reached. The minimum time delays are
marked by gray triangles. Due to improvements in the satellite orbit provision the
mean delay was reduced to ∼4 hours since end of April 2004.

on the retrieval are given by Wickert et al. (2004c). Basics of the GPS radio
occultation technique and the derivation of atmospheric parameters are de-
scribed, e.g., by Kursinski et al. (1997). The refractivity and dry temperature
profiles (Product:CH-AI-3-ATM) are provided via the CHAMP data center
at GFZ (http://isdc.gfz-potsdam.de/champ/).

Background information from ECMWF is used to derive vertical humidity
profiles from the CHAMP refractivities. Two methods for the water vapor
derivation were implemented to the operational data analysis. In addition
to a standard 1Dvar retrieval (Healy and Eyre 2000) a new direct method
(DWVP), introduced by Heise et al. (2005), is implemented. Here the back-
ground temperature and pressure information are used to calculate water va-
por pressure pw directly from the refractivity measurements using the Smith-
Weintraub formula (Smith and Weintraub 1953). Both methods come to sta-
tistically comparable results and reveal a bias of less than 0.2 g/kg and a
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Fig. 3. Mean global distribution of specific humidity at 500 hPa derived from
CHAMP occultation data. Left: Northern summer 2002, Right: Northern winter
2002/2003 (for details see Heise et al. (2005)).

standard deviation of less than 1 g/kg specific humidity in relation to ra-
diosonde measurements in the mid troposphere. As an application example
for the operational water vapor retrieval with CHAMP data, Fig. 3 shows the
seasonal mean of the global water vapor distribution for northern summer
(2002) and winter (2002/2003) at 500 hPa. The specific humidity data are
derived using the DWVP method.

4 Recent Validation Results for CHAMP

The complete set of CHAMP measurements was reprocessed using the recent
version (005) of GFZ occultation analyses software. The resulting set of re-
fractivity profiles (∼170 000) is compared with corresponding analysis data
from ECMWF (Gaussian grid with 0.5◦ × 0.5◦ resolution at the Equator,
60 altitude levels) between 0 km and 30 km.

The comparison shows nearly bias-free refractivity between 10 km and
30 km (see Fig. 4). The standard deviation is ∼1%. The deviations show
different characteristics in latitude (e.g., wave-like vertical structures of the
bias above the south polar region with a period of ∼6 km). This fact suggests
weaknesses of the analyzed data, introduced by the ECMWF assimilation
scheme (e.g., Gobiet et al. 2005). Our validation results are, as expected,
in good agreement with earlier validation studies (ECMWF and radiosonde
data) using the previous product version 004 (Schmidt et al. 2004; Wickert
et al. 2004c), since FSI is applied only below 15 km.

The major advantage of the recent version (in relation to earlier ones)
of GFZ analysis software is the implementation of the FSI method (Jensen
et al. 2003) to eliminate the effect of atmospheric multipath to the occultation
data. The resulting bias and rms of the comparison with ECMWF is depicted
in Fig. 5. The negative refractivity bias of the CHAMP data depends on
latitude and is most pronounced in the tropics, where it reaches a value of
5% at 1 km. However in mid latitude and polar regions the CHAMP data are
nearly bias free throughout the entire troposphere. The rms also depends on
the latitude. In the tropics values of ∼3% are observed. In mid latitudes and
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Fig. 4. Comparison of CHAMP refractivity data with corresponding ECMWF
analyses (zonal means with 5◦ resolution) in the upper troposphere/stratosphere
(left: bias; right: rms) between May 14, 2001 and November 3, 2004 (∼ 170 000
profiles).

Fig. 5. Comparison of CHAMP refractivity data with corresponding ECMWF
analyses (zonal means with 5◦ resolution) in the troposphere (left: bias; right: rms)
between May 14, 2001 and November 3, 2004 (∼ 170 000 profiles).

polar regions the rms is below 1 % almost down to the Earth’s surface. The
negative refractivity bias is a known phenomenon of the CHAMP data and is
discussed in more detail by Ao et al. (2003a); Beyerle et al. (2003a,b, 2005b).
Causes of the bias are, beside multipath propagation, also signal tracking
errors of the GPS receiver and critical refraction, a physical limitation of
the RO technique. Further progress in reducing the bias is expected by the
application of advanced signal tracking methods (“open loop” technique, see,
e.g., (Sokolovskiy 2001; Beyerle et al. 2005b)) and improved signal strength
due to the use of more advanced occultation antenna configuration (foreseen,
e.g., for COSMIC or Metop). We note, that first investigations of the global
map of fractional refractivity errors between CHAMP and ECMWF also reveal
complex zonal and meridional structures (Beyerle et al. 2005b).
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Fig. 6. Lapse rate tropopause altitude (panel a) and temperature (panel b) for
northern winter. Contour interval: 0.2 km (a) and 2 K (b), respectively. The plots
are derived using CHAMP data between 2001 and 2004 (3 winter seasons; update
from (Schmidt et al. 2004)).

5 Monitoring of Tropopause Parameters

CHAMP temperature data in the tropopause region are not affected by back-
ground temperature fields. In conjunction with its high vertical resolution
the RO technique provides a nearly perfect tool for precise monitoring of
tropopause characteristics (altitude, pressure and temperature) on a global
scale.

The tropopause has received increasing interest from climate change re-
searchers during the last three decades. Changes in tropopause parameters (al-
titude, pressure and temperature) were used as indicators for climate change.
Hereby it was shown, that these parameters have the potential to provide a
more clear signal for the global warming than the surface temperature (e.g.,
Sausen and Santer 2003). Therefore, we use the CHAMP data to monitor
tropopause parameters.

As an example for these studies Fig. 6 shows the latitudinal-longitudinal
structure of the tropical tropopause derived from CHAMP RO data for the
Northern Hemisphere winter months. The plots represent a mean over 3 win-
ter seasons. The results are consistent with climatologies based on radiosonde
measurements and meteorological analyses, as discussed by Schmidt et al.
(2004): The highest lapse rate tropopause altitudes during December to Febru-
ary of >17.0 km are observed in the tropical Western Pacific and the northern
part of South America (Fig. 6a). The coldest temperatures (Fig. 6b), less than
−82 ◦C, are correlated with the maximum lapse rate tropopause altitudes. In
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Fig. 7. Vertical profiles of (a) dry temperature and (b) specific humidity, derived
from the first occultation measurement aboard GRACE, compared with correspond-
ing ECMWF analysis (55.31◦N, 22.32◦E), July 28, 2004, 06:10 UTC (from (Wickert
et al. 2005b)).

the Western Pacific region tropopause temperatures reach values of less than
−86 ◦C.

6 First Results from GRACE

The “BlackJack” GPS receiver (provided by JPL) aboard the GRACE-B satel-
lite (aft-looking antenna to observe setting occultations) was activated for the
first time in atmospheric sounding mode from July 28, 06:00 UTC until July
29, 07:00 UTC, 2004. 120 occultations (parallel tracking of occultation and
reference satellite ≥20 s) were recorded during this 25 h interval. The data
were analyzed using the orbit and occultation processing system for CHAMP
(see Sect. 3). The quality of the GRACE orbits was evaluated by comparisons
with Satellite Laser Ranging (SLR) data. The rms was around 4cm to 5 cm
and is slightly lower than the rms for CHAMP orbits (currently 5 cm).

The location of the first occultation measurement from GRACE is not far
from the geographical center of Europe (54.85◦N, 25.32◦E, nearby Vilnius,
Lithuania). Figure 7 shows the retrieved profiles of dry temperature and spe-
cific humidity, and the corresponding ECMWF profiles for the first occultation
measurement from GRACE.

The significantly improved stability of the satellite clock from GRACE-
B in relation to CHAMP (absence of periodic clock adjustments) allows for
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Fig. 8. Statistical comparison between 87 refractivity profiles, derived from GRACE
measurements and 6-hourly ECWMF analyses during July 28 and 29, 2004. The dif-
ferences (GRACE - ECMWF) are plotted for the profiles derived using (a) double
differencing, (b) single differencing and (c) zero differencing (please note the differ-
ence compared to Fig. 4 of Wickert et al. (2005b), for details see text).

the application of a zero differencing technique. This avoids the disturbing
influence of the additional link to a referencing GPS satellite and reduces the
onboard data amount. The method was first applied and is described in more
detail by Beyerle et al. (2005a). For the operational GRACE data analysis we
apply an implementation of the zero difference technique using the 30 s clock
solutions (Wickert et al. 2005b) provided by the precise orbit determination
facility from GFZ (König et al. 2005). We processed the first GRACE occul-
tations applying the standard double, the single (Wickert et al. 2002) and
the zero differencing technique and compared the resulting vertical refrac-
tivity profiles with ECMWF (see Fig. 8). The comparison results for these
three datasets are nearly identical and show no discernable differences. This
finding does not confirm the early results from Wickert et al. (2005b), which
indicated a better agreement of the zero difference results with ECMWF. In
contrast to these preliminary results we’ve analyzed the first measurements
from GRACE-B within the available study taking into account the reset of
the GRACE-B clock by 14 ms on July 28, 16:00 UTC.
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Fig. 9. Locations of the first occultations from GRACE (120 events, filled circles)
and those from CHAMP (218 events, crosses) between July 28 (06:00 UTC) and
July 29 (07:00), 2004 (from (Wickert et al. 2005b)).

7 Atmospheric Sounding with CHAMP and GRACE

CHAMP and GRACE will form a satellite configuration for precise atmo-
spheric sounding after the operational activation of the GRACE occultations.
The GRACE measurements will be analyzed by the operational processing
system at GFZ and the analysis data will be provided to the international sci-
entific community via the data center at GFZ (http://isdc.gfz-potsdam.de).

Considering RO data from CHAMP and GRACE, the number of con-
tinuously available occultation measurements in comparison to the current
stage (only CHAMP) can be doubled. A first impression of the global oc-
cultation distribution from the CHAMP/GRACE constellation is given by
Fig. 9. In total 338 occultations (218 from CHAMP, 120 from GRACE) were
recorded during the 25 h activation of the GRACE occultations. The number
of GRACE-B measurements was intentionally reduced during the test (re-
duction of the viewing angle of the occultation antenna to 40◦). Working in
nominal mode, the same number of measurements as from CHAMP can be
expected.

8 Conclusions and Outlook

After more than three and a half years of GPS radio occultation with CHAMP
about 270 000 occultation measurements are available. As the mission is ex-
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pected to last at least until 2007, the first long-term dataset of GPS RO data is
anticipated. The data and results of the operational data analysis are available
at the data center at GFZ (http://isdc.gfz-potsdam.de/champ). A NRT oc-
cultation data transfer and analysis is continuously demonstrated since Febru-
ary 2003. The average delay of ∼5 hours between each measurement aboard
CHAMP and data product provision was reduced to ∼4 hours since mid April
2004. The long-term dataset of CHAMP is the base for the preparation of fu-
ture occultation missions and the related processing systems, impact studies to
improve the global weather forecasts, studies with relevance to detect climate
change and other applications for atmospheric/ionospheric research. Valida-
tion results indicate that refractivities in the upper troposphere and lower
stratosphere agree well with ECMWF. Mean deviations are below 0.5% and
standard deviations below 1 %. These deviations show latitudinal dependent
characteristics. A negative refractivity bias in the lower troposphere is ob-
served. This was significantly reduced by using advanced retrieval methods,
which were implemented to generate the current version of data products
(005). CHAMP dry temperature data are used for a precise monitoring of
tropical tropopause characteristics. First measurements from the GRACE-B
satellite are analyzed. The GRACE-B clock is stable enough to be modeled by
30 s clock solutions which can be used for the precise occultation processing
applying zero differencing. A significant improvement of the GRACE-B anal-
ysis results by applying zero differencing, as indicated by the early results,
cannot be confirmed. CHAMP and GRACE will form a promising constel-
lation for operational sounding of the Earth’s atmosphere on a global scale.
Recent information on the status of the RO experiments aboard CHAMP and
GRACE, the operational data analysis at GFZ and current validation results
can be obtained via WWW (http://www.gfz-potsdam.de/gasp).
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Abstract. The main uncertainty in the stratospheric retrievals from GPS radio
occultation (RO) measurements comes from the lack of reliable measurements in
the upper stratosphere and above where the bending due to the neutral atmosphere
is weak and residual ionospheric effects are strong. In this work, we quantify the
bias and uncertainty of the refractivity and temperature retrievals due to different
upper boundary strategies using a simulation study. We use refractivity profile de-
rived from lidar pressure and temperature profiles as the input states in generating
the synthetic occultations. Random noise levels commensurate with the CHAMP
RO measurements are added to the simulated data. We examine the sensitivity of
stratospheric retrievals to two different upper boundary methods, one based on ex-
ponential extrapolation and the other on MSIS climatology. The simulation results
show that both methods lead to comparable levels of temperature bias (less than
0.5 K below 30 km altitude), provided that the upper boundary heights are set above
55 km.

1 Introduction

GPS radio occultation (RO) has been touted as one of the most promising
remote sensing techniques in climate monitoring because RO measurements
are self-calibrating and are not subject to time-dependent biases due to in-
strumental drifts (Goody et al. 1998). Over the years, the precision, accuracy,
and resolution of the measurements, especially in the altitude range of 5 km
to 25 km, has been well-established through theoretical considerations (e.g.,
Kursinski et al. 1997), validation studies (e.g., Rocken et al. 1997), and inter-
satellite comparison (Hajj et al. 2004). However, stratospheric retrievals at
altitudes higher than 25 km are more uncertain. This is mainly due to the
lack of reliable measurements in the upper stratosphere and above where the
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bending due to the neutral atmosphere is weak compared with various er-
ror sources including thermal noise, orbital and local multipath errors, and
perhaps most significantly, uncorrected ionospheric effects (Kursinski et al.
1997). A solution for this problem is to replace the noisy bending angles at
high altitudes (typically above 40 km to -60 km) with “modeled” bending
angles obtained from a climatology such as MSIS (Picone et al. 2002). The in-
fluence of the modeled bending angles decreases as the altitude decreases. The
possible problem with this approach is that the retrievals could become biased
toward the adopted climatology. An alternative, climatology-independent ap-
proach is to extrapolate the data at lower altitudes upward to altitudes where
the data are not trustworthy. The problem with the extrapolation approach
is that it relies on questionable assumptions regarding the characteristics of
the stratosphere and mesosphere.

While there have been numerous published works addressing the upper
boundary treatments and the retrieval errors associated with them (Kursinski
et al. 1997; Hocke 1997; Steiner et al. 1999; Healy 2001; Rieder and Kirchen-
gast 2001; Gorbunov 2002; Gobiet and Kirchengast 2004), the present study is
unique in that the retrieval errors are examined with a simulation study which
is based on atmospheric profiles from lidar measurements. The lidar profiles
are more representative of the real stratospheric and mesospheric conditions
than available models (albeit much more localized spatially and temporally)
and are relatively independent of climatology. Thus they can be used to as-
sess more quantitatively the errors due to the use of climatology as upper
boundary conditions. The focus of this paper is to evaluate and compare the
sensitivity of RO retrievals to the extrapolation and climatology approaches.
We consider random bending angle noise at levels that are representative of
CHAMP measurements.

The rest of the paper proceeds as follows. In Sect. 2, we give more details
on the data and methodology used in this study. The numerical results are
presented in Sect. 3, where we show refractivity and temperature errors under
different upper boundary conditions. Finally, we summarize the main findings
in Sect. 4 and discuss future work.

2 Data and Methodology

The input atmosphere used in the simulations is based on one year of
lidar observations from Mauna Loa, Hawaii (19.5◦N, 155.6◦W) (Leblanc
and McDermid 2001). The retrieved lidar profiles are freely accessible from
the Network for the Detection of Stratospheric Change (NDSC) web site
(http://www.ndsc.ncep.noaa.gov). In the year 2001, a total of 156 profiles
covering the altitude range 20 km to 90 km are available. Since the contribu-
tion of water vapor to refractivity is negligible in the stratosphere and above,
the refractivity profile can be derived simply from the lidar temperature and
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pressure profiles with the standard expression N = 77.6(P/T ), where P is the
pressure in hPa and T is the temperature in Kelvin.

From the refractivity profile, and assuming local spherical symmetry, the
bending angle can be obtained with the forward Abel integral (e.g., Kursinski
et al. 1997)

α(a) = −2a

∫ ∞

a

da′√
a′2 − a2

d lnn

da′ (1)

where a = n(r)r is the impact parameter and n(r) = 1 + N(r) × 10−6 is
the index of refraction. Since input profiles only reach altitudes of ≈ 90 km,
we extend the refractivity profiles beyond the maximum lidar altitude with
exponential extrapolation. Because the atmosphere is so tenuous at these al-
titudes, the results presented here are not sensitive to the exact manner in
which these profiles are extended.

The next step is to add realistic level of noise to the simulated bending
angles.

αobs(a) = α(a) + αn(a) (2)

Note that we have ignored the ionosphere in the computation of α(a). Thus we
regard αobs(a) as the ionosphere-free bending angle. Any residual calibration
and ionosphere errors should be modeled in αn(a). The choice of αn(a) will
be discussed more below.

In the presence of noise, αobs(a) can be trusted only below certain im-
pact parameter au where the bending signal is large compared to the noise
level. However, to obtain the refractivity at a < au, the bending angles at
all impact parameters above it are required. Thus, αobs(a) for a > au should
be replaced with external data or a priori model, αmod(a). The refractivity
profile is obtained from the Abel inversion integral as

lnn(a) =
1
π

∫ h+R

a

da′ αobs(a′)√
a′2 − a2

+
1
π

∫ ∞

h+R

da′ αmod(a′)√
a′2 − a2

(3)

where R is the local radius of curvature of the Earth and h = au − R is the
impact parameter height corresponding to the transition from data to model.

The specification of αmod(a) above h used (including the choice of h) will
henceforth be referred to as the Abel boundary condition (ABC). As discussed
in Sect. 1, current approaches to ABC can be grouped into two categories:
extrapolation (EXT) and climatology (CLI). The ideal ABC should be able
to minimize the propagation of noise in the retrieved refractivity to lower
altitudes while producing little or no bias.

In the EXT approach, the bending angle in the region below h is used
to extrapolate the data to higher altitudes. No other external information
is needed other than the functional form assumed in the extrapolation. We
use a simple exponential function exp(b0 + b1a) to characterize the bending
angle above h with the parameters b0, b1 determined from fitting the data
from ≈ (h − 10 km) to h. The exponential functional form approximates an
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isothermal atmosphere. The effectiveness of this approach depends on how
well such an approximation works as well as how well the fitting parameters
can be determined. In the CLI approach, the observed bending angle in the
region above h is replaced with bending derived from a climatology such as
MSIS (computed at the time and location of each occultation profile). Thus
the replacement is completely independent of the observed bending angle and
is not susceptible to noise in the data. On the other hand, the MSIS profiles
are likely biased relative to the true states of the atmosphere. For instance,
compared with the Mauna Loa lidar profiles used in the simulation, the MSIS
refractivity is larger in the mesosphere, with a peak average difference of ap-
proximately 7 % at 60 km. The MSIS temperature is colder in the mesosphere,
with a peak average difference of about 2 K at 60 km. The use of MSIS in
modeling the bending angles at high altitudes can lead to systematic biases
in the retrievals (cf. Sect. 3).

Note from Eq. (3) that we have used a “hard” boundary where the α(a)
switches from αobs(a) to αmod(a) at a fixed impact parameter height h. An
alternative approach is to adopt the so-called statistical optimization method
where the measured and modeled bending angles are linearly combined to
minimize the root-mean-square (rms) error in the bending angles (see e.g.,
(Gobiet and Kirchengast 2004) and references therein). The effective applica-
tion of optimization method requires reasonable estimates of the variance and
covariance characteristics of the measurements and model, which is a non-
trivial task. The hard boundary is applied here because the results are much
simpler to interpret.

A key ingredient in the simulation study is to come up with a realistic rep-
resentation of the bending angle noise αn(a). This, however, proves difficult
because of the multitude of random and systematic error sources that might
contribute to the ionosphere-free bending angle (Kursinski et al. 1997). For
simplicity, we assume that the noise is characterized by a random Gaussian
process with standard deviation which is independent of altitude. The level of
random noise can be determined through the examination of CHAMP bend-
ing angles. Figure 1 shows the rms residual of the ionosphere-free bending
angle obtained by linearly detrending αobs(a) with impact parameter heights
between 50 km and 55 km. Interesting seasonal and latitudinal variations can
be noted, with significantly more scatters in the polar regions. From the fig-
ure, it can be concluded that bending angle residuals for most of the CHAMP
occultations fall between 1 μrad and 4 μrad. For comparison, the U.S. Stan-
dard atmosphere gives a bending angle of about 5 μrad at 60 km and 8 μrad
at 45 km. To obtain a reasonable upper bound on the averaged errors, we
consider in the following bending angle noise with 4 μrad standard deviation
and examine the retrieved refractivity and temperature profiles resulting from
ABC strategies with upper boundary heights from 45 km to 60 km.
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Fig. 1. Residuals of the ionosphere-corrected bending angle from four months of
CHAMP data. Solid line indicates the median values within 20◦ latitudinal bands
while dashed lines indicate the mean absolute deviation values about the median.

3 Simulation Results

3.1 Refractivity Errors

Consider first the noiseless case. Figure 2 shows the mean and rms fractional
refractivity errors corresponding to different ABC strategies (EXT and CLI
approaches, with upper boundary heights h = 45, 50, 55, 60 km). These results
are obtained by averaging the errors over the 156 simulated occultations. In
the noiseless case, the refractivity errors are entirely due to the inaccurate
modeling of the atmosphere above h. As expected, the mean and rms errors
increase as h decreases. The bias is positive for the CLI approach and mostly
negative for the EXT approach.

Figure 3 shows the corresponding results for the case with 4 μrad bending
angle noise. While the mean errors remain at about the same level as the
noiseless case, the rms errors are now several times larger. It should be noted
that lowering the upper boundary height h has relatively little impact on
reducing the rms errors, indicating that the rms errors are dominated by the
bending angles below 45 km impact parameter heights.

These results show that for both EXT and CLI approaches, it is far better
to use an upper boundary height which is in the range of 55 km to 60 km.
These strategies yield the smallest biases without introducing significantly
larger rms errors. For the 4 μrad noise case, h = 55 km gives a refractivity
bias of −0.05 % and rms error of 0.71 % at z = 30 km for EXT. For CLI, the
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Fig. 2. Fractional refractivity errors for EXT and CLI strategies with upper bound-
ary heights at 45, 50, 55, 60 km: noiseless case.
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Fig. 3. Fractional refractivity errors for EXT and CLI strategies with upper bound-
ary heights at 45, 50, 55, 60 km: 4 μrad case.

corresponding refractivity bias is 0.14 % with rms error of 0.61 %. Thus EXT
and CLI results are quite comparable, with CLI yielding a smaller rms error
at the cost of a larger bias.
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3.2 Temperature Errors

To derive the temperature profile from refractivity profile (Kursinski et al.
1997), we initialize the hydrostatic equation with the input temperature at
40 km. Figures 4 and 5 show the temperature errors for the noiseless case
and the case with 4 μrad bending angle noise respectively for different ABC
approaches. Because the temperature is fixed at the initialization height of
40 km, the maximum temperature errors occur at altitudes slightly below
40 km. At 30 km, the mean temperature error for the 4 μrad noise with
h = 55 km case is −0.50 K ± 2.71 K for EXT and 0.40 K ± 2.35 K. The rms
errors become less than 1 K below 20 km for all ABC strategies.

When retrieving real data, we do not have the luxury of knowing the ac-
tual temperature. Errors in the initialization temperature introduce additional
errors in the retrieved temperature profiles, although such errors decrease
rapidly away from the initialization height. This is illustrated in Fig. 6, which
shows the mean and rms temperature errors when the initialization tempera-
ture error is varied from 0 K to 10 K for the EXT strategy with h = 55 km.
In the worst case with 10 K initialization error, the mean temperature error
becomes 2.04 K at 30 km, but it drops to only 0.36 K at 20 km.

It should be noted that an alternative approach for deriving the temper-
ature profile exists where temperature initialization is not required. In this
method, the pressure is derived first by integrating the hydrostatic equation
from the tangent height to infinity (Gobiet and Kirchengast 2004). Because
the pressure is zero at infinity, this method eliminates any need to initialize
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Fig. 4. Temperature errors for EXT and CLI strategies with upper boundary heights
at 45, 50, 55, 60 km: noiseless case.
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Fig. 5. Temperature errors for EXT and CLI strategies with upper boundary heights
at 45, 50, 55, 60 km: 4 μrad case.
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Fig. 6. Temperature errors due to temperature initialization error based on EXT
approach with h = 55 km and 4 μrad bending angle noise.

the integration with ancillary data. However, the tradeoff is that this method
requires refractivity values at very high altitudes, where they are obtained
entirely from the modeled bending angles.

4 Conclusion

The simulation results presented here suggest that EXT and CLI upper
boundary conditions yield comparable levels of biases and rms errors in refrac-
tivity and temperature below 40 km when upper boundary heights at ≈ 55 km
to 60 km are used. Lower h (especially h = 45 km for EXT) leads to much
larger biases without a significant benefit in reducing the rms errors. For the
higher upper boundary heights, a bias on the order of 0.5 K can be expected
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at 30 km if the initialization temperature is exact. This bias increases to about
2 K if we assume a 10 K temperature initialization error. The simulation re-
sults also confirm the sub-Kelvin accuracy of temperature retrievals below
20 km, achieved under fairly noisy conditions and with great insensitivity to
the Abel upper boundary conditions and temperature initialization.

It is important to recognize that the assumption of noise characteristics
will have some impact on the EXT simulation results. Because EXT boundary
condition requires the least-square fitting of noisy data, its performance will
likely be worse if the noise is non-Gaussian and/or non-random.

The present study is rather limited in scope in that it only considers the
atmospheric conditions at one tropical location. A more robust evaluation
requires extending the study to multiple locations around the globe. In addi-
tion, only the gross statistical characteristics of the retrieval errors have been
examined thus far. We have not addressed the key question of how the use
of a climatology such as MSIS in the boundary condition would distort the
interannual variability or long-term climate trends deduced from the occul-
tation retrievals. However, further simulation studies of the kind performed
here can be instrumental in clarifying such issues.
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Abstract.  We present results of an empirical error analysis of refractivity profiles based on 
CHAMP radio occultation data. We analyzed two seasons of observations, boreal winter 
2002/03 and boreal summer 2003. The processing was performed with the 
WegCenter/CHAMPCLIM Retrieval version 2. The error statistics is based on comparison 
to reference profiles calculated from ECMWF analyses fields. Bias profiles and error 
covariance matrices are provided, the latter separated into standard deviation profiles and 
error correlation matrices. Since the error characteristics contain both the observational 
error of the retrieved data and the model error of the ECMWF analyses we performed an 
estimation of the ECMWF model error and separated the observation error. The relative 
refractivity bias of CHAMP radio occultation data with respect to ECMWF was found to 
oscillate around –0.4 % at 5–25 km globally. Wavelike structures apparent at high latitudes 
in Southern Hemisphere winter are mainly due to the representation of the polar vortex in 
the ECMWF analyses. The combined relative standard deviation was found to be 0.7–1 % 
at 5–25 km height globally, showing larger values in winter than in summer in the upper 
stratosphere at mid- and high latitudes. The global observation error for CHAMP 
refractivity was estimated to be 0.5–0.75 % at 6–30 km. The results are compared to the 
findings of Kuo et al. (2004) and to those of an end-to-end simulation study being the 
precursor of this work (Steiner and Kirchengast 2004, 2005). Based on the simulation study 
we provide simple observation error covariance matrix formulations for CHAMP 
refractivity for convenient use in retrieval algorithms and in data assimilation systems. 

1  Introduction 

The assimilation of radio occultation (RO) data has the potential to significantly 
improve the accuracy of global and regional meteorological analysis and weather 
prediction, which has been confirmed by several studies (e.g., Kuo et al. 2000; 
Healy et al. 2005). One important issue in this respect is knowledge of radio 
occultation measurement errors in order to formulate adequate observation error 
covariance matrices for data assimilation systems.  

Since refractivity seems to be the most appropriate parameter for assimilation 
purposes (Syndergaard et al. 2006; Healy et al. 2005) we performed an empirical 
error analysis of a set of refractivity profiles retrieved from CHAMP RO 
observations. Regarding the error analysis method, we build on the heritage of an 
earlier simulation study (Steiner and Kirchengast 2004, 2005) and extend it to a 
separate estimation of the observation error for CHAMP refractivity data. 



28        A. K. Steiner et al. 

Section 2 gives a brief description of the data set and the retrieval algorithms. 
In Sect. 3 the estimation of the combined error (CHAMP RO plus ECMWF) is 
described. The ECMWF model error is estimated in Sect. 4 and the results on the 
observed refractivity error are presented in Sect. 5. Summary and conclusions are 
drawn in Sect. 6. 

2  Description of the Data Set and the Retrieval Scheme 

The study is based on a CHAMP level 2 data set comprising two seasons of radio 
occultation observations, DJF 2002/2003 (December-January-February) and 
JJA 2003 (June-July-August). For each season more than 12000 profiles of 
atmospheric excess phases were analyzed. The data sets were separated into three 
latitude bands, low ( 30° to +30°), middle (±30° to ±60°), and high (±60° to ±90°) 
latitudes. In addition, we separately analyzed the Northern Hemispheric (NH) and 
the Southern Hemispheric (SH) region. The sample sizes for the various analyzed 
data sets are listed in Table 1. Refractivity profiles were processed from this data 
base of excess phase profiles with the CHAMPCLIM Retrieval version 2 
(CCRv2), which includes an advanced upper stratospheric retrieval scheme 
(Gobiet and Kirchengast 2004a, 2004b). The retrieval is based on the standard 
geometric optics approach, thus we will not interpret the results below 5 km 
height. For the upper-boundary initialization of bending angles we used the 
MSISE-90 climatological model. The CCRv2 processing is described in detail by 
Steiner et al. (2004) and an overview is included in Borsche et al. (2006). 

Table 1.  The number of occultation events for the different data sets analyzed. 

DJF 2002/2003 JJA 2003 
Total NH SH Total NH SH

Global 12329 5995 6334 12710 5989 6721 
Low lat 3790 1812 1978 3784 1841 1943 
Mid lat 4310 2120 2190 4095 1983 2112 
High lat 4229 2063 2166 4831 2165 2666 

3  Estimation of the Combined Error 

The error statistics is based on the comparison of the retrieved and smoothed 
(comparable to ECMWF vertical grid resolution) refractivity profiles with co-
located refractivity profiles derived from 6-hourly operational meteorological 
analyses fields from ECMWF. The co-located vertical ECMWF profiles were 
calculated at a fixed mean tangent point location. When regarding the ECMWF 
profiles as the truth this implies that the error estimates represent an upper bound 
error estimate including the observation error, the model (ECMWF) error and the 
representativeness error. The representativeness error stems from the limited 
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spatial and temporal measurement resolution and from the comparison of the 
retrieved profiles with vertical reference profiles. The latter fact is important in the 
troposphere below ~7 km, where higher horizontal variability is present (Foelsche 
and Kirchengast 2004; Syndergaard et al. 2004). Since we will not interpret results 
below 5 km, the representativeness errors to this end are largely negligible. 

The statistical method for calculating the deviation of CHAMP from ECMWF 
(xCHAMP – xECMWF), denoted as combined error (CHAMP observed error plus 
ECMWF model error), is described in detail in Steiner and Kirchengast (2004). 
Bias profiles and error covariance matrices are provided, the latter separated into 
standard deviation profiles and error correlation matrices. 

The resulting error statistics for the combined refractivity error is shown in 
Fig. 1 for the global ensemble and the latitudinal data sets (horizontal panel rows), 
globally (left), for the Northern Hemisphere (middle), and the Southern 
Hemisphere (right) up to 35 km height. The relative bias (gray) and the relative 
standard deviation (Rel.StdDev) (black) of CHAMP RO with respect to ECMWF 
are shown for the JJA 2003 season (solid) and for the DJF 2002/2003 season 
(dashed). 

The refractivity bias of CHAMP RO with respect to ECMWF oscillates around 
–0.4 % at 5–25 km globally as well as at mid- and high latitudes, increasing to 
0.5–1 % at 35 km. Bias oscillations are seen at low latitudes, ranging from –0.4 % 
to 0.5 % at 5–35 km, with salient structures appearing at tropopause heights. This 
effect may partly be due to the higher resolved tropopause in CHAMP RO data 
than in ECMWF data (RO resolution ~1 km at that altitude, ECMWF analyses 
>1.3 km) but may also stem from a weak representation of tropopause height 
variability in ECMWF (Gobiet et al. 2005). The most prominent features can be 
seen in SH winter at high latitudes (lower left panel), which is an indication that 
the ECMWF field does not accurately represent the polar vortex in this region 
(Gobiet et al. 2005). The smallest bias occurs at NH high latitudes (lower middle 
panel) being about –0.3 % at 5–25 km in DJF almost vanishing in JJA. 

The combined Rel.StdDev is of the order of 0.7–1 % at 5–28 km height 
globally and at low latitudes (NH and SH). At mid- and high latitudes the 
Rel.StdDev shows different behavior in the winter hemisphere and in the summer 
hemisphere at upper stratospheric heights, being 0.75–1 % at 20–34 km in summer 
becoming twice as large (~2 % at 35 km) in winter. This may partly be due to the 
larger atmospheric variability in winter and is subject to further investigation. 

4  Estimation of the ECMWF Error 

In order to separate the observed error of the CHAMP RO refractivity retrievals 
from the combined error, we calculated a global estimate of the ECMWF refrac-
tivity model error. M. Fisher (ECMWF Reading, UK, pers. communications, 
2004) provided global error estimates of ECMWF analyses in form of standard 
deviations for temperature, specific humidity, and surface pressure, and of vertical 
error correlations for temperature and specific humidity. Temperature T (K), water  
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Fig. 1.  Combined refractivity error as a function of height for the global and the latitudinal 
ensembles (horizontal panel rows), globally (left), Northern Hemisphere (middle), Southern 
Hemisphere (right). Relative bias (gray) and relative standard deviation (black) are shown 
for the JJA 2003 season (solid) and for the DJF 2002/03 season (dashed), respectively. 
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vapor pressure e (hPa), and total pressure p (hPa) are related to refractivity N (N 
units) via the Smith-Weintraub formula (Smith and Weintraub 1953), 

221 T
ec

T
pcN ,

(1) 

with the constants c1 = 77.6 K/hPa and c2 = 3.73*105 K2/hPa. Water vapor 
pressure in Eq. 1 was substituted for specific humidity q (kg/kg) using the 
following relation, 

bqa
qpe ,

(2) 

with a = 0.622 and b = 0.378. A simple error propagation based on Eq. 1 was 
applied via 
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in order to calculate the standard deviation of refractivity. The pressure error at a 
given height was calculated by error propagation using the given standard 
deviation of surface pressure of 2.5 hPa. The vertical refractivity error correlations 
were derived by a weighted combination of temperature error correlations 
(wT = N( p, T)/ N( p, q, T)) and specific humidity error correlations 
(wq = N( q)/ N( p, q, T)). 

Figure 2 displays global ECMWF error specifications for temperature (left 
panels), specific humidity (middle panels), and estimated refractivity (right 
panels). Standard deviations are shown in the upper panel row and error 
correlation functions for three different height levels (~10 km, ~20 km, ~30 km 
for T and N; ~3 km, ~6 km, ~10 km for q) are presented in the lower panel row. 

We tested the sensitivity of the estimated refractivity error with respect to the 
temperature error input for the four cases displayed in Fig. 2, where we multiplied 
the temperature standard deviation (case 1xT in light gray) by 1.5 (middle gray), 2 
(dark gray), and 2.5 (black). The results judged most reasonable were found for 
the case of doubling the temperature standard deviation (2xT case), giving a 
Rel.StdDev of ECMWF refractivity of the order of 0.5 % at 8–15 km increasing to 
0.75 % at 30 km and to 1 % at 35 km. These results are consistent with the 
findings of Kuo et al. (2004) who performed an estimation of short-range forecast 
errors using the Hollingsworth-Lönnberg method (Hollingsworth and Lönnberg 
1986). For comparison we included their estimates for low latitudes (dotted) and 
mid-latitudes (dashed) in Fig. 2 (upper right panel). 



32        A. K. Steiner et al. 

Fig. 2.  ECMWF error for temperature (left) for 4 test cases (1xT, 1.5xT, 2xT, 2.5xT), 
specific humidity (middle), and corresponding estimated refractivity (right) in terms of 
standard deviation (upper panels) and error correlation functions (lower panels), the latter 
shown for three heights (~10 km (black), ~20 km/humidity: 6 km (gray), ~30 km/humidity: 
3 km (light gray)). Estimates of short-range forecast errors for refractivity for low latitudes 
(dotted) and mid-latitudes (dashed) made by Kuo et al. (2004) are also shown (upper right 
panel). 

5  Estimation of the Observation Error 

The observed refractivity error was then derived by subtracting the ECMWF error 
from the combined error in terms of variances s2,

2
ECMWF

2
combined

2
obs )()()( sss . (4) 

The results are displayed in Fig. 3 for the JJA season showing the combined error 
(black with diamond symbols), the ECMWF error for the 2xT case (gray), and the 
corresponding observation error (black) in terms of Rel.StdDev, respectively. 

The corresponding global estimate of the observed Rel.StdDev for CHAMP 
refractivity (2xT case) is of the order of 0.5 % at 6–18 km, increasing to 0.7 % at 
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28 km and to 1.2 % at 35 km (left panel). At upper stratospheric heights the 
observed Rel.StdDev is around 0.5 % at 10–32 km in summer (middle panel) 
whilst it reaches 1–1.5 % in winter. Our observation error appears to be a more 
conservative estimate compared to the results of Kuo et al. (2004), who found the 
observation error of refractivity to be of the order of 0.3–0.5 % at 5–25 km. 

As a further result, refractivity error correlation functions are displayed in 
Fig. 4 for three different heights, ~10 km, ~20 km, ~30 km, representative for 
troposphere, lower and upper stratosphere. Basically, these functions express the 
correlation of errors at these heights with the errors in the remainder of the profile. 
The ECMWF refractivity error correlation functions (dotted) show negative 
correlation features in the vicinity of the peaks whilst the correlation functions for 
the combined error (solid with diamond shaped symbols) show a flattening. These 
features suggest that the correlation wings are dominated by the observed data. 

For the construction of refractivity observation error covariance matrices for 
data assimilation systems we therefore suggest a combination of the observed 
Rel.StdDev with the total error correlation matrix. We provide simple analytical 
formulations of refractivity error covariance matrices, which were deduced in a 
simulation study for a Metop/GRAS receiving system (Steiner and Kirchengast 
2005). The functional formulations for Rel.StdDev and for correlation functions 
depend on a few parameters, which can be fitted for any given data set. Table 2 
summarizes the functions. Using them for Rel.StdDev and approximating an 
exponential drop-off for the error correlations, a simple covariance matrix model S
for the observed refractivity error can then be constructed via 

)(exp zLzzss jijiS . (5) 

Table 2.  Rel.StdDev s(z) model for CHAMP refractivity with respective fitting parame-
ters: ztroptop denoting the top level of the “troposphere domain”, zstratbot the bottom level of 
the “stratosphere domain”, sutls the Rel.StdDev between ztroptop and zstratbot, s0 the Rel.StdDev 
at ~1 km, Hstrat the scale height of error, and L(z) the correlation length, respectively. 

RReellaattiivvee SSttaannddaarrdd DDeevviiaattiioonn ss((zz)) CCoorrrreellaattiioonn
LLeennggtthh LL((zz))

22 kkmm << zz zzttrrooppttoopp sutls+s0 [1km/z–1km/ztroptop] L = 2 km 

zzttrrooppttoopp << zz << zzssttrraattbboott sutls

zzssttrraattbboott zz << 3355 kkmm sutls exp[(z – zstratbot)/Hstrat]

sutls = 0.5 %
s0 = 4.5 %

ztroptop = 14 km
global/NH: zstratbot = 20 km

SH: zstratbot = 18 km
global/SH: Hstrat = 15 km

NH: Hstrat = 30 km

linear 
decrease to 
L = 1 km 
at z=50 km 

Figure 3 visualizes the analytical functions (thin solid) for the observed 
Rel.StdDev (thick solid) for the JJA 2003 season. In order to fit the seasonal 
behavior we adjusted the scale height of error Hstrat to 30 km for summer (NH) and 
the bottom level of the stratosphere domain zstratbot to 18 km for winter (SH). The 
validity of the fit regarding the upper height limit depends on the receiving 
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system, e.g., 35 km for CHAMP data and near 50 km for Metop/GRAS (Steiner 
and Kirchengast 2005). 

Fig. 3.  Rel.StDev of refractivity for JJA 2003: combined (black diamond shaped symbols), 
ECMWF (gray diamond shaped symbols), observed (black thick), model (black thin); 
global (left), NH (middle), SH (right). 

Fig. 4.  Error correlation functions for the refractivity error: combined (solid line with 
diamond shaped symbols), ECMWF (dotted), and model (solid) shown for three heights 
~30 km (light gray), ~20 km (gray), ~10 km (black). 
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6  Summary and Conclusions 

As a follow-on study to the ensemble-based error analysis of simulated RO data 
(Steiner and Kirchengast 2004, 2005) we performed an error analysis for CHAMP 
RO refractivity profiles, processed with the IGAM CCRv2 scheme, for two 
seasons, DJF 2002/03 and JJA 2003. The error statistics was based on a 
comparison to reference profiles from ECMWF analyses fields, implying that the 
statistics includes both, the observation error and the ECMWF model error. In 
order to separate the errors, we performed an error estimation of the ECMWF 
error based on error propagation of temperature, humidity, and pressure error into 
refractivity error. Finally, the subtraction of the ECMWF error from the combined 
error allowed an estimation of the global observation error. 

The relative refractivity bias of CHAMP RO with respect to ECMWF was 
found to, in general, oscillate around –0.4 % at 5–25 km globally. Wavelike 
structures apparent in SH winter at high latitudes are an indication that the 
ECMWF fields do not accurately represent the polar vortex (Gobiet et al. 2005). 
The smallest bias occurs at NH high latitudes in JJA. The combined Rel.StdDev of 
refractivity was found to be 0.7–1 % at 5–25 km height showing larger values in 
winter than in summer in the upper stratosphere at mid- and high latitudes. The 
estimated ECMWF refractivity error (2xT case) was found to be 0.5–0.75 % at 8–
30 km. The global observation error of CHAMP refractivity was found to be 
0.5 % at 6–18 km increasing to 1 % at 30 km globally, for mid- and high latitudes 
being ~0.5 % throughout this height range. These estimates are slightly more 
conservative than the 0.3–0.5 % results of Kuo et al. (2004). 

In addition we analyzed refractivity error correlations. The ECMWF 
refractivity error correlation functions show negative correlation features in the 
vicinity of the peaks whilst the correlation functions for the combined error show 
a flattening. These features suggest that the correlation wings are dominated by 
the observed data. We therefore suggest a combination of the observed 
Rel.StdDev with the total error correlation matrix for the construction of 
observation error covariance matrices for data assimilation systems. These 
observation error covariance matrices can be approximated with simple analytical 
functions presented in Steiner and Kirchengast (2005); we presented parameters 
adjusted to the CHAMP CCRv2 performance. The refractivity error covariance 
formulation provided may be useful for implementation in optimal estimation 
parts of retrieval algorithms as well as in data assimilation systems. 
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Abstract. An analysis of atmospheric refractivity profiles observed by the geo-
research satellite CHAMP between May 2001 and October 2004 reveals a negative
bias compared to ECMWF meteorological fields at altitudes below 5 km. In order
to separate bias contributions caused by critical refraction from contributions in-
duced by the receiver tracking process a comprehensive end-to-end simulation study
was performed. The simulations are based on radiosonde profiles obtained aboard
research vessel “POLARSTERN”. Within a subset of 3039 profiles recorded on the
Atlantic Ocean between 60◦N and 60◦S, 1202 profiles (39.6 %) are found with verti-
cal refractivity gradients below the threshold value of −157 km−1. Critical refraction
layers occur mainly between 1 km and 2.5 km altitude, above 3 km the occurrence
of critical refraction can be disregarded. End-to-end simulations using these 3039
refractivity profiles confirm that four quadrant carrier phase extraction outperforms
the two quadrant method currently implemented on CHAMP. Within regions of
low signal-to-noise ratios “open-loop” tracking methods yield improvements with
respect to the current “fly-wheeling” method.

1 Introduction

Atmospheric sounding by means of Global Positioning System (GPS) radio
occultation (RO) may contribute to improvements in numerical weather pre-
diction and climate change studies. Validation studies of past and current RO
satellite missions, however, indicate systematic deviations between retrieved
refractivities and corresponding data from meteorological analyses in the lower
troposphere at tropical latitudes. These biases have been identified and dis-
cussed already in the GPS/MET validation study (Rocken et al. 1997). Similar
biases are observed in the CHAMP dataset (Wickert et al. 2004; Marquardt
et al. 2003; Ao et al. 2003a; Hajj et al. 2004).

The CHAMP geo-research satellite (Reigber et al. 2004) was launched
on July 15, 2000 and collects atmospheric occultation profiles since Febru-
ary 11, 2001. As of October 31, 2004 the “BlackJack” occultation receiver
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Fig. 1. Left: relationship between minimum vertical refractivity gradients and the
corresponding altitudes derived from 3039 radiosonde observations. The dashed line
marks the threshold value for critical refraction at −157 km−1. Right: histogram
distribution of the highest altitude at which critical refraction is observed.

aboard CHAMP has recorded 270 573 occultation events since activation of
the operational occultation mode on May 14, 2001; 63.5% of these events
pass the quality control criteria and are processed to profiles of atmospheric
refractivity (Wickert et al. 2001, 2004; Hajj et al. 2004). For more detailed
accounts of the RO methodology see e.g., Melbourne et al. (1994); Kursinski
et al. (1997); Hajj et al. (2002).

2 Data Analysis and Discussion

2.1 Radiosonde Observations

For more than 20 years Alfred Wegener Institute for Polar and Marine Re-
search (AWI) performs aerological soundings of atmospheric temperature and
humidity aboard research vessel “POLARSTERN” using Vaisala RS80 son-
des (Vaisala 1989). As of August 28, 2004 the data archive operated by AWI
contains 23 676 measurements starting on December 29, 1982. Critical refrac-
tion in the lower troposphere induced by vertical gradients of the water vapor
distribution occurs predominately at low and mid latitudes. Thus, we focus
on a subset of 3039 profiles collected between 60◦S and 60◦N.

In Fig. 1 (left panel) the correlation between minimum vertical refractivity
gradient and its altitude is plotted; 39.6% of the observed profiles exhibit
critical refraction with vertical gradients below −157 km−1 (dashed line).
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Fig. 2. Left: mean fractional refractivity deviation between CHAMP and ECMWF
analyses restricted to the subset of 18 755 observations between 60◦N–60◦S and
45◦W–15◦E (thick line) and its one-sigma standard deviations (thin lines). Right:
number of observed refractivity data as a function of altitude.

The right panel shows the histogram distribution of altitudes with critical
refraction. Thus, critical refraction is a frequent phenomenon, at least in the
marine environment, but it is restricted to altitudes below 2.5 km to 3 km.

2.2 CHAMP Occultation Data

As of October 31, 2004 (day of year 305) 270 573 radio occultation events
are collected by the occultation experiment aboard CHAMP. A fraction of
63.5% (171 942 observations) pass the quality control criteria of the opera-
tional processing software (Wickert et al. 2004) and are converted to vertical
profiles of atmospheric refractivity. Version 5 of GFZ’s occultation processing
software (POCS) utilizes the Full Spectrum Inversion (FSI) method (Jensen
et al. 2003) to obtain bending angle profiles in the troposphere. For details
see Wickert et al. (2001, 2004).

The retrieved CHAMP refractivity profiles are intercompared with meteo-
rological analysis results provided by the European Centre for Medium-Range
Weather Forecasts (ECMWF). ECMWF pressure and temperature values are
calculated by linear interpolation between grid points (0.5◦×0.5◦ resolution).
Linear interpolation in time is performed between 6 h ECMWF analyses fields.
The comparison between RO observation and ECMWF is performed on the
60 pressure levels provided by the ECMWF atmospheric model ranging from
the ground surface up to 0.1 hPa (about 60 km altitude). Within the altitude
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Fig. 3. Carrier phase noise σPLL extracted from 31 simulated profiles with voltage
SNRv between 44 V/V and 1414 V/V (stars). The full line marks the phase noise
calculated from Eqn. 1.

range relevant for this study vertical spacing of the model grid points increases
from about 200 m at 1 km altitude to about 700 m at 10 km altitude.

The mean fractional refractivity error and its standard deviation is shown
in Fig. 2 (left panel) for a subset of 18 755 profiles observed within the region
of 60◦N–60◦S and 45◦W–15◦E. In the right panel the number of retrieved
data points is plotted; only 50% of the profiles reach below an altitude of
z50% = 1.98 km.

2.3 Simulation Results

The objective of the simulations is to separate receiver-induced bias contri-
butions from those caused by critical refraction. For efficiency the simulation
methodology described in Beyerle et al. (2003) has been modified following Ao
et al. (2003b). From the sonde refractivity profile GPS carrier phase and ampli-
tude data are modeled using the inverse FSI (Gorbunov and Lauritsen 2004).
The simulated data are tracked with software receivers producing amplitude
and phase data. Finally, bending angles are calculated with the FSI method
(Jensen et al. 2003) and refractivity profiles are obtained. We consider three
receiver models: first, the ideal receiver exactly reproduces the input data;
second, a “fly-wheeling” receiver (Hajj et al. 2004) with two quadrant carrier
phase extraction (Beyerle et al. 2003); and, third, an “open-loop” receiver
using four quadrant extraction (Sokolovskiy 2001). In open-loop tracking the
model is taken to be the ensemble average over 3039 Doppler profiles calcu-
lated from the dataset of sonde observations.

To validate the implementation of the signal tracking process we com-
pare the carrier phase-locked loop thermal noise σPLL with the theoretically
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Fig. 4. Simulation results for three receiver models. The mean fractional refractivity
error (left, thick lines), the corresponding standard deviations (thin lines) and the
number of retrieved data points (right) are shown.

predicted value for a given voltage signal-to-nose ratio SNRv (Ward 1996)

σPLL =
λ

2π

√
2 Bw 1 s
(SNRv)2

(
1 +

1 s
(SNRv)2 T

)
(1)

with carrier wavelength λ, sampling time T and carrier loop bandwidth Bw.
Setting T = 20 ms and Bw = 30 Hz the calculated phase noise is in approx-
imate agreement with the corresponding values extracted from simulation
results for SNRv values between 44 V/V and 1414 V/V (corresponding to
carrier-to-noise density ratios between 30 dB Hz and 60 dB Hz) as shown in
Fig. 3.

Figure 4 presents the retrieval error in terms of the fractional refractiv-
ity deviation between retrieved and true refractivity for the three receiver
models. Critical refraction causes a negative bias of up to −1% within the
planetary boundary layer (full line). About −0.3% bias above 2.5 km in the
“fly-wheeling” profiles is attributed to receiver-induced signal tracking er-
rors. “Open-loop” tracking (dashed-dotted lines) performs better than “fly-
wheeling” in this altitude region and almost reproduces the ideal receiver
profile (dashed-dotted vs. full lines).
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3 Conclusions

A statistical analysis of 3039 radiosonde observations above the Atlantic
Ocean suggests that critical refraction is a frequent phenomenon in the lower
troposphere; it is, however, restricted to altitudes below 2.5 km to 3 km.
CHAMP occultation profiles exhibit a negative bias at altitudes up to 5 km.
On average, only 50% of the profiles reach below 2 km altitude at mid and
low latitudes. Simulation studies reproduce on a qualitative level the track-
ing behavior of the CHAMP occultation receiver and suggest a significant
improvement by implementing advanced “open-loop” tracking schemes.
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Abstract. The ozone profiles measured by GOMOS are compared with the ozone
soundings at two stations: Marambio (56.7◦W, 64.3◦S) in Antarctica and Sodankylä
(23.6◦E, 67.4◦N) in northern Europe. The agreement between the GOMOS night
measurements and the ozone soundings from Sodankylä and Marambio are found to
be good. Comparisons of measurements during 2003 show that the difference between
the averages at 15 km and 30 km altitude range are within ±5% for Marambio and
somewhat worse for Sodankylä. The individual comparisons show that the good
vertical resolution of 2 km to 3 km together with the dense altitude grid (0.5 km to
1.7 km) of the GOMOS profiles make it possible to detect also small scale structures
in the ozone profiles.

1 Introduction

Since the launch of the Envisat satellite on the 1st of March 2002 the GOMOS
(Global Ozone Monitoring by Occultation of Stars) instrument has measured
ozone profiles with a good vertical resolution from pole to pole (Bertaux et al.
2004; Kyrölä et al. 2004). The altitude range covered by GOMOS is typically
from 15 km to 100 km, but extends occasionally down to 5 km. GOMOS
is capable of making measurements both in day and night conditions, but
naturally the scattered solar light causes decreased signal-to-noise ratio and
the accuracy of the day measurements is worse than the night measurements.
The vertical sampling resolution and the grid in which the profiles are given
is typically around 1.4 km at 40 km and decreases due to refraction at lower
altitudes so that around 15 km it is typically 0.6 km (e.g., Sofieva et al.
2004). The resolution of the retrieved ozone profiles is 2 km to 3 km due to
the inversion algorithm which is based on Tikhonov regularization with 2 km
to 3 km target resolution requirement (Tamminen et al. 2004; Sofieva et al.
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2004). In this study we have considered only night measurements as they are
the main GOMOS products. During year 2003 more than 100000 profiles were
measured from which about half were done in night conditions. The latitude
range that can be covered by the GOMOS measurements is 80◦S to 80◦N, but
it varies slightly, caused by the different star positions over season.

2 Co-Locating Measurements

In this study we have compared the GOMOS night measurements and ozone
sonde measurements in 2003. Two high-latitude ground stations are consid-
ered: Sodankylä/Finland (23.6◦E, 67.4◦N) in the northern hemisphere and
Marambio/Antarctica (56.7◦W, 64.3◦S) in the southern hemisphere. Finnish
Meteorological Institute operates both stations and regular ozone soundings
are performed on a weekly basis.

GOMOS measurements and ozone soundings with geographical distance
less than 5 deg in latitude and 10 deg in longitude are considered. The time
variation criteria that is used for co-location is ±12 hours which is quite large
and may also allow natural variability in the profiles. In addition, the GOMOS
data has been selected so that only measurements with duration less than
100 s have been included in this study. This step was introduced to remove
measurements with large tangent point movements which differ significantly
from a quasi vertical sounding. Typical tangent point movement is about
200 km to 300 km for an occultation with tangent altitude from 130 km
down to 15 km and if only the measurements below 40 km are considered
typical tangent point movement is about 60 km. Therefore, there is a natural
geometrical difference between the limb geometry measurements of GOMOS
and the actual vertical profiles measured by ozone sondes.

The number of co-located measurements which fulfill these criteria is 59
at Marambio and 23 at Sodankylä. See Fig. 1 for the geographical coverage
of the measurements compared.

The quality of the GOMOS data varies depending on the type of star used
as the light source. Naturally the brightest stars with the best signal-to-noise
ratio lead to most accurate ozone profiles. The stellar temperature has also
an impact on the accuracy: hot stars with intensity peak in UV wavelengths
show best accuracy at high altitudes whereas cool stars with intensity peak
in visible wavelengths are better at low altitudes; see Fig. 2 for stars used for
comparison. The monthly coverage is also shown in Fig. 2. Note, that poles
cannot be covered using only night measurements during summer time.

3 Comparing GOMOS with Ozone Soundings

The individual profiles measured by GOMOS agree quite well with the sound-
ings as can be seen in Figs. 3 (Marambio) and 4 (Sodankylä). The examples
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Fig. 1. Geographical locations of the GOMOS night occultations (black stars) com-
pared here, on left: near the Marambio station and on right: near Sodankylä. The
stations are denoted with gray dots.
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Fig. 2. Histograms of the GOMOS occultations near Marambio (on left) and near
Sodankylä (on right) used for comparison. Top panel: month, middle: stellar mag-
nitude, bottom: stellar temperature.

are chosen so that they represent both good and typical cases. In these fig-
ures the profiles are plotted as they are, i.e., no additional averaging has been
performed. The error estimates (1σ) of the GOMOS profiles are shown in the
figures as shaded area. The error estimate of the ozone soundings is about 5%
(not shown in the figure). Differences in both time and location are indicated
in the individual figures (see figure text). The figures show that the small scale
structures (< 2 km) are not captured by GOMOS measurements but many
profiles repeat similar few kilometer structures.

Both Sodankylä and Marambio are often located close to the edge region
of the polar vortex. The variability of ozone is especially large around these
stations and this makes the comparison with sonde and satellite measure-
ments challenging. In the dataset used for comparison also profiles with clear
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Fig. 3. Comparisons of individual profiles at Marambio. Gray line – GOMOS, black
– sonde. The gray area represents GOMOS error estimates (1σ). The heading of
individual figures include following information: time (yyyy mm dd hh:mm) of the
sonde measurement / date and time (mm dd hh:mm) of the GOMOS measurement /
star number / flag indicating night measurement / difference in latitude / difference
in longitude.

disagreement have been found (see Fig. 5) and, indeed, these most obvious
cases have been identified to represent conditions where either the station is
inside the polar vortex and the GOMOS measurements outside the vortex or
vice versa. In Fig. 5 the total ozone measured by NASAs TOMS instrument
(NASA-GSFC 2005) at Marambio is around 150 DU and at GOMOS mea-
surement around 225 DU. This huge difference is clearly seen in the profiles
as well.

The averages over the profiles compared are shown in Fig. 6. The variability
in the accuracy of the GOMOS measurements is not taken into account here
and simple mean is used for comparison. As a more robust estimator we
have also used the median. However, both of these indicators give similar
results. The number of ozone values included in the comparison varies at
different altitudes (see the right panel in Fig. 6) due to the data availability
which is limited by the capabilities of GOMOS at low altitudes and soundings
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Fig. 4. Comparisons of individual profiles at Sodankylä. Gray line – GOMOS, black
– sonde. The gray area represents GOMOS error estimates (1σ).

at high altitudes. The lowest altitude measured by GOMOS varies between
6 km and 27 km and is on average around 14 km. The maximum altitude
measured by the balloon sondes varies between 20 km and 35 km. Therefore,
the maximum number of measurements compared at Marambio is 49 which
is less than the total number of profiles included in the study (59). For the
comparison GOMOS profiles have been interpolated to a fixed 2 km grid which
corresponds to the actual 2 km resolution of the GOMOS ozone profiles below
35 km. The sounding measurements have been averaged to this grid using a
simple boxcar function. Re-processed GOMOS data is used (prosessing was
done under an ESA contract by ACRI using the GOMOS prototype, GOPR,
software version 6.0a for level 1b and level 2).

Within the altitude range 16 km to 32 km the bias (difference between
GOMOS and sondes) at Marambio is slightly negative, around −5%. At low
altitudes, around 15 km the bias is positive, around 5%. The agreement with
GOMOS and Sodankylä sonde measurements is slightly worse with nega-
tive bias up to −10%. Above 30 km the differences seem to be larger but
this is probably due to small number of sonde measurements at high alti-
tudes. These results agree well with Meijer et al. (2004) where a negative bias



52 J. Tamminen et al.

1 2 3 4 5 6 7 8 9 10

x 10
12

10

15

20

25

30

35

40

45

50
2003 9 24 11:26  /  9 24 4:59  /  8 / 0 / 5.6925 / 8.0104

Ozone density (1/cm3)

A
lti

tu
de

 (
km

) 

GOMOS
Sonde

Fig. 5. Comparisons of Marambio sonde and GOMOS measurements. On right:
total ozone maps by TOMS/NASA on the same day with the geographical positions
(roughly) of the GOMOS measurement and the Marambio station.

around −2.5% is found for GOMOS ozone measurements within the altitude
range 14 km to 45 km by analyzing 1376 profiles around the globe in night
conditions.

The reason for the better agreement at Marambio is partly due to GOMOS
measurements: the stars compared at Marambio are brighter and the GOMOS
measurements are closer to the station than at Sodankylä. The latter is also
seen in the equivalent latitude frame. Relative differences between potential
vorticity values at the station and at the co-located occultation are of 14% at
Marambio and of 17% at Sodankylä at the 475 K isentropic level. There might
also be natural reasons for the larger discrepancy at Sodankylä related to the
structure of polar vortex. The equivalent latitude analysis shows that Maram-
bio and Sodankylä are approximately equally often located within the vortex
edge region. However, the Arctic vortex is more disturbed than the Antarctic
one, with more frequent and stronger laminae in ozone profile generated by
planetary wave breaking in the vortex edge region. Since their spatial scale
is comparable to the distance between occultation and sonde station, these
laminae could appear in one profile but not in the other (see, e.g., Fig. 4),
providing so a larger source of error in the northern hemisphere in the dy-
namically active region.

4 Summary

GOMOS ozone profiles measured at night conditions in 2003 are compared
with the ozone soundings of two high-latitude stations. The validation shows
that the overall agreement with GOMOS ozone profiles and ozone soundings
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Fig. 6. Difference between GOMOS and soundings, on left Marambio and on right
Sodankylä. The solid line is the relative difference between mean values and the
dashed line the relative difference between median values. The numbers on right
denote the number of pairs compared at each altitude.

is good: between the altitude range 15 km to 30 km the bias is around ±5%
at Marambio and up to −10% at Sodankylä. The good vertical resolution of
the GOMOS instrument shows that small-scale structures of a few kilometers
can be seen in the data.
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Abstract. Data from the Global Ozone Monitoring by Occultation of Stars (GO-
MOS) instrument on-board the European environmental satellite Envisat have been
used for retrieval of ozone and temperature profiles by new algorithms, followed by
profile validation. We discuss ozone profiles, determined from GOMOS transmission
data, validated with operational GOMOS ozone profiles and ECMWF (European
Centre for Medium-Range Weather Forecasts) analysis data. For ozone we devel-
oped an optimal estimation retrieval scheme, using sensibly selected channels from
the Spectrometer A transmission spectra within 260 nm to 340 nm and 602 nm to
634 nm. Furthermore, profiles of a new GOMOS temperature profile retrieval are
compared to CHAMP (CHAllenging Minisatellite Payload) and ECMWF analysis
data. GOMOS temperatures are gained by exploiting pointing data of the Steer-
ing Front Assembly (SFA) and the Star Acquisition and Tracking Unit (SATU),
which provide information on the refraction of the star light in the atmosphere and
thus allow to derive refractive bending angle profiles. The bending angle profiles
are then converted via refractivity and pressure profiles to temperature profiles.
Bending angles were assumed to have errors of 3 μrad. Statistical optimization of
observed bending angles with model bending angles was used to provide adequate
data quality for the Abel transform from the stratopause region upwards, which led
to a significant gain in temperature retrieval accuracy up to 40 km height due to
suppressed downward propagation of errors induced by Abel transform and hydro-
static integral. Based on data from year 2002, a set of GOMOS ozone and bending
angle derived temperature profiles is validated and discussed.

1 Introduction

The Global Ozone Monitoring by Occultation of Stars (GOMOS) (Bertaux
et al. 1991; Kyrölä et al. 1993; Kyrölä et al. 2004) sensor on-board Envisat
is a self-calibrating instrument intended to provide data on the trace gas
ozone, and chemicals favoring its depletion such as NO2, NO3, BrO, and
OClO. Atmospheric reference profiles are measured under dark and bright
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limb conditions obtaining very good global coverage with about 300 high-
quality profiles per day and a height resolution of about 1.5 km. GOMOS
records the transmission of radiation passing the atmosphere along a path
from the star to the instrument. Its Spectrometer A measures ozone and
ozone depleting chemicals within a wavelength range from 250 nm to 675 nm
and provides a spectral resolution of 1.2 nm.

GOMOS star tracking and acquisition (SFA/SATU) data is exploited for
obtaining bending angles of rays passing the atmosphere. These bending an-
gles, highlighting the effect of atmospheric refraction, allow to derive atmo-
spheric refractivity profiles and subsequently temperature profiles.

We present and discuss ozone and retrieved temperature profiles based
on an analysis of year 2002 data. The algorithm is based on temperature
dependent cross-section data of the corresponding GOMOS database, stan-
dard climatological atmospheric profiles for the trace gases, and CIRA model
profiles for background temperature and pressure.

2 GOMOS Retrieval Schemes

2.1 Ozone Retrieval

The spectrometer A on the GOMOS instrument provides transmission data
from 250 nm to 375 nm and 405 nm to 675 nm at a spectral sampling of
∼ 0.3 nm. In the method presented here only a few available channels were
selected by empirical arguments and tests on the algorithm. The selected
channels were chosen to give a good signal response in the Hartley and Huggins
band and as well in the Chappuis band, which is especially important for lower
stratosphere ozone retrieval. The set of wavelengths selected for presentation
in this work contains 14 channels with λ ∈ [260, 280, 288, 295, 302, 309, 317,
328, 334, 337, 340, 343, 600, 605], where numbers are given in [nm]. A more
rigorous analysis including information content theory is postponed for future
enhancements of the retrieval scheme (cf., Sofieva and Kyrölä 2004; Sofieva
and Kyrölä 2003).

The atmospheric transmission is defined by Beer-Bouguer-Lambert’s law
at each wavelength λ of interest, by incorporating ozone, NO2, NO3, and
bulk air background information. This forward model is a best estimate of
the current atmospheric state. Due to a currently low stratospheric aerosol
concentration a term representing the corresponding signal extinction – the
Mie scattering – was neglected, but we plan to integrate it in next steps of
algorithm enhancements.

Having a forward model established, we have to find an inverse connection
between measurements (transmission data) and targeted state (ozone profile)
of the atmosphere. In the case presented here, ozone and NO2 are retrieved
simultaneously, forming a joint retrieval. The enhancement of the inversion
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scheme by incorporating other trace gases (e.g., NO3, BrO, and OClO) tar-
geted in the operational GOMOS retrieval is possible, but not investigated
here. The measured transmission contains information of the density of the
absorbing species and of the atmospheric refraction. To proceed from the
transmission function one can find a solution for, e.g., the ozone density, by
first separating the absorbing species by a spectral inversion and then perform
a vertical inversion via an Abel transform. This is known as the two-step re-
trieval and is realized in the GOMOS operational processing (Paulsen 2000).
Performing such a retrieval includes several restrictions one has to be aware
of. Due to a line-by-line vertical retrieval, a correlation of adjacent vertical
lines is not given any more after a following spectral inversion. This is not
observed in nature, where depending on altitude and selected wavelength the
bending of rays and thus the absorption of light by target species has a vertical
correlation. This feature can be handled by a one-step inversion first perform-
ing a vertical retrieval (Vanhellemont et al. 2004). In the case of GOMOS
this would include an inversion of large matrices (containing all wavelengths),
which is then time consuming but can be processed in a proper way.

Here we use a different approach for the inversion of atmospheric species
densities. Discrete inverse theory as discussed in detail by Rodgers (1976,
1990, 2000) provides a framework, where the forward model can be seen as
an algebraic mapping of the state space into the measurement space. The
physics of the measurement is approximated by the forward model and we
introduce an operator K, which here will be the Jacobian matrix (weighting
function matrix) with the dimension m × n for m measurements and n el-
ements of the state vector. The forward model reads y = Kx + ε. Because
of this generally non-linear equation, it is obvious that a straightforward so-
lution for x by direct inversion is not feasible. The direct inverse mapping
would be xr = K−gy, where K−g denotes a general inverse matrix and xr is
the retrieved state. As the problem of interest here is ill-posed at high alti-
tudes due to low signal-to-noise ratio (it may also be over-determined if we use
more measurements than unknown states; m > n), we cannot directly employ
the latter but rather constrain the solution by incorporating sensible a priori
information. The Bayesian approach is the method of choice to solve such
inverse problems perturbed by noise, where we have rough but reliable prior
knowledge of the behavior of a state of interest. If the problem is only moder-
ately non-linear we can use a Gauss-Newton method for an iterative approach
to find an optimal solution. Assuming Gaussian probability distributions and
a linearized forward model, the primary task of a retrieval method is to find
a state by satisfying optimal criteria from an ensemble of states, which best
agree with the a priori state and with the measurement within experimental
errors.

Here we make use of a fast converging iterative optimal estimation algo-
rithm,

xi+1 = xap +
(
KT

i S−1
ε Ki + S−1

ap

)−1

KT
i S−1

ε

[
(y − yi) + Ki (xi − xap)

]
, (1)
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where xi+1 is the retrieved, xap the a priori profile, y the measurement vector,
and yi = Kixi the forward-modeled measurement vector. Key ingredients
of Eq. 1 are the a priori covariance matrix Sap and the measurement error
covariance matrix Sε. Diagonal elements of Sap for ozone are assumed to have
30% standard deviation, while off-diagonal elements follow an exponential
drop-off with a correlation length of 6 km. NO2 variances have values of 40%
and covariances are set equally to ozone. The Jacobian (weighting) matrix
Ki represents the mapping involved. Index i is the iteration index, which is
started by using x0 = xap.

The number of needed iteration steps for Eq. 1 is found by a calculation
of the cost function

χ2
i = (y − yi)

T S−1
ε (y − yi) + (xi − xap)T S−1

ap (xi − xap) (2)

at each iteration step i. The cost function χ2
i+1 at iteration step i+1 has always

to be smaller than χ2
i . The minimum criterion is met if χ2

i is smaller than the
number of selected channels. If this criterion is not reached the retrieval stops
per definition after 10 iterations.

2.2 Temperature Retrieval

The GOMOS temperature retrieval follows a different method compared to
the ozone retrieval procedure. Instead of introducing a third matrix, besides
ozone and NO2, for a joint retrieval, temperature profiles are inverted by an
Abel transform. Light coming from, e.g., stellar sources undergo a refractive
bending before the signal gets measured by the instrument. The degree of
refraction is a measure for the atmospheric density, pressure, and temperature,
respectively.

GOMOS derived bending angles have their origin in an exploitation of the
elevation movement of the star tracking unit (SFA/SATU) (cf., Sofieva et al.
2003). The star image is kept inside the CCD with a sampling of 100 Hz and
errors of ±10 μrad from the central position. The measured elevation angles
are compared to an unrefracted ray, measured outside the atmosphere and
thus giving a bending angle profile.

For the derivation of refractivity profiles from bending angles and impact
parameters using the Abel transform, we assume local spherical symmetric
conditions. A correction for the ellipsoidal shape of the Earth is applied.

In theory one can now start with the calculation of the refractive index,
which is the next step in the temperature retrieval procedure. If the bending
angle α(a) is given, we find for the Abel transform

n(r0) = exp

⎡⎣ 1
π

∫ α=0

α=α(a0)

ln

⎛⎝a(α)
a0

+

√(
a(α)
a0

)2

− 1

⎞⎠dα

⎤⎦ , (3)

written here in a favorable form for numerical use by avoiding poles (cf.,
Steiner 1998; Foelsche 1999). The refractive index is denoted by n and α(a0)
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is the bending angle dependent on the impact parameter a0, associated with
radius r0, the bottom height of the Abelian integration, which extends over
the height domain above r0. From n follow density, pressure, and temperature
profiles by applying the hydrostatic equation and the ideal gas law.

Bending angles at high altitudes, due to small refraction, are typically
very small numbers with large error bars. Measurement errors and errors
of discretization further decrease the quality of bending angle profiles. The
signal-to-noise ratio in the measured bending angle profile becomes less than
unity at altitudes above ∼40 km. Due to the application of the Abelian inte-
gral and the hydrostatic equation, errors in the bending angle profile at high
altitudes propagate down through all height steps and thus also low altitude
temperature profiles suffer from an inappropriate initialization value as ex-
plained, e.g., by Syndergaard (1999). A sensible use of good-quality bending
angle data for high-altitude initialization is therefore needed and realized by
the introduction of the statistical optimization technique.

The statistical optimization (Sokolovsky and Hunt 1996) optimally com-
bines measured and background (a priori) bending angle profiles leading to
the most probable bending angle profile. An optimal solution can be found
via

αopt = αb + B (B + O)−1 (αo − αb), (4)

where αb is the background and αo the observed bending angle profile, re-
spectively. The matrices B and O express the background and the observa-
tion error covariances, respectively, which are found similar to Sap and Sε.
The correlation length L was set to 6 km for B, while we found L = 1 km
appropriate for O. As a background profile we chose a CIRA-86 climatology
(e.g., Rees 1988). Background errors were assumed to be 20% in line with
radio occultation literature (e.g., Healy 2001; Gobiet and Kirchengast 2002).
The observation errors were estimated from the root-mean-square deviation
of the observed data from the background at high altitudes (70 km to 80 km),
where noise dominates the measured signal. More details on the statistical op-
timization scheme used here are found in, e.g., Gobiet and Kirchengast (2002,
2004); Retscher (2004); Gobiet et al. (2005).

In radio occultation, due to the selected wavelengths in the order of cen-
timeter to meter, an ionospheric correction (e.g., Syndergaard 2000) is neces-
sary and thus is an important issue. Rays in the optical, UV, and NIR wave-
length range are not affected by the ionosphere and thus such a correction is
not an issue.

3 Retrieval Results

For the retrieval of ozone profiles we used level 1b and level 2 data from the
official GOMOS data product in the validation periods in September 2002,
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20 – 27, October 2002, 11 – 13, and December 2002, 02. Both data products
were processed and provided by ACRI-ST (Sophia Antipolis, France). The
level 2 data were used as validation reference. Here we reduced the set of
available data by eliminating those with large errors in level 1b transmissions
and reference level 2 ozone data (cf., Retscher 2004). Measured transmissions
were smoothed by running means and then corrected for scintillation and
refractive dilution effects (cf., Paulsen 2000), which has a significant positive
impact on the lower stratospheric ozone retrieval quality. ECMWF T511L60
analysis data (60 height levels, spherical harmonics truncation 511) were taken
for the same period, where GOMOS data were available.

The quality of transmission data is further strongly dependent on the star
magnitude, the star temperature, and the obliquity of the occultation. Light
coming from bright stars is able to penetrate the Earth’s atmosphere down to
lower heights than light stemming from weak stars. In general the penetration
depth of light into the atmosphere is known to be wavelength dependent. In
our analysis we found an ozone retrieval dependence mostly on the star tem-
perature. Stars with temperatures between 8 000 K and 11 000 K clearly favor
the retrieval as there the corresponding maximum of the Planck function lies
within the UV wavelength range. This is reflected by a large number (passing
the quality check) of contributing profiles in the error statistics of stars like
Sirius (−1.44m, 11 000 K), Fomalhaut (1.16m, 9 700 K) and δ Velorum (1.95m,
10 600 K).

Here we present the statistics of globally distributed occultation events
separated by date and latitude regimes. The latitude regimes are divided into
low (0◦ – 30◦), mid (30◦ – 60◦), and high (60◦ – 90◦) latitudes. Such a selection
is especially useful for looking at ozone trends in the high latitude profiles,
where the ozone density is significantly diminished. Large scale stratospheric
ozone depletion is mostly reported from high latitudes, where meteorological
conditions favor depletion processes.

Figure 1 presents ozone validation results. The graphs include data of oc-
cultations of stars between −1.44m and 3.03m. Stars with magnitudes greater
than 3.03m show significantly larger errors and are not considered. We ap-
plied a quality check, by not considering profiles with errors larger than 50%
(compared to official GOMOS level 2 data) between altitudes of 30 km and
60 km.

We found good retrieval performance in all latitude regions, where biases
against level 2 data are found ∼5% from 25 km to 65 km. Below 25 km – the
lower altitude boundary of the measurements – we encounter a tendency to
large biases. Above 65 km most profiles tend to negative biases with values
of 20% at 70 km. This reflects the fact that data measured at such altitudes
have small transmission values and large fluctuations, which affects the re-
trieval quality. In general, differences between the operational retrieval and
the retrieval discussed here may have reasons in the selected wavelength re-
gion, as well as in the retrieval method itself, by retrieving only two species at
once (NO2 is retrieved simultaneously to support the ozone retrieval quality,
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but it is not considered as a retrieval product in the current version of the
application) instead of performing a full inversion of measured data. Future
enhancements of the code will deal more properly with these effects.

Errors from the ECMWF validation show a clear bias of about −30%. This
bias is known to be in the ECMWF product (cf., e.g., Dethof 2004; Bracher
et al. 2004). Ozone is fully integrated into the ECMWF forecast model and
analysis system as an additional three-dimensional model and analysis variable
similar to humidity. The forecast model includes a prognostic equation for the
ozone mass mixing ratio with a parameterization of sources and sinks of ozone.

A profile validation with ECMWF can be useful, if the observed biases
behave almost equally throughout our profile validation. Validation at high
latitudes has a bias, with values mostly between −20% and −30%, while the
validation with mid latitudes has large positive deviations. The low latitude
profile validation performs similar to the high latitude, but with larger positive
biases below 25 km.

In the temperature retrieval simulation we have shown the influence of
bending angle optimization on corresponding temperatures. We discuss the re-
sults of our real GOMOS SFA/SATU data temperature retrieval (cf., Retscher
et al. 2004). Statistically optimized bending angles from GOMOS SFA/SATU
data lead to temperature profiles and are then compared to ECMWF anal-
yses and WegCenter retrieval results based on CHAMP profiles (cf., Gobiet
et al. 2004). For this analysis, the GeoForschungsZentrum (GFZ) in Potsdam
provided CHAMP data.

As already found for the ozone retrieval, the results of a GOMOS tem-
perature retrieval strongly depends on the selected star and its magnitude as
well as on its corresponding temperature. In general, one finds for bending
angles and temperatures that a low star magnitude, favorably below 0, allows
for retrievals into the troposphere down to heights of around 5 km, which is
the theoretical minimum of GOMOS occultation data.

In our selected set of data, bending angles were available for the same
period as given for ozone. The GOMOS occultation events cover different
latitude regions, but especially in the high altitude region there is clear need
for more occultation data. The GOMOS level 1b data product is separated into
three latitude regions as done for ozone. A global set of retrieved data is given,
where dependences on different latitude regions of the quality of an overall
profile can be seen. GOMOS SFA/SATU (level 1b) data in general suffers from
different influences. SFA/SATU data often show much larger errors than we
estimated, by considering 10 μrad at 100 Hz (in our application 3 μrad at
10 Hz). The data set, which was provided for this study, only includes a small
set of occulter stars, which makes it especially difficult to ensure good retrieval
quality at high latitudes.

For this work we first validated GOMOS temperature profiles with CHAMP
data. Phase delays from the CHAMP level 2 (version 2) (cf., Wickert et al.
2004) data served as input into our retrieval, which had ECMWF data as
background information (cf., Gobiet et al. 2004). From 3 724 CHAMP profiles
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Fig. 1. Ozone error statistics for multi day ensembles in the period 2002-09-20 –
2002-12-02 (whole set 2002). In the upper panels we present results from ensembles
validated with GOMOS level 2 (operational product) files and in the lower panels
we validate with ECMWF analysis data. From the left, the first panel shows the
overall statistics, the second, third, and fourth panel show the low, mid, and high
latitude selected statistics. The heavy gray line denotes the bias profile b̂, while the
enveloping fine black lines are the bias ± standard deviation profile b̂ ± ŝ. To each
error profile contributes a certain number of available retrieved profiles passing the
quality check. This is given below each plot, where on the left one finds the number
of accepted profiles and the right number denotes the outliers (e.g., upper left: 371
accepted, 25 rejected profiles).

we found 56 profiles, where our coincidence intervals (300 km/3 hrs) with
GOMOS data were reached.

In Fig. 2 GOMOS level 1b data is validated with CHAMP data at altitudes
between 20 km and 35 km. The high latitude bias profile b̂ is shifted to positive
values for altitudes below 25 km, while the standard deviation is <5 K. This
is due to the fact that only a small set of GOMOS data with very few selected
stars for occultation was available. For altitudes higher than 25 km a negative
bias of up to 2 K was found. At mid and high latitudes b̂ has a negative
deviation below 25 km and performs similar to the high latitude sample. The
global ensemble clearly averages over negative and positive drifts below 25 km
and a positive tendency in b̂ can be seen.

For the comparison of GOMOS SFA/SATU data to ECMWF data we
chose co-located vertically distributed temperatures and refractivity profiles
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Fig. 2. Temperature error statistics for multi day ensembles in the period 2002-
09-20 to 2002-12-02 (whole set 2002). In the upper panels we present results from
ensembles validated with CHAMP GPS profiles and in the lower panels we validate
with ECMWF analysis data. For further description of the graphs see caption of
Fig. 1.

from the nearest analysis time of 6-hourly ECMWF T511L60 operational anal-
ysis data. ECMWF validation shows better results compared to the GOMOS-
CHAMP validation. Typical features, as the positive bias for the low latitude
profiles at altitudes >25 km are seen in the CHAMP and the ECMWF val-
idation. At high latitudes and altitudes between 20 km and 35 km one can
see the deviation to positive values of b̂. Due to interpolations, the profiles
here appear more smoothed than in the GOMOS – CHAMP validation. For
altitudes higher than 25 km a negative bias of >2 K was found. At mid and
high latitudes b̂ has a positive deviation below 25 km and performs equally
to the high latitude sample.

The validation results with ECMWF have smaller biases than the valida-
tion with CHAMP profiles. This has different reasons. First, the validation
set with CHAMP profiles, especially at low and mid latitudes is too small, so
that the bias profile suffers from errors at few single profile validation results
(cf., Retscher 2004). A second reason is that coincidence intervals between
GOMOS and CHAMP data are often too large, while for ECMWF we first
select analysis data at the exact tangent point location of GOMOS.
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4 Summary and Conclusions

We developed an optimal estimation algorithm for retrieval of atmospheric
trace gas profiles from Envisat/GOMOS-measured transmission data. In this
study ozone profiles were retrieved, which is the primary focus of the algo-
rithm, though the whole processing chain is capable of retrieving other trace
gases simultaneously.

Furthermore, we applied refractive occultation retrieval to bending an-
gle data from GOMOS star tracker data (SFA/SATU), gaining refractivity
and temperature profiles. A simultaneous exploitation of atmospheric trans-
mission and bending angles was not yet performed in this study but will be
introduced as a future enhancement. This enhancement will allow to simulta-
neously retrieve ozone and temperature profiles in the stratosphere as well as
atmospheric refractivity and density, which can be used to improve the back-
ground fields required by the ray tracing. These improvements will further aid
the ozone retrieval, given that the star tracker data are of adequate quality
allowing < 5 μrad bending angle accuracy.

In conclusion, the approach adopted for an efficient retrieval of ozone and
temperature profiles has yielded satisfactory results. Data from later periods
than year 2002 as well as Envisat/MIPAS ozone and temperature profiles will
be analyzed and validated in future.
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Abstract. Error analysis and characterization of atmospheric profiles retrieved
from GOMOS measurements is a challenging task, because of dependence of signal-
to-noise ratio on stellar properties and various modeling errors and approximations.
In addition, occultations suffer from scintillation caused by air density irregularities
below 45 km. Neglecting the modeling errors results in underestimated error bars of
retrieved profiles. In this paper, we present theoretical estimations of some model-
ing errors: uncertainties in cross-sections, dilution correction error, and ray tracing
error. The uncertainty in atmospheric temperature is also briefly discussed. It is
shown that inclusion of modeling errors provides more realistic error estimates of
retrieved profiles and gives values of the χ2-statistics close to the theoretical ones.

1 Introduction

The GOMOS (Global Ozone Monitoring by Occultations of Stars) instrument
on board the Envisat satellite is the first operational instrument that uses
stellar occultation technique to study the atmospheric composition from the
troposphere to the mesosphere. The GOMOS products from the UV-Visible
spectrometer are vertical profiles of ozone, neutral density, aerosols, NO2, and
NO3. A global coverage, self-calibration, and a good vertical resolution are
the strong features associated with the GOMOS measurements. The specific
feature of stellar occultation measurements is the dependency of the signal-
to-noise ratio on the stellar brightness and spectral class. This is illustrated in
Fig. 1, where the signal-to-noise ratio at 30 km altitude is shown for various
types of stars. Apart from the instrumental noise, errors arise from various
approximations and modeling errors. The most important of them are:

• uncertainties in cross-sections,
• scintillation correction error,
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magnitudes m and effective temperatures T are specified in the legend.

• dilution correction error,
• uncertainty in the atmospheric temperature,
• error of the aerosol model.

This work is dedicated to sensitivity studies. We show how the model-
ing errors affect the accuracy of GOMOS profile retrievals. The theoretical
estimation of modeling errors followed by estimation of retrieval errors via
posterior covariance matrices is used in this work. In Section 2, we introduce
GOMOS forward model and inversion needed for the theoretical estimations
of the modeling errors. In Section 3, the principle of GOMOS error estima-
tion is briefly described. Section 4 is dedicated to identification of problems
in modeling error characterization and characterization of retrieval quality.
In Section 5, we discuss the influence of modeling errors on accuracy of the
retrieval. A discussion concludes the paper.

2 GOMOS Inversion

The benefit of the occultation principle is its self-calibrating measurement
concept. The reference stellar spectrum is first measured when a star can
be seen above the atmosphere. During the occultation, the measurements
through the atmosphere provide spectra modified by absorption, scattering,
and refraction.

The GOMOS processing of dark-limb occultations starts with various in-
strumental corrections. First, the dark current noise is subtracted from the
reference and attenuated spectra. Second, the reference star spectrum is aver-
aged from sufficiently many measurements above the atmosphere, thus giving
the accurate estimate of the star spectrum Sstar. Then the spectrum observed
through the atmosphere Sobs is divided by the reference spectrum, yielding
the atmospheric transmittance Tatm:
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Tatm =
Sobs

Sstar
. (1)

Then the component due to refractive dilution and scintillation Tr,scint is es-
timated and corrected (Dalaudier et al. 2001; GOMOS ESL 1999, 2005)

Text =
Tatm

Tr,scint
. (2)

Finally, the transmittance due to absorption and scattering (extinction) Text

is obtained. It can be described by the well-known Beer’s law:

Text = e−τ , (3)

where the optical depth τ at wavelength λ is given by

τ(λ) =
∑

j

∫
�

σj(λ, T(s))ρj(r(s)) ds. (4)

Here ρj ’s are constituent densities depending on the position r and σj ’s are
the temperature-dependent absorption or scattering cross sections. The inte-
gration is performed along the optical path 
 joining the instrument and the
source.

In GOMOS data processing, the local spherical symmetry of the atmo-
sphere is assumed. The inversion is split into two parts: the spectral inver-
sion part and the vertical inversion part (Kyrölä et al. 2004). First, trans-
mission data from every tangent height are inverted to horizontal column
(line) densities for different constituents (spectral inversion). Second, for ev-
ery constituent, the collection of line densities at successive tangent heights is
converted to vertical density profiles (vertical inversion). The effective cross-
section method (Sihvola 1994) allows this split of the inversion and provides a
very efficient data processing. In this method, the optical depth τ is presented
in the form

τ(λ, 
) =
∑

j

∫
ρj(s)σj(λ, T(s)) ds =

∑
j

σeff
j (λ, 
)Nj, (5)

where Nj is the line density of the constituent j

Nj =
∫

�

ρj(z(s)) ds (6)

and

σeff
j (λ, 
) =

∫
�

σj(λ, T(s))ρj(s) ds

Nj
(7)

is the effective cross-section of the constituent j. Here z denotes an altitude.
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The spectral inversion part is given by (5) with the line densities Nj as
unknowns. The vertical inversion part is given by (6) with local density ρj(z)
as the unknowns. The two parts are, however, coupled together by the un-
known effective cross sections. This results in an iterative loop over spectral
and vertical inversions.

3 Error Estimates of GOMOS Products

The estimation of line densities in the spectral inversion is based on the stan-
dard maximum likelihood method. Under assumption of Gaussian distribution
of the measurement noise, it is equivalent to minimization of the normalized
χ2 statistics

χ2 =
1

n − k
(Tmod(N) − Text)TC−1(Tmod(N) − Text), (8)

where Tmod is the vector of modeled transmittance and C is the covariance
matrix of the transmission data, n is the number of measurements and k is
the number of fitted parameters. The minimization is performed using the
Levenberg-Marquardt algorithm (e.g., Press et al. 1992).

The covariance matrix C of the transmission data has two components.
The first (and dominating) Cinstr is due to noise in measurements (mainly
a photon noise and a dark current of the CCD). If there is no operation
destroying stochastic independence of data, this covariance matrix is diagonal.
The second one Cmod comes from various modeling errors. If the data statistics
and the model error are Gaussian, the total error is a sum of these two:

C = Cinstr + Cmod. (9)

The Levenberg-Marquardt algorithm gives estimates of line densities and
their covariance matrix. These error estimates serve as “measurement errors”
for the second step – the vertical inversion. The error estimates of the final
GOMOS products – local densities – are obtained with the standard Gaussian
error propagation method, as the vertical inversion is linear.

4 Identification of Problems in Modeling Error
Characterization

The χ2 value together with residuals R(λ) = Tmod(λ)−Text(λ) can be used as
indicators of error estimates quality: if the modeling and instrumental error
are Gaussian and well defined, then χ2 ≈ 1 and residuals are white noise.
Underestimated errors give values χ2 > 1.

The analysis of the GOMOS data has shown that the modeling errors sig-
nificantly contribute to the total error budget for altitudes < 45 km: neglecting
the modeling errors results in χ2 values significantly exceeding 1.
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The χ2 values are larger for oblique (off orbital plane) occultations than
for vertical (in orbital plane) ones. This is illustrated in Fig. 4, which will
be discussed in more details in Sect. 6. Residuals have oscillating features in
the case of oblique occultations (not shown here). These oscillating features
are not correlated at adjacent altitudes and for different occultations. We
believe that they are related to the presence of turbulence in the stratosphere:
the GOMOS scintillation correction algorithm removes only the anisotropic
component of the scintillation (caused by layered air density irregularities),
while the isotropic component remains uncorrected. For vertical occultations,
the scintillation correction is nearly complete, and residuals are close to white
noise.

However, neglecting the modeling errors results in χ2 > 1 not only for
oblique occultations, but also for vertical ones. This indicates the presence of
other modeling errors, not related with the isotropic turbulence. These errors
have no signature in residuals, therefore they can be considered as random.
The possible error sources are errors in cross-sections, uncertainty in temper-
ature for effective cross-sections computation, error of dilution correction and
error of ray tracing. In this paper, we investigate sensitivity of the model to
each of these error sources. We propose analytical estimates for these modeling
errors and their propagation in inversion. The errors are considered as random,
and the retrieval errors are estimated via posterior covariance matrices. The
error of the aerosol model is not discussed in this paper, as it does not allow
analytical description. The sensitivity of retrievals to the aerosol model has
been studied in Tamminen (2004) using Markov Chain Monte Carlo method.
The scintillation correction error will also be discussed in future publications.

5 Modeling Errors of GOMOS Measurements

5.1 Uncertainties in Cross-Sections

The uncertainties of the cross-sections are collected in Table 1.

Table 1. Uncertainties in cross-sections used in the simulation.

Cross-sections Uncertainty Reference and Comments

Ozone 2.5 % c.f. (Malicet et al. 1995)
NO2 3 % c.f. (Merienne et al. 1995)
NO3 6 % c.f. (Sander 1986)
Rayleigh 2.5 % uncertainty of

depolarization factor

We assume that the uncertainties can be modeled as mutually independent
Gaussian random variables with zero mean and standard deviations given in
Table 1. We can present the optical depth as
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τ = (Σ0 + Σ1)N = Σ0N + Σ1N, (10)

where Σ0 is the matrix of the exact cross-sections, Σ1 is the error in the
cross-sections and N is the vector of line densities. The second term in (10),
δ = Σ1N, represents an additional, modeling error.

Assuming that the elements of the matrix Σ1 are Gaussian random vari-
ables with zero mean and covariance s2

ij , the elements of the covariance matrix
Cδ corresponding to the error due to cross-section uncertainties can be esti-
mated as

Cδii =
Ngas∑
j=1

s2
ijN

2
0j , (11)

where N0j are some a priori values of line densities, and Ngas is the number
of retrieved constituents. Cδ is assumed to be diagonal.

Provided that δ is small (δ � 1), the spectral inversion problem with
cross-sections uncertainty can be written as

Text = exp(−(Σ0N + δ)) + εinstr

≈ exp(−Σ0N)(1 − δ) + εinstr

= exp(−Σ0N) + εcross + εinstr, (12)

where εcross and εinstr correspond to the error due to uncertainty in cross-
sections and due to instrumental noise, respectively. The error εcross is ap-
proximately a Gaussian random variable with zero mean and the standard
deviation

stdcross =
√

CδT0
ext. (13)

Here T0
ext is the error-free transmittance and Cδ is determined by (11).

We estimated the influence of the cross-section error on the accuracy of the
line densities retrieval. Figure 2 shows the estimated error of reconstruction,
for stars of magnitudes m = 0 and m = 2, in the the following cases:

• The total error includes the instrumental noise only (dashed lines).
• Both instrumental noise and uncertainties in the cross-sections are taken

into account (solid lines).

The estimated error of the reconstruction is significantly larger if both instru-
mental and modeling errors are taken into account, especially for the star of
magnitude 0. It is not surprising that the effect of cross-section uncertainties is
more pronounced for bright stars: they have higher signal-to-noise ratio and,
as a consequence, a larger contribution of modeling errors to the total error
budget than dim ones.

5.2 Uncertainty in Temperature

The cross sections are temperature dependent. Since the atmospheric temper-
ature is not known, the ECMWF temperature profile is used in the GOMOS
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Fig. 2. Estimates of line density retrieval error. Dashed lines: only instrumental
noise is accounted for; solid lines: both instrumental noise and uncertainties in cross
sections are taken into account. The simulation is carried out for a star of an effective
temperature of 10 000 K.

retrieval. This introduces some uncertainty to the retrieval. A sensitivity study
in a bright star case shows that by assuming the temperature having Gaussian
uncertainty with 2 K standard deviation the error estimates of ozone clearly
increase at the altitude range 30 km to 55 km with the maximum around
40 km. The error estimate around the maximum is ∼30% larger compared
to the case with no modelling error. At the other altitudes and for other
constituents the impact was very small. The influence of the atmospheric
temperature uncertainty on the accuracy of the retrieval is discussed in more
detail in Tamminen (2004).

5.3 Error of Dilution Correction

The possible error of dilution correction is caused by uncertainty of air den-
sity data (ECMWF) used for ray tracing and subsequent dilution estimation.
We assume that this uncertainty is Gaussian with zero mean and standard
deviation given in Table 2 (GOMOS ESL 2005).

The dilution factor Tr is given by the formula (Hays and Roble 1968)

Tr =
1

1 + Ldα
dp

, (14)

where L is the distance from the tangent point to the satellite, p is the impact
parameter and α is the refractive angle. The uncertainty in the dilution factor
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Table 2. Relative uncertainties of the air density from external atmospheric model
(ECMWF).

Altitude z [km] Uncertainty δρ(z) [%]

0 – 25 2.5
25 – 35 2.5 + 0.25(z − 25)
35 – 45 5
45 – 55 5 + 0.5(z − 45)
55 – 120 10 + 0.2(z − 55)

δTr is caused by the uncertainty in refractive angle δα, which is, in turn,
caused by the uncertainty in air density δρ. Under assumption d

dp (δα) � dα
dp ,

this uncertainty can be estimated as follows:

δTr = −δ(1 + Ldα
dp )

(1 + Ldα
dp )2

= −T 2
r L

dα

dp
δα

α
= −Tr(1 − Tr)

δα

α
. (15)

Here δ(·) is used for denoting differentials. Finally, we get∣∣∣∣δTr

Tr

∣∣∣∣ ≈ (1 − Tr)A
∣∣∣∣δρρ

∣∣∣∣ , (16)

where A is an amplification of error coefficient, which is ∼ 0.5 (Sofieva and
Kyrölä 2004). According to (16), in the upper atmosphere the dilution correc-
tion error vanishes even in the case of a large enough density uncertainty, as
Tr ≈ 1. In the lower atmosphere the dilution correction error becomes more
significant: it constitutes ∼ 2 % at 1 km altitude.

The dilution correction consists in elimination of this factor from the trans-
mission data (2). The dilution correction error can be considered as an addi-
tional error term (the scintillation correction error is neglected here):

Text =
Tatm

T 0
r + δTr

≈ Tatm

T 0
r

(
1 − δTr

T 0
r

)
= T 0

ext + εdil, (17)

where T 0
r and T 0

ext are the exact values of dilution and transmittance due
to absorption and scattering, respectively. The additional error term εdil is
assumed to be Gaussian with zero mean and the standard deviation

std(εdil) = T 0
ext

δTr

T 0
r

. (18)

The dilution correction error is significantly smaller than the instrumental
error (even for bright stars). For the upper altitudes, it is negligible. Fig-
ure 3 compares the estimated errors of line densities, for a star of magnitude
m = 0, assuming that (a) the total error includes the instrumental noise only
(dashed lines) and (b) the instrumental noise and the dilution correction error
are taken into account (solid lines). The incomplete dilution correction only
slightly degrades the inversion accuracy.
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Fig. 3. Estimates of line density retrieval error. Dashed lines: only instrumental
noise is accounted for; solid lines: both instrumental noise and dilution correction
error are taken into account.

5.4 Error of Tangent Altitude Determination

The possible error of the tangent altitude determination is also caused by
uncertainty in air density data (ECMWF) used for ray tracing. For the sake
of simplicity, we assume that the atmosphere is spherically symmetric. In this
case, the tangent altitude is the solution of the equation

n(r)r = p, (19)

where n(r) is the refractive index, r is the altitude measured from the Earth
center and p is the impact parameter. From (19) we get∣∣∣∣δrt

rt

∣∣∣∣ =
∣∣∣∣δnn

∣∣∣∣ =
|δν|

1 + ν
. (20)

Here ν = n−1 is the refractivity of the air, connected with the air density via
Edlen’s formula (Edlen 1966). The error of tangent altitude determination is
very small: it is only ∼15 m for the altitude 10 km and it is <5 m for altitudes
above 20 km. This error cannot introduce any significant error in atmospheric
profile reconstruction and can therefore be neglected.

6 Discussion and Summary

The presented analysis of modeling errors in the GOMOS inversion has shown
that neglecting the modeling errors leads to significant underestimation of the
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Fig. 4. χ2 statistics in vertical (left) and oblique (right) occultations. Dashed lines:
only instrumental noise is accounted for; solid lines: both instrumental noise and
modeling errors are taken into account.

error of the retrieved profiles. This underestimation is more significant for
bright stars, for which the contribution of modeling errors to the total error
budget is larger than for dim ones. It was shown that the ray tracing errors
are very small, while errors in cross sections, and, to a lesser extent, dilution
correction error and uncertainty in atmospheric temperature are significant
error sources below 45 km.

The accurate estimation of modeling errors provides realistic estimates of
retrieval errors and gives the inversion χ2 statistics close to the theoretical one.
This is illustrated in Fig. 4: if modeling errors are neglected, χ2 significantly
exceeds the theoretical value 1. Inclusion of modeling errors in the inversion
(in the considered case, cross-section uncertainties and dilution correction
error were taken into account) makes values of χ2 closer to 1. It is interesting
to note that the χ2 remains significantly larger than 1 at altitudes 30 km
to 40 km (most sensitive to turbulence (Gurvich et al. 2005)) in the case of
oblique occultations. These high values correspond to neglected scintillation
correction error, which can be significant for oblique occultations.

However, it is difficult (even if possible in principle) to distinguish the con-
tributions of uncertainties in cross-sections and scintillation correction error
for oblique occultations, because they have similar influence almost in the
same altitude range. Furthermore, the cross-section uncertainties also contain
a systematic component, correlated in wavelength. Not excluded, that the un-
certainties in cross-sections given in Table 1 and used in the simulation are
overestimated, and they partially compensate for the scintillation correction
error. Nevertheless, the χ2 statistics close to 1 indicates that the modeling
errors are correctly accounted for, and the error estimates of the retrieved
products are close to reality.



Modeling Errors of GOMOS Measurements: A Sensitivity Study 77

The characterization of the scintillation correction error is a complicated
task: it is very difficult to describe it analytically, because the model of strato-
spheric turbulence is three-dimensional. However, the total modeling error
(without resolving the error sources) can be estimated a posteriori. This will
be the subject of future publications.
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Sofieva VF, Kyrölä E (2004) Abel integral inversion in occultation measure-
ments. In: Kirchengast G, Foelsche U, Steiner A (eds) Occultations for
Probing Atmosphere and Climate, Springer Verlag, pp 77–86



78 V. F. Sofieva et al.

Tamminen J (2004) Validation of nonlinear inverse algorithms with Markov
chain Monte Carlo method. J Geophys Res 109(D19):D19,303, DOI
10.1029/2004JD004927



Wave Optics Algorithms
for the Processing of

Radio Occultation Data 



Asymptotic Wave Optics Methods in Inversion
and Direct Modeling of Radio Occultations:

Recent Achievements

M. E. Gorbunov1 and K. B. Lauritsen2

1 Institute for Atmospheric Physics, Pyzhevsky per. 3, Moscow 119017, Russia
gorbunov@dkrz.de

2 Danish Meteorological Institute, Lyngbyvej 100, Copenhagen DK-2100, Denmark

Abstract. We discuss the recent achievements in the application of asymptotic
methods based on Fourier Integral Operators (FIOs) for inversion and direct mod-
eling of radio occultations. We show that FIOs can be derived from the first prin-
ciples: stationary phase principle and energy conservation. We discuss accurate and
approximate solutions for the kernel of the FIOs. The approximations can be used
for designing very efficient numerical algorithms, where the FIOs are reduced to a
composition of multiplying with reference signals and Fourier transforms. Another
application is inversion algorithms using an FIO that retrieves the geometric optical
ray structure of wave fields. Asymptotic methods of forward modeling are based
on inverse FIOs that map the geometric optical ray structure to wave fields. Such
algorithms are very fast and significantly reduce numerical inaccuracies, which arise
in computation of multiple diffractive integrals.

1 Introduction

Fourier Integral Operators (FIOs) are a very effective means of analysis of
wave fields measured in radio occultation experiments (Gorbunov 2002a,b;
Gorbunov and Lauritsen 2002; Jensen et al. 2002; Gorbunov 2003; Gorbunov
and Kornblueh 2003; Jensen et al. 2003, 2004; Gorbunov et al. 2004; Gorbunov
and Lauritsen 2004a). These operators generalize the standard construction
of geometrical optics (GO) (Mishchenko et al. 1990). The basis of GO is the
stationary phase principle which describes rays. Rays are curves in the phase
space, where there is no multipath, because rays interfering at the same coor-
dinate have different directions, or momenta. Multipath in the physical space
is characterized by the projection type of the ray manifold. In the canonical
transform method we change coordinates in the phase space so as to change the
projection type of the ray manifold (Gorbunov 2002a; Gorbunov and Laurit-
sen 2004a). The new coordinates result in the same minimum action principle
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(Kleinert 1995). FIOs generalize the concept of geometric optical canonical
transform for wave fields.

The physical principles of stationary phase and energy conservation allow
for establishing all the known phase functions of the FIO used in Canonical
Transform (CT) method based on FIO of the 1st type, Full-Spectrum In-
version (FSI) method and Phase Matching (PM) (Jensen et al. 2003, 2004;
Gorbunov and Lauritsen 2004a). The reduction of the FIOs to FT can be
done by using some coordinate transform or approximation that linearizes the
phase function (Gorbunov and Lauritsen 2004a). This significantly enhances
the numerical efficiency.

By inverting the FIOs discussed above we can write the transform from
the impact parameter representation to the representation of the physical
coordinate (Gorbunov 2003). This results in fast asymptotic algorithm of for-
ward modeling. If diffraction inside the medium is not negligible, e.g., in the
presence of turbulence, direct modeling must use multiple phase screens. The
final step from the last phase screen to the LEO orbit is performed by the
computation of multiple diffractive integrals. This procedure is very inefficient
numerically and, besides, it introduces computational inaccuracies. An alter-
native, very efficient solution is the FIO based on the corresponding linearized
CT.

2 Basic Principles of Fourier Integral Operators

2.1 Basic Waveforms

FIOs are used for constructing asymptotic solutions of wave problems (Mi-
shchenko et al. 1990), which generalize the standard geometric optics (GO). A
FIO maps a geometric optical solution into an asymptotic solution of a wave
problem. For radio occultations it is of primary importance that this con-
struction can be inverted and the GO bending angle profiles can be retrieved
from measurements of wave fields in multipath regions (Gorbunov 2002a,b).
This also enhances the resolution beyond the Fresnel zone, which restricts the
applicability of the standard geometric optical approach. Below we discuss the
theory of FIOs using basic physical principles: Fermat’s principle and energy
conservation.

We discuss a 2D wave problem. This is a typical approximation for the
atmosphere, where the vertical scale is significantly smaller than the horizontal
scale. We introduce generic coordinates x, y in the occultation plane. Specific
choice of the coordinate system can be different. It is only important that the
x axis is the preferred direction of wave propagation. If we discuss a plane
incident wave, then it is convenient to use Cartesian coordinates (x, y). For a
spherical outgoing wave we can choose polar coordinates (r, θ).

A wave field u(x, y) can be expanded with respect to basic wave forms. In
the Cartesian coordinates it is represented as u(x, y) = A(x, y) exp (ikΨ(x, y)),
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Fig. 1. Basic waveforms: (left) plane waves; (right) cylindrical harmonics.

where A(x, y) is the amplitude, and Ψ(x, y) is the eikonal. This form is conve-
nient for description of the wave field in a single ray area, where the amplitude
is a smooth function. For Cartesian coordinates, the most convenient choice
of the basic wave forms will be plane waves (Figure 1):

uη(x, y) = ũ(0, η) exp
[
ik

(√
1 − η2x + ηy

)]
, (1)

where k = 2π/λ is the wavenumber,
(√

1 − η2, η
)

is the unity ray direction
vector, and ũ(0, η) equals the Fourier transform of the wave field u(0, y) in
some source plane, x = 0, with respect to y:

ũ(0, η) =

√
−ik

2π

∫
u(0, y) exp (−ikηy) dy. (2)

The wave vector of a plane wave equals k =(kx, ky) =
(
k
√

1 − η2, kη
)
. Mo-

mentum equals η = sin ψ. The element of optical path, dΨ , along the ray
equals simply the element of the length, ds (Figure 1):

dx =
√

1 − η2ds, dy = η ds, (3)

dΨ = η dy − H dx =
√

1 − η2 dx + η dy = ds, (4)

where H is the Hamilton function. Each plane wave corresponds to a family
of parallel rays.

For polar coordinates r, θ, basic wave forms are cylindrical waves (Figure
1):

uη(r, θ) = ũ(r0, η)
√

r0

r
exp

[
ik

(√
1 − η2

r2
r + η θ

)]
, (5)

and the momentum equals ray impact parameter, η = r sin ψ = p.
Consider an arbitrary wave field u(x, y) = A(x, y) exp (ikΨ(x, y)). We can

define ray direction, or momentum η, at every point using the momentum
operator η̂ as η(y) = η̂u(x, y) ≈ ∂Ψ/∂y. This definition only works if there is a
single ray, and the amplitude is a smooth function. In this case the derivative of
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Fig. 2. (left) Schematic ray manifold in the phase space. The ray manifold evolves
along the coordinate x. The type of its projection can be changed by choosing
new coordinates (z, ξ) in the phase space. (right) Virtual variations of ray paths in
different canonical coordinates in the phase space.

the amplitude can be neglected. Function η(y) defines the ray manifold in the
phase space with coordinates (y, η). The single-ray propagation corresponds
to the situation when the ray manifold has an unique projection to the axis
y. Multipath propagation means that η(y) is a multi-valued function, and it
cannot be expressed as ∂Ψ/∂y.

From the geometric optical view point, the problem of multipath can be
solved by another choice of coordinate and momentum than (y, η) in the phase
space. We need to parameterize the phase space by a different coordinate
and momentum (z, ξ) in such a way that the projection of the ray manifold
to the new axis z is unique, and therefore, ξ(z) is a single-valued function
(Figure 2). For the new coordinates (z, ξ) we have to define the new Hamilton
function and to find the corresponding transform Φ̂ of the wave field. The space
of possible transforms is defined by two fundamental principles: 1) Fermat
principle, 2) energy conservation.

2.2 Stationary Phase Principle and Canonical Transforms

The Fermat principle should hold both in the old and new coordinates (Arnold
1978; Kleinert 1995):

δΨ = δ

(x1,y1)∫
(x0,y0)

dΨ = δ

(x1,y1)∫
(x0,y0)

η dy − H dx = 0, (6)

δΨ ′ = δ

(x1,z1)∫
(x0,z0)

dΨ ′ = δ

(x1,z1)∫
(x0,z0)

ξ dz − H ′ dx = 0, (7)

where Ψ ′ and H ′ are the optical path and Hamilton function, respectively,
in the new coordinates (z, ξ). Here the integrals are taken along the same



Asymptotic Wave Optics and Radio Occultations 85

physical ray parameterized by different coordinates. The ray connects points
(y0, η0) and (y1, η1), or (z0, ξ0) and (z1, ξ1). The variations of ray paths have
the following restrictions: δy0,1 = 0 and δz0,1 = 0 (Figure 2). The variations of
momenta are not restricted (we allow arbitrary variations of the ray direction).

Because the new coordinate z is a function of (y, η), the boundary condition
δz = 0 may imply some variation δy �= 0, and vice versa. To establish the
relation between dΨ and dΨ ′ we consider arbitrary variations of the optical
paths form δΨ and δΨ ′ in the vicinity of a stationary path, not restricted with
conditions δy0,1 = 0 and δz0,1 = 0:

δΨ = η δy|x1
x0

, δΨ ′ = ξ δz|x1
x0

. (8)

We require that dΨ ′ − dΨ = ξ dz − η dy − (H ′ − H) dx should be equal to a
full differential dS (Arnold 1978; Kleinert 1995). For arbitrary variations of
an arbitrary trajectory in the phase space we have then the following relation:

δΨ ′ − δΨ = δ

x1∫
x0

dS = δS(y, z)|x1
x0

= ξ δz − η δy|x1
x0

. (9)

Therefore, if for some path δΨ = 0 with the boundary condition δy0,1 = 0,
then for the same path δΨ ′ = 0 with boundary condition δz0,1 = 0. If we
consider a cross section of the phase space frozen at some fixed x, then we
can write the reduced equation:

dS = ξ dz − η dy,
∂S

∂z
= ξ,

∂S

∂y
= −η (10)

A transform from (y, η) to (z, ξ) such that ξ dz− η dy equals a full differential
dS is termed canonical, S(z, y) being its generating function (Arnold 1978).

2.3 Fourier Integral Operator of 2nd Type

Consider now a complex integral transform on the wave field u(y):

v(z) = Φ̂2u(z) =

√
−ik

2π

∫
a2(z, y) exp (ikS2(z, y))u(y)dy. (11)

We will refer to this operator as a FIO of the 2nd type (Gorbunov and Lau-
ritsen 2002, 2004a). The transformed wave field v(z) can be written in the
form A′(z) exp (ikΨ ′(z)). Our aim is to find a transform of the wave field that
implements a canonical transform, i.e. given the momentum ∂Ψ(y)/∂y = η of
the wave field u(y), the momentum ∂Ψ ′(z)/∂z of the transformed wave field
v(z) should be equal to ξ.
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2.4 Energy Conservation

Another important requirement is that this transform conserves the energy of
the wave field (Egorov 1985; Egorov et al. 1999):

∫
v v∗dz =

∫
u u∗dy. From

this it follows that the conjugated operator Φ̂∗
2 should be equal to the inverse

operator Φ̂−1
2 , because by definition∫

Φ̂2u
(
Φ̂2u

)∗
dz =

∫
u

(
Φ̂∗

2Φ̂2u
)∗

dz, (12)

Φ̂∗
2v(y) = Φ̂−1

2 v(z) =

√
ik

2π

∫
a2(z, y) exp (−ikS2(z, y)) v(z)dz. (13)

Substituting u(y) = δ(y−y0) and considering Φ̂u(z) we have Ψ ′(z) = S2(z, y0).
From here it follows that ∂S2/∂z = ξ. Substituting v(z) = δ(z − z0) and
considering Φ̂−1v(z) we have Ψ(y) = −S2(z0, y). From here it follows that
∂S2/∂y = −η. Thus we see that S2(z, y) equals the generating function of the
canonical transform S(z, y). The derivation of the amplitude function a2 is
discussed in Gorbunov et al. (2004).

The simplest form of a Fourier Integral Operator is the Fourier transform:

S2(z, y) = −zy; ξ =
∂S2

∂z
= −y; −η =

∂S2

∂y
= −z, (14)

which implements a π/2 rotation of the phase plane (y, η) → (z = η, ξ = −y).

2.5 Fourier Integral Operator of 1st Type

Another, 1st, type of FIO can be expressed as a composition of two FIOs of
the 2nd type, one of which is the Fourier transform (Egorov 1985):

v(z) = Φ̂1u(z) =

√
ik

2π

∫
a1(z, η) exp (ikS1(z, η)) ũ(η)dη, (15)

where the equation for the generating function S2 is similar to that for S1:

dS1 = ξ dz + y dη,
∂S1

∂z
= ξ,

∂S1

∂η
= y. (16)

3 Processing Radio Occultations

3.1 Phase Function: Accurate and Approximate Solutions

The application of the technique of FIOs for processing radio occultation
data uses the fact that impact parameters uniquely characterize rays in a
spherically symmetric atmosphere (Gorbunov 2002a,b; Gorbunov and Lau-
ritsen 2002; Jensen et al. 2002; Gorbunov 2003; Gorbunov and Kornblueh
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2003; Jensen et al. 2003, 2004; Gorbunov et al. 2004; Gorbunov and Lauritsen
2004a). Equations (10,16) can be directly applied for the derivation of the
phase functions (Gorbunov and Lauritsen 2004a):

S2(p, y) = −
∫

η(p, y)dy, S1(p, η) =
∫

y(p, η)dη. (17)

Consider the expression for the derivative of the optical path of a radio oc-
cultation signal:

Ψ̇ = η(p, t) ≡ θ̇p +
ṙL

rL

√
r2
L − p2 +

ṙG

rG

√
r2
G − p2, (18)

where rG and rL are the distances from the Earth’s center to the GPS and LEO
satellite, respectively, and θ is the angle between the GPS and LEO radius
vectors. This allows for the derivation of the exact phase function (Jensen
et al. 2004):

S2(p, t) = −
∫ (

pdθ +
drG

rG

√
r2
G − p2 +

drL

rL

√
r2
L − p2

)
=

= −pθ −
√

r2
G − p2 + p arccos

p

rG
−

√
r2
L − p2 + p arccos

p

rL
. (19)

The corresponding momentum equals minus refraction angle:

ξ(p) =
∂Ψ ′(p)

∂p
=

∂S2(p, t = ts(p))
∂p

= −θ + arccos
p

rG
+ arccos

p

rL
= −ε(p),

(20)
where ts(p) is the moment of time, when the ray with impact parameter p
was observed. The exact solution for the corresponding amplitude function a2

was obtained in Gorbunov et al. (2004).
The precise phase function is inconvenient for numerical implementation,

because the corresponding operator cannot be reduced to the Fourier trans-
form. To reduce this operator to the Fourier transform, it is necessary to use
some approximation. The simplest approximation is that implemented in the
Full-Spectrum Inversion method (Jensen et al. 2003):

S2(p, θ) = −pθ −
∫ (

ṙG

rG

√
r2
G − p2

m +
ṙL

rL

√
r2
L − p2

m

)
dθ ≡ −pθ +

∫
F (θ)dθ,

(21)
where pm = pm(θ) is the a priori model of impact parameter variation.
The corresponding momentum ξ(p) equals minus satellite-to-satellite angle,
∂S2/∂p = −θ.

More accurate approximation is based on the linearization of the canon-
ical transform from (t, η) to (p, ξ) in the vicinity of the model [p0(t), η0(t)]
(Gorbunov and Lauritsen 2004a,b):
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p̃(t, η) = p0 +
∂p0

∂η
(η − η0) = f(t) +

∂p0

∂η
η, (22)

f(t) = p0 −
(

θ̇ − ṙG

rG

p0√
r2
G − p2

0

− ṙL

rL

p0√
r2
L − p2

0

)−1

η0. (23)

For the generation of the model, we use geometric optical modeling to ob-
tain multivalued functions [p(t), η(t)] corresponding to multipath propagation.
From them we obtain nearest smoothed single-valued ray structure model
[p0(t), η0(t)]. Instead of (t, η) we introduce scaled coordinate and frequency
(Υ, σ):

dΥ =
(

∂p0

∂η

)−1

dt = dθ − drG

rG

p0√
r2
G − p2

0

− drL

rL

p0√
r2
L − p2

0

, (24)

σ =
∂p0

∂η
η, (25)

where we expressed ∂p0/∂η using (18). This scaling allows for the derivation
of the linear canonical transform and its generating function:

p̃ = f(Υ ) + σ, ξ = −Υ, (26)

S2(p̃, Υ ) = −
∫

σ(p̃, Υ )dΥ = −p̃Υ +
∫

f(Υ ) dΥ. (27)

The FIO with this phase function is very similar to FSI, but it uses more
precise approximation, and the definition of scaled coordinate Υ instead of θ
takes into account the deviation of the trajectory from a circle. The derivation
of the amplitude function for this approximation is discussed in Gorbunov
et al. (2004).

Figure 3 shows the profiles of temperature, humidity, real refractivity and
specific absorption for GPS frequencies from a high-resolution radiosonde
data. This profile was used for modeling a spherically symmetrical atmo-
sphere. A radio occultation experiment was simulated using multiple phase
screen technique, and the simulated data were processed by CT method based
on the FIO with the phase function (27). The simulation was performed for
GPS frequencies. The results of processing the simulated data are shown in
Figure 3. The complicated profile of bending angle is retrieved with a good
accuracy.

4 Forward Modeling

4.1 Wave Propagation in Atmosphere

Fourier integral operators can also be used for asymptotic direct modeling
(Gorbunov 2003; Gorbunov and Lauritsen 2004a). The FIOs Φ̂1,2 can be eas-
ily inverted: Φ̂−1

1,2 = Φ̂∗
1,2. If we use the representation of approximate impact
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Fig. 3. Simulated occultation event for a high resolution radiosonde data: (a) tem-
perature, T , and dry temperature, Tdry, (b) specific humidity, q, (c) CT amplitudes
for the two channels, and (d) refraction angles, computed by the GO model and
retrieved by the CT method.

parameter p̃, then the direct model is especially efficient. Given a 3D atmo-
spheric model, we first perform geometric optical modeling, and iteratively
find the trajectory point Υs(p̃), where the ray with the impact parameter
p(p̃) is observed. The wave function in the p̃-representation is then equal to
w(p̃) = A′(p̃) exp

(−ik
∫

Υs(p̃)dp̃
)
, where the amplitude A′(p̃) equals a nor-

malizing constant in the light zone and 0 in the geometric optical shadow.
This function is then mapped into the Υ -representation by the inverse FIO
(Gorbunov and Lauritsen 2004a):

u(Υ ) =

√
ik

2π
exp

⎛⎝−ik

Υ∫
0

f(Υ ′) dΥ ′

⎞⎠∫
exp(ikp̃Υ ) a2(p̃, Υs(p̃))w(p̃) dp̃,

(28)
For modeling atmospheric absorption, the amplitude A′(p̃) must also be multi-
plied by a factor of exp

(−k
∫

n′′ds
)
, where n′′ is the imaginary part of refrac-

tive index, and the integral is taken along the ray with the impact parameter
p(p̃). A similar direct modeling algorithm can be constructed by inverting the
operator used in the FSI method.
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Fig. 4. Validation of asymptotic direct modeling. Amplitude of simulated radio oc-
cultation signal as function of time: (1) MPS simulation (solid line) and (2) asymp-
totic simulation based on the FIO2 (A, dotted line).

For the validation of the asymptotic direct modeling we performed nu-
merical simulations with a simple spherically-symmetrical phantom (refrac-
tive index field model). The phantom represents an exponential model with a
quasi-periodical perturbation:

n(z) = 1 + N0 exp
(
− z

H

)[
1 + α cos

(
2πz

h

)
exp

(
− z2

L2

)]
, (29)

where z is the height above the Earth’s surface, N0 = 300 × 10−6 is the
characteristic refractivity at the Earth’s surface (300 N-units), H = 7.5 km is
the characteristic vertical scale of refractivity field, α = 0.003 is the relative
magnitude of the perturbation, h = 0.3 km is the period of the perturbation,
L = 3.0 km is the characteristic height of the perturbation area. This phantom
was smoothly combined with the MSIS climatological model above 20 km. We
simulated radio occultation signals using multiple phase screens (MPS) and
the asymptotic solution (A) for the frequency 9.7 GHz, which is intended
to be used in LEO-LEO occultations. The results of the comparison of the
amplitude of the simulated wave field for these two modeling techniques are
presented in Figure 4. The peculiarity of the amplitude around 28.5 s is due
to the transfer from MSIS to the test phantom. Between 40 s and 47.5 s the
amplitude indicates large-scale oscillations reproducing the oscillations of the
refractivity profile. In this area there is no multipath propagation. After 47.5 s
we notice increasing small-scale scintillations due to emergence of multipath
propagation. The occultation fragment from 57 s to 59 s with strong multipath
scintillations is enlarged and shown separately. Figure 4 illustrates a good
agreement of both these simulation techniques.
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4.2 Wave Propagation in Vacuum

Asymptotic forward modeling has the following applicability limitation: it can-
not be used for modeling effects of diffraction inside the atmosphere. Accurate
account of diffraction on small-scale atmospheric structures is necessary e.g.,
for modeling wave propagation in a turbulent atmosphere. In this case it is
necessary to apply multiple phase screen technique. Previously, the step from
the last phase screen to the LEO orbit is performed by the computation of
multiple diffractive integrals. The computation of diffractive integrals is not
only very ineffective numerically, it is also a source of computational inac-
curacies. However, using the technique of FIOs it is possible to construct an
asymptotic solution of wave propagation in a vacuum from a straight phase
screen to an arbitrary observation curve that can be reduced to the Fourier
transform.

Consider the wave field u0(y) in the phase screen plane, and the observa-
tion curve X(t), Y (t) (Figure 5). The accurate solution is obtained from the
plane wave expansion of the source field (1):

u(t) =

√
ik

2π

∫
exp

(
ikX(t)

√
1 − η2 + ikY (t)η

)
ũ0(η)dη. (30)

This equation is another form of the diffraction integral of Fresnel, Kirchhoff
and Helmholtz, represented as a FIO of the first type with the following phase
function:

S1(t, η) = X(t)
√

1 − η2 + Y (t)η. (31)

This operator transforms the wave field from the representation (y, η) in the
source plane to the representation (t, σ) on the observation curve. We can
write the standard differential equation for the phase function:

dS1 = σdt + ydη,
∂2S1

∂t ∂η
=

∂σ

∂η
=

∂y

∂t
(32)

which corresponds to the following equations describing straight rays:

σ =
∂S1

∂t
= Ẋ(t)

√
1 − η2 + Ẏ (t)η, (33)

y =
∂S1

∂η
= Y (t) − X(t)

η√
1 − η2

. (34)

Operator (30) provides an accurate solution. However, it cannot be reduced
to the Fourier transform in general case. For a vertical observation trajectory,
X(t) = const, we can parameterize the observation trajectory with coordinate
Y , and the operator will turn into a Fourier transform.

For a general case, we will construct an approximation based on the lin-
earization of the canonical transform (y, η) → (t, σ). For this we introduce
smooth model of the ray structure [t0(η), σ0(η), y0(η), η0(t)]. Then the canon-
ical transform can be linearized:
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t = t0 +
∂t0
∂y

(y − y0) = t0 − ∂t0
∂y

y0 +
∂t0
∂y

y = h(η) + z, (35)

σ = σ0 +
∂σ0

∂η
(η − η0) = σ0 − ξ0 + ξ = g(t) + ξ, (36)

where g(t) = σ0(t) − ξ0(t) and h(η) = t0(η) − ∂t0
∂y

y0(η). Instead of (y, η), we

introduced scaled coordinate and momentum using (32):

z =
∂t0
∂y

y dξ =
(

∂t0
∂y

)−1

dη. (37)

This allows for the derivation of the phase function:

dS = σdt + zdξ = (g(t) + ξ)dt + (t − h(ξ))dξ, (38)

S(t, ξ) =
∫

g(t)dt −
∫

h(ξ)dξ + tξ. (39)

The approximate FIO is represented as a composition of multiplication with
the first reference signal a(t0(ξ), ξ) exp

(−ik
∫

f(ξ)dξ
)
, Fourier transform, and

multiplication with the second reference signal exp
(
ik

∫
g(t)dt

)
:

u(t) =

√
ik

2π
exp

(
ik

∫
g(t)dt

)
×

×
∫

a(t0(ξ), ξ) exp (iktξ) exp
(
−ik

∫
h(ξ)dξ

)
ũ0(η(ξ))dξ. (40)

We used the same radiosonde profile as above for validation of the algo-
rithm of wave propagation based on FIO (40). Figure 5 shows a good agree-
ment of the amplitude of the wave field computed by the FIO and that com-
puted by the standard algorithm based on Fresnel integrals. The occultation
data obtained by Fresnel integral break at 62 s, while the data obtained by
the FIO still continue. This is linked with the difficulty of the identification of
the stationary point of the Fresnel integral near the border of shadow zone,
where the signal becomes weak. In this example, we observe a sharp spike of
refraction angle (Figure 3d) producing a very weak signal, which is difficult
to compute by Fresnel integral. However, such signals are not a problem for
the FIO technique.

5 Conclusions

FIOs provide a generalization of geometric optical canonical formalism for
wave optics. This allows for using FIOs for solving problem of disentangling
multipath by finding an unique projection of ray manifold. Another, equivalent
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Fig. 5. (left) Geometry of wave propagation from phase screen to LEO orbit. (right)
Validation of FIO-based algorithm of wave propagation from phase screen to LEO
orbit. Amplitude of simulated radio occultation signal as function of time: (1) FIO
algorithm (solid line) and (2) Fresnel integrals (dotted line).

view of FIOs is based on signal processing approach and frequency matching
principle: at the stationary point of the oscillating integral the frequency of
the signal is matched by the frequency of the oscillating kernel. This principle
allows for sorting signal components with different instantaneous frequencies.

The practical importance of FIOs for inversion and forward modeling of
radio occultation data cannot be underestimated: 1) FIOs provide high accu-
racy and vertical resolution in the retrieval of refraction angles. 2) FIOs allow
for the retrieval of transmission due to atmospheric absorption. 3) Using rea-
sonable approximations, it is possible to reduce the FIOs to a composition of
multiplication with a reference signal and Fourier transforms. This is impor-
tant for achieving high numerical efficiency of inversion algorithms. 4) FIOs
can be very effectively used in the forward modeling of radio occultation sig-
nals.
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Abstract.  The Full Spectrum Inversion (FSI) method was developed in the beginning of 
2002 in an effort to solve the multipath problem in radio occultation measurements. The 
physical ideas, which lead to the method, were that the occultation path could be considered 
as a synthetic aperture and the radio occultation Doppler frequency in a single path was a 
monotonic function of time. In star occultations, at optical wavelengths, the multipath prob-
lem is easily solved by having a lens in front of an array detector separating the beams in 
space. The lens is performing a spatial Fourier transform i.e., a plane wave is focused into a 
point displaced from the optical axis an amount given by the direction (the spatial fre-
quency) of the plane wave. The analogy to this space processing method in time, is to have 
a “time lens”, which can separate multiple temporal frequencies occurring at the same time: 
Obviously this is what a temporal Fourier transform does. These ideas were implemented in 
2001 and tested successfully on simulations of radio occultation signals, which had circular 
satellite orbits. However, for non-circular orbits the plain Fourier method turned out to give 
a not fully correct result and the work on the FSI emerged realizing that some preprocessing 
steps were necessary in order to eliminate the impact of non-radial orbits. This involves 
pre-calculation of phases, which, multiplied on the occultation signal, reduces the impact of 
the non-circular orbits on the resulting Fourier transform of the preprocessed signal. In 
2003 the phasematching method was developed, where the impact of the non-circular orbits 
was totally solved, but with the cost that the processing could not be implemented with a 
fast Fourier transform. Both the FSI and the phasematching methods will be discussed in 
detail in this paper. The present development on the FSI method includes its practical im-
plementation and making the method robust for mass processing of radio occultation sig-
nals. Filtering of signals in the FSI method is important and different filtering methods will 
be discussed in this paper. 
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1  Introduction 

A short overview of the basic physical and mathematical tools needed for a 
description of radio occultation signals is given in the following sections. Most of 
the formulas and theoretical descriptions can be found in Jensen et al. (2003) and 
Jensen et al. (2004b), though the presentation here hopefully represents a more 
pedagogical view. In Sect. 2 the general phasematching scheme is described. In 
Sect. 3.1 an implementation of the FSI method is shown and discussed. The 
presented implementation of the FSI is the one used by the authors of this paper; 
other implementation schemes are surely possible. This is an ongoing 
development and research topic. In Sect. 3.2 a new method for filtering and a 
conversion of the time of arrival uncertainties to Doppler frequency uncertainties 
is proposed. This part is important and gives estimates of the spatial resolution of 
the refractivity or the bending angle for an actual occultation signal. In Sect. 3.3 
the effect of thermal noise on the arrival times are calculated. These results are not 
used here but just noted for eventual future use. The idea of using both the 
amplitude and phase of the received radio occultation signal in a radio holographic 
approach has also been investigated by other authors in the papers 
Pavelyev (1998); Hocke et al. (1999); Beyerle and Hocke (2001); Igarashi et 
al. (2000, 2001); Beyerle et al. (2002); Pavelyev et al. (2002). 

1.1  The Radio Occultation Signal 

The received radio signal at the LEO satellite is a narrow banded signal with a car-
rier frequency determined by the transmitting GPS satellite. The electromagnetic 
field is formed by the refractive structure of the atmosphere. The GPS and the 
LEO satellite are moving during the occultation (see Fig. 1). The path of the LEO 
satellite can be thought of as a synthetic aperture. In principle, the resulting field 
should be computed from Maxwell equations using an actual refractivity structure. 
An analytical solution has not been found and it can probably not be done. Instead, 
a geometrical optical description is applied in order to analyze possible signal 
processing methods.  

1.2  Geometrical Optical Description 

The geometrical optical description implies a ray description instead of a field de-
scription with the loss of diffraction effects. A light ray is a path, where the center 
of the electromagnetic energy flows and with a direction equal to the normal of the 
electromagnetic fields wave front. As a special case, the analytical expression for 
the phase, amplitude and Doppler frequency can be found, if it can be assumed 
that the refractivity structure of the atmosphere is spherical symmetric. By apply-
ing the formula of Bouguer (Snell’s law for a spherical stratified media) a simple 
analytical description can be obtained. The formula of Bouguer can be generalized  
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Fig. 1.  The drawing shows the radio occultation geometry. Here  is the bending angle and 
rG, rL are the distances to the GPS and LEO satellite, respectively.  and a are the angle be-
tween the satellites and the impact parameter. L is the angle between the ray and the posi-
tion vector to the GPS satellite while R is the angle between the ray and the position vec-
tor to the LEO satellite. 

to cover a non-spherical media, but in this case the inversion cannot be done with-
out pre-knowledge of the structure of the refractivity. 

The validity of the optical geometrical description of radio occultation signals 
in the Earth’s atmosphere is due to the weak refractivity and the small (in most 
cases) refractivity gradients. However, in the case of a strong refractivity gradient 
it must be expected that the geometrical description will break down. The theory 
needed for the geometrical optical description can be found in Fjeldbo (1964) and 
Born and Wolf (1999). A geometric optics description of the refraction attenuation 
for radio occultations valid for the 3-D case has been introduced in the paper 
Pavelyev and Kucherjavenkov (1978).  

Depending on the structure of the refractivity, several rays can be present at the 
same time. In this multipath situation, the LEO satellite receives a signal, which is 
a sum of sub signals with different Doppler frequencies. This complicates the sig-
nal processing.  

1.3  The Phase and the Doppler Frequency 

The phase of a single ray is given by  
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where a = impact parameter,  = bending angle and rL, rG the LEO and the GPS 
radii. 

It is seen that the phase has a memory term, the integral of the bending angle. 
This means that the phase of the occultation signal at all heights always includes 
an ionosphere contribution.  

The Doppler frequency for a single ray is given by 
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where the dots denote time derivates. 

2  Processing of Occultation Signals 

Optimal signal processing means utilization of all available pre-knowledge of the 
physical nature of the signal. A radio occultation signal has the following charac-
teristics:

The signal is locally narrow banded i.e., by subtracting the vacuum phase 
the frequency bandwidth is down to 10 Hz.  
By using the synthetic aperture the frequency resolution can be optimized. 
The instantaneous Doppler frequency is a decreasing/increasing function of 
time. In the case of multipath, several frequencies can be present at the 
same time. 

If the signal is processed by an array of frequency filters and these give a signal 
when a frequency is present, the recording of these temporal events will display 
the Doppler frequency as function of time. This means that a Fourier transform of 
the signal will resolve multipath and give an optimal resolution. 

The Fourier transform can be considered as a phasematching, which selects fre-
quencies in the signal. The selection of the frequencies can be resolved by using 
the stationary phase method. If there are multiple stationary points i.e., the same 
frequency is present at several time points we have a situation, which could be 
called temporal multipath. The temporal multipath can be caused by the non-radial 
path of the satellites and by horizontal gradients. Especially, the plain Fourier 
transform would give errors in the Doppler frequency curve when the satellite 
paths are non-radial.  

In order to remove the temporal multipath a more general phasematching than 
the Fourier transform method can be found. 
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2.1  Phasematching 

The occultation signal )(e)( titA  is multiplied with the phasor, ),(0e tci , where 
0(c,t) is a phase depending on the parameter c. The result is then integrated in 

time (or another variable, which is a mapping of the time space): 

.e)(
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The condition ),()( 101 tct  denotes a stationary point in time. If we, with the 
choice of 0(c,t) have accomplished that there only exists one stationary point at 
any time, the function u(c) can explicit be represented by the approximation 
above.

The condition for absence of temporal multipath is 
.0for          0),()( 0 Tttct (4) 

In the design of the phase 0(c,t) this condition should be fulfilled. However, this 
depends on the measured parameter and is therefore not possible in all cases. The 
search for the right matching phase has resulted in the development of the Fourier,
the FSI and the Phasematching methods.  

2.2  The Generic Methods of Phasematching 

The phase of u(c), (t1) – 0(c,t1), is a function of the parameter c, and by differ-
entiating the phase with respect to c, an auxiliary function on a parametrical form 
can be found:  
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which expresses a functional relation between the parameter c and the partial de-
rivative of the matching phase. 

I: The Fourier method              0(c,t) = ct
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where c is related to the impact parameter through the Doppler equation:  
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In the case where the radial velocities are zero, the impact parameter is directly 
proportional to Doppler frequency c.
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II. The FSI method
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Method A, with the matching phase given by:  
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The impact parameter is found from the Doppler equation: 
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It is seen that the impact of the radial velocities are reduced with a proper choice 
of c0.

Method B, with the matching phase given by: 
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where c0(t) is a model of the impact parameter. A special case of this is 
c0(t) = a0(t)n0(a0), where a0(t) is the vacuum impact parameter and n0 is the model 
of the refractivity. 

Again, the impact parameter is found from the Doppler equation: 
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It is seen that the impact of the radial velocities are reduced overall with a proper 
choice of the model of c0. Other variations of the FSI method exist (Gorbunov and 
Lauritsen 2004).  

III. The Phasematching method
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with the matching phase given by 
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Again, the impact parameter is found from the Doppler equation: 
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which gives c = a.
The phasematching method solves the problem with the radial velocities per-

fectly. It gives directly the bending-angle as a function of the impact parameter. 
However the phasematching function is non-linear and the processing cannot be 
implemented with a fast Fourier transform.  

3  FSI Implementation Problems

The FSI method is fairly easy to implement. Tests on simulated noise free occulta-
tion signals give good results. However, real signals are more difficult to process. 
They are noisy and they occasionally contain detection errors. In the following, 
the different steps in the processing chain will be described and discussed. 

3.1  Implementation of the FSI Processing 

In this section, technical issues regarding the implementation of the FSI method 
are addressed. The occultation signal is supposed to be given as amplitude and 
phase (the excess phase) sampled with 50 Hz. 

1. The signal phase (the excess phase) is modified: 
The vacuum phase is added, so the real signal phase is estab-
lished. 
The FSI phasematching phase is subtracted from the phase. 

2. The amplitude is (optional) modified. 
3. The center frequency of the now modified signal is found and a new 

signal is formed with a center frequency of zero. 
4. The phase and amplitude of the new signal are upsampled 20–30 times 

depending on the bandwidth of the new signal. 
5. The Fourier transform is performed with a FFT. 
6. The phase difference (the difference between two frequency neighbor 

points) of the FFT phase is computed. 
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Fig. 2.  The difference of the Fourier phase displayed as function of frequency. The red 
(and green) curve shows the difference phase. The blue curve shows the local spread of the 
phase difference. The green curve shows the selected signal as a result of the discrimina-
tion. It is seen that the difference phase spread is very small under the green curve. The dif-
ference phase is proportional to the differential of the phase or to the time of arrival of a 
ray. The noise structure is special in this simulated case, for real CHAMP signals the noise 
looks more symmetrical. The frequency increases to the left. See Jensen et al. (2006) this 
issue, page 116, for a color version of this figure). 

The phase difference spectrum, which is proportional to the spectrum of the 
“arrival” times of the rays, consists of a signal area with noise plus a pure noise 
area (see Fig. 2). The task now is to separate the signal from the pure noise. Two 
methods for performing this task have been investigated: Discrimination of the 
FSI spectrum amplitude and discrimination of the phase difference shown in 
Fig. 2. The experience with the amplitude discrimination was that it was difficult 
to get a robust and reliable method, which preserved an optimum amount of in-
formation of the signal. The discrimination of the phase difference spectrum is 
done by computing a local mean spread (the spread is calculated within a window) 
as function of the frequency. This local spread function is shown in Fig. 2 in blue. 
It is clearly seen that the local phase difference spread is high in areas with noise 
and low in areas where the signal is present. With a proper threshold value, the ar-
eas with noise can be separated from the signal. If the threshold is too large, too 
much noise from the two ends of the signal will be taken into account in the fur-
ther signal processing and if it is too low the signal will be truncated. The selec-
tion of the threshold value is therefore always a compromise. Another complica-
tion is that the “optimum” threshold varies for each occultation. The solution to 
this problem has here been to compute the mean sum of the above mentioned local 
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spreads and choose the threshold as a fraction of this sum. This has, until now, 
shown to be a very reliable and robust method for establishing the threshold for a 
large number of real occultation data. With the threshold the start and end of the 
occultation can be found i.e., the information bearing part of the signal can be iso-
lated. The signal does still contain receiver noise and numerical noise from the fi-
nite discrete Fourier transform. This noise can partly be filtered out on the cost of 
a reduced spatial resolution. 

Another observation from the blue curve in Fig. 2 is that the spread in the sig-
nal is very small at the start of the occultation (the left side of the figure) whereas 
the spread is increasing at the end of the occultation. This can be used for further 
discrimination of noise embedded in the signal. By applying a varying threshold 
(here implemented as a linear function) single points in the signal can be taken 
out. This gives, however, only minor changes in the signal. The philosophy behind 
this is that the local spread of the signal can be considered as an error measure. 

7. From the selected phase difference spectrum, the arrival time and suc-
cessively the bending angle as function of the impact parameter is 
found. 

These seven steps described do not involve any filtering. The errors in the sig-
nal are due to receiver noise and numerical noise. This could be the raw product 
delivered by the FSI method. Further averaging and extrapolation of the bending 
angle, reducing the intrinsic resolution of the FSI method would then be up to the 
user.  

The filtering problem is complicated. A relatively simple method is to use an 
expansion in Chebyshev polynomials (Goodwin 1961), which both gives an inter-
polation and a smoothing of the functions. This is convenient, but the essential 
documentation of the final spatial resolution is missing. A deeper analysis of the 
problem will be given below. 

3.2  Filtering and Spatial Resolution 

In the time of arrival spectrum (the phase difference spectrum Fig. 2) fluctuations 
in the arrival times cause large fluctuations in the bending angle i.e., for real data 
fluctuations up to 1 mrad have been seen unless smoothing and averaging was 
done on the data. Averaging of data is a legal way to process data as long as the 
variance of the data is reported. In this case the problem is that we want to know 
the uncertainty in the frequency or spatial domain and not in the time or bending 
angle domain. For real data sampled with 50 Hz, the time of arrival of the rays 
will have a basic uncertainty of 20 ms, and the upsampling of the signal to 
1000 Hz or larger will only give a pseudo time of arrival resolution of 1 ms or bet-
ter. The thermal noise in the original signal is also upsampled, which means that 
the noise is correlated in the pseudo sample intervals. The discrete nature of the 
FFT and the transform of the noise into a multiplicative phase noise in the spec-
trum, give both contributions to the time of arrival noise. The deterministic varia-
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tion of the time of arrival is given by the persistence time (Jensen et al. 2004a) i.e., 
the time interval in which the Doppler frequency is approximately constant. Usu-
ally the persistence time is larger than the 20 ms sampling interval (this is the ba-
sis for choosing 50 Hz sampling in radio occultation) and one must expect that 
only a finite number of discrete frequencies are present in a sample. If there is a 
distribution of frequencies this must be due to thermal noise, sample noise and 
processing noise as mentioned above.  

Now, from this analysis a filtering scheme can be proposed. If the time of arri-
val function t( ) is considered in N intervals ti < t < ti+ t, where t0 = 0 and tN-1 = T
(the recording time of the occultation) then we can define a function i( ) with the 
following properties: 

 else.0
)(if1

)(
tttt ii

i (16) 

It is natural to chose t as the sampling time for the actual occultation.  
In order to illustrate the possible behavior of i( ) in a time interval i the fol-

lowing graphic is shown: The vertical bars indicate that i( ) = 1 

1. frequency||

2. frequency|||||

3. frequency|||||||

4. frequency|||||||
In example 1, two frequencies occur in the time interval i. The frequencies are 

close together and the spread is small. In 2, clusters of frequencies are seen, which 
can be interpreted in two ways. Either the spread in frequencies is large or we 
have a multipath situation. In 3, clusters of frequencies are seen. The spread is 
probably large. In 4, three distinct clusters of frequencies are seen, which indicates 
a clear multipath situation. Using the function i( ) the local mean and spread 
with respect to  can be computed and the arrival time function t( ) can then be 
transformed to a discrete function or a table [ti, < ; > ] with the time and the 
mean local Doppler frequency as the variables and with the local mean spread as a 
parameter. This table can then be used to calculate the bending angle as function 
of the impact parameter and by transforming the local mean spread of the Doppler 
frequency into an uncertainty in the impact parameter ( a) i.e.,  

].;,[];,[ aii at (17) 
The local means and spreads can only be calculated in the case of possible multi-
path if certain constraints are imposed. This is seen from example 2 and 3 above. 
We have to make a constraint saying that we only accept a separation between 
clusters, which is larger than a certain ( a) before it can be accepted as a mul-
tipath. In order to compute the local mean(s) and spread(s) i( ) is correlated with 
a square shaped function s( ) of the width  (Eq. 18).  
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d)(),()( ii s (18) 

The peaks of the correlation function i( ) give the local means and the local 
spread can be defined in various ways: As the half width of the peak, the radius of 
curvature of the peak or the spread of the peak. The limits of the correlation inte-
gral can be reduced so the processing speed can be improved. 

In Gorbunov et al. (2005) the uncertainty of the Doppler frequency is evaluated 
by using running Fourier transforms. This method is questionable though it will 
produce an estimate of the Doppler uncertainty. The question is how this measure 
is related to the “real” Doppler spread in the FSI function t( ). First, the time 
length of this local Fourier transform gives an intrinsic uncertainty in the spread 
around the peak maxima in the Fourier amplitude spectrum. Second, the impact of 
the noise will be different from the noise impact in the FSI spectrum. Third, the 
numerical noise due to the short length of the discrete Fourier transform will also 
give a contribution to the spread or uncertainty in the Doppler frequency. In the 
best case the running Fourier method will give a very conservative measure of the 
uncertainty. 

3.3  The Phase Noise in the FSI Spectrum  

In Appendix A the impact of thermal noise on the arrival time is calculated. The 
main result here is the variance of the time of arrival (Eq. A17). It yields 

fTT
tTt 1

4
11)(

2
122 , (19) 

where  = A0
2/E0 f is the square of the signal-to-noise ratio in the Fourier space 

( t and t1 are introduced in the introduction of the appendix). The product E0 f is 
the noise energy in the frequency band and fT is the time-bandwidth product. In 
the FSI method this last quantity will usually be a large quantity. The equation is 
an approximation, which is valid in the limit of large signal-to-noise ratios. It is 
seen that the relative variance is constant for large time of arrivals. 

4  Conclusion 

An overview of the present development of the FSI method has been given. The 
method proposed in Sect. 3.2 converts the time of arrival uncertainties into uncer-
tainties in the Doppler frequency. The method has the advantage that it operates 
directly on the measured arrival time as function of the Doppler frequency taking 
the available pre-information into account. The analysis shows that an improve-
ment in the spatial resolution of the refractivity profile can be achieved if the sam-
pling rate is increased. The result from the phase noise analysis (Sect. 3.3) can 
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theoretically be used to extend the method if the arrival time spread (see Eq. 19) is 
used to define varying time intervals. However, this will demand longer computa-
tion times and will only be exact in case of simulations.  
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Appendix A: The Impact of Thermal Noise in the FSI Processing 
Method

In this appendix, the effect of thermal additive noise on the retrieval of the refrac-
tive index from occultation measurements will be analyzed. It is assumed that the 
processing of the signal is done with the FSI method (Jensen et al. 2003). The out-
line for this analysis is:  

A description of the Fourier transform of band-pass filtered noise. 
A calculation of the mean value and variance of the frequency derivate 
of the phase of the Fourier transform. 

The FSI method gives as output the Doppler frequency as function of time. From 
the Doppler frequency, the impact parameter a, and the bending angle can be de-
rived. The Doppler frequency is the frequency of the Fourier transform and the 
time is found by differentiating the phase ( ) of the Fourier transform i.e., t1 = –
d ( )d  (see Jensen et al. 2002). The uncertainty in the time determination t,
gives an uncertainty in the impact parameter a. The relation is simply given by 
a = (da/dt) t. The mean value of t and its variance are calculated in Appen-

dix I.2 for additive band-pass filtered noise. 
The effect of the Fourier transformed noise, are the issues in Appendix A.1. 

This section can be skipped, if the reader accepts the application of the results in 
Appendix A.2.  

A.1  Bandpass Filtered Noise 

In order to describe the impact of the noise we will first define and describe the 
properties of the band pass filtered noise, which are the result of the pre-
processing of the signal. The noise is passing in the band pass ±½  around the 
center frequencies q and –q. The noise contribution around q is denoted by N+ and 
around –q, N–.
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The total noise N(t) = N++N– can be expressed as a sum of cosine and sine func-
tions, as shown below: 
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The pair (NC,NS) can be considered as a pair of noise signals in quadrature. 
The noise function K = NC+iNS is a function of time. In the following, the noise 

considerations are done in the Fourier space and for that reason; the properties of 
the finite Fourier transform of K will be analyzed. The mean value of K and 
dK/d  and their variances will be calculated, with the intension of using the result 
to determine the mean and variance of the impact parameter.  
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where T is the time length of the signal. 
It is seen that 

0)(K . (A4) 
The variance of the spectral noise becomes: 

fEEK 002
2 21)( , (A5) 

where E0 is the noise energy per frequency. 
The derivate of the Fourier noise with respect to  yields: 
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It is easily seen that the mean value of the noise derivative is zero. The variance of 
this yields:  

Fig. A1.  U(x) is defined in Eq. A8. 
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The resulting integral above cannot be expressed explicitly as function of  and 
, but the result can be described approximated. To do this the function U(x), 

defined below, has been calculated analytically and the result is displayed on the 
graph below.  
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It is seen that the function is a two-valued function with a narrow transition 
area around zero (Fig. A1). The transition area is as seen from the graph approxi-
mately restricted by |x|  10. In the calculation of the noise term, due to the deri-
vate of the noise, the difference between U(½ T + ¼ T) – U(½ T – ¼ T)
has to be approximated. First it is seen that if | |  ½  the contribution will be 
approximately zero. This is also to be expected from a physical point of view, due 
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to bandpass nature of the noise. If | |  ½ , the contribution will approximately 
be 1, by near the narrow areas where the transition occurs. However since these 
points always will give a contribution smaller than 1, we do make a conservative 
estimate by setting these contributions equal to 1. 
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A.2  Mean Value and Variance of the Fourier Phase Frequency Derivate 

The output of the FSI method, the Fourier transform of the signal plus noise, can 
be written as: 

),(ee)()( )(
0

)( 0 KAFF ii (A10) 
where A0 is the amplitude of the Fourier transform. A0 is a constant or a weak 
function of the frequency in case of absorption in the atmosphere, so it is safe to 
consider it to be a constant. ( ) is the phase of the Fourier transform and 0( ) is 
the Fourier phase of the noise free radio occultation signal. 

The Fourier phase is given by: 
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The derivative of the detected Fourier phase yields: 
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Expanding the equation above to (A0)–1 yields: 
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From this the mean value of the detected time can be calculated 
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It is seen that the time t1 = –d ( )/d  is bias free. This is important, in that respect 
that a bias will not be present in the retrieval of the refractivity. 

The calculation of the variance of the detected time is done by squaring 
Eq. A13 with a subsequent averaging and keeping terms to second order in the 
amplitude. Mean values of cross terms i.e., products where the real and imaginary 
part of the Fourier noise is involved are set to zero. 
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The mean value of Eq. A15 is obtained by using the results in Sect. 1.1 (Eqs. A5, 
A9). 
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Eq. A16 can be rewritten to yield: 
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where fEA 0
2
0  is the square of the signal-to-noise ratio in the Fourier 

space ( t and t1 are introduced in the introduction). The product E0 f is the noise 
energy in the frequency band, and fT is the time-bandwidth product. In the FSI 
method this last quantity will usual be a large quantity.  

The found results can now be used to find the mean and the variance of the im-
pact parameter. The relation between the uncertainty in the impact parameter and 
the time is given by: a = (da/dt) t.

By using Eq. A14 we obtain: 

0
d
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i.e., the measuring of impact parameter is bias free in the FSI method. 
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The variance of the impact parameter yields:  
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This is an interesting result, which shows that the uncertainty of the impact pa-
rameter increases when the detection time increases. This means that the advan-
tage of having a long synthetic aperture is limited by the thermal noise and that for 
a given strength of the noise there exists an optimal detection time. The uncer-
tainty in the impact parameter due to the detection time is given by )(2 Tk ,

where k is the wave number and the relative angular velocity of the pair of sat-
ellites.

The effect of the thermal noise propagating in the retrieval chain is, as seen in 
the previous chapter, a very complex issue. The practical use of the results will 
mostly be related to Eq. A19 which can be used to find an optimal time aperture in 
the processing of the occultation signal. In the error analysis of the Abel transform 
it is seen that the errors coming from various sources are affected by the variation 
of the refractive index and that especially a large gradient in the refractive index 
amplifies the final errors. The effect of these errors can only be described in a sta-
tistical framework i.e., in an extensive simulation with “all” possible refractive in-
dex profiles weighted with the probability of their existence.  
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Abstract.  The processing of radio occultation signals has the purpose of extracting the 
bending angle as function of the impact parameter so that a following Abel transform gives 
the refractivity profile of the atmosphere. The radio occultation signal is the detected elec-
tromagnetic field from a remote transmitter (a GPS satellite). Various processing tech-
niques can be used to retrieve the bending angle. The Full Spectrum Inversion (FSI) method 
relies on geometrical optics and will produce the actual bending angle as function of the 
impact parameter, if it can be assumed that the refractivity is spherically symmetric around 
the Earth and the geometrical optical description of the propagating electromagnetic field is 
correct. The inverse problem, construction of the electromagnetic field from knowledge of 
the refractivity profile (or the bending angle) and the path of the receiving and transmitting 
antennas can also be solved in the framework of geometrical optics. This opens a way to 
evaluate the quality of actual occultation measurements both with respect to the computa-
tional algorithms and the assumptions of spherical symmetry. When the refractivity profile 
has been measured from an occultation signal, this profile together with information about 
the satellites’ path can be used to generate a simulated signal, which can be compared with 
the original signal. Processing of real data is shown here and the results are discussed. 

1  Signal Processing and Information Measures 

Optimal signal processing is usually a statistical concept. Knowing the structure of 
the signal and noise sources one can in many cases define an information measure, 
which can be used to optimize the signal processing, for instance, by using the 
maximum likelihood method. Information or quality measures for an individual 
signal, which is the aim for the following discussions, depends on the reliability of 
the processing method and of the underlying assumptions for the method i.e., how 
well the assumed structure of the signal is present.  

Retrieving the wanted information from a signal usually involves filtering, 
which reduces the noise or unwanted information in the signal. Filtering means 
that certain filter parameter values have to be set. In order to optimize the signal-
to-noise ratio and without reducing the relevant information, these parameters are 
usually set as a compromise. If the filter parameters for a generic group of signals 
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can be fixed and still give optimum results, the processing method can be said to 
be robust and the method will be useful for automatic signal processing. However, 
if this is not the case, the filter parameters have to be adjusted to individual signals 
in order to avoid information loss. 

In the case of radio occultation signals no exact practical model exists and one 
is left with different physical models and assumptions. Theoretically Maxwell 
equations can give an exact solution but this is a very comprehensive computation 
work. A simple and practical approach is to model the signal using geometrical 
optics together with some assumptions about the atmosphere. A strict verification 
of this is difficult and is probably also impossible due to diffraction effects, which 
inevitable will be present in the signal. Also other effects such as scintillations, re-
flections, horizontal refractivity gradients are difficult or impossible to model and 
to detect. Horizontal gradients, for instance, can be modeled but not detected in 
the framework of geometrical optics. When the impact parameter (see below) is 
found from the Doppler frequency, it is assumed that the refractivity profile is 
spherically symmetric. 

Since the outcome of the processing of the radio occultation signal is the refrac-
tivity or bending angle, a way to test whether the processing method and the as-
sumptions have been correct is to reconstruct the radio occultation signal and 
compare it with the original signal (in general, signal processing, signal recon-
struction is not possible). 

Depending on the processing methods for the reconstruction, the results of this 
comparison will be an evaluation of the processing method, or a mixed outcome 
with respect to the evaluation of the processing method and the assumptions. The 
result from the evaluation is an error measure or an information measure, here 
found by computing the correlation coefficients for the phase and amplitude of the 
real occultation signal and the reconstructed signal. A similar approach has been 
used in Pavelyev (2003). The reconstruction of the signal is here done using a geo-
metric optics approach, other techniques exist. These include the multiple phase 
screens technique and asymptotic modeling. See the references Gorbunov (2003) 
and Gorbunov and Lauritsen (2004). 

Before the details about how to reconstruct the radio occultation signal, we will 
give a brief description of the FSI (Jensen et al. 2003) and of the inverse problem. 

1.1  The FSI Method 

The processing of the occultation signal is performed by the FSI method. In this 
method the complex radio signal, multiplied with a phasor depending on the satel-
lite path, is Fourier transformed giving a complex spectrum. Ideally the amplitude 
of the spectrum is a constant (when no absorption is present in the atmosphere). 
By differentiation of the spectral phase with respect to the frequency, the time (ar-
rival time of a ray) of the occurrence of the frequency is revealed. After a trivial 
correction, (due to an applied phase term in the FSI) this gives the Doppler fre-
quency as function of time, from which the impact parameter a, can be found as a 
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function of time. The functional form of the Doppler frequency as a function of 
the impact parameter assumes that the atmosphere is spherically symmetric. If 
there are horizontal gradients present in the atmosphere, the formula is not correct 
and the impact parameter derived from the equation will have an error. 
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where rL, rG are the LEO and the GPS radii, respectively, and  the angle between 
the satellites. The dots denote time differentiation. 

Knowing the impact parameter and time, the bending angle  as function of the 
impact parameter is found from the angular equation below. 
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With the knowledge of (a) the refractivity profile can be found by performing an 
Abel transform on (a). 

The details in the implementation of the FSI processing method is described in 
(Jensen et al. 2002, 2004b, 2006). In Fig. 1 the difference phase (the difference be-
tween two frequency neighbor points) is shown. The curve illustrates the time of 
arrivals as function of frequency. This function is then used to find the impact pa-
rameter and the bending angle (Eqs. (1) and (2)). 

The problems, which concern the reconstruction of the signal, are the smooth-
ing and the interpolation of the bending angle. The filtering methods used here are 
based on expanding the functions as Chebyshev polynomials (Goodwin 1961), 
both of which give an interpolation and a smoothing of the functions. This is con-
venient, but the essential documentation of the final spatial resolution is missing. 
However, when the issue is a signal reconstruction, a visual inspection of the re-
sult should be sufficient. 

The inverse problem, constructing the signal from the knowledge of the refrac-
tivity profile or the bending angle, can in principle be solved by reversing the 
chain described above. However, in praxis it is not fully correct to use the Fourier 
transform for the inversion, due to the discrete nature of the data. The discrete 
Fourier transform produces oscillations (Gibbs phenomena). Instead, the phase 
and amplitude of the single rays as function of time are calculated whereby the oc-
cultation signal can be (re-)constructed. The phase can be reconstructed in two 
ways: A reconstruction of the phase of the FSI spectrum and thereby deriving the 
phase in the time domain or a reconstruction from the geometrical optical expres-
sion of the phase in a spherically symmetric atmosphere. Comparison of the re-
constructed phase to the real phase in the first approach will reveal processing er-
rors whereas the second approach will reveal both processing errors and errors in 
the assumptions about the spherical symmetry. So in the later case, the difference 
between the two phases should in principle reveal broken assumptions about 
spherical symmetry. 
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Fig. 1.  The difference of the Fourier phase displayed as function of frequency. The red 
(and green) curve shows the difference phase. The blue curve shows the local spread of the 
phase difference. The green curve shows the selected signal as a result of the discrimina-
tion. It is seen that spread in the difference phase is very small under the green curve. The 
difference phase is proportional to the differential of the phase or to the time of arrival of a 
ray. The noise structure is special in this simulated case, for real CHAMP signals the noise 
looks more symmetrical. 

2  Signal Reconstruction 

Reconstruction of signals from the results of the processing chain above is not al-
ways possible. In case of radio occultations the signal can be constructed if it can 
be assumed that the propagation of the electromagnetic field can be described with 
geometrical optics. Knowing the arrival time of the rays as function of the Doppler 
frequency the reconstruction can be done. From a comparison between the real 
signal and the reconstructed signal information about the efficiency of the signal 
processing algorithms can be found. Another way to reconstruct the signal is to 
apply the assumption of spherical symmetry of the refractivity profile in the at-
mosphere. If this condition is not fulfilled for the actual atmosphere the recon-
structed signal will be different from the real signal, especially the reconstructed 
signal phase should exhibit deviations form the real signal phase in areas where 
the atmosphere is non-spherically symmetric. In this paper the reconstruction is 
performed with the assumption of a spherically symmetric refraction profile. The 
examples shown here are from randomly selected CHAMP data, and no attempt 
has been made to reveal the presence of non-spherical conditions. The goal is to 
make an initial investigation and to verify the geometrical optical assumption.  
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Fig. 2.  Block diagram of the processing chain and the forward modeling showing various 
possibilities for signal reconstruction and data assimilation. 

In general, reconstruction is done when the refractivity profile of the bending 
angle is used for assimilation purpose. Average values of temperature and water 
vapor from a numerical weather model give an estimate of the refractivity profile 
or the bending angle. This profile is iteratively compared with a measured profile 
from an occultation measurement, until the best estimates of temperature and wa-
ter vapor have been achieved. In Fig. 2 a sketch of the data processing chain is 
shown together with a scheme for forward modeling or reconstruction of the sig-
nal. The figure illustrates the possibilities of signal reconstruction and assimilation 
at various levels: refractivity, bending angle and Doppler frequency. If a model of 
the ionosphere is present the assimilation and the signal reconstruction can be 
done simultaneous. In the following section the principles of the forward modeling 
approach are presented. 
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Fig. 3. The impact parameter as a function of the satellite angle for satellite radii at time t
(Eq. (3)). The impact parameter(s) at the time t is found by the crossings of vertical line at 
(t) with the curve. By using Eqs. (2), (4) and (5) the field can then be reconstructed. 

2.1  Geometrical Optical Forward Propagator 

The output from the FSI processing method and the Abel transform is the refrac-
tivity as function of the impact parameter. With a set of satellite radii, the angle 
between the satellites  can be calculated from Eq. (3) (which can be derived from 
Bouguers’ formula, (Born and Wolf, 1999)) as function of the impact parameter. 
This is displayed in Fig. 3. 
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where a is the impact parameter, n the refractive index and rL, rG  the radii of the 
LEO and GPS satellite, respectively.  

With a set of satellite path data rL,rG, , t we can find the associated impact pa-
rameter(s), which with the use of Eq. (2) gives the bending angle(s). Each solution 
is equivalent to a ray and for each ray we can find the phase  (Eq. (4)) and the 
amplitude A (Eq. (5)). Both formulas can be found in Jensen et al. (2004a). 
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where P is the emitted power from the GPS satellite and / a is the partial de-
rivative of  with respect to the impact parameter. This quantity can be found by 
differentiation of the curve in Fig. 3 where rL,rG are constants. A formula for the 
amplitude can also be found in Eshleman et al. (1980). 

By adding the complex field of the rays the occultation signal can be found as 
function of time. In a similar way the signal reconstruction can be done from the 
knowledge of the bending angle. 

2.2  Implementation of the Signal Reconstruction 

The bending angle profile from an occultation processed by the FSI method is in-
terpolated using Chebyshev series. The use of the Chebyshev series has certain 
programming and computational advances. Practical, n Chebyshev polynomials 
are used for calculating n interpolation coefficients from which an arbitrary point 
on the bending angle profile can be calculated. If the profile was exactly a poly-
nomial of degree n, the interpolation would give the exact result. In other cases the 
use of the interpolation coefficients will result in a smoothed version of the bend-
ing angle. After an extrapolation of the bending angle, the Abel transform is used 
for computing the refractivity profile. Experience with this interpolation technique 
shows that if n is chosen to low, oscillations occur in the results. In Fig. 4 this ef-
fect is vaguely seen on the curves. The implementation of the signal reconstruc-
tion is then done accordingly to the scheme laid out in Sect. 2.1.  

2.3  Results  

Results from the reconstruction process are shown in Figs. 4 to 9. In each case the 
amplitude and phase from the original signal and the reconstructed forward propa-
gated signal are compared visually and by calculation the correlation coefficients. 
The correlation coefficients are computed for the whole signal.  
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Fig. 4.  Reconstruction of a simulated radio occultation signal. 

A local measure would give more information, but this is not done in this paper. In 
the case of real data, the fly wheeling time slots are indicated on the graphs. 

In the first case (Fig. 4) the signal is generated with a simulated refractivity pro-
file, which has a clear multipath zone. For the simulated signal the satellite paths 
have constant radii. The radio occultation signal is then generated with the method 
outlined in Sect. 2.1 with a small amount of additive noise. After the use of the 
FSI method, the resulting refractivity profile is then again used to generate a sig-
nal. The results are shown in Fig. 4. Ideally the amplitude and the phase should be 
identical, but as seen, the amplitude correlation coefficient does only reach 94 %, 
whereas the phase and the Doppler coefficients are approximately 100 %. In the 
beginning of the occultation and up to the start of the multipath area, the recon-
struction is close to perfect. In the multipath area it is seen from the graph that the 
signals are very look alike, but they are not totally overlapping. The reason for this 
must be numerical computational problems, numerical accuracy or algorithms, 
which are not optimal. Figure 1 (which is the result from FSI processing of the test 
signal) illustrates the problem: In the multipath area there are two extreme points, 
which indicate the temporal start and end of the multipath; if these points are 
smoothed the exact start and end of the multipath will have an offset relative to the 
real points. This will affect the whole multipath area as seen in Fig. 4 and results 
in a lower correlation coefficient for the amplitude. In general, this will be a prob-
lem for real occultation events, but for the near deterministic case (shown in 
Fig. 4) it should be possible to create a perfect reconstruction. The problem comes 
from the interpolation and smoothing of the bending angle. A lot of effort have 
been done in order to solve this problem, but until now with no results. The miss-
ing perfect match for the amplitude should be taken into account when the results 
for the reconstruction of real signals are evaluated. 
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Fig. 5.  Reconstruction of CHAMP data. The results show a high degree of similarities es-
pecially in the envelope of the signals. The large fluctuations in the reconstructed amplitude 
could be damped if the bending angle had been smoothed more.  

In the reconstruction of real occultation signals it is assumed that the signal can 
be described with geometrical optics and that the spherical symmetrical assump-
tion is fulfilled. The reconstruction does not take the actual detection process with 
the phase locked loop into account i.e., it is assumed that the detection process is 
ideal. In some cases (see Figs. 6, 7 and 8) the fly wheeling flag has been set during 
the detection process indicating that the phase lock loop has not been properly 
working at all times. 

The origin of the errors or lack of correlation between the original signal and 
the reconstructed signal can be listed in four groups: 

1. Geometrical optical assumption is not fulfilled or only partly fulfilled 
2. The spherical symmetrical assumption is not fully fulfilled 
3. The detection errors in the signal 
4. Numerical errors due to noise, programming errors and interpolation and 

smoothing of the data 
The errors of type 1 are difficult to recognize in the present investigation. Most of 
the reconstructed signals look very similar to the original signals and derivations 
can be explained as one of the other errors listed above. However, a conclusion 
that the geometrical optical assumption is fulfilled 100 %, cannot be drawn from 
this investigation.  
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Fig. 6.  Reconstruction of CHAMP data. The results show a high degree of similarities es-
pecially in the envelope of the signals. The large fluctuations in reconstructed amplitude 
could be damped if the bending angle had been smoothed more. With respect to correlation 
coefficients, this is the best of the examples shown.  

Fig. 7.  Reconstruction of CHAMP data. The results show a high degree of similarities es-
pecially in the envelope of the signals. The large fluctuations in reconstructed amplitude 
could be damped if the bending angle had been smoothed more. Fly wheeling is within the 
boxes.
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Fig. 8.  Reconstruction of CHAMP data. The results show a high degree of similarities es-
pecially in the envelope of the signals. The large fluctuations in reconstructed amplitude 
could be damped if the bending angle had been smoothed more. Fly wheeling is within the 
boxes.

Errors of type 2 should be detectable in the reconstructed phase because spheri-
cal symmetry has been assumed in the reconstruction. In the present examples 
(Figs. 5, 6, 7, 8, 9 and 10) the phase correlation is always close to 100 %. If this 
has to be revealed data for selected locations have to be investigated. 

Errors of type 3 are seen in Figs. 7, 8 and 9 where fly wheeling is present. The 
errors seen here are detectable, but they are not more significant than other errors. 
This could lead to the conclusion that the fly wheeling gives a margin improve-
ment in the results or that detection errors also are present outside the fly wheeling 
areas.

In all examples the errors of type 4 are present. By changing the smoothing of 
the bending angle the appearance of the amplitude will change and the correlation 
coefficient will also change slightly. 

In general, it is seen that the match between the signal and the reconstructed 
signal is best in the start of the occultation. In the last couple of seconds, where the 
rays are close to the surface of the Earth and the signal to noise ratio is low, the 
correlation is low. If this part of the signal was excluded much higher correlation 
coefficients would be obtained. 
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Fig. 9.  Reconstruction of CHAMP data. The results show a high degree of similarities es-
pecially in the envelope of the signals. The large fluctuations in reconstructed amplitude 
could be damped if the bending angle had been smoothed more. Fly wheeling is within the 
boxes. In this the Doppler correlation coefficient is low, which can not be explained unless 
the signal can be assumed to be corrupted. 

Fig. 10.  Reconstruction of CHAMP data. The results show a high degree of similarities es-
pecially in the envelope of the signals. The large fluctuations in reconstructed amplitude 
could be damped if the bending angle had been smoothed more.  
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3  Conclusions 

The results from the signal reconstruction technique investigated here show the 
possibilities for an evaluation of the quality of the occultation signals, both with 
respect to the computational algorithms and the assumptions of spherical symme-
try. The interpretation of the results is however not simple due to the mixing of er-
rors in the reconstruction. The result from the simulated refractive index profile 
shows the difficulties with the used algorithms and the smoothing and interpola-
tion technique. This demands further investigation. Ideally, the reconstruction 
should only reveal errors due to the non-symmetrical atmosphere, noise and detec-
tion errors. These errors could then be used when the occultation measurements 
are assimilated into a numerical weather model. 
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Abstract. We investigate algorithms for filtering noisy radio occultation data with
atmospheric multipath behavior in order to improve the accuracy of the inversion
based on canonical transform/full spectrum methods. The noise filtering procedure
uses the compression of the signal spectrum by multiplying it with a reference signal,
Fourier filtering of the narrow-banded signal, and decompression of its spectrum. We
study filtering in the time domain and in the impact parameter domain. Our results
show that the inversion methods are able to handle additive white noise and high
resolution bending angle profiles are obtained. For comparison we also present results
where the inversion of multipath behavior is based on using phase data only.

1 Introduction

Recently radio occultation data with atmospheric multipath behavior have
attracted much attention. It has been shown that canonical transform/full
spectrum inversion (CT, FSI, CT2) methods based on Fourier integral oper-
ators can effectively unfold multipath behavior [1, 2, 3, 6]. Furthermore, this
approach gives a high accuracy for the retrieved bending angle profiles. Some
investigations of the CT/FSI inversion in the presence of white noise were
performed in [5].

In the present work, we investigate the effect of noise on the inversion
of radio occultations by CT/FSI canonical transform methods. We introduce
radio-holographic filtering methods that use reference signals for compression
of the spectrum of radio occultation measurements and investigate how this
affects the resolution. We find that it is possible to obtain high resolution
unfolding of multipath behavior even in the presence of relatively strong noise.
For comparison, we also study the case where the inversion is based on the
phase data without using the amplitude. It is still possible to unfold the
multipath behavior without using amplitude data but it results in reduced
accuracy for the bending angle profiles. By applying a model for the amplitude
(or using a strongly smoothed version of the measured, noisy amplitude) one
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can obtain an approximately constant CT/FSI amplitude. Our investigations
are based on simulated radio occultation data with multipath behavior.

For a spherical symmetric atmosphere the impact parameter, p, uniquely
defines a ray [1, 2] (with horizontal gradients the assumption will be fulfilled to
a good approximation). Thus, the procedure for unfolding atmospheric mul-
tipath behavior in radio occultations consists in mapping the measured field
u(t) = A(t) exp(iφ(t)) to the p-representation, w(p), using methods based
on Fourier integral operators (FIO) and canonical transforms (FSI [6], CT2
[3, 4]). The resulting operator can be written as the composition of multipli-
cation with a reference signal exp

(
ik

∫
f(Y )dY

)
, the Fourier transform, and

an amplitude factor:

Φ2u(p̃) =

√
−ik

2π
a2(p̃, Ys(p̃))

∫
exp (−ikp̃Y ) exp

(
ik

∫ Y

0

f(Y ′) dY ′
)

u(Y ) dY.

(1)
The coordinate Y depends on time, Y = Y (t), and the stationary phase point
Ys(p̃) equals −ξ̃, where the momentum ξ̃ is the derivative of the eikonal of
the integral term in (1): w(p̃) ≡ Φ2u(p̃) = B(p̃) exp(ikΨ(p̃)), ξ̃ ≡ dΨ(p̃)/dp̃.
This operator maps the wave field to the representation of the approximate
impact parameter p̃. Knowing p̃, the exact p can be obtained (practically, the
difference between them is small and can be neglected). The factor a2(p̃, Ys(p̃))
is the amplitude function of the FIO operator and is needed in order to ensure
energy conservation (see e.g., [3, 4]). The bending (or refraction) angle, ε(p),
is obtained from the derivative of the phase of w(p) in combination with the
geometric formula relating the various angles in the occultation geometry.

2 Inversion of Data Without Noise

In Fig. 1 we show the amplitude of a simulated field with a simple atmospheric
multipath behavior that we used in our investigations. The simulations have
been performed by a combined multiple phase screen method and asymptotic
modeling [3].

In Figs. 2–4 we show the retrieved bending angle profiles ε(p) with CT
and GO (geometric optics) algorithms (without doing noise filtering). The
left panels also show the (sliding) spectra in the (p, ε)-space (where ray height
is p minus the Earth local curvature radius). The right panels show the CT
amplitudes as function of ray height. One observes that high resolution bend-
ing angle profiles can be obtained even in the case where the amplitude is not
used. With the strongly smoothed amplitude, it is observed that the CT am-
plitude is not constant in the multipath region (in the p-representation). This
reflects the fact that the strong smoothed version of the simulated amplitude
does not respect the conservation of energy.
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Fig. 1. Amplitude of simulated field without noise with multipath behavior (left).
The superimposed line (light gray) is a strongly smoothed version of the amplitude.
The simulated field with additive Gaussian white noise with a strength of 30 [5]
(right).
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Fig. 2. Bending angle and (p, ε)-spectrum (left) and CT amplitude as function of
ray height (right). The results are obtained directly from the simulated amplitude.

3 Phase Models

We construct smooth models for the phase variations, φm(t) and Ψm(p), based
on the measured signal and on the retrieved bending angle profile without
doing any noise filtering. The measured signal u(t) and the transformed signal
w(p) are then multiplied by the phase model reference signals as follows:

u(t) → um(t) ≡ u(t) exp(−iφm(t)), (2)

where the phase model φm(t) is obtained by smoothing the phase of the mea-
sured wave field u(t).

Analogously, for the w(p) field:

w(p) → wm(p) ≡ w(p) exp(−ikΨm(p)), (3)

where the phase model Ψm(p) is obtained by smoothing the phase of w(p).
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Fig. 3. Bending angle and (p, ε)-spectrum (left) and CT amplitude as function of
ray height (right). The results are obtained by using a constant amplitude (A ≡ 1).

CT amplitude

R
ay

he
ig

ht
,k

m

0 200 400 600 800 1000
0

5

10

15

20

25

Fig. 4. Bending angle and (p, ε)-spectrum (left) and CT amplitude as function of
ray height (right). The results are obtained by using a strongly smoothed version of
the simulated amplitude.

4 Radio Holographic Noise Filtering

The filtering of the noisy signals are done in three steps: first, the signals are
multiplied by reference signals. This step ensures that the spectrum will be
narrow-banded. Next, the modified signals are Fourier transformed, a Gaus-
sian weighting function applied, and inverse Fourier transformed. Finally, the
reference signals are removed. In schematized form, the steps are as follows
for the noise filtering in the t-domain:

u(t) → um(t) [add φm(t)] (4)
→ ũm(ω) [F ] (5)
→ ũFt

m (ω) ≡ ũm(ω) exp(−ω2/2σ2
ω) [Gaussian filtering] (6)

→ uFt
m (ω)

[
F−1

]
(7)

→ uFt(t) [remove φm(t)] (8)
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Next, apply Φ2 in order to obtain the field in the p-representation, wFt(p),
and finally, obtain the bending angle εFt(p) from the derivative of the phase
of wFt(p).

For the noise filtering in the p-domain it reads:

w(p) → wm(p) [add Ψm(p)] (9)
→ w̃m(ξ) [F ] (10)
→ w̃Fp

m (ξ) ≡ w̃m(ξ) exp(−ξ2/2σ2
ξ ) [Gaussian filtering] (11)

→ wFp
m (ξ)

[
F−1

]
(12)

→ wFp(p) [remove Ψm(p)] (13)

Next, obtain the bending angle εFp(p) from the derivative of the phase of
wFp(p).

5 Inversion of Noisy Data

The results of our noise filtering procedure are shown in Figs. 5–7 where we
show the retrieved bending angle profiles, the (p, ε)-spectrum for the noisy
simulation, and the CT/FSI amplitudes. The results have been obtained by
using a smoothing window of a size corresponding to about 30 m. The phase
model φm(t) has been obtained by smoothing at the scale 2 s (corresponding to
about 4 km in the vertical scale in the sliding spectra). The width of the filter
was chosen to be σω = 200 s−1, corresponding to impact parameter intervals
of Δp ≈ 4 km (ω ≈ kpΩ, with k ≈ 33 m−1, and the derivative of the satellite-
to-satellite angle θ being approximately Ω = dθ/dt ≈ 0.0015 rad/s for the
simulation we have investigated). For Ψm(p), the smoothing scale was chosen
to correspond to the radio-holographic filter width, thus σξ = 0.005 rad.

Figure 6 shows that the noise filtering has removed some energy from the
signal since the CT amplitude is no longer (approximately) constant. The
sharp decrease in amplitude seen around 5 km signals that the original mul-
tipath behavior (in the t-space) has been slightly corrupted by the Gaussian
filtering (in the ω-space). This can be traced to the fact that the width of the
multipath spectrum has been larger than the used noise filtering width σω .
Phrased differently, the unfolding of the multipath behavior is not complete in
the ω-space, therefore the spectrum will be slightly broader in the multipath
region than outside it (i.e., in the single path regions) and accordingly the
weighting with a Gaussian can slightly cut off the spectrum width.

On the contrary, the filtering in the ξ-space, using the impact parameter
reference model Ψm(p), has not corrupted the multipath spectrum (Fig. 7).
This is also to be expected, since the multipath behavior will be completely
unfolded in the p-representation. Thus, the field w̃(ξ) will be more narrow-
banded than ũ(ω) and therefore the noise filtering of w̃(ξ) will not interfere
with the multipath behavior. In this sense, the filtering in the ξ-space is op-
timal.
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Fig. 5. Bending angle and (p, ε)-spectrum (left) and CT amplitude as function of
ray height (right). The bending angle ε(p) and CT amplitude are obtained without
any noise filtering.
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Fig. 6. Bending angle and (p, ε)-spectrum (left) and CT amplitude as function of
ray height (right). The bending angle εFt(p) and CT amplitude are obtained with
the φm(t) phase model.

We have carried out simulations for different strengths of the noise level.
We find that the φm(t) filtering breaks down for strengths about 100 whereas
the Ψm(p) filtering breaks down for strengths about 50. Thus, the filtering in
the ω-domain seems to be more robust (but note the fact that the spectrum in
this space is broader and thus the filtering may slightly disturb the multipath
structure). One way to interpret this is that the (small) suppression of some of
the multipath structures seems to have created a slightly more robust signal.

6 Conclusions

We have investigated the effect of noise on CT/FSI retrieval methods. To this
end, we have introduced a filtering approach based on phase models. The noise
reduction is performed in either the ω-space (conjugate to the time domain)
or the ξ-space (conjugate to the impact parameter domain). We find that
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Fig. 7. Bending angle and (p, ε)-spectrum (left) and CT amplitude as function of
ray height (right). The bending angle εFp(p) and CT amplitude are obtained with
the Ψm(p) phase model.

high resolution bending angle profiles can be obtained, even in the presence
of relatively strong noise levels. Thus, FIO-based retrieval methods are robust
with respect to additive wide band noise. However, the noise filtering breaks
down for very high noise levels.

We also investigated the case where the inversion is performed using the
phase signal alone (and a constant or strongly smoothed amplitude signal).
In such cases, the CT/FSI amplitude is no longer constant, signaling that the
inversion did not respect the conservation of energy. On the other hand, by
imposing a constant CT/FSI amplitude, and mapping such a signal back to
the time domain, one can construct a model for the measured amplitude that
can reveal the structure of the multipath behavior in the signal.
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Abstract. The Constellation Observing System for Meteorology, Ionosphere, and
Climate (COSMIC) is scheduled for launch in 2006. COSMIC will consist of six low
earth orbiting satellites in planes separated by 24◦ to provide global atmospheric
and ionospheric observations. One of the goals is to demonstrate near real-time
processing of data products for numerical weather prediction and space weather ap-
plications. Each COSMIC satellite will carry three payloads: (1) a Global Positioning
System (GPS) occultation receiver with two high-gain limb viewing antennas and
two antennas for precision orbit determination, (2) a Tiny Ionospheric Photometer
(TIP) for monitoring the electron density via nadir radiance measurements along
the sub-satellite track, and (3) a Tri-Band Beacon (TBB) transmitter for ionospheric
tomography and scintillation studies. The data from all these payloads will be pro-
cessed at the COSMIC Data Analysis and Archival Center (CDAAC). Here we give
an overview of the ionospheric data products from COSMIC and focus on the plans
and preliminary simulation studies for analyzing the ionospheric occultation data
and combining them with ground-based GPS, TIP, and TBB observations.

1 Introduction

The Constellation Observing System for Meteorology, Ionosphere, and Cli-
mate (COSMIC) is a joint Taiwan–U.S. mission with the goal to launch six
low earth orbiting (LEO) micro-satellites in early 2006. All six satellites will
be launched together on a Minotaur rocket. After the launch vehicle reaches
the injection orbit, the satellites will be released one by one. During the fol-
lowing thirteen months, the satellites will slowly be distributed to their final
configuration in six different orbital planes at 750 km to 800 km altitude
(all orbits will be circular), with 72◦ inclination and 24◦ separation. During
this deployment phase the satellites will be fully operational. The expected
life-time of the mission is about five years.
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Each COSMIC satellite will carry three payloads to study the Earth’s
neutral atmosphere and ionosphere: A Global Positioning System (GPS) re-
ceiver, connected to four antennas (two limb viewing antennas for neutral
atmospheric radio occultation sounding and two antennas for precise orbit
determination and ionospheric monitoring), will provide data for atmospheric
and ionospheric research, weather prediction, and climate change studies. A
Tiny Ionospheric Photometer (TIP) will measure the ultraviolet emission due
to recombination of oxygen ions and electrons in the ionosphere along the sub-
satellite track on the Earth’s night-side. Finally, a Tri-Band Beacon (TBB)
will transmit radio signals on three frequencies (150 MHz, 400 MHz, and
1067 MHz) which will be received by chains of receivers on the ground with
the main goal to determine the line-of-sight total electron content (TEC) and
ionospheric scintillation levels. A collection of papers with a detailed descrip-
tion of COSMIC and its potential science applications can be found in [12].

One key objective of COSMIC is to demonstrate the value of the radio
occultation (RO) data for weather forecasting and inclusion in space weather
models. Thus, COSMIC “real-time” data products will be available to re-
searchers and leading numerical weather prediction centers worldwide within
less than 150 minutes of data collection. In this paper we focus on the plans
and ongoing preparations at the COSMIC Data Analysis and Archival Center
(CDAAC) in Boulder, Colorado, for analyzing the ionospheric data antici-
pated from COSMIC.

2 Ionospheric Data Products

At the time of writing, CDAAC considers to provide the following baseline
ionospheric data products from COSMIC:

GPS receiver:

• High-resolution (1 Hz) absolute TEC to all GPS satellites in view at all
times (useful for global ionospheric tomography and assimilation into space
weather models).

• Occultation TEC and derived electron density profiles.
• Scintillation parameters for the GPS transmitter–LEO receiver links.

Tiny Ionospheric Photometer:

• Nadir intensity on the night-side (along the sub-satellite track) from ra-
diative recombination emission at 1356 Å(135.6 nm).

• Derived F-layer peak density and critical frequency (foF2).
• Location and intensity of ionospheric anomalous structures such as the

Auroral oval.

Tri-Band Beacon:

• Phase and amplitude of radio signals at 150, 400, and 1067 MHz transmit-
ted from the COSMIC satellites and received by chains of ground receivers.
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• TEC between the COSMIC satellites and the ground receivers.
• Scintillation parameters for the LEO transmitter–ground receiver links.

In addition to providing these baseline ionospheric products, CDAAC will
also work to combine different data types to provide improved products for
ionospheric research. For example, it is well known that the accuracy of RO-
derived electron density profiles is limited by horizontal ionospheric gradients.
The TIP on each satellite, as well as the signals received on ground from the
TBB transmitters, will provide valuable information about the ionospheric
horizontal gradients in the vicinity of the occultations. Thus, the ionospheric
occultation data are complementary to the data from the TIP and TBB in-
struments and it is anticipated that the different observations can be combined
to improve derived electron density profiles and to estimate two-dimensional
(2D) electron density structure in the plane of occultation.

3 Ionospheric Profiles from Occultations

During the first months after launch, the COSMIC satellites will gradually be
lifted into their final orbits. Thus, at the beginning of the mission, most iono-
spheric occultations will start at a relatively low altitude (450 km to 500 km),
similar to the altitude of the German CHAMP satellite at the beginning of
its mission. As practice, CDAAC has therefore begun the processing of a sub-
set of the CHAMP ionospheric RO data. Figure 1 shows a few examples of
derived electron density profiles from CHAMP differential (L1−L2) phase ob-
servations, using the not always valid assumption of local spherical symmetry
(presumably giving rise to large errors below the F-layer).

The electron density at the orbit altitude was obtained from the observed
TEC near the orbit altitude using a novel approach that will be described in
more detail in a forthcoming paper. Disregarding horizontal gradients, it can
be shown that the TEC for tangent radius, r, just below the orbit altitude is
related to the electron density, Ne, at the orbit altitude, as

TEC(r) − TEC(rorb) ≈ √
2rorbNe(rorb)

√
rorb − r , (1)

where rorb is the radius at the orbit altitude. Essentially, the electron density
at orbit altitude at the beginning of an occultation was derived from the occul-
tation data by fitting a square root function to the uppermost few kilometers
(about 10 km) of TEC observations. Equation (1) was derived under the as-
sumption of a circular satellite orbit and constant electron density along the
orbit track. The latter assumption may cause a significant error in the estimate
of the electron density using (1). In Fig. 1 the asterisks indicate the in situ
electron density provided by the Planar Langmuir Probe on board CHAMP.
The comparisons to the uppermost points of the electron density profiles in-
dicate errors (almost 20% in one case) in the derived electron density at the
top of the profiles. This is presumably due to horizontal gradients along the
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Fig. 1. Examples of retrieved electron density profiles from CHAMP occultations
on October 12, 2003. Corresponding electron density measured by the CHAMP
Langmuir Probe is indicated by an asterisk at the top of each profile.

orbit track, not accounted for in (1). An alternative approach [11], uses an
adaptive electron density model of the topside ionosphere and plasmasphere
in the inversion of CHAMP ionospheric occultation observations.

The profiles in Fig. 1 have been processed from so-called calibrated TEC
[14], an approach to estimate the occultation TEC below the orbit. For the
processing of CHAMP data, the calibration method was modified using the
estimated electron density at the satellite orbit and assuming exponential
decay of the electron density above the orbit (CHAMP does not collect positive
elevation angle data necessary to apply the calibration as described in [14]).

4 Combining TIP and Occultation Data

The TIP will provide nadir observations of radiative recombination emission
at 1356 Å, with a temporal resolution of several seconds. These observations
will give information about the horizontal ionospheric gradients along the
sub-satellite track, and can be used in conjunction with the GPS occultation
data to estimate the 2D electron density structure in the occultation plane
(assuming that the occultation plane is near coincident with the orbit plane).
Figure 2 shows the setup for a simulation experiment, using the IRI-90 iono-
sphere, where the occultation takes place in a region of large horizontal gradi-
ents. Synthetic data were obtained as integrated electron density (occultation
data) and integrated squared electron density (radiation data). These data
were then inverted using weighted least squares according to assumed error
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Fig. 2. Simulations of GPS occultation measurements (curved lines across the im-
age) and TIP measurements (vertical lines) through the IRI-90 ionosphere.

covariances (see [4] for more details). The reconstruction algorithm was based
on a parameterization of the vertical structure assumed to be a generalized
Chapman profile, with the parameters being the height and density at the
F-layer peak, as well as three parameters describing an altitude dependent
scale height. Fifty-six parameters were used to parameterize the horizontal
variation via the F-layer peak density.

Fig. 3. Fractional error of 2D retrieval as compared to the IRI-90 ionosphere. Dashed
line rising from approximately 24◦N represents the tangent point trajectory.
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Figure 3 shows the fractional reconstruction error as compared to the
“truth” (the IRI-90 ionosphere) in the simulation experiment. Although large
fractional errors occur far from the occultation tangent points, the result near
the tangent points indicates the value of the TIP measurements in conjunc-
tion with the occultation data. Results from simulation experiments combin-
ing space-based UV radiance measurements with ionospheric occultation data
have also been reported in [3, 8, 16].

5 Ionospheric Scintillations

One of the objectives of the TBB is global monitoring of ionospheric scintilla-
tions [1]. Ionospheric scintillations on satellite to ground links are often associ-
ated with plasma bubbles or sharp electron density gradients. Measurements
of phase and amplitude scintillations at 150 MHz, 400 MHz, and 1067 MHz,
will provide valuable data for scintillation studies and for generation of global
scintillation maps.

Another kind of scintillation will be measured with the GPS occultation
receiver at tangent altitudes around 100 km. It is hypothesized that this kind
of scintillation arises as a result of sporadic E-layers [6, 7]. Figure 4 shows an
example from the proof-of-concept GPS/MET radio occultation experiment
(launched in April 1995) where the phases and amplitudes at the beginning
of a setting occultation (50 Hz sampling rate starting at about 120 km) ex-
hibit large oscillations, characteristic of multipath propagation, presumably
caused by a sporadic E-layer. Simulations of radio occultation data affected by
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multipath propagation in the lower troposphere [2, 5] show similar character-
istic excess phase depletions as the ones seen around 8 s (at tangent altitudes
around 100 km) in Fig. 4. Thus, it might be possible to detect sporadic E-
layers globally using the occultation data. Additionally, it may be possible
to localize ionospheric irregularities along the occultation path [15] and in-
vestigate the vertical structure associated with sporadic E-layers by inversion
based on thin screen model wave propagation.

6 Ionospheric Tomography and Assimilation

The ionospheric RO data from COSMIC will contain valuable high-resolution
information about the vertical electron density gradients, but also entangled
information about the horizontal structure in the occultation plane. One way
of separating the vertical and horizontal information is to combine the RO
data with a priori information from an ionospheric model [8]. This can be done
within the framework of ionospheric tomography using the RO TEC data.
Figure 5 shows the result of combining the data from a GPS/MET occultation
with the NeUoG climatological ionospheric model [13]. In the tomographic
reconstruction algorithm, the ionosphere was divided into 1000 layers and
45 horizontal bins over a 60◦ span. The inversion took into account very large
a priori uncertainties and error correlations in the NeUoG model, such that
the occultation data were heavily weighted, while the NeUoG model mostly
contributed with important information about large-scale horizontal gradients
(see [9] for more details).

An alternative approach which will be considered for the COSMIC data is
2D variational analysis (or assimilation) of the retrieved electron density pro-
files using a refractive index mapping operator [17]. Within this framework, it

Fig. 5. A priori (left) and tomographically reconstructed (right) electron density
in the occultation plane for an ionospheric GPS/MET occultation which occurred
near 28◦S at ∼9:30 LT on February 20, 1997.
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Fig. 6. Example of Global Ionospheric Map; data by courtesy of JPL.

will also be considered to include the 50 Hz data collected by the limb anten-
nas at tangent altitudes below ∼ 120 km to produce electron density profiles
in the lower part of the ionosphere with very high vertical resolution. Using
the mapping operator, it should be possible to include correction for multi-
path propagation generated by sharp E-layer gradients (cf. Fig. 4), something
which tomographic reconstruction does not allow for.

It will also be considered to combine the RO data with data from Global
Ionospheric Maps (GIMs) (Fig. 6), as well as – when applicable – the data of
similar nature from the TIP and the TBB transmitter. GIMs of vertical TEC
are generated on a regular basis from a global network of ground-based GPS
receivers. For general near real-time processing, CDAAC will most likely im-
plement a simple approach [10] using the vertical TEC from GIMs to mitigate
the effect of horizontal gradients in the retrieval of electron density profiles. At
the same time, this approach gives a rough estimate of the three-dimensional
electron density distribution in the vicinity of the occultation tangent points.
The GIMs currently available from the Jet Propulsion Laboratory (JPL) has
a temporal resolution of one hour and a spatial resolution of 2◦ by 2◦.

7 Summary

The six satellite COSMIC mission, scheduled for launch in early 2006, is ex-
pected to provide a large amount of data useful for atmospheric sciences,
numerical weather prediction, climate research, and space weather studies. In
this paper we have given an overview of the COSMIC mission with a focus on
the ionospheric data products that will be used for ionospheric monitoring and
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space weather research. Three instruments on board each COSMIC satellite
will provide ionospheric data. The GPS receiver payloads will probe the iono-
sphere up to about 800 km using the RO technique, and beyond that they will
measure the TEC to all GPS satellites in view. The Tiny Ionospheric Photome-
ters will measure the nadir intensity from radiative recombination emission
along the sub-satellite tracks, providing valuable information about horizontal
gradients on the night-side ionosphere. Finally, the Tri-Band Beacons will pro-
vide TEC and measure scintillations on satellite-to-ground links. It is expected
that the information on horizontal electron density gradients from ionospheric
models, GIMs, TIP, and/or TBB observations, in combination with the occul-
tation data, will improve electron density profiling for COSMIC, and perhaps
even allow high-resolution estimates of the two- and three-dimensional elec-
tron density distributions in the vicinity of the occultations. In combination,
it is anticipated that the ionospheric data from the COSMIC constellation
will provide researchers with unprecedented high-resolution, global coverage
information about the ionosphere and its spatial and temporal variations.
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Abstract. GRAS (Global Navigation Satellite System Receiver for Atmospheric
Sounding) is an advanced GPS receiver that has been developed by the European
Space Agency (ESA) and EUMETSAT for Radio Occultation (RO) measurements
in the framework of the EUMETSAT Polar System (EPS). The space segment of the
EPS program consists of a series of three Metop satellites, to be flown successively
in the years from 2006. The GRAS data products retrieved by the EPS Ground Seg-
ment can be assimilated into NWP (Numerical Weather Prediction) models. The
GRAS products will potentially have a positive impact on the forecast if they can be
delivered within 3 hrs from each observation made by the GRAS instrument with
the required accuracy. A positive impact on the forecast by using RO data from
the CHAMP mission has already been demonstrated (Healy et al. 2005; Healy and
Thepaut 2005). The operational Near Real Time (NRT) processing and dissemina-
tion of RO products has not yet been demonstrated and is a challenge, expected to
be met for the first time by the EPS/Metop mission. GeoForschungsZentrum Pots-
dam (GFZ) has shown good product timeliness results for the CHAMP mission by
being able to disseminate data within 4 hrs from the measurements (Wickert et al.
2005).

1 GRAS Product Requirements

GRAS data products generated and disseminated by the EPS Ground Seg-
ment are split into two categories based on the processing level: GRAS level
1b products containing bending angle profiles, and GRAS level 2 products
containing refractivity, temperature and humidity profiles.

The accuracy and timeliness requirements for the GRAS level 1b and level
2 products are shown in Table 1. The accuracy requirement for the level 1b
total bending angle profile is 1 μrad or 0.4 %, which ever is higher. This enables
retrieval of the temperature and humidity profiles in the level 2 products
with the specified accuracies. It should be noted that the rising occultations
will typically not start from the surface level but from the height of a few
kilometers because the receiver requires some time to acquire the GPS signal.
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Table 1. GRAS product accuracy requirements.

Level 1b products Level 2 products

Total bending angle Specific humidity Temperature

Coverage Global Global Global

Horizontal sampling The average distance between individual sound-
ings over a period of 12 hrs is less than 1000 km

Vertical range Surface – 80 km Surface – 100 hPa Surface – 1 hPa

Vertical sam-
pling rate1)

0 – 5 km 2 – 5 Hz 0.4 – 2 km 0.3 – 3 km

5 – 15 km 2 – 5 Hz 1 – 3 km 1 – 3 km

15 – 35 km 2 – 5 Hz - 1 – 3 km

35 – 50 km 2 – 5 Hz - 1 – 3 km

RMS
accuracy2)

0 – 5 km 1 μrad or 0.4 %3) 0.25 – 1 g/kg4) 0.5 – 3 K

5 – 15 km 1 μrad or 0.4 %3) 0.05 – 0.2 g/kg4) 0.5 – 3 K

15 – 35 km 1 μrad or 0.4 %3) - 0.5 – 3 K

35 – 50 km 1 μrad or 0.4 %3) - 0.5 – 5 K

Timeliness 2 h 15 min 3 h 3 h

1)After noise filtering.
2)With no systematic biases.
3)Whichever is greater.
4)Equivalent to a requirement of 5% in Relative Humidity.

Table 1 contains also the timeliness constrains for the GRAS level 1b and
level 2 product dissemination, and the required effective vertical sampling
rates for the product profiles.

2 GRAS Measurement System

The elements of the GRAS measurement system are presented in Fig. 1. The
system design drivers have been the product accuracy and the timeliness of
dissemination (see Table 1).

The main elements of the GRAS system developed for the EPS mission
are the GRAS receiver onboard the Metop spacecraft, the satellite receiving
antennas at the EPS Polar Site, the EPS Core Ground Segment (CGS), the
GRAS Ground Support Network (GSN) Service, and the GRAS Meteorol-
ogy Satellite Application Facility (SAF). More detailed descriptions of these
elements are provided below.

The GRAS Receiver

The GRAS instrument performs occultation measurements with two high gain
antennas pointing to the flight and to the anti-flight directions of the Metop
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Fig. 1. Elements of the EPS GRAS measurement system.

spacecraft. These antennas will enable GRAS to measure about 500 occulta-
tion measurements (rising and setting) per day. A third, hemispherical an-
tenna pointing to the zenith direction is used for navigation measurements.
With the navigation data and the GPS navigation messages, GRAS can au-
tomatically determine the positions of the Metop and the GPS satellites and
predict the times and azimuth and elevation angles of the occultations. GRAS
has been designed to be able to operate in codeless-mode ensuring that suc-
cessful measurements are also obtained when the GPS AS (Anti-Spoofing)
is activated. The GRAS receiver has also a special “raw sampling” measure-
ment mode for conditions where the signal-to-noise ratio (SNR) of the GPS
transmission is very small. This mode will typically be entered when the sig-
nal propagation path passes through the lower troposphere. A more detailed
description of the GRAS receiver can be found in (Loiselet et al. 2000).

The EPS Polar Site

The downlink of the measurement and telemetry data from the Metop space-
craft takes place via a ground station called EPS Polar Site, which is located
in Svalbard, Norway. From the polar site the data is transferred to the EU-
METSAT Head Quarters (HQ) in Darmstadt, Germany. The data transfer
from the ground station to EUMETSAT HQ takes place approximately at the
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same rate as the measurement data collection onboard the satellite is done.
As a result any data will suffer an initial delay of at least one full Metop
orbit period, i.e., 102 minutes from the observation before it is available for
processing. With some overhead due to the data buffering and transfer, the
delay can be several minutes longer. This makes the product dissemination
timeliness requirement significantly more difficult to fulfill.

The slow data transfer from the ground station to EUMETSAT HQ im-
pacts especially the Metop NRT Precise Orbit Determination (POD). In the
GRAS instrument data format the navigation data required for the NRT
POD and the occultation data are interleaved. The slow data rate together
with the GRAS product dissemination timeliness requirements mean that the
NRT POD processing must solve the orbit in short arcs of 3 to 12 minutes
(Fadrique and Herrero 2001). In order to make this process more efficient and
to allow a more accurate solution for the GRAS clock offset, a Square Root
Information Filter (SRIF) based POD algorithm has been selected for the
NRT POD implementation (EUMETSAT 2004).

The GRAS Ground Support Network Service

The GRAS GSN (Ground Support Network) Service has been developed to
ensure that the positions and velocities of the GPS satellites, and the ground-
based measurements to support the GPS clock correction are provided in
time to allow NRT occultation data processing (see Sect. 3). The GSN Ser-
vice collects ground based GPS measurement data from about 25 globally
distributed fiducial GPS stations and performs GPS orbit determination. The
NRT products provided by the GSN service are:

• GPS position and velocity vectors;
• GPS and fiducial ground station clock offset estimates;
• GPS tracking data from the fiducial stations;
• Earth Orientation Parameters (EOP);
• Troposphere Zenith Delay (TZD) estimates for each fiducial station;
• 1 Hz Sounding Support Data (SSD) of the occulting GPS satellite carrier

phase, pseudorange, and SNR for L1 and L2 channels.

The GPS position and velocity vectors provided in NRT will be based on
orbit predictions because the processing of the large amount of ground based
tracking data is not possible in NRT. The GRAS GSN will also provide more
accurate GPS orbits from an off-line orbit determination process. These off-
line GSN products can potentially be used to provide more accurate inputs
for non-NRT applications like climate monitoring. The off-line products will
also be used for the NRT product quality monitoring.

The EPS Core Ground Segment

The EPS Core Ground Segment (CGS) is located at EUMETSAT Headquar-
ters in Darmstadt, Germany. The CGS performs the level 1 processing of the
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GRAS data by using the raw measurements from the Metop spacecraft and
the NRT POD products provided by the GRAS GSN (see Sect. 3).

The GRAS level 1b products are disseminated directly to the NWP users
and to the GRAS Meteorology SAF for level 2 processing.

The GRAS Meteorology SAF

The GRAS Meteorology SAF is the final element in the GRAS data process-
ing chain. The GRAS SAF is a consortium lead by the Danish Meteorological
Institute (DMI). The GRAS SAF consortium includes also the Met Office,
and the Institut d’Estudis Espacials de Catalunya (IEEC). The mission of
the GRAS SAF is to retrieve the geophysical data products (refractivity, tem-
perature and humidity profiles) using the GRAS level 1b products from the
EPS CGS. GRAS SAF will also perform off-line re-processing of the GRAS
measurement data to generate products for climate applications.

More information about the GRAS Meteorology SAF can be found from
the SAF web page: http://dmiweb.dmi.dk/pub/GRAS SAF/.

The Users

EPS level 1b and level 2 products are disseminated to the EUMETSAT user
community in NRT. All EPS products are also made available to the users via
the U-MARF (Unified Meteorological Archive and Retrieval Facility) facility.
The U-MARF will be integrated with the EUMETSAT User Services. U-
MARF provides users access to raw instrument output data (GRAS level 0
products), level 1b products, and level 2 products. This allows users to access
GRAS data for scientific research and e.g., for climate monitoring applications.

3 GRAS Level 1 Data Processing

The GRAS level 1 data processing retrieves total bending angle profiles and
impact parameter estimates from the raw measurement data of the instru-
ment. The level 1 processing also includes the NRT Precise Orbit Determina-
tion (POD) of the Metop spacecraft and reassembly of the GRAS instrument
telemetry data.

The first part of the GRAS level 1 processing is called level 1a processing
(Fig. 2). This part of the processing includes collecting complete time series
of the occultation and navigation measurements from the raw data stream,
quality checking of the input data, reassembling the raw instrument output
into phase, amplitude, and code phase measurements, and assigning an iden-
tification code to each measurement. Level 1a processing includes also an
instrument correction, where the GRAS phase, amplitude, and code measure-
ments are corrected for the impacts of the receiver hardware. This correction
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Fig. 2. Block diagram of the GRAS level 1a data processing.

is based on the receiver characterization measurements performed by the in-
strument manufacturer. The last steps of the level 1a processing are quality
check and formatting of the level 1a products.

Metop NRT POD is not nominally a part of the level 1a processing of
the occultation data from the GRAS instrument. However, the precise Metop
orbit is required in order to retrieve bending angle profiles. This is why the
Metop NRT POD has to be performed in parallel with the level 1a process-
ing. The NRT POD processing is using the navigation data measured by the
GRAS Zenith Antenna (GZA). The navigation data is passed through the
measurement re-assembly and instrument correction functions before it can
be ingested into the POD.

A SRIF (Square Root Information Filter) based processing has been se-
lected for the GRAS NRT POD in order to make the data processing com-
putationally efficient. This allows inclusion of a clock model into the POD
formulation. The task of the clock model is to ensure that the expected sta-
bility of the GRAS Ultra Stable Oscillator (USO) is not corrupted by the
measurement noise in the determination of the GRAS clock offset. The clock
offset estimates can be used to correct the clock errors in the occultation data
if No Differencing (ND) or ground based Single Differencing (SD1) modes are
used in the level 1b processing (see Fig. 3). The clock offset estimates are also
used to synchronize time stamps of the GRAS data samples with the reference
time of the measurement system.

The occultation table generation function produces a table, which contains
predictions of all occultation and navigation measurements to be performed
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by the GRAS instrument during the next 24 to 36 hours. It is based on the
predicted GPS and Metop satellite orbits, and on the measurement geometry.
The occultation table is used by the GSN Service to select the Sounding Sup-
port Data (SSD) to be sent to the EPS CGS for the GRAS level 1 processing.

The second part of the level 1 processing is called level 1b processing
(Fig. 3). This part contains the actual retrieval of the bending angle profiles.
The beginning of the level 1b processing contains the selection of the best ref-
erence GPS satellite (pivot satellite) and fiducial stations for clock correction
by single or double differencing. The GRAS level 1b processing is designed
to allow five different clock correction options ranging from No Differencing
(ND) to Double Differencing using two ground stations (DD2). The level 1b
processing contains also an isolation of the auxiliary measurement data, and
a number of corrections to remove impacts of the measurement system. The
data corrections remove the geometrical path and clock errors from the mea-
sured phase values, and filter out noise outside the bandwidth containing the
atmospheric information. The impact of the Earth oblateness is removed by
transforming the measurement geometry into a coordinate system defined by
the local radius of curvature of the ellipsoid shape of the Earth (Syndergaard
1998).

The retrieval of the bending angle profile in level 1b processing is performed
in parallel by three methods: Geometrical Optics (GO), Wave Optics (WO),
and processing of the Raw Sampling (RS) mode data.

GO retrieval is the baseline processing method for the full measured profile
from the height of about 80 km down as near to the surface as the instrument
can track the GPS signal. Normally the tracking of the L1 signal should be
possible down to a few kilometers above the surface. The GRAS instrument
may loose the tracking of the L2 signal significantly higher due to a lower
SNR. When this happens, the ionosphere correction of the measurement data
is performed by extrapolating the ionosphere correction from the heights when
both L1 and L2 signals were tracked downwards (EUMETSAT 2004). The
Total Electron Content (TEC) along the occultation ray path is calculated as
part of the level 1b processing for all occultation measurements.

The purpose of the WO processing is to increase the quality of the retrieved
total bending angle in the case of atmospheric multipath propagation. The
WO processing is based on the Phase Transform (PT) technique (Jensen et al.
2003). In practice it may be necessary to approximate the PT method by
the Full Spectrum Inversion (FSI) technique in order to make the processing
faster.

The third bending angle retrieval method in the GRAS level 1b processing
is based on the use of the GRAS Raw Sampling (RS) mode data. This data
can potentially produce bending angle profiles from the lowest parts of the
troposphere. However, the data processing algorithm for the RS mode data
has not yet been defined.

A full specification of the GRAS level 1 data processing algorithm is pro-
vided in (EUMETSAT 2004).
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4 GRAS Level 1 Product Validation

GRAS level 1b product validation is based on using 1D-Var to forward model
Numerical Weather Prediction (NWP) background into bending angle pro-
files. The 1D-Var approach automatically compares the measured bending
angle profile to the model background to find an assimilation solution (Healy
and Eyre 2000). In the solution the measurement and the background should
match within the expected error margins. The 1D-Var retrieval provides diag-
nostics about the convergence of the iterative adjustment of the NWP back-
ground, difference between the measurement and the final solution, correct-
ness of the expected error levels, and a retrieved geophysical data profile.
With a global NWP model, every occultation measurement by GRAS can be
validated. This enables fast generation of validation statistics. A detailed de-
scription about the use of 1D-Var technique for RO bending angle validation
is provided in Marquardt et al. (2005).

The noise levels in the GRAS measurement data can be validated by com-
paring them to theoretically predicted noise levels. A robust way of doing this
is Generalised Cross Validation (GCV). GCV is a well established method
for the objective estimation of parameters for smoothing splines when the
standard deviation of the noise in the data is not known. The use of the
Generalised Cross Validation (GCV) in noise level estimation is described in
Marquardt et al. (2005).

Direct intercomparisons between GRAS measurements and co-located1 in-
dependent measurements will also be used in the GRAS level 1 validation. RO
measurements by other missions (e.g., CHAMP, COSMIC), radiosonde mea-
surements, and geophysical data profiles retrieved from satellite or ground
based remote sensing measurements are potential reference measurements.
The correct approach for the direct intercomparison of independent data are
discussed in Marquardt et al. (2005).

Validation of the NRT GRAS POD solutions is planned to be carried out
by intercomparison with independent POD solutions.

5 Summary

EPS GRAS mission will provide radio occultation data for operational NWP
users. The GRAS level 1b products will be disseminated to the users within
2 hours 15 minutes and the level 2 products within 3 hours from the observa-
tion. GRAS GSN Service will provide GPS POD solutions and ground based
measurement data for the GRAS data processing.

The processing of the GRAS measurement data to bending angle profiles
and to geophysical products will be performed by the EPS CGS and GRAS
meteorology SAF, respectively. The EPS CGS is located at the EUMETSAT
1 Measurements within 3 hrs and 300 km.
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HQ in Darmstadt, Germany. The GRAS Meteorology SAF is hosted by DMI
in Copenhagen, Denmark.

1D-Var retrieval is planned to be used for the validation of the GRAS level
1b data products. This approach allows a direct validation of the bending an-
gle profiles against NWP background. 1D-Var retrieval also allows verification
of the GRAS measurement error characterisation for NWP applications. In-
tercomparisons of GRAS data products with independent observations are
planned to complete the validation activities.
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Abstract.  In the framework of an Italian Space Agency (ASI) contract, Alenia Spazio – 
Laben developed a new GPS radio occultation receiver: the ROSA receiver. It will manage 
both “rise” and “set” occultation events, tracking signals coming from the stratosphere in 
closed-loop and switching to the open-loop when they emerge from the troposphere. It is 
well known that the open-loop signal tracking needs a good Excess-Doppler prediction, and 
that it has to be evaluated in advance (and in quasi real time) by the occultation on-board 
software. The adopted prediction strategy is a simplified and optimized version of the tech-
nique suggested by Sokolovskiy (2001). This work provides the results of the validation of 
this technique, carried on through comparisons with about 200 Excess-Doppler observa-
tions collected by the CHAMP Radio Occultation GPS receiver during the winter season 
2002/2003 above Europe. Some insights about the prediction of the end occultation time for 
setting events (or start occultation time for rising events) are also given. The strategy im-
plemented by the on-board ROSA occultation manager for the open-loop tracking is 
quickly introduced. Also a mountain top measurement campaign with the ROSA bread-
board receiver is discussed. It is planned for 2006. This experiment is encouraged by ASI in 
order to test and to validate the ROSA tracking capabilities and the algorithms necessary 
for the extraction of the GPS occultation observables from raw data.

1  Introduction 

The importance of the radio occultation (RO) technique applied to GPS measure-
ments for the terrestrial atmospheric remote sensing has been increased during the 
last decade, since the first related mission (the GPS/MET concept mission, see 
Melbourne et al. 1994; Ware et al. 1996) highlighted its possibilities. Given the 
good results obtained, several other satellites carrying on-board a GPS receiver for 
the “radio occultation” sounding of the atmosphere were planned and launched. 
Currently, at least two missions operatively supply atmospheric profiles retrieved 
with such a technique: the German CHAMP mission, and the Argentine SAC-C. 
But, due to the presence of water vapor in the troposphere, defocusing, multipath 
and other anomalous propagation phenomena are quite common. When the GPS 
receiver tracking devices are PLL-based, the main consequence in reception can 
be the early loss of the phase lock and the following tracking failure. Hence it is 
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not possible to extract the carrier phase information needed for the measurement. 
As a consequence, most of the retrieved atmospheric profiles are characterized by 
a lack of data in the lower atmospheric layers. Moreover a negative refractivity 
bias is often observed, in particular for the tropical retrieved atmospheres (see Ao 
et al. 2003; Beyerle et al. 2004). In the framework of the ASI contract for the de-
velopment of ROSA, a new space-based GPS Radio Occultation receiver, the 
Alenia Spazio – Laben will implement an alternative phase tracking approach 
based both on the closed loop (CL) and on the open loop (OL) technique. When 
the receiver works in OL, the tracking circuitries will quickly search and follow 
the received frequency only if they are aided by a model. This model should be 
able to predict in advance the Excess-Doppler experienced by the GPS carrier. It 
can be used to down-convert the signal which, in turn, is low-pass filtered. Its in-
phase (I) and in quadra-phase (Q) components are sampled at 100 Hz as suggested 
by Sokolovskiy (2001, 2004), in order to allow for the full spectral reconstruction 
of the “residual” excess-phase, without aliasing of harmonics. The real excess-
phase will then be reconstructed (in post-processing) from the sampled I and Q 
components, using also the information given by the model adopted for the real 
down-conversion. In this case the signal could be analyzed for a longer time and a 
better characterization of the lower atmospheric layers could become possible.  

In the following section the Excess-Doppler prediction technique implemented 
in the ROSA on-board occultation software is described. In Sect. 3 the results of 
its validation are shown. The comparisons are carried against real CHAMP Ex-
cess-Doppler observations. Sect. 4 deals with the optimizations applied to the pre-
diction technique in order to make it suitable for a quasi real-time applicability. In 
the last section, a ground measurement campaign, which is planned for the next 
2006 year in order to test a bread-board of the ROSA receiver, will be introduced 
and discussed. 

2  Excess-Doppler Prediction Technique and ROSA OL 
Management Approach 

Assuming that GPS and LEO orbits can be accurately known in advance with re-
spect to the occultation event and given an atmospheric model approximating the 
propagation media, it is always possible to predict the Excess-Doppler evolution 
by means of ray-tracing techniques. But this approach is not efficient, since the 
prediction has to be computed in a quasi real-time and just prior each event by the 
on-board software. As described by Sokolovskiy (2001), it is more efficient to 
“model” in advance the trajectories bendings  characterizing the overall event in 
function of the impact parameters a and of the position in the atmosphere (i.e., the 
latitude) of the geometrical tangent point (TPgeom in Fig. 1). This task may be ac-
complished using the following formulation describing the dependence between 

, a and the refraction index profile n(h). Assuming a locally spherical distributed  
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Fig. 1.  Radio Occultation geometry. 

atmosphere and a single ray Geometric Optics (GO) propagation, it is quite easy to 
show that: 

hRraRh

r
r
hn

hnhRhnhR
hRa

tta

hR att

at

at

   and     with                    

d
d

d1

-

12-
222 (1) 

(Rt is the Earth’s mean radius and ha is called impact height). The (a) function 
computed using (1) does not depend on the orbital parameters, but it only depends 
on the atmospheric refraction index profile. This means that it can be evaluated in 
advance on the basis of some atmospheric models taken as reference. The results 
of this calculation can then be stored in a database from which the required bend-
ing angle profiles can be loaded by the occultation managing software. The size 
and the complexity of this database depend on the atmospheric model adopted to 
represent the atmosphere. For this purpose, we chose the CIRA86aQ_UoG model 
developed at the University of Graz (Kirchengast et al. 1999). This model is de-
fined by 12 monthly zonal-mean vertical profiles of temperature T(h), water vapor 
partial pressure e(h) and dry pressure pD(h), distributed on a grid of 10° step in 
latitudes from 90°N to 90°S. These atmospheric profiles are defined from the sur-
face up to 120 km altitude, with a vertical step of 1 km until about the tropopause 
(15 km altitude) and of 5 km above. The conversion into refractivity profiles N(h)
through the well known Smith and Weintraub formulation (1953) allows the defi-
nition of the refractivity model from which the (a) database can be derived.  

For each month and for each latitude the entire (a) profile is evaluated 
through (1) and it is stored on the database as a column vector. The first four ele-
ments are the impact parameters computed (using the Bouguer’s rule) for rays 
whose real tangent points (TPreal on Fig. 1) are placed on the surface and at 2 km, 
4 km and 6 km above the surface. The first one is used to state the end (start) of a 
set (rise) “ideal” Geometric Optics occultation prediction. One among the other 
three impact parameters stored before the minimum one, is used by the occultation 
manager to define the start (end) point of the OL tracking mode. The other vari-
ables stored on the database vector are the bending values  evaluated for that par-
ticular model atmosphere, associated to impact parameters varying from the 
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minimum one up to 120 km, with a constant vertical step of 1 km.  
The prior knowledge of the instantaneous value of the TPgeom latitude addresses 

to the right column of the database and the overall (a) evolution can be extracted 
from the receiver mass memory and can be used to predict the instantaneous Ex-
cess-Doppler value. This prediction can be done in two steps. The first allows the 
calculation of the angles LEO and GPS between the real trajectories and the satel-
lites vector positions, solving the following system derived from the geometry: 
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Knowing the instantaneous positions of the satellites (rLEO(t) and rGPS(t)), at each 
instant time t = the overall (a) evolution (extracted from the database) is used 
to iteratively solve the system (2). The outputs are the values of the LEO( ) and 

GPS( ) angles and the values of the bending ( ) and of the impact parameter a( )
related to that particular GO trajectory. Now, knowing the instantaneous velocity 
vectors of both the satellites, the Excess-Doppler value fd( ) can be easily com-
puted. The end of the occultation event is stated when the a( ) parameter extracted 
from the database is less then the minimum one (for which the tangent height of 
the correspondent ray perigee is equal to 0). 

Details of the ROSA occultation management (i.e., issues about the event selec-
tion, its prediction and channel allocation) are given by Zin et al. (2004). In the 
same reference, considerations regarding the sensitivity of the prediction model to 
numerical inaccuracies, to LEO orbital errors and to receiver clock instability are 
also reported. The ideal open-loop tracking approach in ROSA is shown in Fig. 2. 

Fig. 2.  Ideal open-loop tracking channel. 
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In the real case, the open-loop (OL) channel runs in parallel to the close-loop 
(CL) one, with the starting time of raw (I, Q) sampling being selectable by the 
user input switch linked to the guessed tangent point height. The code settings 
from the CL channel are used to control the code Numerically Controlled Oscilla-
tor (NCO) settings of the OL channel. The “prompt” branch of the code delay line 
is then used for de-spreading. The OL carrier NCO is driven by the ROSA naviga-
tion processing plus the Excess-Doppler computation from the on-board atmos-
pheric model. Then the I and Q samples are given in output at a relatively high 
frequency, selected according to the suggestions of Sokolovskiy (2001), in order 
to allow the full signal spectrum reconstruction in post-processing. It is worth not-
ing that the code tracking process is still carried out in close-loop. 

3  Validation Analysis 

The prediction technique described in the previous section has been validated us-
ing real CHAMP observations. This analysis wants to be complementary and 
wants to complete the results already obtained by Sokolovskiy (2001, 2004) 
through simulations. The “BlackJack” GPS receiver on-board the CHAMP satel-
lite is based on the PLL tracking of the signal phase. Even if the implementation 
of “fly-wheeling” may allow the signal tracking beyond the PLL capabilities, 
CHAMP observations often suffer from tracking errors, in particular when signals 
emerge from atmospheric layers which introduce severe multipath. Since we want 
to compute the extent of the frequency mismodeling between predicted and ob-
served Excess-Doppler evolutions (and since real OL data are still not available), 
we have preferred to carry on our analysis on “quite good” real data, collected 
from relatively dry atmospheres where multipath conditions were rare. Moreover, 
it is known that the spread of the Doppler induced by atmospheric effects on the 
signal propagation is not so different when tropics are taken into consideration in-
stead of higher latitudes (always around ±10 Hz or ±15 Hz, see Sokolovskiy 
(2001); Notarpietro et al. (2003)). However, a test of ROSA OL capabilities based 
on real measurements will be lead in the next future from the top of a mountain 
(see Sect. 5).

Therefore, we carried on our analysis using the about 200 settings occultation 
events observed by CHAMP above Europe (in the area between –10° and 26° of 
longitude and between 30° and 58° of latitude) from December 2002 until March 
2003. For each occultation event the real Excess-Doppler evolution is computed 
considering the derivative of the second order “moving” polynomial fit of the 
50 Hz L1-excess phase data. In particular, the fitting has been computed consider-
ing at each time an appropriate number of phase samples, so that the polynomial 
used to fit the data could be able to filter out high frequency features introduced 
on samples by small scale irregularities inside each first Fresnel zone (see Hajj et 
al. 2002). Moreover, using the same satellites positions and velocities of the real 
event, the corresponding Excess-Doppler variation is predicted with a 50 Hz sam-
pling rate. Fig. 3a qualitatively shows both “real” and predicted Excess-Doppler 
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evolutions related to the overall dataset taken into account. Two characteristics are 
quite evident. The first one is the spread of the evolutions, due to the different at-
mospheric sounding directions which, in turn, are due to the different orbital ge-
ometries characterizing each occultation event. The second concerns the evolu-
tions of the “real” observations, in particular when the “fly-wheeling” is activated. 
In these cases the phase delay is not directly measured by the receiver but it is ex-
trapolated. However, the “fly-wheeling” helps the PLL circuitries of the CHAMP
GPS receiver after a tracking failure. And, in most cases, a useful signal has been 
tracked also after the end of the “GO” prediction (Fig. 3b – case B, 
OCC#0071_2002_336). These contributions are very important if wave optics 
techniques are used for the inversion (the Canonical Transform (Gorbunov 2002) 
or the Full Spectrum Inversion (Jensen et al. 2003)). Therefore, two different 
situations arise when we want to evaluate the distribution of the maximum dis-
placements between predicted and observed Excess-Doppler data, as depicted in 
Fig. 3b. For each event this maximum displacement has been evaluated until the 
last “fly-wheeling” activation inside each time interval when predicted values are 
available (Fig. 3b – case A, OCC#0191_2002_335). Alternatively, when the 
“BlackJack” receiver has been able to track some useful signals beyond the GO 
limits, the maximum displacement has been evaluated at the end of the prediction 
interval (Fig. 3b – case B). The end of the comparison intervals are shown with ar-
rows in Fig. 3b for both these cases. As shown in Fig. 4, the maximum displace-
ments so computed are distributed between ±15 Hz. And this confirms and com-
pletes the results observed by Sokolovskiy (2001). We can therefore conclude that 
also using this CIRA86aQ_UoG model-based technique, the center frequency of 
the incoming signal can be supplied to the open-loop circuitries with an accuracy 
of 15Hz. 

Another feature that this prediction technique has allowed us to put in evidence 
is the identification of the end occultation time for a given setting event, under a 
“GO” point-of-view. Since a rising event can be viewed as a “reversed” setting 
event, the following results can also be applied to detect the start of an occultation 
event. Thanks to the fairly good CHAMP occultation observations analyzed, we 
have noted that useful data have been observed after the time limit evaluated using 
the prediction technique previously described. And this situation happened for 
about the 27 % of the events considered. In Fig. 5 we have displayed the distribu-
tion of the differences between the time of the last “fly-wheeling” activation and 
the end time of the predicted “GO” occultation. We can in fact see that for about 
the 27 % of the events, this difference is positive. Therefore, in order to take into 
consideration the important contributions related to multipath phenomena in the 
lower and most turbulent part of the troposphere, we can suggest to enable the OL 
data to be stored for an “extra-time” of about 4 s (the mean value computed con-
sidering the positive part of the distribution shown in Fig. 5) after (before) the last 
(first) setting (rising) trajectory has been evaluated by the prediction algorithm. 
The Excess-Doppler model can be deduced extrapolating the evolution computed 
using the prediction technique. In the future a similar analysis will be carried on 
using CHAMP tropical observations. In this case we can give a more accurate es-
timate of the Excess-Doppler prediction extra-time. Probably it will be more than 
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the figure of 4 s found considering mid-latitude winter observations. 
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Fig. 3a.  Qualitative comparisons between IInd order polynomial fittings of CHAMP Ex-
cess-Doppler observations (gray lines) and Excess-Doppler predictions (black dotted lines). 

Fig. 3b.  Details of two different observations (gray and light “noisy” gray continuous 
lines: real data without and with “fly-wheeling”, respectively; black dotted line: polynomial 
fitting) and predictions (diamonds). 
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Fig. 4.  Maximum displacements distribution between predicted and “real” Excess-Doppler 
evolution. 

Fig. 5.  Distribution of the differences in the “end” occultation times evaluated considering 
real and predicted Excess-Doppler evolutions (the highlighted area shows the positive dis-
tribution part). 
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4  Optimization of the Prediction Technique 

For the prediction technique described above, the mean computational time is 
610 s (with a 150 s of standard deviation) for a single CHAMP occultation event 
when the simulations are carried out in a Matlab environment, using a Pen-
tium III – 1.1 GHz clock frequency processor. 

In order to make this technique suitable for quasi real time applications, some 
optimizations have been implemented. Since the atmosphere mainly influences the 
signal propagation at the lower altitudes, we have chosen to extract only one (a)
evolution for each occultation event. In particular we have imposed to extract the 

(a) profile relative to the latitude of the geometrical tangent point on the Earth 
surface. Considering only this profile for the overall occultation event, it means 
only one interrogation and extraction from the database. A mean error of about 
0.5 Hz has been evaluated considering the maximum displacements between ob-
served and predicted Excess-Doppler, computed with and without this optimiza-
tion. Adopting this approach, the mean computational time decreases to about 50 s 
(15 s of standard deviation). 

Another important improvement is obtained by decimating the Excess-Doppler 
prediction “sampling rate”. Computing one Excess-Doppler estimate for each sec-
ond of the occultation event, the observed mean computational time decreases to 
about 6.3 s, with an 88 % of reduction with respect to the previous case. Adopting 
a compiled instead of an interpreted programming code (like Matlab) more than 
two orders of magnitude of reduction are expected (for more details about the 
CPU load observed using a ROSA receiver DSP simulator see Zin et al. 2004). 

5  Measurement Campaign from a Mountain Site 

In order to test the receiver performances (in particular as far as the OL tracking 
capabilities are concerned) and to validate the data processing chain (at least at the 
level of extraction of SNRs and carrier phases from raw GPS data), a ground 
measurement campaign (called ROSA VIRTUAL SATELLITE) with a bread-
board of the ROSA receiver is planned for the next 2006 year. A quite similar ap-
proach for the OL tracking and for the GPS observables generation will be 
adopted analyzing data observed from the top of a mountain. The main difference 
with the prediction scheme described in Sect. 2 is related to the pre-computation 
of the (a) database, since a slightly modified version of (1) has to be used. 

As far as the measurement site is concerned, one of the best choice (under a 
costs/benefits point of view) could be the top of the M.te Lema (1620 m a.s.l.), in-
side the MeteoSwiss radarmeteorological facility. The RO antenna can be 
mounted on a porthole of the building looking at the south direction, toward the 
Pianura Padana (a map is given in Fig. 6). Despite the lower altitude of the site  
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Fig. 6.  Map of the proposed measurement site location. Triangle (1) shows the position of 
M.te Lema (1620 m a.s.l.); squares show the positions of the main obstacles lying in the 
field of view: (2) M.te Lesima (1724 m a.s.l.) and (3) M.te Maggiorasco (1799 m a.s.l.). 
Circle shows Milano’s position. 

and the presence of some “important” orographic obstacles which will limit the 
signal propagation in some directions (M.te Lesima and M.te Maggiorasco are the 
higher mountains in the antenna’s field-of-view), we think we can however prop-
erly test the ROSA OL performances, since we can expect a quite noisy signal 
coming from the local horizon. Given the smaller size of the first Fresnel zone, a 
single measurement sample is representative of small-scale (and therefore, 
stronger) turbulences; moreover, small scale refractivity structures are less filtered 
out by the smaller Fresnel size. Probably, given the experimental geometry, many 
difficulties in applying the overall retrieval scheme will appear; however the in-
version algorithms validation is not so important in this context (wave optics algo-
rithms are not applicable for fixed receivers and, furthermore, they are still well 
tested using real satellite occultation observations). Indeed, it is more important to 
develop the software for the extraction of the GPS observables (carrier phases and 
SNRs) from raw data and for the ground processing chain. From this point of 
view, M.te Lema can be a very good choice, given its logistical “appealing”. It is 
nearby and easily accessible by the people who will be operating the receiver. Fur-
thermore, the entire ROSA VIRTUAL SATELLITE (safely left inside the radar-
meteorological building) will be remotely controlled. 

1

2
3
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6  Conclusion 

In this paper the Excess-Doppler prediction technique implemented on the on-
board software for the open loop operations of the ROSA receiver has been de-
scribed. It has been validated through the comparisons with about 200 fairly 
“good” occultation events observed by CHAMP, in order to complete the results 
obtained by Sokolovskiy (2001) using simulated data. A bandwidth allocation of 
about 15 Hz is confirmed for the OL tracking of the signal. An analysis of the 
prediction of the end (start) time for setting (rising) occultation events has been 
carried out. The choice of at least an “extra-time” of 4 s for the Doppler prediction 
seems to be necessary, in order to take into account for the important contributions 
given by radio waves diffracted by laminated structures in the moist troposphere. 
The 4 s “extra-time” has been obtained considering the winter mid-latitude 
CHAMP soundings only. In the future we will analyze tropical occultations, in or-
der to verify the basis of this figure. The optimizations described have signifi-
cantly reduced the computation time, making this technique suitable for quasi real-
time applications. Concluding, a mountain top measurement campaign with the 
ROSA bread-board receiver is planned for 2006, in order to test the ROSA OL ca-
pabilities and to validate the algorithms for the generation of GPS observables. 
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Abstract.  A differential measurement concept is presented for retrieving the total content 
of water vapor (Iwv, Integrated water vapor) along the propagation path between two 
counter-rotating Low Earth Orbiting (LEO) satellites. This approach, referred to as DSA 
(Differential Spectral Attenuation) method, is based on the simultaneous measurement of 
the total attenuation at two relatively close frequencies in the K band, and on the estimate of 
a “spectral sensitivity parameter” that is highly correlated to the Iwv content of the LEO-
LEO link in the low troposphere. The DSA approach has the potential to overcome all spec-
trally “flat” and spectrally correlated phenomena, including atmospheric scintillation.  

1  Introduction 

In this paper, we first describe how a differential measurement concept recently 
introduced by the authors for Earth-satellite link (Cuccoli et al. 2001; Cuccoli and 
Facheris 2002), here referred to as DSA (Differential Spectral Attenuation) can be 
applied to the radio occultation geometry to estimate the water vapor content 
along a LEO-LEO satellite link, and to retrieve water vapor profiles from received 
power measurements during a LEO-LEO radio occultation. It is shown that the 
DSA concept has the potential to overcome all spectrally “flat” and spectrally cor-
related phenomena, including atmospheric scintillation. Such potential comes 
from the tight relationship between the spectral sensitivity functions near 20 GHz 
and the Iwv along the LEO-LEO link, at any tangent altitude up to 10 km. In this 
paper we show that such a relationship is straightforward and invariant in its form 
at any latitude and season (which affects only the coefficients of the form itself): 
Therefore, it allows a direct measurement of the integrated water vapor through 
simple power measurements at the receiver site, without requiring any a priori in-
formation about any other atmospheric or climatic parameter.  
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Fig. 1.  Geometry and parameters of a LEO-LEO link (with simplified rectilinear radio-
propagation path). 

2  The Spectral Sensitivity Function and the DSA Approach 

For a microwave transmitter-receiver link, the radiative transfer equation provid-
ing the power spectral density Prx(f ) at the receiver can be arranged in the follow-
ing form (Cuccoli et al. 2001): 

))(exp()()()( ffPffP atxrx , (1) 

where f  is the frequency, Ptx(f ) is the transmitted spectral power, a(f ) is the opti-
cal depth related to the propagation link and (f ) is the contribution due to all ef-
fects different from gaseous absorption (i.e., scattering, antenna gains, defocusing, 
etc.). In the frequency range of interest (around 20 GHz), the optical depth de-
pends on the absorption due to water vapor, O2 and N2. The total spectral attenua-
tion A(f ) for the given link is consequently defined as: 
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ftxP
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Throughout the paper, the 2D geometry of Fig. 1 is considered, with two counter 
rotating LEO satellites on two different orbits (circular for the sake of simplicity) 
and the propagation path assumed rectilinear. An immediate justification of the 
exploitability of a differential spectral attenuation measurement approach is given 
by Fig. 2, where the basic MLS (Mid Latitude Summer) atmospheric model pro-
files have been assumed (McClatchey et al. 1972). Under the hypothesis of a 
spherical symmetry of the vertical profiles of temperature, pressure and water va-
por, Fig. 2 shows the total spectral attenuation together with the separate contribu- 
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Fig. 2. Total spectral attenuation A(f ) in dB and its contributions due to water vapor only 
and due to N2/O2 for 0 km and 6 km of zt. Hypotheses: MLS atmospheric model profiles 
(McClatchey et al. 1972), spherical symmetry for the atmospheric structure, and MPM93 
propagation model (Liebe et al. 1993). 

tions by water vapor and O2/N2, for 0 km and 6 km of the tangent altitude zt. Evi-
dently, though the shape of the curves changes with zt, measuring the derivative of 
the spectral attenuation allows (in principle) to remove all absorption contributions 
that are frequency independent and to obtain estimates that are correlated only to 
the water vapor content. However, the derivative of the spectral attenuation still 
brings the contribution of (f), which is typically unknown. 

Using a normalized differential approach can help to solve this problem. Let us 
therefore define the spectral sensitivity function S(f ) as: 

)(
d
d

)(
1)( fA

ffA
fS . (3) 

If d (f )/df  0 in the frequency region of interest, S(f ) becomes: 
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d
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d
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f
f

f
f

fS aa , (4) 

which shows that the spectral sensitivity function S(f ) is independent of any fre-
quency-flat contribution, while directly depending on the absorption optical depth 
contributed by water vapor only. In practical measurements, the following ap-
proximate version of S(f ) (as from Eq. (3)) can be used: 

)( 2
)()()(ˆ

0 fAf
fAfAfS , (5) 

where fo is a central frequency (the carrier) and f+ = fo+ f, f– = fo– f are two 
opportunely spaced frequencies. Assuming that the transmitted signals are two 
sinusoidal tones at f+ and f– with powers Ptx+ and Ptx–, then A(f+) = Ptx+/Prx+ and  
A(f–) = Ptx–-/Prx– are determined by separately bandpassing the corresponding 
received signals (with powers Prx+ and Prx–). Assuming for the sake of simplicity 
that the two spectrally separated transmitted signals have the same power, the 
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Fig. 3.  Left plots: Differential attenuation (in dB) versus center frequency fo for 
2 f = 200 MHz. Right plots: The corresponding spectral sensitivity (as from (Cuccoli et 
al. 2001). Hypothesis: MLS atmospheric profiles with spherical symmetry and MPM93 
propagation model (Liebe et al. 1993). 

sensitivity estimated according to Eq. (5) can be expressed in terms of the received 
powers only (and of the frequency difference): 

rx

rxrx
o Pf

PP
fS

 2
)(ˆ . (6) 

The frequency difference 2 f should be selected according to two opposite practi-
cal requirements: the first is to have f small enough so that any “frequency-flat” 
contribution can be realistically considered as such; on the other hand, f must be 
sufficiently great to guarantee the practical detectability of the differential attenua-
tion in the presence of signal disturbances. 

With regard to this last issue, fo plays a major role since it would be evidently 
highly desirable to select fo in a frequency range where the derivative of the total 
spectral absorption curve is a maximum, which is however not possible in general 
since such a point depends on the tangent altitude zt. This is well evidenced by 
Fig. 3, where the differential attenuation (in dB) and the corresponding spectral 
sensitivity function are reported versus fo, for tangent altitudes from 0 km to 
10 km and for f = 100 MHz. All plots are obtained adopting the MLS vertical 
profiles and assuming that they do not change with their position above the 
Earth’s surface (spherical symmetry hypothesis).  

It can be noticed that: for any value of zt; frequencies lower than 15 GHz are 
hardly exploitable for relative differential spectral attenuation measurements; the 
maxima of the differential attenuation and of the sensitivity curves fall between 
21 GHz and 22 GHz, depending on zt; increasing altitudes increase the practical 
problem of measuring the differential attenuation/sensitivity, due to increased re-
quirements in terms of receiver’s sensitivity and signal to noise ratio at the re-
ceiver. However, while the qualitative behaviors described above hold in general, 
a profile change – even keeping the spherical symmetry hypothesis – has a quanti-
tative impact on all the aforementioned quantities. For this reason, the feasibility 
analysis of the differential spectral attenuation approach cannot neglect the issue 
of natural variations of temperature, pressure and water vapor profiles. 
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3  The ITU Constraints 

ITU (International Telecommunication Union) radio-regulations allow: 17.2 GHz 
to 17.3 GHz frequency band for Earth exploration satellite and space research and 
20.1 GHz to 21.2 GHz for fixed/mobile satellite-Earth (ITU-R, 2001). For DSA 
measurements we selected the carrier fo = 17.25 GHz with f = 0.05 GHz in order 
to use the whole 17.2 GHz to 17.3 GHz band. Instead, the 20 GHz band can be 
exploited without being subject to particular restrictions. Therefore, for the simu-
lations shown here we chose the carrier at 20.25 GHz and a frequency separation 
of 0.2 GHz ( f = 0.1 GHz) since that seemed the most appropriate compromise 
between the two aforementioned opposite requirements of allowing a sufficiently 
great spectral separation (to get a sufficiently high differential attenuation) and of 
keeping a sufficiently high spectral channel correlation (for limiting scintillation 
effects). The notation for the spectral sensitivities at these two frequencies will be 
the following: 

05.0
25.1725.17 0

ˆ
f

fofSS ,
1.0
25.2025.20 0

ˆ
f

fofSS . (7) 

4  The Relationship Between Iwv and Spectral Sensitivity  

4.1  The Radiosonde Data Set 

Natural variations of the atmospheric conditions were simulated by means of real 
radiosonde data, extended to the whole Earth’s atmosphere through the spherical 
symmetry hypothesis. Specifically, vertical profiles of temperature T(z), pressure 
p(z) and water vapor concentration Nw(z) were used from a data set of 565 ra-
diosonde observations gathered through the whole year 2000 at the meteorological 
station of S. Pietro Capofiume (Bologna, Italy, lat = 44.65 N, lon = 11.62 E, 
WMO code: 16144), with a variable vertical resolution, always better than 125 m. 
The Millimeter wave Propagation Model-version 1993 (MPM93) (Liebe et 
al. 1993) was used to simulate the total attenuation at the two frequencies (f+ and 
f–) along the LEO-LEO propagation link. Then the spectral sensitivity was simu-
lated according to Eq. (5). The radiosonde profiles are quite uniformly distributed 
over the four seasons and almost all of them were collected at 11.00 am and 
11.00 pm local time. In order to limit the effects of variable vertical resolution in 
each radiosonde profile and from one profile to the other, the profiles were inter-
polated with a constant step of 125 m. These additional interpolated data were 
then added to the original ones so that every radiosonde profile could exhibit at 
least one data point every 125 m. 
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Fig. 4.  565 Iwv-S17.25 data pairs at tangent altitudes 1,3 and 5. In abscissa S17.25 in ns, in or-
dinate the Iwv in g cm–2.

4.2  The Iwv-S Relationships Coefficients 

The measurement of S17.25 and S20.25 in ideal conditions (no receiver noise and no 
signal fluctuations nor impairments) was simulated in correspondence of 6 tangent 
altitudes, 1 km to 6 km, step 1 km, for S17.25 and of 10 tangent altitudes, 1 km to 
10 km, step 1 km, for S20.25. At the same tangent altitudes the “true” Iwv was com-
puted, achieving in this manner 565 Iwv-S17.25 pairs and the same number of Iwv-
S20.25 pairs for each of the mentioned tangent altitudes. 

Some Iwv-S17.25 plots are reported in Fig. 4, whereas some of Iwv-S20.25 are re-
ported in Fig. 5. By simply observing the trend of the scatter plots it appears that: 
S17.25 and Iwv are linearly related; S20.25 and Iwv are not linearly related up to 5 km;
S20.25 and Iwv are linearly related from 5 km to 10 km, even at 10 km the relation-
ship begins to be not so tight. A linear relationship was therefore utilized to con-
vert S17.25 to Iwv:

zazSzazvwI 025.171ˆ (8) 

and a quadratic one to convert S20.25 to Iwv:

zazSzazSzazvwI 025.201
2

25.202ˆ . (9) 

The conversion coefficients (a0, a1 and a2) were computed through standard re-
gression methods applied on Iwv-S pairs. The hypotheses under which they were 
computed are: rectilinear propagation between the two LEO-LEO satellites and 
spherical symmetry hypothesis for the atmospheric structure. 

In order to evaluate the error caused by the estimation the Iwv through Eqs. (8) 
and (9), three different error parameters (functions of the altitude z) were used. 
The first two are the mean and the standard deviation of the per cent relative error:  

100
ˆ

)(
zIwv

zIwvzvwIz (10) 
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where )(zIwv  and )(ˆ zvwI are respectively the true and the estimated integrated 
water vapor at a given tangent altitude. 

Fig. 5.  565 Iwv-S20.25 data pairs at tangent altitudes 2, 3, 4, 6, 8, and 10 km. In abscissa 
S20.25 in ns, in ordinate the Iwv in g cm–2.

Table 1. a1 and a0 coefficients (linear fit) for the yearly data plots of Fig. 4. Mean and std
stand for mean and standard deviation of  while rms is the error parameter defined in 
Eq. (11).  

Tangent altitude z
[km] 

a1(z)
[g cm–2 ns–1]

a0(z)
[g cm–2]

mean( (z))
[%] 

std( (z))
[%] 

rms(z)
[%] 

1 266 –7.2 0.2 1.9 1.6 
2 283 –7.6 0.3 2.9 1.8 
3 302 –7.2 0.4 3.2 1.8 
4 323 –6.5 0.8 4.8 2.0 
5 351 –6.0 1.1 7.7 2.4 
6 383 –5.4 1.1 6.8 2.6 

Table 2.  Coefficients based on quadratic fit for the yearly data plots of Fig. 5. Symbols 
as in Table 1. 

Tangent  
altitude z [km] 

a2(z)
[g cm-2 ns-2]

a1(z)
[g cm–2 ns–1]

a0(z)
[g cm–2]

mean( (z))
[%] 

std( (z)) 
[%] 

rms(z)
[%] 

2 –2.35 51 1.1 0.3 3.5 2.1 
3 –2.92 50 –1.2 0.2 2.1 1.6 
4 –3.18 47 –1.3 0.1 1.3 1.2 
5 –3.45 45 –1.0 0.1 0.8 0.7 
6 –3.83 44 –0.8 0.1 0.6 0.3 
7 –4.40 43 –0.6 0.0 1.5 0.3 
8 –5.14 43 –0.5 –0.1 3.2 0.8 
9 –1.95 43 –0.4 –0.3 6.8 2.1 
10 75 42 –0.3 –0.4 12.0 5.3 
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In alternative to the standard deviation of (z), a third error parameter rms(z)
(root mean square) is used: 

100
)(

)()(ˆ
)(

zIwvmean
zIwvzvwIstdzrms (11) 

where mean and std stand for mean and standard deviation, respectively. The re-
sults of the linear fit for the S17.25 case are summarized in Table 1. In the case of 
S20.25, the coefficients a2(z), a1(z) and ao(z) were computed by quadratic fit, thus 
providing the results reported in Table 2 together with the pertinent errors.  

5  End-to-End Simulation Scenario 

5.1  Receiver Scheme 

As mentioned before, we assumed that two continuous wave (CW) signals with 
the same amplitude and with constant frequencies f+ and f– are transmitted. The 
duration of the simulation is that of a radio occultation of two counter-rotating sat-
ellites orbiting at 650 km and 850 km, namely the time needed for the propagation 
path to immerge in the atmosphere and for the signal to vanish after path blocking 
due to the Earth. The receiver is assumed to be coherent. Two branches are needed 
for separating the contribution of each of the two CW signals from the total re-
ceived signal and for estimating the received powers. However, the frequency of 
the received CW signals is not constant due to the relative motion of the satellites. 
Therefore, additional circuitry is required to recover frequency and phase of each 
of them, so that their amplitude can be estimated through mixing and integration, 
and consequently their powers Prx+ or Prx–. In particular, we need of a PLL (Phase 
Locked Loop, that starts tracking the signals before the link immerges in the at-
mosphere) that provides a reference signal with perfect recovery of frequency and 
phase, including frequency deviation from the nominal value due to Doppler shifts 
and slow phase variations due to channel phase distortion. The PLL shares the es-
timate of the Doppler frequency shift (that can be deduced from geometrical cal-
culations) with an automatic frequency control (AFC) block that performs the sig-
nal frequency tracking. The PLL tracks the carrier phase rotation, thus recovering 
also a residual carrier frequency offset coming from the AFC. The estimated phase 
is then fed to a coherent amplitude detector. 

5.2  Modeling Signal Disturbances 

In addition to Doppler phase shift and thermal noise at the receiver (modeled as 
AWGN, Additive White Gaussian Noise), the CW signals on each of the two re-
ceiving channels are degraded by two additional phenomena related to the random 
nature of the propagation channel: defocusing and scintillation. Defocusing is a 
modulation of the signal amplitude received during an occultation, due to “large 
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scale” variations of the atmospheric index of refraction (Sokolovskiy 2000) and 
can be therefore modeled in general as a power loss depending on the tangent alti-
tude of the LEO-LEO link. The power loss is maximum at the lowest altitudes, 
and typically the power loss function is obtained experimentally as an average of 
different atmospheric conditions. The expression used in our simulations is: 

[dB]     )089.0exp(10)(DEF zzA (12) 

where z is expressed in km. While defocusing is simply an additional attenuation 
factor to be accounted for on both receiving channels, related to variations of the 
mean value of the refraction index in a turbulent medium, diffraction effects re-
lated to fluctuations of the refraction index cause signal fluctuations referred to as 
tropospheric scintillation. This is the most important reason for introducing the 
DSA concept to estimate water vapor content in the atmosphere through a LEO-
LEO link. Scintillation introduces a random variation on the power received in 
each channel of the link: while the entity of the variations depends on the tangent 
altitude and is a relatively slow process with a maximum bandwidth of a few 
Hertz, a high correlation is expected to exist between the variations introduced on 
two channels that are relatively close in frequency. In practice, the combined ef-
fect on DSA measurements of scintillation disturbance and thermal noise at the re-
ceiver was simulated assuming that the two received signals r+(t) and r–(t) are:

)()()()(
)()()()(

tntsttr
tntsttr

(13) 

where s+(t) and s–(t) are the two band-pass filtered signals in absence of any dis-
turbance while n+(t) and n–(t) are thermal noise disturbances produced by band-
passing the AWGN disturbance generated at the receiver. +(t) and –(t) are multi-
plicative disturbances that model the effect of scintillation at the receiver. It is as-
sumed that both +(t) and –(t) are wide sense stationary processes exhibiting the 
same mean and log-amplitude variance 2 , this latter defined as: 

))((
)(log20 10

2

tmean
tVar . (14) 

The fluctuations of the received signal power in the two channels used for DSA 
measurement were modeled as random processes with a unit mean log-normal dis-
tribution and characterized by a 5 Hz bandwidth power spectral density. To gener-
ate the time series corresponding to the multiplicative disturbances of the two 
channels, +(n) and –(n) were generated starting from two time series – x–(n) and 
x+(n) – of zero-mean independent Gaussian variates. Such time series were filtered 
by two identical low pass filters with a 5 Hz cutoff frequency (a Butterworth filter 
was used for convenience); the following linear transformation was then applied 
to the two filtered time series in order introduce a zero-lag correlation  between 
the outputs: 
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).(1)( )(
                            )()(

2 nxnxny
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(15) 

y–(n) and y+(n) are two linearly correlated, zero-mean independent Gaussian, time 
series. Finally, +(n) and –(n) are: +(n) = 10 0.1 y

+
(n) and –(n) = 100.1 y

–
(n).

The e.m. models needed for estimating the scintillation effects in terms of and
 suffer from a basic lack of information that prevents the researchers from 

estimating those parameters with the accuracy that would be needed to provide 
reliable error estimates (see Facheris et al. 2004 for a detailed e.m. analysis of the 
scintillation in LEO-LEO radio occultations). For this reason, simulations were 
carried out for a range of values of the two scintillation parameters, within which 
the performance may vary significantly. In a very conservative way, values of 
up to 3 dB were considered, though it is envisaged that they are quite pessimistic, 
if not unrealistic. The standard deviation (in dB) of the fluctuations of the received 
signal powers in the two channels used for DSA measurement was assumed to 
decrease linearly with altitude.  

5.3  Reference Link Budget and Simulation Parameters 

It is assumed that a pair of power estimates is provided every Ts seconds, and a 
spectral sensitivity estimate sample is provided as from Eq. (5. To reduce fluctua-
tions on the final estimate, NA samples are averaged to provide a sensitivity esti-
mate every TA = NATs seconds.  

Table 3.  Reference link budget parameters used for 17.25 GHz and 20.25 GHz LEO-LEO 
link.

Parameter 17.25 GHz 20.25 GHz 
Tx Power (on each channel) 33 dBm 33 dBm 
Tx antenna gain 28 dB 29 dB 
Rx antenna gain 28 dB 29 dB 
Implementation margin –1 dB –1 dB 
Rx equivalent noise temperature 347 K 398 K 
C/N0 (without atmospheric absorption) 68 dBHz 68.1 dBHz 

The value of TS must be large enough to allow sufficiently stable power meas-
urements. The value of TA must be chosen small enough to allow stationarity of 
power measurements, but large enough to have a high number of independent sen-
sitivity samples. Also based on the spectral width and correlation time of the scin-
tillation phenomenon, all the experimental results reported in the following were 
obtained by using  TS  = 0.01 s, NA = 10, TA = 0.1 s. 
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Fig. 6.  Relative estimation error /S vs. tangent altitudes obtained through simulations 
with 50 runs considering 2 reference radiosonde observations (winter and summer) at 
17.25 GHz (left) and 20.25 GHz (right). Scintillation parameters:  max = 1 dB and 

  = 0.99. 

6  Simulation Results 

Monte Carlo simulations with 50 runs were performed for each case. Let Sk(z) be 
the value of an average DSA measurement, computed at tangent altitude z during 
the k-th radio occultation realization. This value is compared with a reference 
value S(z) obtained by considering the received signal with no distortion intro-
duced by the channel, apart from atmospheric attenuation. Let )(zS  and )(zs
be the mean value and the standard deviation computed over all the realiza-
tions 50

1)( kk zS . )(zS  vs. )(zS  yields a measure of the bias of the estimator, 

whereas )(zs  vs. )(zS yields an evaluation of the estimation error. 
No significant bias was evidenced. Therefore, only s(z) vs. S(z) is considered 

in this paper. Figure 6 shows the results of  simulations run with  = 0.99, 1 dB for 
 at ground and a surplus power gain of 0 dB and +10 dB with respect to the link 

budget parameters in Table 1. Notice that the performance at 20.25 GHz is better 
than that at 17.25 GHz for both atmospheric conditions between 2 km and 6 km 
tangent altitude. Summer conditions give better results since in winter the amount 
of water content in the atmosphere is smaller, which causes lower differential at-
tenuation. This leads to a greater relative fluctuation of the spectral sensitivity at 
the parity of scintillation disturbance and thermal noise at the receiver. Moreover, 
notice that at 20.25 GHz the higher level of atmospheric attenuation in summer 
condition gives bad performance below 2 km tangent altitude. In any case, a sur-
plus power gain of +10 dB allows a reduction of the estimation error of about 
30 %. 
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7  Conclusions 

The DSA approach seems to be well applicable for estimating the water vapor 
content along a LEO-LEO satellite link, and for retrieving water vapor profiles 
from received power measurements during a LEO-LEO radio occultation. Such 
potential comes from the tight relationship between the spectral sensitivity func-
tions at 17.25 GHz and 20.25 GHz and the Iwv along the LEO-LEO link, at any 
tangent altitude up to 10 km. Such relationship, though depending on latitude and 
season, allows a direct measurement of integrated water vapor through simple 
power measurements at the receiver site, without requiring any a priori informa-
tion about any other atmospheric or climatic parameter. The optimal candidate 
signals for performing DSA measurements are deemed to be two tones symmetri-
cally located with respect to a “virtual” carrier frequency: this solution is at the 
same time the closest to the ideal DSA concept and the simplest in terms of im-
plementation (both in transmission and reception), while also allowing a good re-
jection of possible signal interference due to terrain multipath at the lowest alti-
tudes through Doppler filtering.  

Further investigation should be made in order to quantify the true level of scin-
tillation. Moreover, the impact of other diffraction effects on the DSA approach, 
should be accounted for, especially those that can not be included inside the scin-
tillation model proposed here. 

Acknowledgements. This work has been supported by ESA under ESTEC contract No. 
17831/03/NL/FF.

References 

Cuccoli F, Facheris L (2002) Estimate of the tropospherical water vapor through micro-
wave attenuation measurements in atmosphere. IEEE Transactions on Geoscience and 
Remote Sensing 40(4):735–741 

Cuccoli F, Facheris L, Tanelli S, Giuli D (2001) Microwave attenuation measurements in 
satellite-ground links: the potential of spectral analysis for water vapor profiles re-
trieval. IEEE Transactions on Geoscience and Remote Sensing 39(3):645–654 

Facheris L et al. (2004) Alternative Measurements Techniques for LEO-LEO Radio Occul-
tation (AlMeTLEO). ESA-ESTEC contract No. 17831/03/NL/FF Mid-term Project re-
port

International Telecommunication Union Volume 3 (2001) Resolutions - Recommendations 
Volume 4 - ITU-R Recommendations, Edition of 2001 Radio Regulations  

Liebe HJ, Hufford GA, Cotton MG (1993) Propagation Modeling of Moist Air and Sus-
pended Water/Ice Particles at Frequencies below 1000 GHz. In: AGARD, 52nd Spe-
cialists Meeting of the Electromagnetic Wave Propagation Panel on “Atmospheric 
Propagation Effects through Natural and Man-Made Obscurants for Visible to MM-
Wave Radiation”, Palma de Mallorca, Spain, May 1993 



Tropospheric Water Vapor from LEO-LEO Occultation        181 

McClatchey RA, Fenn RW, Selby JEA, Volz FE, Garing JS (1972) Optical properties of 
the atmosphere. Environmental Research Papers 411, AFCRL-72-0497, Air Force 
Cambridge Research Laboratories 

Sokolovskiy SV (2000) Inversion of radio occultation amplitude data. Radio Science 35(1): 
97–105



Processing X/K Band Radio Occultation Data
in Presence of Turbulence: An Overview

M. E. Gorbunov1,2 and G. Kirchengast2

1 Institute of Atmospheric Physics, Moscow, Russia
gorbunov@dkrz.de

2 Wegener Center for Climate and Global Change (WegCenter) and Institute for
Geophysics, Astrophysics, and Meteorology (IGAM), University of Graz, Austria

Abstract. Canonical Transform (CT) and Full-Spectrum Inversion (FSI) methods
can be used in processing radio occultation (RO) data to retrieve transmission pro-
files, which are necessary for the retrieval of atmospheric humidity. LEO-LEO occul-
tations with X/K band frequencies can provide transmission data along the wing of
the 22 GHz water vapor absorption line. The retrieval of transmission requires spher-
ical symmetry of the atmospheric refractivity. This condition is broken in presence
of turbulence, which can result in significant errors in transmission. We suggest the
computation of the differential transmission from the differential CT/FSI-amplitude
to correct for the effect of turbulence and horizontal gradients. The efficiency of the
method is tested by realistic numerical end-to-end simulations. We modeled turbu-
lence based on power form of the spectrum. The simulations demonstrate that the
error in the retrieved transmission can be significant in a single frequency channel,
while the differential transmission can be retrieved with high accuracy.

1 Introduction

Radio occultations using GPS signals proved to be a very powerful technique
of sounding the Earth’s atmosphere [14]. However, atmospheric refractivity in-
dicates very weak absorption and dispersion at GPS frequencies. This makes it
impossible to separate the dry and wet terms of the retrieved refractivity with-
out employing additional a priori information. Use of an observation system
of Low Earth Orbiters (LEOs) implemented with transmitters and receivers
of radio signals in 9 GHz to 30 GHz band can solve this problem [12, 13, 15].
Water vapor has an absorption line centered near 22 GHz. Therefore, from
measurements of phase and amplitude, complex refractive index can be re-
trieved. Then, pressure, temperature, and water vapor profiles can be solved
for, using a spectroscopic model of the water vapor line and the hydrostatic
equation. [12] describe this retrieval processing in detail, but restricted to the
geometric-optics approach for the transmission and bending angle retrieval.
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Here the focus is on transmission and bending angle retrieval by wave-
optical methods, which will be the approach generally required with real data,
since the retrieval scheme will encounter a significant challenge in case of
turbulence. The amplitude of a radio occultation signal is significantly more
sensitive to small scale turbulence than the phase [16, 17]. In presence of
turbulence, the amplitude of the wave field undergoes strong scintillations,
which can overwhelm the effect of absorption. In order to reduce the effect of
scintillations, it was suggested to use twin frequencies [1, 15].

Given the measurements of the wave field u1(t) and u2(t) for two frequen-
cies f1 and f2, the difference Δf = f1−f2 being small enough, we consider the
ratio |u1(t)| / |u2(t)|. Because for neighbor frequencies the effects of diffraction
and interference will not differ significantly, it is expected that they will be
reduced in the ratio. The amplitude is proportional to the absorption factor
exp(−τ1,2) , where τ1,2 is the integral absorption along a ray for frequency f1

or f2. In this case ln(u1(t)/u2(t)) equals differential absorption, τ2 − τ1. How-
ever, this is only valid for Δf being small enough. On the other hand, choice
of too small Δf will result in too low values of the differential absorption,
which will increase the noise sensitivity.

The wave optics processing methods such as Canonical Transform (CT) [2,
5, 6, 7] or Full-Spectrum Inversion (FSI) [10, 11] transform the wave field into
the representation of impact parameter. In this representation, the amplitude
describes the distribution of the energy with respect to impact parameters. For
a spherically-symmetric atmosphere, the amplitude of the transformed wave
field is proportional to the exponential function of the integral absorption
along the ray. Therefore, CT and FSI techniques can be used for the retrieval
of atmospheric absorption [3, 11]. These techniques will significantly reduce
retrieval errors due to multipath and diffraction. However, the problem of
turbulence still persists. Since turbulence is a 3D inhomogeneous structure,
the amplitude of the transformed wave field also indicates scintillations [16].

In this study, we suggest the differential method for retrieval of absorp-
tion in combination with the CT or FSI techniques. These methods define
the transformed wave field Φ̂u1,2(p), where p is the impact parameter. The
transformed field at each single frequency is then to a very significant extent
free from the effects of diffraction and multipath. These effects may only be
significant for atmospheric inhomogeneities with scales below 50 m [7]. The
logarithmic ratio of the transformed amplitudes ln

(∣∣∣Φ̂u1(p)
∣∣∣ / ∣∣∣Φ̂u2(p)

∣∣∣) will
then further suppress the scintillations due to small scale turbulence and will
be equal to the differential absorption τ2 − τ1 with a much higher accuracy
then the direct amplitude ratio ln(|u1(t)| / |u2(t)|).

We tested the performance of the new type of the differential method in
numerical simulations. In the simulations we used 3D global fields from an
ECMWF analysis with superposition of random 2D turbulence. The simula-
tions include modeling realistic receiver noise using the ACE+ baseline values
of 67 dBHz.
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2 Description of Method

Given measurements of the complex wave field during a radio occultation
experiment, u(t), its transform to the representation of the impact parameter
is given by the following Fourier Integral Operator (FIO):

Φ̂u =

√
−ik

2π

∫
a(p, Y ) exp(ikS(p, Y ))u(Y (t))dY, (1)

where k = 2π/λ is the wavenumber, a(p, Y ) and S(p, Y ) are the amplitude and
phase function of the FIO, respectively, Y is a coordinate along the trajectory,
which generalizes the use of coordinate θ in the FSI method [5, 6, 10, 11]. The
amplitude function has the following form [6]:

a(p, Y ) =
(√

r2
R − p2

√
r2
T − p2

rRrT

p
sin θ

)1/2

. (2)

The asymptotic solution for the wave field can be expressed in terms of
the inverse FIO with the following amplitude function [6]:

a∗(Y, p) =

(
1√

r2
R − p2

R

√
r2
T − p2

T

pT

rRrT sin θ

dpT

dp

)1/2

, (3)

where rT and rR are (LEO-)Transmitter and (LEO-)Receiver satellite radii,
and θ is the angular distance between the satellites, pT and pR are the impact
parameters at transmitter and receiver satellite, and p is the effective impact
parameter.

For a spherically symmetric atmosphere, pR = pT = p. Generally, due
to horizontal gradients, these three impact parameters are different, and the
following equation can be established [4]:

pR = pT +
∫

∂n

∂θ
ds, (4)

where the integral is taken along the ray. pR and pT can be expressed as
functions of effective impact parameter p. The relation between p, pR, and pT

includes the horizontal gradient of refractive index ∂n/∂θ, which is unknown
a priori.

The amplitude of the transformed wave field retrieved by the CT or FSI
method equals the following expression:

A1,2(p) = Ā1,2

√
r2
R − p2

√
r2
T − p2√

r2
R − p2

R

√
r2
T − p2

T

pT

p

dpT

dp
exp(−τ1,2(p)) ≡

≡ Ā1,2K(p) exp(−τ1,2(p)). (5)
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This expression is represented as a composition of the normalizing constant
Ā1,2 , integral absorption along the ray exp(−τ1,2(p)), and the factor K(p)
that depends on the horizontal gradients. For a spherically layered medium,
factor K(p) equals unity, and absorption can be retrieved from the CT ampli-
tude. For a 3D medium with horizontal gradients, factor K(p) approximately
equals dpT/dp, differing from unity. This shows that in presence of 3D in-
homogeneities, in particular, atmospheric turbulence, the amplitude of the
transformed wave field, A1,2(p) will undergo scintillations. Since factor K(p)
is unknown a priori, the error of the retrieved absorption in each channel will
equal lnK(p).

It is important that K(p) does not depend on the frequency of the wave
field. Therefore, the term ln K(p) will cancel in the differential transmission
τ2(p) − τ1(p) and only some residual diffractive effects will be left. These
residual errors are best assessed by numerical simulations as discussed below.
The normalizing constants Ā1,2 are estimated from the wave field at heights
from 25 km to 30 km. The logarithmic ratio of the normalized amplitudes can
be expressed as follows:

ln
A1(p)/Ā1

A2(p)/Ā2
= τ2(p) − τ1(p). (6)

Here transmissions τ1,2(p) are measured in Neper. Multiplication with a factor
of 20/ ln 10 will convert them to dB.

The described method is assessed and verified below by rigorous wave
optical forward-inverse simulations with fields containing severe small-scale
random turbulence and thermal receiver noise.

3 Numerical Simulations

A realistic model of turbulent atmosphere includes regular part from ECMWF
analyses and anisotropic turbulence with a magnitude chosen according to ra-
diosonde measurements. Turbulence was modeled as a random anisotropic
relative perturbation of the refractivity field with a power form of the spec-
trum:

B̃(κ) =

⎧⎪⎪⎪⎨⎪⎪⎪⎩
c̃κ−μ

ext κ < κext

c̃κ−μ κext ≤ κ ≤ κint

c̃κ−μ exp

[
−

(
κ − κint

κint/4

)2
]

κ > κint

(7)

where κ =
(

κ2
z + q2 κ2

θ

r2
E

)1/2

, κz and κθ are the spatial frequencies (wave num-

bers) conjugated to the polar coordinates z and θ in the occultation plane, q is
the anisotropy coefficient [8, 9]. The factor of c̃ normalizes the rms turbulent
fluctuations to unity. In the coordinate space we use an additional factor of
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Fig. 1. Simulated occultation event 0118, May 29, 2001, UTC 13:12, 10.4◦S 140.7◦E,
ECMWF field with superimposed power turbulence, frequency channels 10 GHz
and 17 GHz: (a) local temperature of the modeled atmosphere T and retrieved

dry temperatures, Tdry for the regular medium and dry temperature T
(turb)
dry for

the turbulent medium, (b) specific humidity, q, (c) real refractivity, N , and specific
absorptions, (20/ ln 10)kNI , for the two frequencies.

c(z), which describes the relative magnitude of turbulent perturbations as a
function of altitude. We performed single-run simulations, because each sim-
ulation is a time-consuming procedure, and a montecarlo simulation would
require too large a computation time.

Figures 1, 2, and 3 show the results of simulations for a tropical occul-
tation. The turbulence is characterized by external scale 2π/κext = 0.3 km,
internal scale 2π/κint = 0.03 km, exponent μ = −4 (−5 for 3D spectrum), and
anisotropy q = 20. The magnitude c(z) was set according to a low-latitude
radiosonde observation on St. Helena island (Stephan Bühler, private com-
munication, 2004): c(z) equals 0.006 at a height of 2.0 km, and logarithmic-
linearly decreases to 0.0005 at a height of 7.5 km. Beyond this interval, c(z) is
constantly extrapolated. The refraction angle profile indicates strong multi-
path propagation. The random error of CT differential transmission is about
0.2 dB (4 % to 5 % std.deviation).
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Fig. 2. The same simulated event with superimposed power turbulence, frequency
channels 10 GHz and 17 GHz: (a) amplitudes in the two channels, (b) enlarged
fragment of amplitude records in multipath area, (c) CT amplitudes for the two
channels, and (d) refraction angles, computed by the GO model and retrieved by
the CT method.

Figure 4 shows the results of processing the same simulated event with
superimposed receiver noise with a magnitude of 67 dBHz. The increase of
transmission retrieval errors due to the noise is most visible below a ray height
of about 3.5 km, in the area of strong multipath propagation, where the
amplitude is low.

4 Conclusions and Outlook

Processing X/K band radio occultation data in presence of turbulence poses
a significant challenge, due to the scintillations imposed by the turbulence in
the measured amplitude profiles. In earlier transmission retrieval approaches,
a possibility was discussed of retrieving differential absorption from the di-
rect ratio of measured amplitudes for two different (closely spaced) frequency
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Fig. 3. The same simulated event with superimposed power turbulence, frequency
channels 10 GHz and 17 GHz: (a) transmissions for the two channels, true model,
computed from the amplitudes, and computed from the CT amplitudes, (b) errors
of the CT transmission, (c) differential transmission, true model, computed from
the measured amplitudes |u1,2(t)|, and computed from the CT amplitudes, and (d)
errors of the CT differential transmission.

channels. Here we discussed an advanced differential method of retrieval of
atmospheric transmissions based on the ratio of the CT amplitudes.

The new method results in much more accurate correction for turbulence
scintillations, as compared to taking the direct ratio of the measured wave
fields. This is due to the following reasons: 1) The CT mapping corrects for
diffraction and multipath propagation effects, 2) The resulting transformed
field is independent from diffraction except for small scales below about 50 m.
3) The ratio of the transformed amplitudes then further corrects for small-
scale scintillations and effects of the non-sphericity of the atmosphere. 4) The
new method does not impose any significant restriction for the frequency dif-
ference Δf between the channels, and there is no requirement that Δf is small
(e.g., clearly smaller than 1 GHz). This has important technical advantages
and provides very good differential transmission sensitivity if spacings of a few
GHz are chosen (e.g., 10 GHz and 17 GHz or 17 GHz and 20 GHz, or similar).
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Fig. 4. The same simulated event with superimposed power turbulence, frequency
channels 10 GHz and 17 GHz, with a model of receiver noise 67 dBHz: (a) transmis-
sions for the two channels, true model, computed from the amplitudes, and computed
from the CT amplitudes, (b) errors of the CT transmission, (c) differential transmis-
sion, true model, computed from the measured amplitudes |u1,2(t)|, and computed
from the CT amplitudes, and (d) errors of the CT differential transmission.

In practice the frequency separation is limited by a finite SNR and the large
attenuation for the 22 GHz line, which broadens out in the lower troposphere.
Using more frequencies may then be required to limit the dynamic range.

We performed numerical simulations with a realistic model of the tur-
bulent atmospheric refractivity field in a rigorous forward-inverse modeling
framework. The model also included receiver noise at a realistic level (carrier-
to-noise 67 dBHz, ACE+ baseline). These numerical simulations showed the
high capabilities of the CT differential method. The influence of the noise
is only significant below a ray impact height of 4 km (below 2 km to 3 km
altitude), where the carrier-to-noise ratio is becoming very low due to strong
absorption and defocusing in the lower troposphere. In this context 1 kHz sam-
pling rate is the minimum required rate for adequate wave optics processing
of X/K band occultation data. Effects of small amplitude drifts of 0.5% over
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20 s (ACE+ specification for maximum drift) were also assessed and found of
minor relevance compared to thermal noise and of no further concern.

Processing differential transmissions further to imaginary refractivity and,
in turn, together with real refractivity derived from bending angles, to atmo-
spheric profiles is a procedure identical to using single-channel transmissions
[12, 13, 15]. Due to the differencing, there is one differential transmission
profile less, however, than single-channel transmission profiles. In the case of
ACE+ with 3 frequencies this implies availability of two differential transmis-
sion profiles, which are still sufficient in combination with the real refractivity
profile to separate water vapor and liquid water from temperature, down into
the lower troposphere.

Further efforts to perform the explicit turbulence modeling at higher res-
olution (e.g., down to inner scale of turbulence of 10 m instead of 30 m, and
down to an-isotropy coefficients as small as 5) will be worthwhile, for assess-
ment of the theoretical expectation that residual errors will become smaller
when approaching isotropic turbulence.

Independent of such further work, there is clear evidence from the present
study already that in those turbulent cases, where single-channel transmis-
sions might be too noisy to be processed directly, the use of differential trans-
missions is an adequate alternative. It can be expected, based on the expe-
rience from single-channel transmission processing [13], that also differential
transmissions will allow to meet X/K band occultation observation require-
ments such as laid out for ACE+.
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Groupe de Modélisation, d’Assimilation, et de Prévision (GMAP),
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Abstract. Today’s Numerical Weather Prediction (NWP) systems assimilate me-
teorological observations from a variety of sources. This information is used opera-
tionally to update the analysis of global or regional three-dimensional meteorological
fields. The resulting analysis enables then to issue weather forecasts of prime impor-
tance for many users. Occultation data collected by refraction of signals from Global
Navigation Satellite Systems (GNSS) in the atmospheric limb contain information
in temperature and water vapor content. This paper reviews data assimilation tech-
niques, the information contained in GNSS occultation data and how it pertains
to the observational needs of today’s NWP systems. Recent forecast impact experi-
ments of GNSS occultation data are reviewed, and specific areas for further impact
are discussed.

1 Introduction

The year 2004 marks the centennial of Bjerknes’ 1904 [3] paper on the presentation of
weather forecasting as a problem in mechanics and physics. In a hundred years’ time,
what appeared originally as a combination of equations impossible to initialize and
solve in the vast domain of our atmosphere has been turned into routine operations
in forecasting centers around the world. These centers update their weather forecasts
on a regular basis, based on meteorological observations dispatched by the Global
Telecommunication System (GTS): in situ measurements as well as observations
from meteorological satellites. Today, the data from those satellites have an impact
on the accuracy of Numerical Weather Prediction (NWP) comparable to the impact
of in situ observations [25].

However, it was not always that way. Twenty years after the launch of the world’s
first sounding instrument in 1969 (followed by many passive infrared and microwave
sounders), it was still unclear whether the atmospheric soundings from satellites
had fulfilled their promise of improving NWP accuracy [20]. It is only in the last
fifteen years that a firm, positive answer has been formulated as we gained a better
understanding of information theory and the sounders’ observation characteristics
(errors).
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The observations collected by means of Global Navigation Satellite System
(GNSS) Radio Occultation (RO) represent an exotic new source of data when com-
pared to the traditional in situ measurements or even current sounders’ data [11].
GNSS RO data may soon be available via the GTS as the European Meteorological
Polar orbiting satellite Metop and the planned 6-satellite Constellation Observing
System for Meteorology, Ionosphere, and Climate (COSMIC) are scheduled to de-
liver about 3 000 daily occultation profiles in near real-time. Past and current GNSS
RO missions such as the GPS for meteorology experiment (GPS/MET), the CHAl-
lenging Mini-satellite Payload experiment (CHAMP), and the Satelite de Applica-
ciones Cientificas (SAC-C) have provided opportunities to evaluate the impact of
GNSS RO on NWP. We review here the impact studies done so far and give some
prospects for possibly more impact in the future.

2 Modeling the Weather

2.1 General Circulation Models

Bjerknes [3] identified seven variables and seven equations as necessary to character-
ize the weather at any time t and at any location (x, y, z) in the Earth’s atmosphere.
In order to obtain a realistic weather prediction, there are three crucial aspects to
consider when solving these equations: discretization, boundary conditions (BCs),
and initial conditions (ICs). Discretization refers to the reduction of the seven 4D-
variables to arrays defined for discrete times and locations; it coined the term Nu-
merical Weather Prediction (NWP), using General Circulation Models (GCMs) to
solve for these equations. The BCs constrain the numerical GCM solutions at the
surface or at the top of the atmosphere, while the ICs provide the necessary starting
point of integration. Creating such ICs requires to know the atmospheric state and
project that information onto the GCM grid (for a geographical grid), or onto the
set of possible GCM solutions (for spectral models).

Several sources of information are available to prescribe the ICs: observation,
climatology, and first-guess. The “few” (on the order of 105) observations available
today within a few hours of ICs’ given date/time are unfortunately insufficient to
constrain alone all the degrees of freedom of today’s GCM (on the order of 107),
leading to an under-determined problem. A climatology is obtained from a combi-
nation of observations averaged over a long period of time and originating from a
variety of observing systems. A first-guess is typically a numerical forecast obtained
by running a GCM for a few hours from an old set of ICs. As such, a first-guess may
be designed to reproduce a prescribed climatology in usually observation-void areas.
Data assimilation is used to combine all these sources of information and create ICs.

2.2 Data Assimilation: A Random-Error Reduction Process

In 1963, Lorenz [12] showed the high sensitivity of weather forecasts to the ICs. His
work suggested reduced IC errors should result in increased forecast accuracy. At
the same time, steady increases in available computing power enabled improvements
by orders of magnitude in the resolution of the GCMs used in NWP. This scaled
into an increase in the number of grid-points to be initialized before each forecast
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run. Although the number of observations has picked up since the 1960s, the GCM
degrees of freedom still outnumber the observations by at least two orders of mag-
nitude (sometimes more depending on the GCM resolution). The acute problem of
creating IC fields from the available observations has thus become more and more
difficult. Techniques such as krieging were attempted but with limited success.

Data assimilation (DA) designates a process by which the random errors in
the first-guess are reduced by bringing in information from the observations. DA
can be summarized as a random-error reduction process. A consequence of this
is that DA cannot force a GCM to reproduce phenomena that the GCM cannot
simulate, such as gravity waves. Also, DA cannot either fix problems intrinsic to a
NWP system (e.g., stratosphere too warm), or resolve problems associated with a
particular observation data-type (e.g., instrument biases).

DA will work best if the observations to assimilate already resemble the first
guess they are supposed to help improve, and if some strong assumptions about
the errors are respected. Namely, DA typically assumes that the observation and
first-guess errors are uncorrelated with one another, present constant biases, and
the statistics of those errors are Gaussian and perfectly known.

2.3 Operational Data Assimilation

In practice, first-guess and observations are merged in a statistically optimal way
by minimizing a cost (or penalty) function constructed as the sum of three terms
[24]. The first term (denoted J0 hereafter) represents the distance between the newly
created ICs and the assimilated observations. The second term is the distance be-
tween the first-guess and the new ICs, thus constraining the ICs to ensure that they
remain close to the first-guess. The third (optional) term may include additional
constraints to prevent the creation of unrealistic or unstable modes in the ICs.

If x designates the new set of ICs, the observation cost can be written

J0[x] = (y0 − h(x))TR−1(y0 − h(x)) (1)

[24], where y0 is the set of observations, h is an observation operator which maps x
into the observations’ space, and R is the observation error covariance matrix (com-
bines measurement and representativeness errors). Assimilating a new data-type
with success requires an accurate knowledge of R and an accurate, yet computa-
tionally efficient operator h whose tangent linear model is also required in order to
minimize the total cost function.

Today’s operational NWP centers rely on a so-called Three or Four Dimensional
Variational analysis procedure (3DVAR or 4DVAR). The 3DVAR uses all the ob-
servations within a time window as if they all originated from the center of the time
window, while the 4DVAR uses the observations at the time they are valid. The
resulting set of new ICs is called the analysis.

The time sequence for Météo France operational NWP “Production” system is
the following, for issuing an analysis and forecasts based on 0000 GMT. The cut-off
for accepting observations via the GTS is 1 hr 50 min. All the observations received
by 0150 GMT and corresponding to events between then and 2100 GMT the day
before are assimilated in the 4DVAR which produces an analysis within 30 minutes.
Forecasts valid between 0000 GMT+3 hrs and 0000 GMT+102 hrs are then issued.
All the products must be available no later than 0340 GMT.
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A “Memory” system runs in parallel to the “Production” system, but with a
cut-off time of 3 hrs instead of 1 hr 50 min after the synoptic hour. This allows more
observations to be accepted and results in analyses and 6-hr forecasts of better
quality. That 6-hr forecast serves as the first-guess for the “Production” run of the
next synoptic hour.

Observations assimilated at Météo France include in situ observations (surface,
radiosondes, aircraft), passive sounder data from geostationary and polar-orbiting
satellites, and satellite winds.

Assimilation of GNSS RO data builds on the knowledge learned by implementing
the assimilation of in situ and sounder data. Significant differences between these
data and GNSS RO data are presented next.

3 Assimilation of GNSS RO Data for NWP

3.1 A New Breed of Data

GNSS occultation data present major differences with respect to other satellite data
currently assimilated in NWP systems.

First, GNSS data are mostly all-weather, although intense precipitation sys-
tems are usually associated with sharp water vapor gradients where GNSS occul-
tation processing may encounter difficulties (e.g., multipath, signal tracking, super-
refraction). Second, the GNSS occultation technique monitors the Earth’s atmo-
sphere from the side, yielding a higher vertical resolution (sub-km) than passive
nadir-viewing sounders but with a horizontal resolution elongated in the direction
of the ray (about 300 km). Accounting for such horizontally smoothed observations
represents a challenge for the European Centre for Medium-Range Weather Fore-
casts (ECMWF) and Météo France 4DVAR systems which assume at the most verti-
cally averaged observations, making the use of horizontally averaged observations a
difficult task. Third, the GNSS occultation data yields atmospheric observations in-
dependently of the surface type, while the vertical sounders’ lower-peaking channels
usually carry a contribution from the surface through the emissivity term. Fourth,
the GNSS occultation data can be provided as a function of altitude, unlike other
measurement techniques which yield measurements as a function of pressure.

3.2 Options for Assimilation

The processing of GNSS occultation measurements yields several levels of data, each
of which is a potential candidate for data assimilation. We review here the important
points for each data-type [10].

(1) Amplitude and Phase

The raw amplitude and phase data collected as time series can present a very high
vertical sampling for a receiver tracking frequency of 50 Hz. The raw measure-
ment errors are mainly Gaussian and vertically uncorrelated, which matches the
DA hypotheses. However, noise reduction in the raw data is required via smooth-
ing/filtering, which could introduce vertical correlations in the measurement errors,
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depending on the smoothing parameters [23]. The observation operator calculations
require exact orbit information from the GNSS transmitter and receiver as well as
a ray-shooting procedure or wave optics propagation. To the best of our knowledge,
this level of data has not yet been used in DA experiments.

(2) Bending Angle

The bending angle data can be used as a function of impact parameter. Derivation
of the impact parameter assumes local spherical symmetry. Bending angles are ob-
tained by differentiation from the phase measurements. Consequently, bending angle
measurements present negative error correlations with neighboring measurements
in the vertical [23]. Original assimilation attempts of bending angle data required a
computationally expensive ray-tracing observation operator to simulate the bending
angles from the first-guess [10]. This proved computationally expensive and Palmer
et al. [14] developed a pure vertical observation operator (neglecting horizontal gra-
dients of refractivity) as a computationally more affordable alternative, but which
required to consider also bending angle representativeness errors. Recently, a fast
observation operator for bending angle was developed [15]; this operator showed
improved fit with the CHAMP and SAC-C bending angle observations as compared
to the pure vertical observation operator, while reducing the computation time as
compared to a ray-tracer.

(3) Refractivity

The derivation of refractivity as a function of altitude assumes a bending angle
profile for the mesospheric altitudes and above, and local spherical symmetry. The
latter assumption poses a problem because (a) during a GNSS occultation, the tan-
gent points drift slowly in the horizontal, and (b) the bending of the rays includes a
contribution from the horizontal refractivity gradients. Rieder and Kirchengast [19]
showed that refractivities presented measurement error vertical correlations very
similar to those of bending angles. As for the refractivity representativeness errors
induced by a local refractivity observation operator, they were shown to be more
vertically correlated than bending angle representativeness errors [22]. A clean as-
similation of refractivity under DA hypotheses using a local refractivity operator
would require to specify these refractivity representativeness errors. Previous work
with CHAMP and SAC-C refractivity observations [15] has shown that the refrac-
tivity representativeness errors might be somehow reduced by using an observation
operator which takes into account the horizontal gradients from the first-guess.

(4) Temperature and/or Humidity

Finally, temperature or humidity can be obtained as a function of pressure by assum-
ing hydrostatic equilibrium and ancillary data. Optimal estimation methods can also
be used to derive the two simultaneously with the help of a priori information and
error estimates to constrain the retrievals. The errors in the retrieved atmospheric
parameters suffer from all the approximations made in the processing steps above,
and are convolved vertically. These errors incorporate a priori errors and are hence
difficult to estimate in an assimilation system which would use the same short-term
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forecast in both (a) the a priori for the temperature/humidity retrieval and (b) the
first-guess for the assimilation of that retrieval.

4 Review of GNSS RO Impact Studies on NWP

We now review some forecast impact experiments which assimilated GNSS RO data
at the levels (4), (3), and (2).

4.1 Assimilation of Temperature

Poli and Joiner [16] applied a One-Dimensional Variational analysis (1DVAR) ap-
proach to GPS/MET refractivity data in order to retrieve simultaneously temper-
ature and humidity. They used 6-hour forecasts issued by the Data Assimilation
Office’s (DAO) Physical State statistical Analysis System (PSAS) as the a priori.
The retrieved temperatures were then assimilated in the DAO PSAS system (close
to a 3DVAR) assuming the same error characteristics as for radiosondes. Two ex-
periments were run for a two-week period (June–July 1995). The control experi-
ment assimilated all the operational data (conventional and TOVS observations),
while the GNSS experiment assimilated the same observations plus the GPS/MET
1DVAR-retrieved temperatures. Because the GPS/MET refractivity data presented
a bias with respect to the first-guess, no 1DVAR-retrieved humidity was assimilated.
Also, no 1DVAR-retrieved temperature was assimilated below the 500 hPa level in
the tropics.

The GNSS experiment showed slightly improved (degraded) tropospheric fore-
casts in the Northern (Southern) Hemisphere, as compared with the control. The
overall differences were small, suggesting a mostly marginal impact of the GPS/MET
data in the troposphere.

The following limitations were noted in this work:

(i). A small dataset of GNSS occultations (less than 200 per day) was assimilated
when compared to other assimilated data-types (tens of thousands per TOVS
satellite per day).

(ii). The GNSS occultation data presented a bias in the lower troposphere as com-
pared to the first-guess.

(iii). The GNSS occultation data had been processed using the Geometrical Optics
(GO) technique, while recent results have shown reduced errors with advanced
processing techniques [2].

(iv). The observation operator for simulating GNSS occultation data did not account
for the refractivity horizontal gradients. Consequently, the refractivity error co-
variance matrix should have included adequate representativeness errors to re-
flect the larger errors induced in the case of intense horizontal gradients.

(v). The correlation of errors between the 1DVAR retrievals and the 6-hr forecast
used both as the a priori in the 1DVAR and as the first-guess in the PSAS
assimilation was not taken into account, thus leading to a suboptimal weight of
the GNSS occultation data in the global analyses [9].

(vi). No Quality Control (QC) was applied to the GNSS data.
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4.2 Assimilation of Refractivity

Healy et al. [5] conducted an assimilation experiment of CHAMP refractivity data
into the Met Office’s 3DVAR system, for a period of two weeks (May–June 2001). An
observation operator embedded in the 3DVAR system allowed for a direct assimila-
tion by updating both temperature and humidity fields in the 3DVAR analyses. This
direct assimilation approach addressed the issue (v) above. A 1DVAR procedure was
used as a pre-processor to perform QC, addressing point (vi). The limitations (i)–
(iv) remained however. The refractivity bias [13] prompted the authors to discard
the CHAMP refractivity data below 4 km altitude.

The results of Healy et al. indicated improved forecast skill for temperature in
the stratosphere for the GNSS experiment. When compared with the control, the
GNSS experiment demonstrated in the stratosphere a reduction up to 0.2 K in the
RMS of temperature differences forecast minus radiosonde. However, no significant
impact was found in the lower to mid troposphere.

4.3 Assimilation of Bending Angle

Zou et al. [26] conducted an assimilation experiment of CHAMP bending angle data
into the National Centers for Environmental Prediction’s (NCEP) 3DVAR system
for a period of 2 weeks (July 2002). The limitation (vi) was addressed by a QC
performed by the data producer; (v) was avoided by the direct assimilation; (iv)
was addressed by the use of a ray-tracing observation operator within the 3DVAR.
Limitations (i)–(iii) remained however. Namely, the bias in the CHAMP occultation
data has been found to be related with receiver software on-board [1] as well as
super-refraction effects in the atmosphere [21].

The results of Zou et al. indicated slightly improved forecast skill for tropo-
spheric temperatures in both hemispheres in the GNSS experiment as compared to
the control. However, the control run did not assimilate all the other satellite ob-
servations assimilated operationally at NCEP for the same time period, and hence
showed degraded accuracy as compared to the NCEP operational model. It is hence
not clear whether using the GNSS data in that context would have helped improve
the NCEP operational scores.

At ECMWF, Healy and Thépaut [6] conducted a 4DVAR assimilation experi-
ment of CHAMP bending angle data, using a one-dimensional bending angle ob-
servation operator and two months of CHAMP observations processed using the
advanced Full Spectrum Inversion method [8]. For the same reason as [5], they re-
moved all the CHAMP observations below 5 km impact height. Healy and Thépaut
obtained a clear positive impact on upper tropospheric and lower stratospheric tem-
perature forecasts, validating their results by comparison with radiosondes.

5 Prospects for Impact

This section lists specific areas where GNSS occultation may help improve NWP
forecast accuracy.
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5.1 Focusing on Forecast-Sensitive Regions

With the advent of GCM adjoint models, methods have been developed to search
for forecast-sensitive regions or structures in the atmosphere [17], given a specific
forecast term, area, and parameter. Experiments by Gelaro et al. [4] have shown
that the positive impact gained from assimilating geostationary satellite wind data
originated in the projection of the assimilation increments onto singular vectors
located mostly in the lower troposphere. This work also showed that retaining only
those increments below the 400 hPa level reduced wind analysis and forecast errors.

Reynolds and Gelaro [18] used adjoint-based techniques to map those regions
where analysis errors had the largest impact on forecast errors. Their results stressed
out the role of lower to mid-troposphere IC errors on forecast errors.

Noting that these results may be model-dependent, they seem to suggest that
GNSS RO data may lead to a larger positive impact on forecasts when the lower to
mid-tropospheric occultation data can be assimilated (i.e., after bias removal).

5.2 Importance of the Temperature Information

In the stratosphere, in the higher and mid-troposphere, in the lower tropospheric po-
lar regions, and in the lower tropospheric winter mid-latitude regions, the refractive
index is nearly uniquely related with total air density. This means that assimilating
GNSS occultation observations will mostly impact the mass field in those regions.

Information about the mass field may as well translate into information about
the circulation (wind), critical when it comes to NWP. Using the Rossby radius of
deformation as a metrics to estimate the size perturbations need to reach in order
to impact the wind circulation [7], one can find that (a) there is no influence of
the mass field onto the wind field at the equator, whereas (b) the mass field mostly
drives the wind field at the poles. In the mid-latitudes, only those structures with
large horizontal extent (on the order of a few thousand kms) have a sensible impact
on the wind circulation.

This would seem to suggest that the GNSS occultations could have an impact
on extra-tropical cyclone prediction if they could help resolve large structures in
the mid-latitudes missed by the other existing observing systems. In the tropics, a
smaller impact of the mass information from GNSS occultation may be obtained.

5.3 Importance of the Humidity Information

In the lower tropospheric tropical and summer mid-latitude regions, GNSS occul-
tation can report on information about the humidity. Although that information
cannot be extracted directly without assumptions and introduction of significant er-
rors, it may be indirectly assimilated via assimilation of bending angle or refractivity.
Lower tropospheric humidity is important for tropical cyclone prediction.

Given the importance of parametrizations and the limited description of the
water cycle in today’s NWP models, it is unclear whether humidity information
from GNSS occultation will be sufficient to improve the prediction of humidity fields
for extended time ranges. However, an impact may be obtained on the prediction of
intense weather events in short-range forecasts.
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6 Conclusion

Owing to their original measurement principle, GNSS RO data represent an exotic
data-type as compared to other satellite observations assimilated today in NWP,
mostly vertical passive sounders. In the nearly ten year interval that spanned since
GPS/MET, two successful missions have been launched and forecast experiments
have been conducted with these limited datasets. The results have shown a positive
impact in the stratosphere. In the troposphere however, the picture is still mixed.
The GNSS occultation bias is a major impediment as it is situation-dependent but
it is hoped to be partially removed with the new missions onboard Metop and
COSMIC. Those two missions will carry a total of seven receivers, thus bringing
many more GNSS occultation events to the NWP centers for them to assimilate.

Advances made to better simulate the GNSS RO data might help ensure that
data assimilation hypotheses are verified by reducing representativeness errors (in-
stead of neglecting them). These hypotheses may be regarded as sine qua non condi-
tions for positive forecast impact in today’s assimilation systems. GNSS RO occul-
tation present a complex, non-trivial horizontal averaging that presents challenges
for assimilation. As a reminder, it took a very long time before the passive sounders
had a clear impact on forecast. GNSS occultation has already done better since a
positive impact on stratospheric temperature forecasts has already been shown by
Healy et al. [5] at the Met Office and by Healy and Thépaut [6] at ECMWF.
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Abstract. During the past decade, researchers have been working to develop meth-
ods for the assimilation of Global Positioning System (GPS) radio occultation data
into numerical weather prediction (NWP) models. Until recently, two strategies have
received the most attention: 1) assimilation of the retrieved bending angle profiles,
and 2) assimilation of the retrieved refractivity profiles. The assimilation of retrieved
bending angle profiles, e.g., via a ray tracing model, has the advantage that horizon-
tal refractivity gradients, affecting the observations, can be accounted for. However,
accurate computation of ray paths through a NWP model is very time consuming
in an operational system, and approximations to the ray tracing have to be made.
In contrast, the assimilation of retrieved refractivity profiles, interpreted as being
representative of the local vertical structure in the atmosphere (also known as assim-
ilation of local refractivity), is simple and fast, but this approach does not account for
the influence of the horizontal gradients. Recently, some new observation operators
have been developed which are both fast and, to a large degree, capable of taking
into account the influence of the horizontal gradients. These new observation op-
erators rely on predefined ray trajectories, and could also become useful for future
assimilation of other kinds of occultation data, e.g., ionospheric GPS occultation
data, absorption data from low earth orbit constellations, or data from solar/stellar
occultation experiments. In this review, a brief account of past and present efforts
to develop efficient observation operators for the assimilation of GPS occultation
data into atmospheric models will be given, ranging from early suggestions to the
recently developed observation operators.

1 Introduction

The use of occultation data in operational weather prediction requires fast
and accurate observation operators to be implemented in data assimilation
systems [7, 36, 46]. Whereas occultation observations may present a very
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high vertical resolution, the nature of the observational geometry results in
a horizontal resolution comparable to or coarser than the resolution of most
numerical weather prediction (NWP) models. Also, because of the observa-
tional geometry, precise information in occultation data about vertical and
horizontal atmospheric structure is entangled and not easy to separate. In
addition, occultation measurements such as phase, amplitude, bending an-
gle, optical depth, refractivity, etc., are non-traditional meteorological data.
However, most of the information in occultation data is complementary to
that of passive microwave/infrared nadir-viewing sounders [4], and it is an-
ticipated that the assimilation of Global Positioning System (GPS) radio oc-
cultation data from upcoming satellite constellations like COSMIC [31] and
EPS/MetOp [5], together with the data from new advanced infrared sounders,
will have a positive impact on NWP in the near future.

Already more than a decade ago [6, 14] it was recognized that a major
challenge regarding the assimilation of GPS radio occultation data would be
to take into account the observational geometry and the inherent horizontal
averaging in the direction of signal propagation, while keeping a relatively low
computational cost. Since then, a large number of researchers have addressed
the issue of horizontal gradients and their influence on GPS radio occultation
data, and investigated how to best incorporate the data into atmospheric
models. This paper is intended as an overview of these efforts, but will also at
the end contribute with new insight and ideas related to some newly developed
observation operators. Potentially, these operators can be used to assimilate
all kinds of occultation data (e.g., neutral atmospheric and ionospheric GPS
occultation data, cross-link absorption data from future low earth orbit (LEO)
constellations, or data from solar/stellar occultation experiments) where the
measurements basically are integrals of the atmospheric refractive index (real
or imaginary part) along ray paths.

2 Assimilating Which Data Product?

The purpose of data assimilation is to extract the maximum information con-
tent of the data, and to use this information to improve the analysis of model
state variables (wind, temperature, specific humidity, etc.), and thereby the
next weather forecast. This can be attempted within many different frame-
works of which three-dimensional (3D) and four-dimensional (4D) variational
analysis probably are the most widely used in modern data assimilation sys-
tems. For the sake of simplicity, we shall here only describe the principle
of 3D variational (3DVar) analysis. Briefly, 3DVar can be formulated as the
minimization of the following cost function [24, 35]:

J(x) =
1
2
(x − xb)TB−1(x − xb) +

1
2
(H(x) − y)T(O + F)−1(H(x) − y), (1)

where x is a vector symbolizing the model state variables (on model grid
points) to be solved for, xb is the corresponding background model field,
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y is a vector of measurements, H is the observation operator which maps
the model state into measurement space, and B, O, and F are matrices of
the covariances of the expected errors in the background, measurements, and
representativeness, respectively. For the assimilation of GPS radio occultation
data, there are potentially many different choices of which data product to
assimilate, and for each product at least a couple of different ways to construct
an observation operator. Among the different factors to be considered are: 1)
the introduction of a priori information in the data processing; 2) the ease to
characterize the errors of the measurements; 3) the linearity of the observation
operator; 4) the computational cost; 5) the accuracy (or representativeness)
of the observation operator; 6) the ease to characterize the representativeness
errors of the observation operator.

Figure 1 shows the retrieval chain for the processing of GPS radio occul-
tation data into various retrieved products. The fundamental measurements
are the phase paths and amplitudes at the two GPS frequencies, L1 and
L2. These measurements can be processed into bending angles for each of the
two frequencies, ionospheric-corrected bending angles, refractivity, and finally,
temperature, pressure, and water vapor using auxiliary meteorological data.
More details of the processing and inversion of GPS radio occultation data can
be found in [28]. We shall use the term “measurements” to indicate both the
fundamental measurements and the retrieved products. Measurement errors
of the retrieved products are thus the fundamental measurement errors prop-
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Fig. 1. Illustration of the GPS radio occultation retrieval chain.
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agated through the retrieval chain, but measurement errors may also include
the result of errors in a priori data used in the retrievals.

Reference [27] outlines the advantages and disadvantages of various as-
similation strategies, ranging from the possible assimilation of raw phase and
amplitude data to the assimilation of retrieved water vapor and tempera-
ture. However, two strategies have until recently been considered to be better
choices than the others: one is the assimilation of the retrieved ionospheric-
corrected bending angle profiles; the other is the assimilation of the retrieved
refractivity profiles. Assimilation of higher level products such as geopoten-
tial height, temperature and/or humidity is generally considered a suboptimal
choice, but may be necessary in data assimilation systems which are only able
to assimilate conventional data.

It is almost meaningless to discuss observation operators without also dis-
cussing the corresponding errors of representativeness. Generally, errors of rep-
resentativeness arise from two sources: 1) the limited resolution of the NWP
model, and 2) the inability of the observation operator to derive a perfect
measurement from a perfect model state [46]. In the following we will discuss
the latter (also referred to as forward modeling errors by some authors), and
when we use the term “representativeness errors”, we do not consider the
possible contribution arising from the limited resolution of the NWP model.
In most of todays data assimilation systems there may also be a temporal
misrepresentation of the data which we shall not address here.

3 Simple Observation Operators

3.1 Geopotential Height, Temperature, Humidity

Assimilation of GPS measurements in the form of retrieved profiles of geopo-
tential height [3] or temperature and/or humidity [6, 40] may be done via very
simple observation operators. In both cases, the operator just involves inter-
polation of model variables to the locations of the retrieved profiles. However,
the processing of GPS occultation data to obtain these higher level prod-
ucts consists of many steps where assumptions and a priori data with their
own error characteristics are introduced. Assumptions include local spherical
symmetry of the refractive index field and atmospheric hydrostatic equilib-
rium. A priori information from climatology is usually introduced and merged
with the data via statistical optimization in the upper part of the profiles
[10, 12, 15, 19, 34], while a priori information from meteorological fields is
necessary to obtain separate geopotential height, temperature, and humidity
profiles in the troposphere, e.g., via 1DVar retrieval [20, 42]. Thus, there may
be a significant correlation between the errors of retrieved geopotential height,
temperature, and humidity which should be taken into account if more than
one of these products are assimilated.
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Because of the assumption of spherical symmetry, the retrieved profiles
do not exactly represent the local vertical structure in the atmosphere. In
the troposphere, interpretation of the retrieved profiles as vertical profiles in-
troduces errors significantly larger than the measurement errors [29]. These
interpretation-induced errors will be vertically correlated and they can be con-
sidered a result of the limited ability of the observation operator to represent
how the actual observations are made and how the data are processed, and
the errors should in principle be attributed to the observation operator as
representativeness errors. Due to the inclusion of climatology, which can be
assumed to have vertically correlated errors [34], and in particular due to error
propagation through the hydrostatic integration, the measurement errors also
become significantly vertically correlated [44, 52, 53].

3.2 Refractivity

A number of publications provide descriptions of local observation operators
which can be used for the assimilation of refractivity profiles derived from
GPS occultation data [6, 20, 23, 25, 26, 30, 41, 42, 45, 59, 61, 62]. There
may be differences in the details, but essentially, a local refractivity observa-
tion operator consists of interpolation of model variables to the location of
the retrieved profile as well as the calculation of the refractivity, N , via the
following equation [48]:

N = k1
p

T
+ k2

e

T 2
. (2)

In (2), k1 and k2 are constants, p is pressure, e is water vapor pressure,
and T is temperature. The observation operator may also include hydrostatic
integration and conversion to geometrical height levels for models where geo-
metrical or geopotential height is not already part of the model output. The
assimilation of refractivity using a local observation operator is considered
a better choice than the assimilation of the higher level products mentioned
above, mainly because the measurement errors of the retrieved refractivity do
not depend on a priori information otherwise introduced in the lower part of
the profiles. However, a priori information from climatology is still introduced
in the upper part of the profiles, and the retrieved refractivity profiles are
still based on the assumption of spherical symmetry. Thus, errors of repre-
sentativeness, using a local refractivity observation operator, dominate below
25 km to 30 km [28, 29].

To mitigate the representativeness errors, early works [6, 26, 61] sug-
gested or introduced observation operators including simple horizontal av-
erages, mimicking the observational geometry and to some extent taking into
account that the fundamental measurement is an integrated quantity. Results
from later simulation studies indicate a small reduction (about 30%) in repre-
sentativeness errors using either uniformly weighted [54] or Gaussian weighted
[22] horizontal averaging. Another simulation study [9] of the sensitivity of re-
trieved profiles to the horizontal drift of the tangent points (the fact that
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the horizontal location of the tangent points vary with altitude for a general
occultation geometry) indicates that the representativeness errors can be re-
duced by a factor of about two if the model refractivity is evaluated along the
locus of the tangent points instead of along the vertical at a fixed location.
The errors related to the tangent point drift have also been investigated in
[29, 41].

3.3 Local Bending Angle

For the purpose of 1DVar retrievals and validation studies, many authors
[17, 21, 37, 41, 57, 58, 62] have used what we shall refer to as a local bending
angle observation operator (initially described in [6]). Such an operator has
recently been tested in a 4DVar data assimilation system at the European
Centre for Medium-Range Weather Forecasts (ECMWF) for the assimilation
of bending angle profiles derived from GPS occultation data [21]. The first
steps toward a local bending angle operator are identical to those of a local
refractivity operator, but additionally the so-called forward Abel transform
is applied to obtain the bending angle, α, as a function of impact parame-
ter, a, neglecting horizontal gradients in the NWP model. The forward Abel
transform is formally given by

α(a) = −2a

∫ ∞

r0

d lnn/dr√
n2r2 − a2

dr, (3)

where n = 1 + 10−6N is the refractive index, r is the radius from the center
of curvature, and r0 is defined via the relation a = r0n(r0). This last relation
introduces a significant amount of non-linearity into the observation operator
because the “independent” variable, a, becomes a function of the model re-
fractivity (or alternatively, for a given a, the lower limit of the integral, r0,
becomes a function of the model refractivity). In particular, the non-linearity
may be appreciable in the lower troposphere, where vertical refractivity gra-
dients and bending may be large.

Early arguments (as well as more recent ones) for assimilating bending
angle instead of refractivity included the expectation that the measurement
errors would be easy to characterize for the bending angle, perhaps with no or
little vertical correlation between errors, whereas the inverse Abel transform
[8], applied to obtain the refractivity, would increase the vertical correlation of
the errors [6, 17, 22, 57]. Studies of the error covariance propagation [44, 53],
however, suggest that the vertical correlations of the measurement errors for
refractivity and for bending angle are very similar. In both cases the verti-
cal correlation length is quite small (depending on how much smoothing is
applied in the data processing), and in both cases there is a significant nega-
tive correlation between errors at adjacent heights. The negative correlations
are primarily a result of a derivative operation necessary in the calculation
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of the bending angle. The Abel inversion (which can be considered approxi-
mately an operator of half integration [16]) basically just reduces the negative
correlations.

As with the local refractivity observation operator, the representativeness
errors of a local bending angle observation operator, due to the neglect of the
horizontal gradients, are expected to be dominant throughout the troposphere
and lower to mid stratosphere. The results from a simulation study assessing
both measurement errors and representativeness errors [52] indicate that the
representativeness errors of a local bending angle observation operator, down
to about 5 km altitude, are almost uncorrelated in the vertical. For a local
refractivity observation operator there is more vertical correlation between
the errors. However, below ∼ 5 km, it may be difficult to characterize the
representativeness errors of a local bending angle observation operator in a
general way because of the non-linearity and probable multipath propagation.

Assimilation using a local bending angle observation operator has the ad-
vantage that it avoids the introduction of climatology in the retrievals. How-
ever, because of the limited vertical extent of a NWP model, and because the
upper limit in (3) is infinite, it becomes necessary to extrapolate the model
refractivity profile beyond the uppermost model level, e.g., assuming that the
refractivity falls off exponentially with altitude [21]. The error introduced by
such an assumption should probably also be attributed to the observation
operator as a representativeness error. It then becomes a question whether
this representativeness error is more significant than the error otherwise in-
troduced by using climatology to retrieve a refractivity profile. The answer to
this question will depend on the altitude of the uppermost level of the NWP
model. The higher this level is, the smaller the error from the extrapolation
is likely to be.

4 Two-Dimensional Ray Tracing Operators

4.1 Bending Angle

As pointed out in [6], neglecting the horizontal gradients in a bending angle
observation operator can lead to errors which are comparable with the changes
in the bending angle expected from typical errors in short-range forecast tem-
peratures. For this reason, a lot of efforts over the years have been put into
the development of bending angle observation operators using 2D ray tracing
[11, 13, 14, 16, 18, 32, 33, 39, 41, 43, 47, 60, 62, 63, 64, 65]. Generally, ray
tracing through a model atmosphere at radio frequencies involves numerical
integration of the following coupled differential equations:

dr
dτ

= n,
dn
dτ

= n∇n, (4)

where r denotes the coordinates of the ray and n is the refractive index vec-
tor (having the length of the refractive index and the direction of the wave
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normal). In principle, the most accurate forward modeling of bending angles
(disregarding diffraction effects and noise due to turbulence [13]) requires 3D
ray tracing, but this is prohibited in operational systems due to its very high
computational cost. Two-dimensional ray tracing, where across-ray horizon-
tal gradients are neglected, is usually accepted as a reasonable compromise
[14, 64]. A 2D bending angle observation operator basically includes the follow-
ing steps: 1) interpolation of NWP model variables into the 2D occultation
plane; 2) calculation of the refractivity and its gradients in the occultation
plane; 3) ray tracing in two opposite directions, starting at the tangent point
(for each ray), toward the GPS satellite and toward the LEO satellite; 4)
calculation of the bending angle as a function of impact parameter from the
result of the ray tracing. The observation operator may also include hydro-
static integration in the occultation plane and transformation of geopotential
height to geometrical height. These steps should be viewed as a very simpli-
fied outline and may not apply in detail to all 2D bending angle operators
described in the above references.

A 2D bending angle observation operator, if properly implemented, takes
into account most of the influence from horizontal gradients (depending on
the horizontal resolution of the NWP model). The representativeness errors in
the troposphere are therefore expected to be smaller than for the more simple
observation operators described in the previous sections. Accurate and timely
forward modeling of bending angles via 2D ray tracing is, however, not trivial.
The bending angle as a function of impact parameter depends non-linearly
on the refractivity field, and time-consuming ray tracing must be repeated
several times in the minimization procedure of the cost function (1). For hy-
drostatic NWP models, this includes integration of the hydrostatic equation
at a large number of locations along the ray paths [13, 18, 62]. A further
complication is introduced because accurate calculation of the bending angles
requires extrapolation of the NWP model above its highest level. Usually a
climatological model is used for that purpose.

The assimilation, via 2D ray tracing, of bending angle measurements from
the upcoming COSMIC mission, which is expected to provide data from about
2500 occultations per day, would require large computer resources. Depending
on the particular implementation and the available computer power, the CPU
time for the assimilation of the about 625 occultations anticipated within a
six hour time window, may be a few days [60, 63], and many parallel proces-
sors would therefore be necessary. Nevertheless, a 2D ray tracing operator for
bending angle assimilation, based on the work in [13], has been incorporated
into a newly developed data assimilation system at the Deutscher Wetterdi-
enst [43], and impact studies have been carried out using a 2D ray tracing
operator in combination with the NCEP (National Center for Environmental
Prediction) SSI (Spectral Statistical Interpolation) 3DVar system [32, 63, 65].
To reduce the computational cost, it has been suggested to assimilate bend-
ing angles using a 2D ray tracer in the troposphere only, while assimilating
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refractivity using a local refractivity observation operator at higher altitudes
[27, 63].

A simulation study [18], using a high-resolution mesoscale model, investi-
gated the errors caused by horizontal gradients in the troposphere in relation
to the forward modeling of the bending angle as a function of impact param-
eter. Although the particular way the “true” impact parameter is defined and
obtained in [18] may be questionable, an important finding of the study was
that an uncertainty in the calculated impact parameter (or rather a misin-
terpretation of the retrieved impact parameter) of about 100 m can cause an
effective bending angle error of up to 20% near the surface (translated into re-
fractivity this corresponded to a 2.4% error). It is therefore essential that the
impact parameter be modeled in a way consistent with how it is derived from
real data [13, 50, 62], especially in the lowest few kilometers of the atmosphere
and when large horizontal gradients are present.

4.2 Refractivity, Temperature, Humidity

Having the modeled bending angle as a function of impact parameter, it is
possible to go a step further and calculate the corresponding refractivity profile
via the inverse Abel transform. The 2D bending angle calculation plus the
inverse Abel transform thus constitutes a refractivity observation operator
which takes into account most of the influence from the horizontal gradients in
refractivity [39, 62]. The retrieved refractivity profile can then be assimilated
instead of the bending angle profile. This approach, however, is not considered
an advantage over the assimilation of the bending angles [27]. Yet another
observation operator can be obtained by adding yet another step and calculate
profiles of temperature and humidity using the hydrostatic equation together
with vertical profile information from the NWP model. As suggested in [15],
the thus modeled temperature and humidity profiles can be used in data
assimilation systems which are based on the nudging assimilation technique.

5 Advanced Alternatives to Ray Tracing

5.1 Bending Angle Integration

Reference [6] provides one of the first published description of a 2D observa-
tion operator for the assimilation of the bending angle as a function of impact
parameter. The computation of the bending angle in this operator is, in prin-
ciple, based on the integration of the following equation which can be derived
from (4):

dα = − 1
n

(∂n

∂r

)
θ
rdθ +

1
n

(∂n

∂θ

)
r

dr

r
, (5)

where θ is the angular coordinate in the occultation plane. The impact pa-
rameter is defined via the relation a = r0n(r0), where r0 is the radius from the
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center of curvature at the tangent point. As noted in [17, 18], the operator can
be simplified because the contribution to the bending angle from the second
term on the right-hand-side of (5) is small.

More recently, a “fast” bending angle observation operator based on the
model outlined in [6] was tested against a 3D ray tracer [22]. This enabled
the assessment of the representativeness errors associated with various ap-
proximations used in the fast operator. It was found that the largest single
component of the representativeness errors is due to the way the impact pa-
rameter is defined in the operator, which again stresses the importance of
modeling the impact parameter in accordance with how it is derived from
real data. As an alternative to ray tracing, this can be done via the equations
given in [18].

5.2 FARGO-α and FARGO-N

Recent work [38, 39] describes a so-called Fast Atmospheric Refractivity Gra-
dient Operator (FARGO). FARGO comes in two versions, FARGO-α for the
assimilation of the retrieved bending angle, and FARGO-N for the assimila-
tion of the retrieved refractivity. FARGO-α can be summarized by the follow-
ing equations for the calculation of the bending angle:

α(a) = αlocal(a) − Δα(a), Δα(a) =
∫ L

−L

cos θ
[(∂n

∂r

)
θ
−

(∂n

∂r

)
θ=0

]
ds, (6)

where αlocal(a) is the result of the forward Abel transform (3) applied to the
model refractivity profile along the locus of the retrieved tangent points. The
integral in (6) is taken over a limited path (L = 600 km in the above references)
determined from ray tracing in a spherically symmetrical atmosphere using
a vertical profile of the model refractivity. FARGO-α is somewhat similar to
the bending angle integration as described in [17], except that the bulk of the
bending (given by αlocal) has been separated from the perturbation due to the
horizontal gradients (given by Δα). The perturbation can then be estimated
within a limited horizontal extent without compromising the accuracy of the
calculation of the total bending angle too much.

FARGO-N is based on the calculation of Δα(a) and is approximately (we
here use the approximation that lnn ≈ 10−6N , and for convenience we shall
disregard the factor of 10−6 here and in the following sections) given as

N(a) = Nlocal(a) − 1
π

∫ ∞

a

Δα(ρ)√
ρ2 − a2

dρ, (7)

where Nlocal(a) is the model refractivity profile along the locus of the tangent
points. FARGO-N is basically the result of applying an inverse Abel transform
to FARGO-α, except that Nlocal is not obtained via (and is slightly different
from) the inverse Abel transform of αlocal.
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Given a model refractivity field, the calculations of profiles of bending an-
gle and refractivity, via FARGO-α and FARGO-N , as described in [38, 39], are
non-linear operations. However, as shown in Sect. 5.5 below, the refractivity
calculation via FARGO-N can be linearized by introducing a small modifi-
cation, which also makes it very similar to refractivity mapping using finite
straight line trajectories.

5.3 Refractivity Mapping

Refractivity mapping using finite straight lines [54, 55, 56] is based on the
requirement that

S(y) =
∫ L

−L

N(x, y)dx =
∫ L

−L

N̄(r)dx (8)

for a given y. In (8), x and y are Cartesian coordinates in a 2D plane with
the x-axis being parallel to the direction of propagation and the y-axis being
parallel to the radius vector at the tangent point. Furthermore, S(y) represents
the so-called excess phase path, N(x, y) is the model refractivity which is
integrated along a line parallel to the x-axis (x = 0 corresponds to the location
of the tangent point), and N̄(r) is the spherically symmetrical refractivity to
be solved for. In [56], the two integrals in (8) are discretized to obtain the
elements of matrices A and V such that N̄ = AVN, where N symbolizes the
model refractivity field, and N̄ the mapped 1D profile. The matrices A and
V are the inverse and forward parts of the mapping operator, respectively.
The approach thus roughly mimics how the observations are made and how
the data are inverted into a refractivity profile assuming spherical symmetry,
but using finite straight lines instead of curved ray trajectories. Alternatively,
the ray path curvature is taken into account in [56] via a simple ad hoc
modification of the straight line operator. The mapping operator, AV, can in
principle be considered as a finite and discrete version of the 2D resolution
kernel introduced in [1, 2].

The main advantage of refractivity mapping is that it allows for crude
approximations as long as they are made in both the forward and the inverse
parts. The errors from the approximations thus cancel to a large extent in
the combined operator (e.g., the use of straight lines instead of ray paths).
This simplifies many aspects of the implementation and consequently requires
fewer computations. For example, because the mapping operator is based on
finite integrations in both a forward and an inverse part, extrapolation of the
NWP model above its highest level is avoided. The implementation in [56]
also makes it possible to apply the mapping to a hydrostatic model without
having to integrate the hydrostatic equation at a large number of locations.

In the special case where the integrals in (8) are limited only by the up-
permost level of the NWP model (denoted here by rmax), N̄(r) can be solved
for via an Abel transform and written as
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Fig. 2. Diagram showing the principle of assimilating refractivity via refractivity
mapping.

N̄(r) = − 1
π

∫ rmax

r

dS/dy√
y2 − r2

dy, (9)

where S(y) is obtained via the first integral in (8). Reference [50] also consid-
ers refractivity mapping and presents a generalized form of (9) for curved ray
trajectories defined by a given refractive index profile that does not depend
on the model refractive index. The results from two independent simulation
studies [50, 56] suggest that refractivity mapping, using either straight lines
or curved trajectories, results in a considerable reduction of the representa-
tiveness errors as compared to a local refractivity observation operator. Both
studies indicate that refractivity mapping using curved trajectories may be
able to account for about 90% of the influence from horizontal gradients.

5.4 Quasi Excess Phase Modeling

As an alternative to assimilating the refractivity via a refractivity mapping op-
erator, it has been suggested [49, 50] to assimilate what we shall refer to as the
quasi excess phase (to distinguish it from the actual “raw” excess phase mea-
surements). In [50], the retrieved quasi excess phase as a function of impact
parameter, Sobs(a), is in principle obtained from the retrieved refractivity,
Nobs, via the following equation:

Sobs(a) = 2
∫ amax

a

Nobs(ρ)[1 − ρ(d lnn0/dρ)]ρ
n0(ρ)

√
ρ2 − a2

dρ, (10)

where ρ = rn0, and n0(ρ) is a predefined refractive index profile determin-
ing the trajectories along which the integration of the refractivity is made.
The corresponding observation operator is obtained by integrating the model
refractivity, N(x, y), along these trajectories. For n0(ρ) = 1 the observation
operator uses straight line trajectories, and in principle reduces to the first
integral in (8). Consequently, a quasi excess phase operator could also be
written in matrix-vector form as S = VN.
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Quasi excess phase modeling has the same advantages as refractivity map-
ping, since crude (but identical) approximations can be made in both the way
the retrieved refractivity is integrated and the way the model refractivity is
integrated. The implementation of a quasi excess phase operator in a data
assimilation system, however, may be simpler because only the part corre-
sponding to the V matrix is necessary. On the other hand, an extra step on the
retrieval side, to obtain the retrieved quasi excess phase, is necessary instead,
but this step does not have to be repeated in the minimization procedure of
the cost function (1). The difference in computational cost between the two
operators is probably small because the calculation of the model refractivity
and interpolation to the points used in the forward model integrations (in
both operators) may be the most time consuming part. The characteristics
of the representativeness errors are different, e.g., it is shown in [49, 50] that
the error standard deviation, in a fractional sense, of a quasi excess phase
operator is about half of that of a refractivity mapping operator. However,
as shown in the next section, the two operators, if properly implemented in
a variational data assimilation system, should lead to the same assimilation
result.

5.5 Relations Between Recently Developed Operators

In this section we show some relations between the recently developed obser-
vation operators described in Sects. 5.2–5.4. First, we consider the diagrams
in Figs. 2 and 3. Figure 2 shows the principle of assimilating the refractivity
via refractivity mapping, whereas Fig. 3 shows the principle of assimilating
the quasi excess phase. Since the inverse part of the refractivity mapping op-
erator, given by the A matrix, is invertible, and A−1 in principle corresponds
to the operation to obtain the retrieved quasi excess phase via (10), we can
write Sobs = A−1Nobs. In the following we shall disregard operations in the
observation operators such as interpolation, the calculation of the refractivity
via (2), and hydrostatic integration. Then, considering the observational part
of the cost function in (1), we have for refractivity mapping:
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Jobs(N) =
1
2
(AVN− Nobs)T(O + F)−1(AVN− Nobs), (11)

and for quasi excess phase modeling:

Jobs(N) =
1
2
(VN − A−1Nobs)T(Õ + F̃)−1(VN − A−1Nobs). (12)

In (12) Õ and F̃ are introduced to indicate that the error covariances in the
two cases will be different. However, since the two observation operators differ
only via a linear, invertible operator A, the error covariances are related as

(Õ + F̃)−1 = (A−1O(A−1)T + A−1F(A−1)T)−1 = AT(O + F)−1A. (13)

Inserting (13) into (12) results in (11), and we have shown that the cost func-
tion is the same in the two cases. Therefore, the assimilation of the refractivity
via refractivity mapping and the assimilation of the quasi excess phase – if
the two observation operators were implemented in the same data assimilation
system with consistent specifications of error covariances – should in principle
lead to identical assimilation results.

As mentioned, the calculation of the refractivity via FARGO-N is a non-
linear operation, whereas both refractivity mapping and quasi excess phase
modeling are linear operations because the trajectories are predefined and
does not depend on the model refractivity. This is a computational advan-
tage, because then the determination of the trajectories does not have to be
repeated in the minimization procedure of the cost function in a variational
data assimilation system. FARGO-N can be easily linearized with respect to
refractivity by integrating Δα along predefined trajectories instead of along
trajectories determined by the model refractivity. In particular, if the trajec-
tories are chosen to be straight lines and we only consider integration along
lines below the uppermost model level at rmax, then (7), in combination with
the expression for Δα in (6), can be written

N̄(r) = Nlocal(r)− 1
π

∫ rmax

r

1√
y2 − r2

{∫ L

−L

[(dN

dy

)
x
−

(dN

dy

)
x=0

]
dx

}
dy. (14)

As in Sect. 5.3, x and y are Cartesian coordinates in the occultation plane
for a given straight line “ray”, and N̄ on the left-hand-side is introduced to
distinguish the thus obtained refractivity profile from the model refractivity,
N = N(x, y). On the other hand, if NSS symbolizes the spherically symmet-
rical atmosphere corresponding to the local model refractivity profile, Nlocal,
then AVNSS = Nlocal, and we can write refractivity mapping as

N̄ = Nlocal + AV(N− NSS). (15)

With the aid of (9), which basically gives the AV operator on integral form,
and noting that the derivative in the integrand in (9) can be put inside the first
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integral in (8) (because x and y are orthogonal coordinates), we can now see
the similarity between a linearization of FARGO-N and refractivity mapping.

Just as FARGO-N basically is the inverse Abel transform applied to
FARGO-α, a new bending angle observation operator could be defined by
applying the forward Abel transform to the result of refractivity mapping.
As mentioned in Sect. 3.3, the forward Abel transform introduces a signifi-
cant amount of non-linearity into the observation operator, and the errors of
representativeness in the lower troposphere may become difficult to describe.
It may, however, be an advantage to apply the forward Abel transform to
refractivity mapping in the upper part of the atmosphere if the uppermost
level of the NWP model is at a high enough altitude.

6 Summary and Prospects

In this review we have given a brief account of the many efforts made over
the past decade to develop efficient observation operators for the assimilation
of GPS radio occultation data into atmospheric models. We divided the ob-
servation operators into three categories: 1) simple observation operators; 2)
2D ray tracing operators; 3) advanced alternatives to ray tracing.

The simple operators are characterized by being fast and relatively easy
to implement, but also by large representativeness errors because the atmo-
spheric horizontal gradients are not (or only partially) accounted for in the
modeling of the measurements. Observation operators based on 2D ray trac-
ing takes into account most of the influence from the horizontal gradients, but
they are much more computationally expensive. Alternatives to ray tracing
have been developed in attempts to speed up the computations, while still
accounting for the horizontal gradients to a large degree. We have shown that
some of these alternatives are closely related. However, it has yet to be ver-
ified how fast they actually are in comparison with existing 2D ray tracing
operators implemented in some data assimilation systems.

Future research with regard to recently developed operators should ad-
dress the estimation and characterization of the errors of representativeness.
This should include both the error magnitude as well as the vertical error
correlations. Although the representativeness errors are expected to be small
for these operators, they may still be dominant in the lower troposphere (an-
ticipating improved performance of future GPS radio occultation receivers
[51]) where moisture can vary appreciably on horizontal scales of a few tens
of kilometers. The representativeness errors may also depend on latitude and
season. However, it should be noted that the errors due to limited NWP model
resolution (not addressed elsewhere in this paper) may dominate if the model
horizontal resolution is too coarse [50].

For variational data assimilation systems, the development of the adjoint
of an observation operator is also necessary. Adjoint operators for some of the



220 S. Syndergaard et al.

observation operators mentioned in this paper have been developed and/or
described in [13, 56, 62].

Finally, it should be emphasized that the principles of refractivity mapping
and quasi excess phase modeling are quite general, and that these operators
could become useful in the future for the assimilation of all kinds of occultation
data where the observations basically are integrals of one or more atmospheric
constituents along ray paths.

Acknowledgements. The authors gratefully acknowledge Sergey Sokolovskiy (UCAR,
Boulder, CO) and Andrea Hahmann (NCAR, Boulder, CO) for valuable comments
on the manuscript.
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Abstract.  In this paper new directions of application of GPS radio occultation (RO) 
method are presented: (1) measuring the vertical gradients of the refractivity in the atmos-
phere and electron density in the lower ionosphere, (2) study of the ionospheric distur-
bances on a global scale, (3) investigation of the internal wave activity in the atmosphere. 
New directions may be informative for investigations of the connections between processes 
in the atmosphere and ionosphere, for study of the thermal regime in the intermediate 
height interval upper stratosphere to lower mesosphere, and for analysis of influence of 
space weather phenomena on the lower ionosphere.  

1  Introduction 

Significant refinements and modernization in the RO technique have been intro-
duced in recent years (Hocke et al. 1999; Igarashi et al. 2000; Gorbunov 2002; 
Hajj et al. 2002; Pavelyev et al. 2004). New application of RO method for investi-
gation of gravity wave (GW) activity using the temperature variations in the 5 km 
to 40 km interval found from the phase part of GPS RO radio holograms has been 
indicated by Steiner and Kirchengast (2000); Tsuda et al. (2000); Tsuda and 
Hocke (2002). The importance of the amplitude channel of GPS radio holograms 
for RO investigation of the atmosphere and ionosphere has been noted by Igarashi 
et al. (2000, 2001); Sokolovskiy (2000, 2002); Pavelyev et al. (2002, 2003); Liou 
et al. (2002, 2003). The different sensitivity of the amplitude and phase of RO sig-
nals to wave structures in the atmosphere and ionosphere has been established 
formerly (Igarashi et al. 2001; Pavelyev et al. 2004). Amplitude scintillations of 
RO signals can be considered as a radio holographic image of internal waves con-
taining important information on the amplitude and phase of the wave structures in 
the atmosphere and ionosphere. The aim of this paper consists in application of the 
RO amplitude radio holographic method to investigate the atmosphere and iono-
sphere. In Section 2 the seasonal, geographical and temporal distributions of the 
ionospheric disturbances are found with global coverage from amplitude scintilla-
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tions in the RO signals. The local mechanism of the quasi-regular amplitude scin-
tillations caused by inclined ionospheric layers is introduced, and example of es-
timation of the electron density distribution and its gradient using the RO ampli-
tude data is considered. In Section 3 the connection between the phase and 
amplitude variations in the RO signals is analyzed and the relationships for the re-
trieval of the refractivity and vertical temperature gradient are introduced. It is 
pointed out, that the amplitude of RO signals is more sensitive than the phase to 
wave structures in the atmosphere and ionosphere. In Section 4 possibilities for 
measuring the internal GW parameters (e.g., horizontal wind perturbations) is dis-
cussed using the GW polarization and dispersion relationships. 

2  Local Mechanism of RO Amplitude Variations 

The main contribution to the amplitude variations of the RO signal in the case of 
the quiet ionosphere is introduced by relatively small area along the ray GTL with 
center at the tangent point T (Fig. 1), where the ray trajectory GTL is perpendicu-
lar to the local gradient of the refractivity. If precise orbital data are given, the 
height h of point T can be evaluated under assumption of the spherical symmetry 
of the ionosphere and atmosphere with center at point O (Fig. 1). For some RO 
experiments strong amplitude scintillations have been observed at the height h of 
point T in the 40 km to 80 km interval (Sokolovskiy et al. 2002). These scintilla-
tions might be associated with plasma disturbances in the E- and/or F-layers of the 
ionosphere. Also sporadic amplitude scintillations have been indicated at GPS fre-
quencies in satellite-earth links (Yeh and Liu 1982; Karasawa et al. 1985). 
Karasawa et al. (1985) showed that sporadic amplitude scintillations can be caused 
by plasma disturbances in the ionospheric E- and F-layers. In the absence of the 
global spherical symmetry a new tangent point 1 can appear in the ionosphere, 
where a sharp gradient of the electron density in an inclined plasma layer is per-
pendicular to the ray trajectory GTL (Fig. 1). This point can appear on both sides 
of the ray GTL (GT or TL) depending on which part of the ray trajectory is occu-
pied by an inclined sporadic plasma layer. In any case the height h(T) of the ob-
served RO amplitude variations depends on inclination  of the inclined plasma 
layer relative to the local horizontal direction (Fig. 1). As a consequence the ap-
parent height displacement h can arise in the estimated value of the altitude of 
the inclined plasma layer (Fig. 1). The layer’s inclination  and its horizontal dis-
placement d relative to point T can be evaluated using Fig. 1:  

),2(,2,2 22/12/1 rdhhrdrh (1) 

where r is the distance OT.  
Below the amplitude variations of the RO signal will be described by magni-

tude of the S4 scintillation index (Yeh and Liu 1982): 
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Fig. 1.  Key geometrical parameters in the RO experiment. A GPS satellite emitting the ra-
dio waves is located at point G, a LEO satellite registering the amplitude and phase of RO 
signal at two GPS frequencies is located at point L. Line GTL indicates the curved RO sig-
nal trajectory in the atmosphere and ionosphere. Inclined plasma layer 1 in the ionosphere, 
where gradient of the electron density is perpendicular to RO ray, may be the cause of the 
sporadical amplitude and phase scintillations measured at point L. Apparent horizontal and 
height displacements of the inclined ionospheric layer are h and d, respectively. O1 is the 
center of the local spherical symmetry of the inclined plasma layer. 

Fig. 2.  Left panel: C-type noisy amplitude scintillations of RO signal. Right panel: S-type 
quasi-regular amplitude variation. Legends indicate the local time (LT) and the geographi-
cal coordinates of RO experiments.  
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where  is the average relevant to the height interval h(T), 40 km to 80 km; A(t)
is the amplitude of the RO signal. For analysis we used the amplitude data ob-
tained during CHAMP RO experiment described by Wickert et al. (2001). The 
CHAMP RO amplitude variations, which can be recognized as C- and S-types of 
the amplitude scintillations observed previously (Karasawa et al. 1985) in the 
communication Inmarsat link at frequency 1.5 GHz, are shown in Fig. 2. The 
noisy C-type amplitude variations in the RO signals are shown in Fig. 2, left 
panel. These scintillations have been observed in the equatorial region at local 
evening during RO events No. 0051, November 19; No. 0053, July 05; No. 0069, 
February 24; No. 0135, July 04, 2003. Average values of the S4 index are equal to 
0.19, 0.32, 0.20, 0.5 (curves 1,2,3,6, respectively). Event 0159 corresponds to lo-
cal morning (May 03), in the polar ionosphere near the north geomagnetic pole 
with S4  0.16 (curve 4). Curve 5 relates to quiet nighttime ionosphere with 
S4  0.03 (event No. 0198, May 03), when the amplitude fluctuations in the height 
interval h(T) 30 km to 110 km were caused mostly by random noise of the re-
ceiver. The geographical position and local time of the noisy RO events corre-
spond to the same parameters of the noisy amplitude scintillations observed previ-
ously in satellite-earth links (e.g., Yeh and Liu 1982). Noisy scintillations can be 
associated with small-scale plasma irregularities in the F- or E-layers of the iono-
sphere (Yeh and Liu 1982; Karasawa et al. 1985). 

Quasi-regular amplitude variations are shown in Fig. 2, right panel. Curves 1, 2, 
4 correspond to the CHAMP RO events No. 0093, 0239, 0010, February 24 (mid-
latitude nighttime and equatorial daytime ionosphere); curves 3, 5 relates to events 
No. 0050, 0171, November 19; and curve 6 corresponds to event No. 0246, July 
05, 2003 (daytime mid-latitude ionosphere). The quasi-regular amplitude varia-
tions can be caused by inclined plasma layers in the E- or F-region of the iono-
sphere. Apparent displacement in height of a plasma layer h from its normal lo-
cation can be applied to estimate the inclination  and horizontal displacement d
of the layer relative to point T (Fig. 1) by using equation (1). However, the uncer-
tainty in the sign of the horizontal displacement d and inclination  exists because 
the ionospheric disturbance can be located at the same distance d from point T on 
the part GT or LT of the ray trajectory GTL (Fig. 1). Note that application of BP 
method as shown by Sokolovskiy et al. (2002), gives a promise to solve in special 
cases the task of localization of the ionospheric disturbances. Quasi-regular ampli-
tude variations can be used for restoration of the electron density distribution and 
its vertical gradient under assumption of the local spherical symmetry of the in-
clined ionospheric layer by method described formerly by Pavelyev et al. (2002). 
For demonstration the CHAMP RO event (January 14, 2003, 0 h 56 min LT, 
76.4ºN, 172.7ºW) with strong quasi-regular wave-like amplitude variations will be 
used. In Fig. 3, left panel, the amplitude variations in the CHAMP RO signal 
(curve 1) are compared with the result of the ionospheric correction by means of
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Fig. 3.  Left panel: amplitude of the CHAMP RO signal (curve 1), result of ionospheric 
correction by means of the linear combination of the excess phase measured at frequencies 
F1 and F2 at the same time sample (curve 2), the excess phase at frequency F1 (curve 3) 
and F2 (curve 4) as functions of the height of the tangent point T (Fig. 1). The curves 3 and 
4 have been obtained after subtracting the trend described by the polynomial of the second 
order. S4 index was equal to 0.12, which corresponds to the disturbed ionosphere. Right 
panel: The amplitude variations (top curve), the electron density distribution N(h) (middle 
curve) and the gradient of the electron density distribution dN(h)/dh (bottom curve) as func-
tions of height h of the tangent point T (Fig. 1). 

linear combination of the phase excesses F0 (curve 2) and the phase excess at fre-
quencies F1 and F2 (curves 3 and 4, respectively). The form of the amplitude 
variations indicates that the ionospheric disturbance consists of two connected 
patches which are responsible for the maximums in the amplitude changes in the 
72 km to 76 km and 84 km to 96 km intervals h(T). In the 76 km to 84 km interval 
the amplitude variations are not so strong. Connection between the amplitude 
variations in two height intervals indicates that the ionospheric disturbance is a 
unified structure distributed in the horizontal and vertical directions. The corrected 
phase variations F0 are small (Fig. 3, left panel). This indicates regular layered 
structure of the plasma disturbance. One can retrieve the electron density distribu-
tion and its gradient from amplitude variations of the RO signal by using method 
described by Liou et al. (2002). The results of restoration of the electron density 
distribution and its gradient are shown in Fig. 3, right panel. The electron density 
variations are concentrated in the interval 0 < N(h) < 3.5 1010 [electrons/m 3]. 
These magnitudes of N(h) are somewhat below the usual values of N(h) for spo-
radic E-layers. The height interval of the amplitude variations is nearly equal to 
height interval of the variations in the electron density and its gradient. As follows 
from estimation of the possible location of the both patches, the first patch is lo-
cated on line GT at a distance 300 km from point T. It is concentrated in the 
92 km to 104 km interval with inclination to horizontal direction  of about 3°. 
The second patch is located on the line GT in the 94 km to 100 km interval at the  
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Fig. 4.  Maps of strong ionospheric events, with S4 index greater than 0.2, for September 
2001 (left top panel), September 2002 (right top panel), September 26 – October 24, 2003 
(left bottom panel), January 2004 (right bottom panel). The circles show the geographical 
position of the tangent point T (Fig. 1).  

distance 500 km relative to the tangent point T (Fig. 1) with inclination of about 
5°.  

The geographical distribution of the strong ionospheric events (with a S4 index 
greater than 0.2), for all types of amplitude scintillations, in the CHAMP RO sig-
nals at 1575.42 MHz is demonstrated in Figs. 4, 5. The distribution of the iono-
spheric events indicates that they are concentrated in some regions (e.g., the equa-
torial and geomagnetic north and south polar zones in Figs. 4 and 5).Strong 
activity in some equatorial regions may be connected with the evening ionospheric 
disturbances that arise after sunset, 20–24 hours of local time, in accordance with 
earth-based measurements reviewed earlier (e.g., Yeh and Liu 1982). As seen in 
Figs. 4, 5, the number of strong ionospheric events and their intensity decreases 
with time from September 2001 to January 2004. This may correspond to decrease 
in solar activity. The seasonal displacement of the regions with intense iono-
spheric events in the south and north directions during the periods from May 14 – 
July 14, 2001, November–December 2001, (Fig. 5, top panels), October 28 – No-
vember 26, 2003 and April 2004 (Fig. 5, bottom panels) can be noted. The number 
of intense ionospheric events increases in the North Polar Region with time from 
May – July 2001 to November – December 2001. Also the number of strong iono-
spheric events increases in  the south equatorial region for the same time interval.  
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Fig. 5.  Seasonal dependence of the global distribution of CHAMP RO events with strong 
amplitude variations (with magnitude of S4 index greater than 0.2) for periods May 14 – 
July 14, 2001, (left top panel), November-December 2001 (right top panel), October 28 – 
November 26, 2003 (left bottom panel), April 2004 (right bottom panel). The closed circles 
(local time 08 – 20 hours) indicate the day time events, the open circles (local time 20 – 08 
hours) indicate the night-time events. 

These changes indicate two important mechanisms governing the ionospheric dis-
turbances. The first one is connected with processes of ionizations caused by en-
ergetic electrons in the polar regions; the second is due to solar radiation. The in-
fluence of solar radiation has a seasonal character because ionization in the 
ionosphere follows annual and diurnal motion of the ionospheric sub-sun point. As 
follows from these considerations the amplitude part of RO radio holograms is ap-
propriate for finding the spatial distribution of the electron density and its gradi-
ent, and for localization of the ionospheric disturbances. 

3  Connection Between the Amplitude and Phase Variations 

The phase and amplitude of signals propagating along the ray GTL (Fig. 1) can be 
expressed for the case of spherical symmetry (Pavelyev et al. 2004)  
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The relationships (3), (4) follow from the eikonal equation and connect the 
phase excess (p) with refraction angle (p), impact parameter p, the main refrac-
tivity part of the phase excess (p). Equations (3) and (4) are valid also for each 
ray in multipath situation under assumption of the spherical symmetry. In the 
lower troposphere where the horizontal gradients of the refractivity may be sig-
nificant the relationships (3) and (4) can be used as an approximation to real con-
ditions. The refraction attenuation has been derived using geometrical optics under 
assumption of spherical symmetry by Pavelyev and Kucherjavenkov (1978) 
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where R0 is the distance GDL (Fig. 1). The refraction attenuation X(p) depends 
mainly on the second derivative d2 /dp2:
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As a consequence, the amplitude variations are more sensitive than the phase 
excess to wave structures in the atmosphere and ionosphere. The amplitude varia-
tions may be used for obtaining the height distribution of the vertical gradient of 
the refractivity. The solution of the inverse RO problem for the amplitude channel 
of RO signal has been given earlier by Kalashnikov et al. (1986). For the case of 
circular orbit of LEO and GPS satellites this solution is given by equations 
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Equations (6) and (7) can be used to find the vertical distribution of the vertical 
gradient of the refractivity dN(h)/dh (Liou et al. 2002): 
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Integration in (8) is performed from p up to infinity. 
The amplitude information may be used to retrieve the vertical gradient of the 

temperature profile (Liou et al. 2002):  
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where T(h) is the temperature of the atmosphere [K], T*(h) is the “wet” tempera-
ture of the atmosphere depending on the water vapor pressure e(h) and atmos-
pheric pressure P(h) [hPa], respectively. The first equation (9) connects the verti-
cal gradient of the logarithm of the refractivity with the vertical gradient of the 
logarithm of the “wet” temperature T*(h). At the height above 10 km, equations 
(9) may be used to find the vertical gradient of the temperature profile T(h) if the 
refractivity gradient is known. Equations (7) to (9) were applied to find the verti-
cal gradients of the refractivity and temperature T(h) using the amplitude varia-
tions of the RO signal and dependence of the free space impact parameter ps(t) on 
time. 

4  Amplitude Variations and Wave Structures in the 
Atmosphere  

Below we will consider perturbations in the vertical gradient of the refractivity 
and temperature found from the amplitude variations of the RO signals with the 
aim to establish parameters of wave structures in the atmosphere. The amplitudes 
of the RO signal are shown in Fig. 6, left panel, for the CHAMP RO event 0005 
(curve A indicates amplitude variations at frequency F1) and GPS/MET RO event 
0316 (curves A1, A2 indicate amplitude variations at frequencies F1 and F2, re-
spectively). Results of simulations of the amplitude dependence on height are 
shown in Fig. 6, left panel, by the curves M0 and M. For calculating M0 we used 
the refractivity model N(h) Noexp( h/H) with No  340 (N-units) and 
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H  6.4 km, and the analytical connections between the refraction angle (p), the 
refraction attenuation, and the refractivity gradient described above. We applied 
the same method to obtain the curves M in Fig. 6, left panel, but the refractivity 
model was a sum of damped complex exponentials N(h)  Re [ Nj exp( jh)] 
with real and complex Nj and j. The parameters Nj and j and number of the terms 
in the sum (23 for the GPS/MET event and 11 for the CHAMP event) have been 
determined by an iterative procedure such as to give the amplitude variations that 
are better coinciding with the experimental data. To obtain the vertical profiles of 
the refractivity, temperature and their gradients we use expressions (7) to (9). The 
vertical gradients of the temperature retrieved from the amplitude data are indi-
cated for CHAMP (the bottom curves A and M) and GPS/MET RO (the upper 
curves A1, A2 and M) events 0005 and 0316 in Fig. 6, right panel. Note that in the 
CHAMP RO experiments only the amplitude variations at the first GPS frequency 
F1 has been measured. The curves M in Fig. 6, right panel, indicate the simulation 
results relating to the CHAMP (the second curve from bottom in Fig. 6, right 
panel) and GPS/MET (the second upper curve in Fig. 6, right panel) RO events, 
the curves A1, A2, and A describe the vertical temperature gradient variations re-
stored from the initial amplitude changes shown in Fig. 6, left panel. It is evident 
from Fig. 6, right panel, that the wave activity in the atmosphere is a function of 
height. Maximum of the wave activity is observed near the tropopause region in 
the 15 km to 22 km interval. Quasi-regular wave structures with vertical wave-
length v ~ 0.8 km to v ~ 2 km are clearly seen in both experimental and model 
data. The observed waves in the altitude distribution of the amplitude and vertical 
temperature gradient can correspond to the GW activity. If the observed wave 
structures are caused by GW activity then the vertical temperature gradients can 
be related with horizontal wind perturbations. The magnitude of the horizontal 
wind perturbations can be estimated using the polarization relationships, which are 
valid for the medium-frequency case, when the intrinsic frequency of the GW is 
greater than the inertial frequency f, but is well below the buoyancy frequency b.
Note, that from only RO profiles, we may not be sure whether the temperature 
wave structures observed correspond to low, medium or high intrinsic frequencies. 
To establish origin of the wave structures one must use additional observations 
provided by different methods (e.g., radiosondes measurements).  

The GW dispersion relation has the form (Fritts and Alexander 2003; Ecker-
mann et al. 1995) 

b
v

cos2 Uc
(10) 

where v is the vertical wavelength of the GW, U is the background wind speed, c
is the ground-based GW horizontal phase speed, and  is the azimuth angle be-
tween the background wind and the GW propagation vectors. Equation (10) con-
nects the vertical wavelength v with the intrinsic phase speed of GW 
vi c U cos , which can be measured by an observer moving with the back-
ground wind velocity (Eckermann et al. 1995). A GW polarization relation has
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Fig. 6.  Left panel: wave trains in the GPS/MET (curves A1 and A2) and CHAMP (curve 
A) RO amplitude data. Legend indicates the time of the RO experiments and the geographi-
cal co-ordinates of the RO regions. Right panel: Temperature gradient variations found 
from amplitude variations for the GPS/MET (curves A1 and A2) and CHAMP (curve A) 
RO events. Curves M0 and M describe results of simulation.  

been published previously by Lindzen (1981). It connects the complex amplitude 
of the temperature variation, t(h), with the horizontal wind perturbations v(h), cor-
responding to the GW influence 
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where b
2 g/Tb , Tb/ h 9.8o/km, g is the gravity acceleration, and Tb is the 

background temperature. Eckermann et al. (1995) used the polarization relation-
ships for statistical analysis of the rocketsonde data. One can obtain from (11) a 
connection between the vertical gradients dv(h)/dh and dt(h)/dh
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Equation (12) is valid assuming that Tb(h) and b(h) are slowly changing at the 
vertical scales ~ v. The functions Tb and b are known from the model (M0) of the 
atmosphere used for the calculation of the refraction attenuation and refractivity in 
the RO region. To find the function dv(h)/dh from the second equation (12) one 
can implement the radio holographic analysis by applying the Hilbert transform 
(Rabiner and Gold 1978). Implementation of the Hilbert transform gives the ana-
lytic presentation consisting of the amplitude at(h) and phase t(h) of the real 
function dt(h)/dh found from the amplitude variations of the RO signals: 
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Fig. 7.  Left panel: vertical gradient of the horizontal wind perturbations retrieved on the 
variations of the vertical temperature gradient for GPS/MET (three upper curves) and 
CHAMP (two bottom curves) RO events. Right panel: phase (curve 1 and 2) and amplitude 
(curves 3 and 4) of the GW as function of height.  
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Then the vertical gradients of the horizontal wind perturbations function dv(h)/dh
can be restored from (12). The vertical gradients of the horizontal wind perturba-
tions can presented in the form dv(h)/dh a(h) cos (h), where a(h) and (h) are 
the amplitude and phase of the analytic signal relevant to dv(h)/dh. The functions 
a(h) and (h) together present a GW portrait. The results of restoration of the ver-
tical gradients of the horizontal wind perturbations are indicated in Fig. 7 (left 
panel). The upper curves (A1, A2, M) in Fig. 7 (left panel) are corresponding to 
the vertical gradient of the horizontal wind perturbations restored for the 
GPS/MET RO event 0316, while the bottom two curves (M, A) are relating with 
the CHAMP RO event 0005. The quasi-regular modulation of dv/dh by wave 
structures in the atmosphere is clearly seen both in the experimental and model da- 
ta. It is important that the vertical period of this modulation is practically the same 
as seen in the amplitude variations in Fig. 7, left panel. The height dependence of 
the GW phases (h) and amplitudes a(h) are shown in Fig. 7 (right panel) by 
curves 1, 2 and 3, 4, respectively, for the GPS/MET and CHAMP RO events 0316 
and 0005. 

Comparison of the GW portraits found from the wave trains in the amplitude 
indicates increasing of the spatial frequency of the GW with height (Fig. 7, right 
panel). The phase in the GPS/MET event (curve 1) changes monotonically, in av-
erage, as a function of the height h, thus corresponding to quasi-monochromatic 
GW. For the CHAMP RO event (curve 3) the amplitude changes are concentrated 
mainly below 20 km. The amplitude, relevant to the GPS/MET event (curve 4), 
demonstrates essential changes in the interval 0.5...16 m/(s km) above 17 km. 
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Fig. 8.  Left panel: GW portrait for the GPS/MET RO event 0585. Right panel: intrinsic 
phase speed of the GW for the GPS/MET RO event 0585. 

For this event one can see altitudes with high (17 km to 19 km, 29 km to 31 km, 
35 km to 38 km) and low (32 km to 34 km) GW activity.  

Another example of the GW activity in the atmosphere is given in Fig. 8 for the 
GPS/ MET RO event 0585 (July 07, 1995, 09 h 17 min LT, 11°S 183°W). The 
upper and bottom curves 1, 2 (left panel in Fig. 8) demonstrate the height depend-
ence of the phase and amplitude of the GW. The vertical profile dv(h)/dh  (curve 2 
in Fig. 8) indicates the region where the amplitude of the GW is high: at the 
heights 14 km to 20 km, 23 km to 25 km, 28 km to 29 km, 31 km to 32 km and 
low: at the heights 20 km to 22 km, 25 km to 26 km, 33 km to 35 km. This indi-
cates the layers in the atmosphere with different levels of the wave activity and is 
coinciding with the previously satellite observations of the waves activity pro-
vided by Eckermann and Preusse (1999). The phase curve 1 in the left panel in 
Fig. 8 reveals in the interval 10 km to 30 km the quasi-linear dependence on the 
height thus indicating quasi-monochromatic character of the observed wave struc-
ture. The detailed information on the height distribution of the spatial frequency of 
the GW can be obtained by differentiating the phase (h) (curve 1 in the left panel 
in Fig. 8). After differentiating one can obtain the spatial frequency fv and the ver-
tical wavelength v  1/fv as functions of height and then estimate the intrinsic 
phase speed of the GW vi  using the relation (10). As seen in Fig. 8 (right panel) 
the value vi(h) changes in the range 2 m/s to 18 m/s. These values are similar to 
the intrinsic phase speed observed by rocketsondes (Eckermann et al. 1995) and 
satellite (Eckermann and Preusse 1999). 

Integration of the vertical gradient dv(h)/dh can reveal the horizontal wind per-
turbations v(h) as a function of height. The function v(h) is depicted in Fig. 9, left 
panel, for two RO events: GPS/MET 0316 (part a)) and CHAMP 0005 (part b)). 
The curve A in Fig. 9, left panel, part a) has been obtained by integrating the aver-
age wind speed gradient dv/dh = [dv1(h)/dh+dv2(h)/dh]/2 (curves A1, A2 in Fig. 7 
(left panel)) restored from the GPS/MET RO amplitude data. The curve A in 
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Fig. 9.  Left panel: comparison of the wind perturbations found from GPS/MET and 
CHAMP RO events with Earth-based radiosondes data. Right panel: horizontal wind per-
turbations (curve 1) and its vertical gradient (curve 2) for CHAMP RO event No. 001, 
January 23, 2003.

Fig. 9, left panel, part b) has been obtained by integrating the wind speed gradient 
dv/dh corresponding to the bottom curve A in Fig. 7 (left panel) restored from the 
CHAMP RO amplitude data. The curves M (Fig. 9, left panel, parts a), b)) de-
scribes the results of the simulation. The curves 1 – 4 in Fig. 9, left panel, part a) 
indicate the radiosondes (RS) data corresponding to two stations in Taiwan: 
Hualian (1, 4)  (24.0°N, 238.4°W) and Taipei (2, 3) (25.0°N, 238.5°W), obtained 
on July 15, 1995 at 00 h UT (1, 2) and 12 h UT (3, 4), respectively. The curves 1 –
 3 in Fig. 9, left panel, part b) correspond to the same stations and indicate the RS 
data, obtained on May 30, 2001 at 00 and 12 h UT (1, 2) (Taipei) and 12 h UT (3) 
(Hualian), respectively. The difference between the Taiwan Earth-based stations 
and the GPS/MET RO region latitudes for the event 0316 is about 8°, the corre-
sponding value for longitudes is about 28°. The difference between the Taiwan 
and the CHAMP RO region latitudes for the event 0005 is of about 3°, the corre-
sponding value for longitudes is about 20°. The time for comparison between the 
RO events and RS observations has been chosen according to the average back-
ground velocity of the global equatorial westerly air flow about 6 m/s to 10 m/s in 
the height interval 8 km to 30 km. The RS wind perturbations (curves 1 – 4 in 
Fig. 9, left panel, part a), curves 1 – 3 in Fig. 9, left panel, part b)) have been ob-
tained by subtracting the polynomial approximation of the fifth power from the 
experimental vertical profiles of the horizontal wind speed. As follows from 
Fig. 9, left panel, part a) the RS data (1 – 4) are in agreement with the results 
found from the amplitude of the GPS/MET RO signal and simulation (curves A, 
M in Fig. 9, left panel, part a), respectively). Some discrepancies of about 2 m/s 
to 4 m/s exist in the height interval 10 km to 20 km. The discrepancies of the 
CHAMP data (curve A in Fig. 9, left panel, part b) from the RS data  (curves 1 – 3 
in Fig. 9, left panel, part b)) is greater 4 m/s to 6 m/s. Note that the RS data do 
not reveal high-spatial frequencies observed in the RO results. It appears this is 
due to possible smoothing effects of the RS measurements. The RO values of v(h)
(curves A in Fig. 9, left panel) are variable from 1 m/s to 12 m/s at the height 
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interval 10 km to 35 km and indicate some higher magnitudes for the v(h) as com-
pared with the model’s results (curves M in Fig. 9, left panel). The difference il-
lustrates a current state of the inversion accuracy.  

Example of horizontal wind perturbations in the 5 km to 55 km interval is 
shown in Fig. 9, right panel (curve 1), with its vertical gradient (curve 2). An in-
crease of the vertical wavelength (from 1 km up to 3 km – 4 km) and amplitude 
(from 0.5 m/s up to 8 m/s) of the horizontal wind perturbations in the 10 km to 
40 km interval is connected with GW propagation in the stratosphere. This exam-
ple corresponds to increasing of the intrinsic phase speed of GW with height.  

5  Conclusions 

The amplitude of GPS signal is a radio holographic indicator of the ionospheric 
disturbances in the trans-ionospheric RO links. The classification of the amplitude 
variations of GPS signals is introduced. We showed that scintillations of the GPS 
RO signals can be classified into two types of amplitude variations also previously 
observed in satellite-Earth trans-ionospheric links. Quasi-regular amplitude varia-
tions can be inverted to obtain estimation of the electron density distribution and 
its gradient in inclined ionospheric layers. 

The geographical and temporal distributions of the CHAMP RO events with 
high S4 index values observed during 2001 – 2004 showed dependence on season, 
geographical location and solar activity. This dependence indicated two mecha-
nisms of ionization: (1) ionization owing to the fast electron moving in downward 
direction from the magnetosphere and (2) solar radiation. In the equatorial regions 
the most of the CHAMP RO events with high S4 index values have been observed 
during local evening and night that corresponds to specifical mechanism of the 
plasma perturbations in the lower ionosphere.  

The amplitude variations can be used to measure the perturbations in the verti-
cal gradient of the refractivity and temperature. The GW polarization relationships 
can be applied to find the horizontal wind perturbations and its vertical gradient as 
function of height. Comparison of the horizontal wind perturbations obtained from 
the amplitude data analysis with radiosondes data revealed good agreement.  

The amplitude part of GPS RO radio hologram is important for application of 
the RO method to analysis of the wave phenomena in the atmosphere and iono-
sphere, and for experimental studies of processes in the atmosphere, mesosphere 
and ionosphere and solar activity.  
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Abstract. GPS radio occultation temperature profiles retrieved from SAC-C and
CHAMP exhibit a significant wave activity in the troposphere and lower strato-
sphere at midlatitudes (30◦S to 40◦S) above the Andes Range. Large amplitude
structures, with long vertical wavelength, have been repeatedly reported in this re-
gion, as detected from other experimental devices and attributed to mountain waves.
The possibility to associate the observed enhancements in wave activity to mountain
forcing, or instead, to other significant sources in the region considered is discussed.
The generation in the vicinity to a permanent jet situated above the mountains of
inertio gravity waves by geostrophic adjustment, with longer horizontal and perhaps
shorter vertical wavelengths than those expected from mountain waves, seems to be
the main source. These waves could be more easily detected from GPS profiles than
mountain waves. As it is known, inertio gravity waves are the means by which mass
and momentum are redistributed so as to ultimately achieve geostrophic balance
from an initially unbalanced state.

1 Introduction

As recently pointed out by [8], one main observational limitation to identify
GW sources in the lower and middle stratosphere is given by the difficulty
in separating wave structures from background conditions. As it is generally
accepted, the main GW sources are: topographic, convective and shear gener-
ation, geostrophic adjustment and wave-wave interaction. The observation of
wave structures in the lower and middle atmosphere are performed by means of
various ground-based and spaceborne techniques. In the last years, the use of
occultation measurement principle for observing the Earth’s atmosphere and
climate exploit solar, lunar, stellar, navigation and satellite-crosslink signals.
In particular, atmosphere parameters as temperature, pressure, water vapor
and geopotential have been obtained since 2001 from LEO (Low Earth Orbit)
satellites CHAMP and SAC-C. The simultaneous global coverage, sub-Kelvin



244 A. de la Torre et al.

vertical temperature resolution, long-term stability and the absence of limi-
tations imposed by weather conditions make this technique unique (see e.g.,
[9], [12] and references therein). Recently, an analysis of global distribution of
GW activity in the higher troposphere and lower stratosphere between June
2001 and March 2003 was performed, using temperature profiles retrieved
from GPS RO (Global Positioning System Radio Occultation) experiments
on board the SAC-C and CHAMP satellites ([4], [5]). Particular attention
was put on equatorial and midlatitude Andes regions. It was mainly observed,
for short vertical wavelengths, a considerable wave activity in equatorial ar-
eas above Indonesia, Brazil and India, well correlated with outgoing longwave
radiation, and systematic enhancements in the winter hemisphere. At long
vertical wavelengths, a particular attention was given to signals above Cen-
tral Andes, and the possibility to associate them to the presence of mountain
waves (MWs) was suggested. Previously to these results, limb viewing satel-
lite data from CRISTA (Cryogenic Infrared Spectrometers and Telescopes for
the Atmosphere) were used to infer that topography was the source for waves
observed in the stratosphere from space ([7], [16]). At the same time, [15]
and [11], from MLS (Microwave Limb Sounder), concluded that the source
giving rise to the strong radiance variances observed above the Andes Range
should be MWs. Similar conclusion was suggested by [10] from GPS/MET RO
data. In the present work, we discuss about possible origins of GW signatures
observed above Central Andes, from CHAMP and SAC-C RO data.

2 GPS RO Data and Analysis

After subdividing both hemispheres in independent, adjacent cells of 5 per
10 degrees in longitude and latitude respectively, normalized temperature
fluctuations (T ′/Tb)2 were calculated, where T ′ is the difference between the
retrieved temperature T , splined with a 200 m step, and its lowpass filtered
profile Tb. In the data set here considered and previously processed at JPL
(Jet Propulsion Laboratory), bias in the temperature fluctuations greater than
3 K are frequently observed above and below 29 km and 8 km, respectively,
and sometimes even within this range. As our main interest here is the upper
troposphere and lower stratosphere regions, we considered the altitude inter-
val 10 km to 27 km only. The T ′ cutoffs were chosen at 3 km and 9 km. The
filter applied is non-recursive, and to avoid Gibbs effects, a Kaiser window
was used.

We are interested in the region defined by 70◦W–65◦W and 30◦S–40◦S,
situated in the Province of Mendoza, Argentina, at the eastern side of the
highest Andes Mountains (> 7000 m). [5] detected in this specific region, and
during few months, a signature of wave activity considerably intense respect
to other non-equatorial regions in the Southern Hemisphere. From the almost
150 000 RO profiles globally retrieved between June 1, 2001 and March 31,
2003, a total of 89 events fell within this region. In Figure 1, the relative
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variance (T ′/Tb)2 of these events is shown as a function of height, chronolog-
ically ordered in the horizontal axis. Note the non uniform space and time
distribution of occultations (Figure 2).

Fig. 1. Occultation events-height view of relative temperature variance, (T ′/Tb)
2,

in the region defined by 70◦W–65◦W and 30◦S–40◦S, between June 1, 2001 and
March 31, 2003 (89 RO events).

Fig. 2. Space (left) and time (right) distribution of the 89 RO occultations shown
in Figure 1.
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Fig. 3. Relative variance content (T ′/Tb)
2 between 10 km and 27 km. The

8 strongest events are noted with a “s” letter and the 8 weakest events with a
“w”.

Each event in Figure 1 is represented by a single vertical column of pix-
els between 10 km and 27 km, and with a horizontal width of one pixel.
The vertical extension of each pixel equals the spline step of 200 m chosen.
Periodic enhancements of wave activity may be observed, and the distance
between two consecutive maxima correspond to half a vertical wavelength. As
3D limb sounding paths lie, by definition, far from the vertical direction, the
sloping effect of phase surfaces introduce a systematic discrepancy between
“real” and “apparent” vertical wavelengths. As the duration of each occul-
tation event is very short, this sloping effect will be more or less important,
depending on the intrinsic frequencies of the wave structures observed [3]. In
particular, this difference is expected to be more significative for MWs than for
inertio-gravity waves. Some features can be remarked from the Figure 1: i) the
relative intensity of wave activity shows “stronger” and “weaker” events; ii) a
predominant apparent vertical wavelength, situated between 5 km and 6 km
is clear; iii) minima around 15.0 km, 17.5 km and 20.0 km slowly oscillate in
time. Similar plots belonging to adjacent cells (70◦W–65◦W, 40◦S–50◦S and
20◦S–30◦S, not shown here for brevity) exhibit a relative smaller wave activity
than in Figure 1.

In Figure 3, the relative variance content (T ′/Tb)2 between 10 km and
27 km (the integral between both altitudes divided by 17 km) is shown.

Two particularly intense events emerge from the rest, and a total of
8 strong events, noted with a “s” letter may be differentiated. For compari-
son, we marked also the 8 weakest events (letter “w” in the figure). At first
glance, one is tempted to state that the enhancements here observed corre-
spond to MWs, taking into account the strong “potential” forcing at these
latitudes, able to be attributed to the highest Andes Mountains. Let us con-
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sider the strongest case, observed on August 30, 2001. For steady forcing
of a stratified fluid, such as flow over orography, the Scorer parameter L2,
is defined by L2 = (N(z)2/U(z)2) − Uzz/U , where N and U are the buoy-
ancy frequency and the wind in the direction of wave propagation, both de-
pending on the altitude z (see e.g., [1]). For propagating waves, the relation
(2π/λv)2 = L2−(2π/λ)2 > 0 must be verified, where λv and λ are the vertical
and horizontal wavelengths. As the direction of possible generated MWs in
the region is unknown, the minimum λ value required was estimated for all
leewards directions between north and south every 15 degrees, using GPS RO
temperature data and horizontal wind obtained from NCEP reanalyses. In
Figure 4, we observe that free propagation was allowed for horizontal wave-
lengths longer than 25 km.

Fig. 4. Minimum horizontal wavelength allowing MWs to propagate to the upper
troposphere, for all leewards directions between north and south every 15 degrees.

Indeed, this is not a severe restriction for typical MWs (see [8]). MWs
would be free to propagate from the troposphere to the lower stratosphere,
as from NCEP horizontal wind data no critical levels seem to be present (as
well as no veering of mean wind with altitude). Nevertheless, we calculated
a very low correlation between mean low level westerlies at the West of the
Andes Range (at 925 hPa, 850 hPa and 700 hPa) and wave activity, this last
quantified through the relative variance content of the 89 RO events shown
in Figure 3.

We wonder about the capability of GPS–LEO RO observations to detect
short horizontal wavelength MWs. The vertical resolution available from this
technique depends on different factors: large vertical refractivity gradients,
measurement precision, inversion scheme and diffraction limit [13]. We may
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agree that, if a sounding path was situated along the vertical direction, no
restrictions would exist to detect usual large amplitude wavelike structures,
mostly situated between 3 km and 15 km. According to this, currently ob-
served large amplitude waves, with intrinsic frequencies between inertial and
buoyancy limits could be, in principle, detected. Nevertheless, the available
resolution due to integration effects along the line-of-sight (LOS) during the
occultation event, is similar to the horizontal resolution, which is limited to
around 150 km. This restriction prevents for the observation of short horizon-
tal wavelengths, typically generated by mountains. In addition, depending on
the angle defined between LOS and the wave vector, the wave signal detected
and the resolution attained may even render worse [11]. If this is true, GPS
RO vertical profiles might not include small gravity waves, and the wave ac-
tivity calculated from the T variance used to described climatologies of GWs
must be expected to be underestimated.

At this point, we remark that the region selected in the Province of Men-
doza, represents a natural laboratory where the simultaneous competition
between at least 4 different typical sources of GWs generation may be dis-
tinguished: i) topographic forcing, ii) geostrophic adjustment, iii) shear and
convective generation. The relative weight of each of them is expected to fol-
low a seasonal variability, and may respond to local atmospheric conditions,
too. Possible selection mechanisms of wave propagation into the lower and
middle atmosphere seem to be related to these sources.

In addition to the obvious association of the observed wave activity with
the direct forcing of the Andes Range (accepting that possibly an important
short-scale orographic contribution may remain invisible to RO GPS data), we
recall that a westerly jet is currently situated above central Andes, centered
around 30◦S, and subject to an annual variability. A typical representation of
it, is illustrated in Figure 5a, and its daily variability in the time interval here
considered, is shown in Figure 5b.

The generation near to the jet of inertio-GWs by geostrophic adjustment,
with longer horizontal and perhaps shorter vertical wavelengths than those
expected from MWs, should be considered. These waves could be more eas-
ily detected from GPS-RO profiles than MWs. As it is known, inertio-GWs
are the means by which mass and momentum are redistributed so as to ul-
timately achieve geostrophic balance from an initially unbalanced state ([2],
[17]). These last authors found, from 13 case studies in Northern Hemisphere,
that inertio-GWs waves are mainly situated in the exit region of the jet streak,
and preferentially on its anticyclonic shear side (left side in Southern Hemi-
sphere). In Figure 6, the position corresponding to the two “strongest” GPS
RO events observed (August 30, 2001, 04:09 UTC, and September 9, 2002,
15:20 UTC) is shown, in zonal velocity 6-hours-composite charts from NCEP
reanalyses, at 250 hPa. In both cases, the events were situated within the jet
streak. In Figure 7, two typical “weak” events, are shown for comparison, both
situated far from the jet streak, where almost no vertical shear is observed.
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Fig. 5. a) (left) Typical qualitative representation of the westerly jet currently
situated above central Andes, and centered around 30◦S, and b) (right) its daily
variability in the time interval here considered

A systematic correlation is observed between wave activity content for
the 16 selected strong/weak events, and their respective close/far localiza-
tion respect to the jet. This suggests about the significance of the jet in the
generation of waves in this region.

In addition to the horizontal shear, a considerable vertical shear is asso-
ciated with the jet too. However, most theoretical studies of shear instability
wave generation coincide in the prediction of wavelengths much smaller than
those observed in mesoscale wave events ([14], [8]). Accepting an important
contribution of MWs to the GW spectrum in this region, from Figure 6 no
MW critical levels serving as “generation levels”, from which MW pertur-
bations could extract energy from the mean flow and thus grow rapidly, are
observed (zero mean flow in the direction of MW propagation). This mecha-
nism of generation of large amplitude waves with medium horizontal scales,
seems to be less possible here. We recall that even accepting that MWs are
invisible to limb sounding observations, the presence of the jet provides dy-
namic conditions that are favorable for the upward propagation of MWs [18].
Finally, we know that wave generation by deep convection is characterized by
its intermittence and correspondence with convective events. Usually there is
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Fig. 6. Geographic position (cross) corresponding to the two “strongest” GPS RO
events observed (August 30, 2001, 4:09 UTC, and September 9, 2002, 15:20 UTC),
in zonal velocity 6-hours-composite charts from NCEP reanalyses, at 250 hPa.

not one prominent single phase speed, wavelength and frequency as in the
case of MWs. Instead, a full range is usually observed [8]. In the two cases
here shown, no deep convection was observed, as expected. It is known to
be usually absent during August and early September. Typically, frequent
storms (sometimes very intense) in the region are daily developed only during
summer between late October and March [6]. Finally, we draw attention in
Figure 8 to the long term modulation in the nodes observed in Figure 1, now
plotted linearly in time.

RO low horizontal resolution prevents for the observation of horizontal
wavelengths typically generated by mountains. In addition, a very low corre-
lation between low level westerlies and wave activity is found. Inertio-GWs
generated by geostrophic adjustment possess longer horizontal wavelengths,
whereby RO strong events were found close to a nearly permanent jet at 30◦S
that may be producing them. We will further explore these ideas through
mesoscale model simulations.

Acknowledgements. AT, PA and CGM are members of CONICET. This work was
supported by UBA and CONICET grants X021 and PEI 6373. Figures 5b, 6 and 7
provided by web page of NOAA/CIRES CDC, Boulder, CO.
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Fig. 7. For comparison with Figure 6, two typical “weak” events are shown.

Fig. 8. Long term modulation in the nodes observed in Figure 1.
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Abstract. In the last decades the tropopause has received renewed attention for
the analysis of atmospheric variability and, more in general, for climate studies. GPS
(Global Positioning System) radio occultation measurements can provide accurate
values of temperature and height of the tropopause, as recently shown in several
papers, due to the high vertical resolution of this observing technique and the lim-
ited disturbance from water vapor, scarse in the tropopause region. The relatively
high density of radio occultation measurements in the mid and high latitude re-
gions enables to evaluate the horizontal scale of variability of the tropopause with
sufficient accuracy. Data from GPS/MET (GPS Meteorology) and CHAMP (Chal-
lenging Minisatellite Payload) have been recently used to study the relationship
between tropopause variability in tropical regions and convective structures. In this
paper we focus on the analysis of variability of the tropopause structure in mid
and high latitudes by comparing NCEP-NCAR (National Centers for Environmen-
tal Prediction – National Center for Atmospheric Research) reanalyses and radio
occultation data from the CHAMP satellite. The comparison shows good agreement
of the tropopause pressure fields both in total and seasonal means. The comparison
between two single days shows that the current number of CHAMP measurements
is insufficient to correctly retrieve the global tropopause field. In the next years,
when more satellites will be equipped with GPS radio occultation payloads, the
daily tropopause field will be better retrieved.
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1 Introduction

An increasing amount of interest and resources are being dedicated by the
scientific community to the study of climate and to the analysis of a possible
global change of the climatic equilibrium. In this context, the tropopause has
received increasing interest during the last three decades. A precise knowledge
of the temporal and spatial structure of the tropopause, in particular in the
extra-tropics, allows to evaluate the exchange of mass, water, and chemical
constituents between the troposphere and the stratosphere [6].

Elementary models of climate change induced by external factors demon-
strate the existence of a linkage between modifications of the planetary surface
temperature and the tropopause height. In fact, the tropospheric lapse rate
is fixed by radiative-convective processes. In the lower stratosphere the tem-
perature depends on the radiative equilibrium and on the possible presence of
absorbers. As shown by Manabe and Wetherald [10], in a radiative-convective
equilibrium hypothesis a rise of the mean tropopause height corresponds to a
rise of the mean surface temperature.

Recent studies ([5] and [14]) that used the tropopause pressure as an indi-
cator of climate change were able to detect some trends on global and regional
means, especially in the last two decades. These signals seem to be due to
human-induced changes in ozone and well-mixed greenhouse gases, as sim-
ulated in GCM (General Circulation Model) runs by Santer et al. [14]. The
detected trend is about 5 hPa/decade that roughly corresponds, in a standard
atmosphere, to a rise of about 250 m in the mean tropopause height.

Several processes and mechanisms concur to determine and modify this
atmospheric feature. For example, in the extra-tropics, different authors have
investigated the effects of baroclinic activity on the tropopause height by
means of conceptual models [9], GCM simulations [1] and global reanalyses
[4]. In particular, Dell’Aquila [4] has estimated the mean effects of baroclinic
disturbances on the mean observed pressure tropopause as about 10 hPa, that
in a standard atmosphere corresponds to about 500 m.

It is noted that figures such as 250 m or 500 m at tropopause level con-
stitute a challenge for current observing systems, both ground- and satellite-
based, thus also for analyses and reanalyses. Current satellite operational
sounders exploiting infrared or microwave cross-nadir scanning do not have
sufficiently high vertical resolution whereas radiosondes, that could provide
tropopause detection with the accuracy comparable with the magnitude of
the variability, are too sparse.

GPS (Global Positioning System) radio occultation (RO) measurements
of temperature and pressure have sufficiently high vertical resolution (e.g.,
200 m) and may have good spatial density, depending on the number of prop-
erly equipped satellites. As shown by Bizzarri et al. [2], the vertical resolution
data obtained by GPS RO measurements is highly relevant for atmospheric
study, specifically for the detection of tropopause temperature and height.
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The disturbing impact of water vapor is negligible in the tropopause region,
due to scarse amount.

In recent papers some relevant studies on the tropical tropopause retrieved
by RO data have been reported. These works analyzed and compared the
tropopause field derived by RO with the one obtained by other sources. Ran-
del et al. [11] have shown that the tropopause retrieved from data from the
GPS/MET (GPS Meteorology) mission can be related to the convective struc-
ture in the tropics. Schmidt et al. [15] analyzed the tropical tropopause from
May 2001 to November 2003 by using data from CHAMP (Challenging Min-
isatellite Payload). They showed that the temperature bias between the RO
data and the reanalyses from ECMWF (European Centre for Medium-Range
Weather Forecasts) is less than 0.5 K in the layer 300 hPa to 30 hPa. In the
tropopause structure the authors have been able to recognize the most impor-
tant features of the tropical atmosphere such as the annual cycle and spatial
variability, and also some signature of the Quasi Biennial Oscillation.

Due to the interest for the tropopause height in mid and high latitude re-
gions, and as a follow-on of previous studies, we focused on the 40◦N to 90◦N
region. In this area, we have compared the seasonal structure of tropopause
pressure obtained from CHAMP data in years 2001 – 2004 with the one ob-
tained from the reanalyses by NCEP (National Centers for Environmental
Prediction) and NCAR (National Center for Atmospheric Research). In ad-
dition, we analyzed daily data to explore the possibility of measuring high
frequency variability of tropopause structures.

This paper is organized as follow: in Section 2 data and method used to
evaluate tropopause height are presented; Section 3 shows the results obtained,
and, finally, some conclusions are traced out in the final section.

2 Data and Method

We have used vertical temperature profiles derived in dry air conditions from
GPS occultation measurements from the German-American CHAMP satellite
[12] in the period May 2001 to July 2004. 160 000 soundings were available.
The data were analyzed using the operational occultation processing software
from GeoForschungsZentrum (GFZ), Potsdam, Germany. Details of the re-
trieval, results of validation studies and relevant references are given in [16].
The analysis software is subject of continuous improvement. In this paper the
recent version (005) from GFZ [17] has been used.

For the comparison with global reanalyses we used the tropopause pressure
by the NCEP-NCAR archive, that freely provides daily data on a 2.5◦ × 2.5◦

latitude-longitude grid [7].
Starting from the total number of globally distributed vertical profiles, we

evaluated the tropopause height, pressure and temperature defined according
to WMO (World Meteorological Organization) [18], that fixes the tropopause
height as the lower boundary of the layer where the temperature lapse rate is
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less than 2 K/km for a depth of at least 2 km. The tropopause so defined is
called thermal tropopause.

This definition is difficult to be applied in polar regions, where several
stable stratified layers could be present; and also in the tropics, where the
presence of a double tropopause (hydro tropopause and thermal tropopause)
might be observed. In our study we preferred to remove these cases from the
dataset; however only 1% of the total number of profiles have been rejected.

Monthly and seasonal tropopause pressure fields were retrieved with excel-
lent accuracy from the GPS RO in [11] and [15]. Moreover, Leroy [8] showed
that the thermal atmospheric structure can be retrieved with sufficient accu-
racy by using weekly data.

Our aim is to evaluate the possibility to use RO data to describe tropopause
variability at different time and spatial scales. To do that, we used daily sparse
occultations for the Northern Hemisphere and interpolated the tropopause
values to a grid of 1 × 1 degree. The accuracy of the resulting interpolation
depends on the number of occultations available in each day. If the number of
daily occultations is low, the reconstructed field does not fit the observed one
because it is undersampled and some structures could be missed, in particu-
lar between 40 and 60 degrees latitude, where the wave activity is high and
the wave patterns and the baroclinic disturbances influence the tropopause
height. A higher number of measurements would be necessary to correctly
sample the field in these conditions.

Due to the geometry of the CHAMP orbit, there is a different spatial
density, for a given number of occultations, as a function of latitude. In tropical
regions, where the number of daily occultations is low, the interpolation does
not provide good results. In Fig. 1 the histogram shows the normalized total
number of measurements provided by CHAMP, latitudinally weighed, function
of latitude. Due to the spherical shape of the Earth and to the geometry
of GPS and CHAMP satellite orbits, the highest density of occultations is
between mid-latitudes and the pole. Our analysis is focused on detecting the
main structures of the mid and high latitude tropopause field and, in this
region (40◦N to 90◦N), the density of occultations is higher than in the tropics
and the daily interpolation conveys more reliable results.

Another problem consists of a cold bias between the tropopause retrieved
by CHAMP data and the one provided by NCEP-NCAR reanalyses. Com-
paring the total zonal mean (not shown) there is a significant cold bias be-
tween the two datasets. This bias was previously found by Schmidt et al.
[15] in tropical regions by comparing CHAMP data and ECMWF reanalyses,
and is probably due to the different algorithm used in the evaluation of the
tropopause layer.

In this preliminary study we compared the RO measurements with the
reanalyses using three different time periods: one covering the entire available
CHAMP dataset, one covering the winter (December, January and February:
DJF) and summer (June, July and August: JJA) seasons, and one covering 2
individual days (January 31, 2004 and July 7, 2001).
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Fig. 1. Histogram of the density of the CHAMP occultations weighed for the area
as a function of latitude. The maximum density of the occultations is between mid-
latitude and polar regions.

3 Results

In Fig. 2 the mean tropopause pressure eddy fields evaluated for the entire
period by CHAMP (Fig. 2a) and by the reanalysis (Fig. 2b) are shown. The
difference is shown in Fig. 2c.

We calculated the correlation between the fields derived from CHAMP and
the NCEP-NCAR reanalysis to have a measure of the agreement of the two
datasets. Table 1 reports the values of the correlations for the total mean, the
seasonal means and the individual daily means. Moreover we calculated the
correlation between CHAMP and reanalysis data for each latitude to show
the meridional variability of the two fields. The results are show in Fig. 3 for
all the cases.

From the comparison of the mean fields for the entire period some remark-
able features emerge:

• The correlation between the two maps (Fig. 2a and 2b) is 86% and the
latitudinal correlation shows very high values (between 0.8 and 0.9) for
latitudes higher than 45 degrees (Fig. 3).

• The characteristic wavenumber 1-2 structure can be observed with the
maxima located behind the main mountain chains and the minima in front
of them. This pattern could be related to the stationary tropospheric oro-
graphic waves that, according to Bordi et al. [3], are troposphere-filling
and modify the mean tropopause structure.

• The main maxima and minima are located in the same positions, but nu-
merical values are quite different (as shown in Fig. 2C), probably due to the
different vertical resolution of the datasets, to the algorithm for tropopause
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Fig. 2. Mean eddy field of tropopause pressure for the period from May 2001 to July
2004. a) CHAMP data. b) NCEP-NCAR reanalysis. c) Difference between CHAMP
and NCEP/NCAR fields.
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Fig. 3. Eddy tropopause pressure correlation between CHAMP and NCEP-NCAR
for each latitude. Solid line: total period. Dashed line: DJF period. Dotted line: JJA
period.

detection and to the problem related to the daily mean interpolation of
CHAMP data.

• In the lower latitudes, near tropics, the density of CHAMP occultations is
more sparse and the reconstructed field is less reliable.

Analyzing the winter seasons and the summer seasons (here not shown) some
features can be outlined:

• In the winter case (DJF) there is a good accordance between the two
fields showing a correlation of 89% which is higher than in the total
case. The features induced by the orography over the Pacific region, the
Rocky Mountains and the Hudson bay have been correctly reconstructed
by CHAMP occultations. Over Northern Europe and Asia a weaker agree-
ment is observed in respect of the total case. The latitudinal correlation
(Fig. 3 dashed line) is high for all the latitudes.

• For the summer period (JJA) the correlation between the two fields is
weaker than in the other cases (64%), and the meridional correlation in
Fig. 3 (dotted line) shows a minimum between 45◦ and 50◦. In the CHAMP
field the dipole structure over the North American continent is captured
but in other regions there are no significant similarities.

To understand the ability of RO data to capture detailed structures we have
also compared the tropopause obtained by CHAMP RO with the reanalyses
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in two days when the number of RO is particularly high. We selected a winter
and a summer day. In both cases the accordance is poor, missing small areas
and features.

On January 31, 2004 (see Fig. 4) the correlation between the two datasets is
very low (22%); the interpolation of CHAMP data over the entire hemisphere
does not provide a good estimation of the tropopause pressure. In particular,
the maximum observed in the reanalysis dataset over the Atlantic Ocean
between its center and the USA coast is not detected, because of the absence
of measurements in that region. However some accordance can be observed
over the polar regions and in the south of the USA.

Table 1. Correlation between the NCEP-NCAR and CHAMP tropopause pressure
fields for different periods.

Total 86 %
Winter 89 %
Summer 64 %
January 31, 2004 22 %
July 7, 2001 12 %

For the summer day, July 7, 2001 (not shown), the eddy field is less en-
hanced and the main maxima observed by the reanalysis are only partially
captured by RO data, as well as the feature over Iceland. In addition, the
minimum near Greenland is estimated to be deeper than in the reanalysis
data. In this case the correlation is 12%.

From these two particular days some considerations can be outlined: as a
matter of fact, the number of occultations during a day is not sufficient to
accurately describe the fine structure of the tropopause. A better estimation
of daily atmospheric patterns to reveal small scale structures requires higher
number of occultations, i.e., more satellites. Alternatively, more accurate re-
trieval of the tropopause field can be obtained by averaging over more days
(5 or 6).

4 Conclusions and Comments

The importance of the tropopause was emphasized by several works that as-
sociated its variability to various phenomena such as baroclinic adjustment,
planetary waves, Quasi Biennal Oscillation, climate change. Therefore, ac-
curate measurements of this atmospheric parameter are requested. The RO
technique can lead to a significant improvement in tropopause studies. Our
study investigated the capability of CHAMP data to measure fine structures
of the tropopause field.
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Fig. 4. Tropopause height for January 31, 2004. a) CHAMP data. b) NCEP-NCAR
reanalysis.

160000 CHAMP occultations from May 2001 to July 2004 were used. The
thermal tropopause as defined by WMO [18] was evaluated. After tropopause
detection, daily interpolation was performed to obtain a field with a resolution
of 1×1 degrees. From these fields, time mean eddy fields on the entire period,
on the winter and summer seasons, and on two single days, were computed
and compared with the ones obtained from NCEP-NCAR reanalyses.

The main results can be summarized as follows:

• A cold bias between CHAMP and reanalyses is found as concerns the zonal
mean of the tropopause pressure.

• The low number of measurements in the tropical region leads to inac-
curate estimation of the tropopause height and to inconsistency in daily
interpolation.

• The comparison between the RO and the reanalysis data for total and sea-
sonal means shows good agreement and enable detection of main features,
with high correlation coefficients between the two datasets. However finest
structures cannot be observed with adequate detail.

• Higher correlation observed in winter can be related to higher variance of
the field in this season, characterized by stronger disturbances and larger
amplitudes waves. In summer, due to lower variability, denser sampling is
necessary if small scale features are to be detected.

• Single-day analyses have poor correlation, particularly when sampling is
poor as compared with the complexity of the meteorological situation.
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• To avoid possible diurnal bias, means should be separately performed for
four times each day; however, the number of available occultations was not
sufficient for this purpose (interpolation would have become unreliable).

The follow-on of this study could consider:

• Evaluation of the minimum number of occultation events needed to obtain
precise information on the fine structure of the tropopause field.

• Assessment of the impact of including RO data from SAC-C (Satlite Ar-
gentino Cientfico-C) and GRACE (Gravity Recovery And Climate Exper-
iment) [17].

• Use ECMWF data for comparing with RO data.
• Use of RO data to attempt detecting baroclinic and synoptic wave patterns

that modify the extratropical tropopause structure.

This preliminary study shows that RO data could improve the knowledge
of the tropopause field and of the mechanisms that drive the variability of this
atmospheric feature. In the next years, when additional data will be available
from Metop and the COSMIC constellation [13], more detailed description of
the tropopause field will be possible, enabling detection of its high frequency
variability and fine spatial structures.
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Abstract. A simple approach to derive the Planetary Boundary Layer (PBL) top
altitude from the CHAllenging Minisatellite Payload (CHAMP) radio occultation
data is presented. The lowest sampled altitude is assumed to be determined by the
top of the PBL. We average CHAMP measurements for the years 2002 and 2003
over 5 degree latitude longitude boxes and compare them to European Centre for
Medium-Range Weather Forecasts (ECMWF) data. The ECMWF PBL top was
calculated from the relative humidity gradient with respect to altitude. The altitude
where this gradient has its minimum and temperatures are above 273 K is assumed
to represent the PBL top. Agreement between the two datasets is good in terms of
mean PBL height, especially over sea. The CHAMP data show the major features
of PBL height with a realistic transition from stratocumulus regions to shallow
and deep cumulus areas. CHAMP also shows a substantial amount of PBL height
variability that might proof useful to study PBL dynamics.

1 Introduction

Since the 1850s when C. Piazzi-Smyth found the trade-wind inversion by
measuring the temperature while climbing the peaks of Tenerife of the Ca-
nary Islands, the trade-wind inversion has been at the center of many research
efforts in tropical and sub-tropical meteorology. Several campaigns followed
these initial measurements. The work of von Ficker (1936) has helped to estab-
lish the trade-wind inversion as an ubiquitous part of the Hadley circulation
and the tropical climate.

Recently scientist have become aware of just how important the dynamics
of PBL inversions is to the overall climate system, e.g., Ma et al. (1996);
Philander et al. (1996). The sub-tropics are the regions of the globe where
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persistent sheets of Stratocumulus (Sc) clouds cool the planet by reflecting a
substantial portion of the downwelling shortwave radiation. The regions of the
world where the cloud radiative forcing is largest are the ones associated with
stratocumulus off the west coasts of continents. The amount of clouds in the
sub-tropics is highly correlated with the PBL depth (the height of the PBL
inversion). Shallower boundary layers are associated with larger cloud cover
due to a moister PBL. Deeper boundary layers are associated with trade-wind
cumulus and smaller values of cloud cover.

How the transition from shallower PBLs with Sc to deeper PBLs with cu-
mulus happens, and the physical mechanisms involved is still a matter of re-
search, although significant progress has been achieved during the last twenty
years. Much of this progress has been achieved through a successful com-
bination of theory and intensive observational campaigns in the sub-tropics
(ASTEX, FIRE, DYCOMS), see e.g., Ackerman et al. (2004). But unfortu-
nately, these experiments are always localized in space and time and do not
provide a realistic global picture.

Satellite remote sensing in the visible and infrared has been relatively suc-
cessful in measuring variables associated with clouds. However, direct mea-
surements of the PBL inversion characteristics have been difficult to achieve
mainly due to limited vertical resolution. Although recently some preliminary
efforts have been made using AIRS data to study PBL inversions (Fetzer et al.
2004).

Radio occultation (RO) offers a promising alternative for global PBL in-
version measurements. Probing of the PBL using RO instruments has already
been discussed in e.g., Hajj et al. (2004) based on the signal reappearance
after entering the PBL. In this study we use the lowest altitude sampled by
CHAMP (Wickert et al. 2004) to derive the PBL height. We analyze these re-
sults by comparing them to values of the PBL height obtained from ECMWF
data. A similar version of this article has also been published with Geophysical
Research Letters (von Engeln et al. 2005).

2 Data Processing

The used ECMWF global analysis cover the years 2002/2003. They have a
1.5◦ resolution and 60 vertical levels (about 18 levels between 0 km and 3 km).
ECMWF fields show generally good agreement with the PBL altitude as seen
in radiosonde data (von Engeln et al. 2003; von Engeln and Teixeira 2004).
The top of the PBL in the ECMWF dataset was derived by finding at each
gridpoint the altitude where the decrease of relative humidity with height
is largest, under the constraint that the temperature is above 273 K. This
approach is a typical one for the determination of the sub-tropical PBL top
(Beljaars and Betts 1992).

The used CHAMP data was processed with the Full Spectrum Inversion
(FSI) technique (Jensen et al. 2003) at the GeoForschungsZentrum Potsdam,
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Fig. 1. Standard deviation (left) and bias (middle) of CHAMP profiles processed
with different FSI threshold settings. Occultations are compared to co-located
ECMWF profiles. Number of profiles is shown on the right.

Germany. Processing is stopped when the FSI amplitude of an occultation is
reduced by 50%. This threshold has been derived by a quality check (bias
and standard deviation with respect to other available data and simulations)
of CHAMP data and thus independently from the PBL top altitude. Here we
use off-line produced CHAMP data, for the operational data stream several
quality checks are additionally implemented leading to slightly higher altitudes
for the cutoff.

The global impact of the FSI threshold setting on the data quality is shown
for a subset of profiles in Figure 1. Threshold settings corresponding to an
amplitude reduction by 30% (factor 0.3) and 70% (factor 0.7) are compared
to the operational setting of 0.5. Refractivity standard deviation and bias are
calculated with respect to the above mentioned ECMWF data at the mean
location of the observation. The more conservative the threshold, the better
the data quality but the lower the penetration into the lower atmospheric
layers. A factor of 0.5 still allows a significant proportion of profiles entering
the lowest 2 km.

A further comparison of the PBL top altitude and the 0.5 FSI amplitude
threshold settings based on simulations in shown in von Engeln et al. (2005).
Note that our PBL detection is independent on the actual quality of the
refractivity profiles since it uses the FSI amplitude. It only requires that the
measurement penetrates down to the PBL top.

In total there are 109 641 occultations available for the years 2002/03, out
of which we removed about 20 000 that terminated above 3 km. This step
was introduced since the PBL is usually below 3 km and the ECMWF reso-
lution is only able to capture PBL inversions up to about 2.5 km (von Engeln
and Teixeira 2004). In total, 87 598 occultations were left (38 879 over land).
CHAMP does measure also within the PBL, although here we assume that the
majority of the measurements is terminated by the PBL top. This is caused by
the refractivity gradient present at the PBL, where the decreasing humidity
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Fig. 2. Left: Mean minimum altitude found in CHAMP data. Right: Mean altitude
of minimum relative humidity gradient calculated from ECMWF data. Data is aver-
aged over a 5◦ latitude longitude grid. White areas indicate that temperatures were
never above 273 K.

and possible clouds along with radiative and evaporative cooling contribute
to the gradient. Although it is in general possible to use this changing refrac-
tivity gradient to identify the PBL top in ECMWF data, the use of a relative
humidity change proves more robust and was thus applied here.

Note that the presented results depend on the tracking algorithm used
onboard the receiver. Software updates to the tracking algorithm will modify
the relation of the PBL top to the lowest altitude sampled by CHAMP, in
particular the open loop implementation will probe more frequently into the
PBL (Sokolovskiy 2001).

3 Results

Figure 2 shows the mean CHAMP and ECMWF PBL altitude above the
Earth surface. On average, about 33 measurements enter each grid box. Both
plots show similar features, especially over the Ocean. Mean altitudes around
0 km are found for polar latitudes. Also visible is the gradual increase in PBL
height when moving from polar latitudes toward the equator.

In particular over the sub-tropics and tropics, the transition from a shal-
low stratocumulus PBL close to the west coasts, to a deeper cumulus PBL
(Duynkerke et al. 1999; Stevens et al. 2001; Siebesma et al. 2003), is visible
in both datasets. Although it is clear that in the Sc regions ECMWF gives
values that are consistently lower. In the deep tropics the two datasets di-
verge in some regions: 1.) In the Eastern Pacific, around 10◦N, the ECMWF
data shows a peak value for the PBL height that presumably corresponds
to the inter-tropical convergence zone (ITCZ); 2.) In the Western Pacific, a
maximum is apparent in CHAMP at around 10◦N–15◦N.

Although there are differences between CHAMP and ECMWF, the sub-
tropical PBL evolution is captured relatively well by the CHAMP data. For
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Fig. 3. Latitude altitude slice along 1◦S, 173◦W to 35◦N, 125◦W showing the mean
PBL altitude from CHAMP data over a 5◦ latitude longitude grid. Vertical lines
indicate the error bars. Also shown is the altitude where the minimum gradient of
relative humidity was found in ECMWF data.

example the transition in PBL height from the coast of California to Hawaii
and the equator is relatively similar in both datasets. In order to investigate
such an evolution in some more detail, Figure 3 shows the mean PBL height
along a cross-section from 1◦S, 173◦W to 35◦N, 125◦W. This particular cross-
section was chosen since it is able to represent the climatology of a typical
transition from stratocumulus, to cumulus and then to deep convection, and
is has been used before in intercomparison studies of the parameterizations
in atmospheric models (Siebesma et al. 2004). An increase in PBL height in
both datasets from about 1 km at 30◦N, to about 2 km south of 15◦N is
found. Also, the flatness of the curves in the tropics at about 2 km is found
in both datasets. Close to the coast the two datasets diverge a little, possibly
due to topography issues. Also shown in Figure 3 is the relatively large value
of standard deviation (around 1 km) of the CHAMP dataset.

In order to get some more insight in the PBL variability, Figure 4 shows the
histograms (occurrence in absolute numbers of observations) of PBL height
for three boxes along the previous cross-section for altitudes up to 4 km.

In area A, closer to the Sc regions, we find two peaks in the histogram: one
in the first 400 m above the surface (surface, low stratus and stratocumulus)
and another one between 1.6 km and 2 km, with most of the observations in
this range from the surface to 2 km. In area B, there is one dominant peak
just above 2 km, but also several occultations terminating near the surface.
The two-peak nature of the histograms in this stratocumulus and cumulus
regions seem to point to a situation where two dominant regimes alternate:
1.) a low stratocumulus regime or a weak inversion with occultations reaching
the surface; 2.) a fully developed trade cumulus regime. In area C, there is
only one flat peak between about 2.5 km and 3.5 km presumably associated
with deep moist convection.
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Fig. 4. Left: Map of Pacific Ocean and California showing 3 selected areas. Middle:
Histogram of occultations reaching the given altitude in the selected area. Right:
Histogram of normalized occurrence with respect to local time interval in area A.
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Also shown in Figure 4 is the normalized occurrence for four specific local
time intervals in area A. The normalization is performed with respect to the
local time interval since the coverage is not uniform (moving from 00LT to
24LT through the intervals there are 39, 72, 76, 35 occultations) and thus one
should be cautious when interpreting the data. Although some features can
identified: 1) At any time of the day there are always two peaks, one close to
the surface and the other somewhere between 1 km and 2 km; 2) During local
night and early morning (00LT to 06LT), when stratus and stratocumulus are
deeper and more frequent due to a strong cloud top longwave cooling driving
convection, there are more observations closer to the surface than close to
2 km; 3) During local morning and noon (06LT to 12LT) on the other hand, the
most populated peak is closer to 2 km, with values close to the surface about
one-third smaller than during the previous period. These features agree with
what would be expected from previous studies. In fact, if the quasi-bimodal
structure that is found in area A is actually reflecting the prominence of two
specific regimes of the boundary layer, namely a low stratus/stratocumulus
regime and cumulus regime, then the diurnal cycle results may well reflect
the higher frequency of occurrence of stratus during local night and cumulus
during local daytime.

4 Conclusion

We use FSI processed CHAMP RO data for the years 2002 and 2003 to esti-
mate the PBL height. We use a simple approach by assuming that the lowest
altitude sampled by the CHAMP instrument is representative of the PBL
height. This altitude is compared to ECMWF analysis data for the same
period. The top of the PBL in ECMWF data is calculated as the altitude
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where the gradient of relative humidity with respect to height shows its mini-
mum. Maps of mean PBL height show good agreement between CHAMP and
ECMWF, in particular over the Ocean. The transition in mean PBL height
from the stratocumulus regions to the cumulus and deep cumulus areas is well
captured by the CHAMP data. Moreover, the CHAMP data exhibits a fair
amount of variability in PBL height. Although this variability looks reason-
able it is still unclear how much of it is actually representing the dynamics of
the PBL height.

This and other issues will need to be investigated further in order to pre-
cisely define the usefulness of the CHAMP dataset as an instrument to under-
stand the dynamics of the PBL height in a global perspective. Future work
will also focus on more sophisticated algorithms to derive the PBL height
from RO data and on how to use the amplitude to derive further information
such as inversion depth. It is anticipated that this data could be assimilated
into weather prediction models.

Acknowledgements. A. von Engeln was partly funded by the German Federal Min-
istry of Education and Research (BMBF), within the AFO2000 project UTH-MOS
(Grant 07ATC04), and during his visit at the Naval Research Laboratory, Monterey,
USA by the Visitor Support Program of the Office of Naval Research International
Field Office in London (Grant Number: N00014-04-1-4020). J. Teixeira acknowledges
the support of the Office of Naval Research under Program Element 062345N. The
authors would like to thank G. Beyerle (GeoForschungsZentrum Potsdam, Germany)
for software development and data processing.

References

Ackerman A, Kirkpatrick M, Stevens D, Toon O (2004) The impact of humidity
above stratiform clouds on indirect aerosol climate forcing. Nature 432:1014–1017,
DOI 10.1038/nature03174

Beljaars A, Betts A (1992) Validation of the boundary layer representation in
the ECMWF model. ECMWF Seminar Proc. Validation of models over Europe,
ECMWF, Reading, United Kingdom

Duynkerke P, Jonker P, Chlond A, Zanten MV, Cuxart J, Clark P, Sanchez E,
Martin G, Lenderink G, Teixeira J (1999) Intercomparison of three- and one-
dimensional model simulations and aircraft observations of stratocumulus. Bound-
Layer Meteor 92(3):453–487

von Engeln A, Teixeira J (2004) A ducting climatology derived from ECMWF global
analysis fields. J Geophys Res 109(D18):D18104, DOI 10.1029/2003JD004380

von Engeln A, Nedoluha G, Teixeira J (2003) An analysis of the frequency and
distribution of ducting events in simulated radio occultation measurements based
on ECMWF fields. J Geophys Res 108(D21):4669, DOI 10.1029/2002JD003170

von Engeln A, Teixeira J, Wickert J, Buehler SA (2005) Using champ radio occulta-
tion data to determine the top altitude of the planetary boundary layer. Geophys
Res Lett 32(6):L06815, DOI 10.1029/2004GL022168



272 A. von Engeln et al.

Fetzer E, Teixeira J, Olsen E, Fishbein E (2004) Satellite remote sounding of at-
mospheric boundary layer temperature inversions over the subtropical eastern
pacific. Geophys Res Lett 31(17):L17102, DOI 10.1029/2004GL020174

von Ficker H (1936) Die Passatinversion. Veröffentlichungen Meteor. Institut, Uni-
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Abstract.  Although temperature and water vapor are key variables for the detection of cli-
mate change, the direct observation of these quantities in the free atmosphere is difficult us-
ing conventional techniques like radiosondes or satellites. The main problems are due to in-
homogeneities, instrumental changes, sensor drift and lack of global coverage. More 
reliable information about climate variability and change can be gained from GNSS (Global 
Navigation Satellite System)-based vertical profiles of temperature and humidity. GNSS 
observations are particularly well suited for climate monitoring, since they provide high 
precision and vertical resolution data under all weather conditions and with time and space 
independent sampling characteristics, cover the whole globe, have virtually no instrumental 
bias and are intrinsically self-calibrating.  

1  Introduction 

The variations of temperature and water vapor within the atmosphere are key pa-
rameters for the determination of climate change. Water vapor is the dominating 
greenhouse gas, and its role in the hydrological cycle of the atmosphere is crucial 
for understanding greenhouse warming, since models generally show a rapid in-
crease in water vapor with a warming climate (Fig. 1), as a consequence of the 
Clausius-Clapeyron relation. Moreover, models that incorporate the effects of an-
thropogenic activities predict a warming in the troposphere and a cooling in the 
lower stratosphere. At present, the causes and magnitudes of these effects are not 
understood well enough, especially the role of water vapor. 

Despite considerable effort these basic results have proven difficult to confirm 
from observations. The reason is simply the lack of suitable observing techniques. 
For many decades radiosondes have been the only device to obtain information 
about the free atmosphere. Since the late 1970s these observations have been 
augmented by measurements from satellites, using mainly passive sensors. How-
ever, these observing systems have limitations, and estimated temperature trends 
in the free atmosphere differ significantly even when using the best available ob-
servations for the last few decades, while little is known about trends in water va-
por. The main reasons for the difficulty in determining trends for temperature and 
water vapor are related to inhomogeneities in observing systems, changes of in- 
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Fig. 1.  Annual mean global values of relative humidity f (in %) vertically averaged for 
850 hPa to 300 hPa and vertically integrated absolute humidity q (in kg/m2). From Se-
menov and Bengtsson (2002). 

struments and to instrumental drift problems, in particular in the satellite observa-
tions. 

2  Conventional Observations of Temperature and Water Vapor 

Tropospheric temperature is generally much better observed than water vapor. 
However, there are still surprisingly large discrepancies between estimates based 
on different data sets. An example is the recent and rather strong difference be-
tween deep-layer average lower and middle tropospheric temperature (TLT and 
TMT, respectively) trends found between data from microwave sounding units 
(MSU) on board NOAA polar orbiting satellites and from radiosondes (Christy et 
al. 2001; Vinnikov and Grody 2003). From the same satellite data set, Christy et 
al. (2003) found slightly negative trends in TLT and TMT, while other researchers 
(Prabhakara et al. 2000; Fu et al. 2004) concluded that these temperatures had 
risen almost as much as the surface temperature (Folland et al. 2001). The reason 
for this ongoing controversy is related to the inherent drift of the MSU and AMSU 
instruments (which were never designed for climate monitoring purposes), chang-
ing of satellites without sufficiently long overlap periods (Hurrell and Trenberth 
1998), orbit variations (“falling satellite effect”, Wentz and Schabel 1998) and its 
correction (Mears and Wentz 2005) as well as diurnal sampling problems. 

Climate models are able to reproduce the vertical structure of temperature 
trends for the last decades (Santer et al. 2005), while observational data sets do 
not. This may partly be caused by incomplete spatial coverage of radiosonde data 
(only the Northern Hemisphere extratropics and a few regions on the Southern 
Hemisphere are adequately covered), but lower tropospheric and lower strato-
spheric temperatures obtained from the MSU/AMSU instruments, which have so 
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far been the only observational time series with a global coverage, also fail to 
show recent temperature increase. The situation becomes even more complicated 
if one compares observed trends from MSU and radiosondes to those obtained 
from recent reanalysis projects (NCEP/NCAR: Kalnay et al. 1996; ERA40: 
ECMWF 2002): NCEP/NCAR and radiosonde data show a strong stratospheric 
cooling after 1991, whereas ERA40 and MSU/AMSU data do not. Sherwood et 
al. (2005) demonstrated that radiosondes suffer from temporally inhomogeneous 
radiation shielding, while Mears and Wentz (2005) discuss MSU problems intro-
duced by the correction of orbital variations. In summary, it has so far been im-
possible to determine trends in atmospheric temperature from observational data 
sets with the required accuracy. 

For water vapor, the situation is even worse, as current observing systems have 
severe limitations with respect to measurement accuracy and sampling in space 
and time, and are therefore not good enough to show whether systematic changes 
exist. Radiosonde measurements suffer from numerous instrumental changes 
(Gaffen et al. 2000), poor accuracy at low temperatures and insufficient global 
coverage and therefore cannot be used to assess the quality of global scale trends 
derived from satellite data. Furthermore, due to the high operational cost, the ra-
diosonde network is gradually reduced, especially in remote regions. Satellite-
based passive sensors, such as SSM/I and HIRS channels 11 and 12, have biases 
that cannot easily be determined, making them less useful for climate monitoring 
purposes (Bengtsson et al. 2004a). Attempts to inter-calibrate from one satellite to 
the next have been hampered by insufficient length of overlapping periods and 
temporal drifts in both orbit (Wentz and Schabel 1998) and instrument sensitivity. 
Only microwave sounders have been thoroughly calibrated (Christy et al. 2003), 
although many problems remain (see e.g., Hurrell and Trenberth 1998). Further-
more, MSU data has only a poor vertical resolution (7 km to 10 km for individual 
spectral channels and 2 km to 3 km for combined products such as TLT). Future 
sounders (e.g., SEVIRI on Meteosat’s second generation satellites) are intended to 
increase the global coverage and temporal sampling rate rather than the vertical 
resolution. 

Results from reanalyses cannot be used as well, as has recently been demon-
strated by Bengtsson et al. (2004b), due to model and data-assimilation biases in 
determining the hydrological cycle from reanalysed data sets. 

3  Water Vapor Retrieval by Surface-Based GNSS Observations 

Ground-based observations can be used to measure vertically integrated water va-
por (IWV) in the atmosphere. Microwave signals broadcasted by the GNSS satel-
lites are delayed by the ionosphere and the neutral atmosphere on their way to the 
ground receiver. Correcting for the dispersive ionospheric contribution, we obtain 
the nondispersive contribution from the electric neutral atmosphere which is 
mainly induced by dry air, water vapor, clouds and rain, and is proportional to the 
masses of the specific components along the ray path. The delay is smallest in the 



278        M. Stendel 

direction of the zenith and increases approximately with the reciprocal of sine of 
the elevation angle. 

The elevation dependence can be described by a mapping function where the 
total atmospheric delay is partitioned into the sum of the “wet” (contribution of 
water vapor; the effect of clouds and rain is normally marginal (Solheim et 
al. 1998)) and the “dry” delay (hydrostatic component). The latter is proportional 
to the air masses and amounts to about 2.3 m for measurements in the zenith. The 
delay due to water vapor is considerably more variable and ranges from a few mm 
in arid regions to more than 400 mm in humid regions. Ground-based GNSS re-
ceivers use the elevation dependence of the signal arrival time which is introduced 
by the refractive index in the atmosphere, to estimate an equivalent zenith total de-
lay (ZTD). Then, from the ZTD, precipitable water vapor can be derived by means 
of measured surface pressure and temperature and the hydrostatic assumption. An 
uncertainty in the ground pressure of 1 hPa corresponds to an uncertainty of 
2.3 mm in the ZHD, which will introduce an uncertainty of 0.4 mm in the precipi-
table water. Even though it seems rather trivial to obtain a 1 hPa accuracy for 
pressure measurements, this has caused problems since few of the GNSS stations 
have been equipped with barometers so far. 

Recent studies by Gradinarsky et al. (2002), monitoring integrated water vapor 
for a seven year period over northern Europe, and by Hagemann et al. (2003), de-
veloping a global monitoring concept using ZTD measurements in combination 
with operational analyses from ECMWF, have proven very promising. In particu-
lar, it appears feasible from the Hagemann et al. study to combine reanalyses of 
water vapor with in-situ GPS measurements to arrive at consistently checked 
comprehensive global fields. At the same time the observed trend from the di-
rectly measured ZTD provide fully independent data. Therefore, the reanalysis 
data sets can be used to identify gross systematic errors of the ZTD measurements 
and thereby exercise a continuous control of these data. 

Ground-based RO observations can also be used to obtain information about 
recent trends in integrated water vapor, another climate change key observable. 
Figure 2 shows IWV trends from radiosondes and GNSS as well as from two in-
dependent techniques (Very Long Baseline Interferometry, VLBI, and microwave 
radiometry) obtained at the Onsala Space Observatory in Sweden. 

4  Temperature and Water Vapor Retrieval by Space-Based 
GNSS Observations 

Using the radio occultation (RO) technique we can obtain high vertical resolution 
measurements of temperature, geopotential and refractivity in the upper tropo-
sphere and the stratosphere. By further combining RO and other types of atmos-
pheric mass data (pressure and temperature), also observations of vertical humid-
ity profiles can be obtained with high accuracy and high vertical resolution for 
most of the troposphere. In space-based GNSS atmospheric sounding the phase
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Fig. 2.  Time series of IWV at Onsala Space Observatory from three independent tech-
niques as well as from radiosondes launched from nearby Landvetter airport. GPS (upper 
right panel) and microwave radiometer data (lower right panel) are mainly from the last ten 
years. For this period the linear trend in IWV is larger (0.13 mm/yr to 0.24 mm/yr), com-
pared to 1980 – 2003 from which VLBI (upper left panel) and radiosonde (lower left panel) 
data with trends less than 0.05 mm/yr are available. From Haas et al. (2003). 

delay can be derived from occultation measurements of Low Earth Orbiting 
(LEO) satellites. From a time series of delays during an occultation, one can de-
rive bending angles of the ray path. Using an Abel transform these can be con-
verted into a vertical profile of refractive indices of the atmosphere (Kursinski et 
al. 1997). When the satellites of the Global Positioning System (GPS) are used as 
the transmitters, each LEO satellite can observe up to 500 globally distributed oc-
cultations (setting and rising) per day.  

The refractivity N of the atmosphere is related to temperature, pressure and 
humidity by (Smith and Weintraub 1953) 

2
w56 1073367710)1(

T
p.

T
p.nN (1) 

where n is the refractive index, p is pressure, pw is the partial pressure of water va-
por (both in hPa) and T is temperature (in K). From this equation one can see that 
the refractivity is highly useful in climate research, since it is related to key quan-
tities in the atmosphere – pressure, temperature and humidity. 
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Fig. 3.  Climate change signal (top row; 2091 – 2100 minus 1991 – 2000) and interannual 
variability (bottom row) of refractivity on geopotential levels of 5 and 20 kilometers in 
units of 10–6. From Vedel and Stendel (2004). 

The first term (contribution of O2 and N2 molecules) is referred to as the “dry” 
term and the second (contribution of water vapor) as the “wet” term. This implies 
that a single refractivity measurement, even if hydrostatic balance is assumed, is 
not sufficient to retrieve pressure, temperature and vapor pressure – the so-called 
“wet-dry ambiguity”. However, as shown by Vedel and Stendel (2004), refractiv-
ity is as sensitive to global warming as geopotential thickness (i.e., atmospheric 
temperature) – in the stratosphere, it is even more sensitive. This means that re-
fractivity itself is an ideal observable for climate monitoring and detection of 
global warming without having to convert to temperature and humidity profiles 
first (Fig. 3). 

For comparing the GNSS occultation analysis results with independent mete-
orological data as e.g., reanalyses or radiosonde data, it is necessary to process the 
refractivity into other variables, such as temperature and geopotential heights. In 
the upper troposphere and stratosphere, the wet term in equation 1 is very small 
and can be neglected so that temperature is directly related to refractivity. Using a 
model for gravity and integrating the hydrostatic equation downwards to a given 
level from a high altitude we can obtain a series of geopotential heights and corre-
sponding geopotential thicknesses, i.e., temperatures (Leroy 1997; Schrøder et 
al. 2003). Upper tropospheric geopotential height is very important in itself for cli-
mate monitoring, since, if surface pressure is known, it can be converted into a 
measure of mean tropospheric virtual temperature, which is one of the most fun-
damental parameters in climate monitoring.  

 = 5 km  = 20 km
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On the other hand, when water vapor cannot be neglected, such as in the lower 
and middle troposphere, it is impossible to separate the effects from temperature 
and from water vapor. However, it is possible to calculate water vapor from re-
fractivity when an independent measure of temperature is given. Also the other 
way (calculation of temperature from refractivity and an estimate of water vapor) 
is in principle possible. As shown by Ware et al. (1998), the errors in temperature 
and water vapor pressure relate to each other as T  4.35 pw. In other words, if 
the temperature is known independently to an accuracy of 2 K, we can estimate 
water vapor to an accuracy of 0.5 hPa. Given that in many regions of the lower 
troposphere water vapor pressure usually lies between 5 hPa and 20 hPa and that 
there are no other measures of water vapor, this would be a very useful estimate.

5  GNSS Observations as a Climate Monitoring Tool 

As shown above, GNSS observations, both ground-based and space-based, offer 
new and promising possibilities to monitor temperature and water vapor and have 
the potential to overcome all the problems conventional observations suffer of. 
The following properties make them particularly suitable for long-term climate 
monitoring: 

GNSS RO observations have a fairly uniform distribution around the 
world, both over land and ocean, in contrast to radiosondes and aircraft 
measurements. This is true for longer averaging periods (as is required 
for climate monitoring), whereas for shorter, e.g., daily, periods, observa-
tions tend to cluster due to the sun-synchronous orbit. 
GNSS RO observations are free of instrumental biases since the observa-
tion depends on a measurement of time, not of radiation intensities. If 
double-differencing is applied, the measurements are also essentially 
self-calibrating. These long-term stability properties imply that it is pos-
sible to compare two data sets separated by several years and taken by 
different sensors, which is not at all straightforward for present micro-
wave sounders. 
They can be used in all-weather conditions, in particular in cloudy areas, 
which will not be covered adequately, even by future advanced infrared 
sounders. Furthermore, the observational quality and sampling character-
istics are virtually the same in all geographical regions and at all times. 
They have a relatively high vertical resolution (1 km or better) compared 
to existing and planned passive infrared and microwave sounders, and 
thus addressing the main limitation of these systems. This is true for both 
temperature and water vapor measurements. 
Quantities that are key observables for climate change, such as near-
tropopause geopotential height (Schrøder et al. 2003) or refractivity itself 
(Vedel and Stendel 2004) can be obtained almost totally independent of 
conventional measuring systems. Only surface pressure needs to be taken 
from other sources. 
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Fig. 4.  ERA 40 integrated water vapor anomalies and trends for the period 1958 – 2001. 
From 1972 on, satellites were gradually introduced into the global observing system. The 
dashed line shows the linear trend which is twice as large as one would expect from the 
Clausius-Clapeyron equation, assuming conservation of relative humidity. The full line 
shows a corrected trend which is obtained by excluding all data from 1972 to 1978 and by 
adding a factor to the data prior to 1972 which is calculated from the difference of ERA 40 
and an experiment excluding all satellite observations to mimic the observing system prior 
to 1979. From Bengtsson et al. (2004b). 

The unprecedented time stability, accuracy and resolution of GNSS RO 
data offers a new possibility to identify spurious trends in radiosonde, 
MSU/AMSU and reanalysis data sets. As an example, Fig. 4 demon-
strates that excluding all satellite observations to mimic the observing 
system prior to 1979 leads to a gross underestimation of trends in water 
vapor compared to GPS observations. 

The potential of RO data for climate change monitoring has been shown in simu-
lation studies (e.g., Steiner et al. 2001; Foelsche et al. 2003) and is currently under 
investigation for data from CHAMP (Challenging Minisatellite Payload, see e.g., 
Foelsche et al. 2005a; Wickert et al. 2005). Figure 5 demonstrates that RO gives 
the opportunity to directly observe climate change on a timeframe of about 
20 years. The signal to noise ratio (expected trend compared to temperature accu-
racy) is particularly large near the tropopause, which is where we expect the larg-
est temperature changes from the Clausius-Clapeyron equation. In other words, 
due to accuracy, long-term stability and size of the climate change signal being 
sought for, we will be enabled to measure climate change by means of GNSS-
LEO data thanks to their accuracy and long-term stability. 

No satelNlites 

             ERA40 IWV anomalies and trend  

1958 1963 1968 1973 1978 1983 1988 1993 1998

Global satellite observing systemNo satellites 
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Fig. 5. Left panel: Latitude-height section of residual temperature biases for boreal summer 
(JJA) 1997 in seventeen 10° latitude bins from 80°S to 80°N. Each average profile in the 
left panel involves about 50 realistically simulated individual occultation profiles sampled 
from 6 LEOs for setting and rising occultations. From Foelsche et al. (2005). Right panel: 
ECHAM5 (T42L39) 25-yr boreal summer (JJA) temperature trends for the period 2001 – 
2025. From Foelsche et al. (2006, this issue). 

The joint US-Taiwanese COSMIC mission, scheduled for 2006, will use six 
satellites and therefore profoundly enhance data availability in near-real time. 
With roughly 2500 daily occultations, there will be almost an order of magnitude 
more data available than from the combined CHAMP and SAC-C missions. Fig-
ure 5 demonstrates that with such a constellation, we will be able to reliably 
measure climate trends which are expected for the next few decades, i.e., to ob-
serve climate change. 
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Abstract. We put climate monitoring in a scientific context, which can be arrived
at through a careful implementation of Bayesian inference. What we find is that
a good climate monitoring tool must help address the physics of a climate model
so as to make it better able to predict future climates. GNSS occultation is ideal
because it offers sensitivity to improve the model physics which affects the strato-
spheric Brewer-Dobson circulation, the tropical tropospheric hydrological cycle, and
the poleward migration of the mid-latitude storm track. Also, GNSS occultation is
ideal because it can be readily made into a benchmark measurement provided clock
calibration is always done by double-differencing, and measurements used to deter-
mine precise orbits and information on ionospheric activity are archived as auxiliary
information. In doing so, GNSS occultation can be made S.I. traceable.

1 Introduction

The promise of radio occultation using the Global Navigation Satellite Sys-
tems (GNSS) as a climate monitoring technique has been recognized for a
long time [14, 17, 21], but exactly how occultation data can be used for this
purpose and why it might be appropriate to use radio occultation for climate
monitoring has never been formalized. Certainly, radio occultation offers ad-
vantages over other sounding techniques which have been used in the past
for climate monitoring, namely calibration using a time standard traceable
to atomic clocks through double differencing (to be discussed later), but does
radio occultation offer a guarantee of capturing the true state of the atmo-
sphere? If GNSS occultation is needed, what are the actual requirements for
making it an essential climate monitoring tool?

The above questions on climate monitoring by GNSS occultation can be
answered by outlining a background to global climate change, describing how
climate change research can be philosophically linked to climate monitoring,
and defining the qualities of a measurement which makes it useful for climate
monitoring. It is not in the scope of this work to discuss in any detail the
background to climate change, and it is left to the reader to consult the
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Fig. 1. Trend of 2-meter air temperature in ECHAM4/OPYC3 and the NCEP
Reanalysis, 1970–1989. The left plot shows the temperature trend in the air tem-
perature at 2 m above the surface as modeled by the ECHAM4/OPYC3 climate
model with realistic greenhouse gas, sulfate aerosol, and ozone forcing. The plot on
the right shows the same but taken from the NCEP Reanalysis.

Third Assessment Report of the Intergovernmental Panel on Climate Change
(IPCC2001) [12] for a thorough review of observations used to probe climate
change over the past century. We will, however, discuss a philosophy which
puts climate monitoring in a scientific context and assess the accuracy with
which current GNSS occultation must capture the true state of the climate.

2 An Overview of Climate Monitoring

The reason climate monitoring is of current interest is that global warming
and the strong possibility that human activities are at least in part to blame
has become a key scientific debate. In addition, any societal attempt to limit
warming by greenhouse gas emissions in the future must be informed by reli-
able forecasts of climate change in the future.

That the surface air has been warming over the past century is clear [4].
The warming has occured primarily in two intervals: one from 1910 through
1940, and the second from 1970 to the present. The temporal pattern is consis-
tent with an atmospheric greenhouse instigated by increasing carbon dioxide,
methane, nitrous oxide, and chloro-fluorocarbons. The absence of a trend be-
tween 1940 and 1970 is thought to be due to the presence of sulfate aerosols,
which reflect shortwave radiation.

While it is possible to construct models of warming over the past few cen-
turies that can match the temporal pattern of observed trends, there remain
substantial difficulties in modeling the spatial pattern of surface air temper-
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Fig. 2. Trends in upper air temperature in model and reanalysis due to increasing
greenhouse gases, 1970–2000. The plot on the left shows the trend in upper air
temperature as modeled by ECHAM4/OPYC3 when carbon dioxide increases at
1% year−1. The plot on right shows the trend in upper air temperature from the
NCEP Reanalysis from 1970 through 2000. Each contour represents 0.2 K decade−1.
Solid (dashed) line contours are for positive (negative) values, and the thick line is
the zero contour.

ature over recent decades. Fig. 1 shows the surface air warming trend in the
climate model ECHAM4/OPYC31 for the period 1970 through 1989 in com-
parison with the NCEP Reanalysis [13]. Bulk features such as the relatively
stronger warming over land versus over ocean are common to both model and
reanalysis. Substantial differences over the ocean, especially the Pacific basin,
however, reveal major difficulties in modeling change of the atmosphere’s cir-
culation. It is difficult to attribute the disagreement in southern high latitudes
to the climate model or reanalysis, considering uncertainties in the ice-albedo
feedback as implemented in climate models and the paucity of data available to
steer reanalyses in southern high latitudes. Detailed differences in trends over
land are a consequence of the simplicity of land surface/biosphere parameter-
izations. The discrepencies in the spatial patern of surface air warming point
to inadequacies in our ability to physically model the climate system.

To further illustrate the point of difficulties in predicting atmospheric
change, Fig. 2 shows patterns of upper air warming predicted to result from
carbon dioxide increases. Upper air temperature trends predicted by the
ECHAM4/OPYC3 model when it is subjected to a steady 1 % yr−1 carbon
dioxide increase are compared to upper air temperature trends of the NCEP
1 The 2-m surface air temperature output from ECHAM4/OPYC3 was obtained

from the on-line data gateway for the Third Assessment Report of the Intergov-
ernmental Panel for Climate Change.
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Reanalysis from 1970 through 2000. The comparison is reasonable because
greenhouse gas increases dominate the tropospheric temperature trend during
this period. Because the model forcing is not absolutely realistic in that it does
not contain the right carbon dioxide forcing, ozone forcing, volcanic forcing,
etc., we only concern ourselves with the overall patterns of warming exhibited.
Of particular note is the lack of upper tropical tropospheric warming in the
reanalysis in comparison to the model. Moreover, the strong warming lobe at
the tropopause at the southern subtropical front is completely absent in the
model prediction. Such effects are indications of the model’s physics lacking
the ability to adequately predict dynamical trends in the atmosphere. The
consequences for the hydrological cycle are substantial.

The inadequate physics of the climate model is related to the uncertain
model parameterizations pertaining to the hydrological cycle. For example,
the water cycling rate and precipitation efficiency, two key parameters of the
hydrological cycle, exhibit strong control over precipitation patterns in the
tropics [3]. Atmospheric dynamics is governed by the equations of motion,
which are explicitly integrated in an atmospheric model. Atmospheric motion
is ultimately forced by external and internal heating due to radiation and la-
tent heating. Because the dynamical evolution of water and clouds contribute
to these heating effects on scales much smaller than the model resolves, they
are parameterized. Such parameterizations, especially those pertaining to the
hydrological cycle, are notoriously inadequate in simulating a realistic hydro-
logical cycle.

What is needed is a methodology which relates climate monitoring to the
scientific process wherein theories, or models, are tested against empirical
data. By monitoring climate change carefully it is possible to reduce uncer-
tainties in climate models, especially those pertaining to parameterizations,
and thus make them more useful tools in forecasting climate change.

3 Bayesian Inference and Climate Signal Detection

A climate monitoring system must be reliable enough to help refine our capa-
bility of predicting future climate change [8]. This is the result when detecting
climate signals by optimal fingerprinting is put into its Bayesian context [15].
Bayesian statistics is useful when analysis involves data and model because
it provides a rigorous framework for inference between theories (re: models)
using observations [6].

In optimal fingerprinting, one searches for m climate signals with patterns
si, columns of S, in an observational data set d with dimension n in the pres-
ence of naturally occuring variability n. A priori, the amplitudes αi of the
signals are considered unknown. The patterns of the climate signals are ex-
pected to uniquely identify, or “fingerprint” the forcing which causes them. As
such, this technique has been used in climate signal detection and attribution
studies [20]. The model for the data is
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d = Sα + n. (1)

In Bayesian statistics, the posterior knowledge for signal amplitudes given the
data p(α|d) is proportional to the evidence for the data P (d|α) multiplied by
the prior for the signals’ amplitudes p(α). (A conditional probability P (A|B)
is the probability that event A is or will be “true” conditioned on the fact
that event B is true or occurred.) All told,

p(α|d) ∝ P (d|α) p(α)

P (d|α) = (2π)−n/2 |N|−1/2 exp
[
−1

2
(d − Sα)TN−1(d − Sα)

]
. (2)

In optimal fingerprinting, the signal shapes, the interannual variability co-
variance N are considered known, no prior knowledge is considered, and the
result is a probability distribution telling whether the consequences of specific
forcings are detectable in the data. Gaussian statistics are assumed for natural
variability.

This technique has been used to investigate the degree to which global
warming can be attributed to human influences. Using models to formulate
a distinctive pattern of temperature change caused by increasing greenhouse
gases, it is possible to minimize the influence of natural variability in search-
ing for the anthropogenic pattern of temperature change. If successful, then
warming of the surface air can be attributed to human influence. Significant
problems remain with such an interpretation, though. Primarily, the detection
of a human influence on climate is not the same as an attribution of global
warming to human influence. For example, the overwhelming influence of car-
bon dioxide on atmospheric temperature is its cooling of the stratoshere. A
complete implementation of optimal fingerprinting would appropriately lead
to the conclusion that stratospheric cooling is the result of a human influence
on climate. Although tropospheric warming may be part of that influence, it
is inappropriate to conclude that tropospheric warming is a reliably detected
result of human influence. The reason such a conclusion cannot be drawn is
that the physics of stratospheric cooling differs radically from the physics of
tropospheric warming.

A better way to implement Bayesian statistics is to recognize that neither
the signal patterns nor their amplitudes are known a priori. These unknowns
can be bundled into a package of uncertain parameters of a climate model, the
source of our uncertainties in predicting climate change. (We assume strong
knowledge of all external forcing of the atmosphere.) The coefficients of the
model are μ, and the data d is modeled as

d = F(μ) + δμ · ∇μF(μ) + n (3)

where F is a kernel for how a signal is simulated by a model with param-
eters μ. For example, if the data represent the signal of the greenhouse ef-
fect as observed in radiosondes in the form of a trend, then F(μ) is how a
model predicts that trend would look given parameter values μ. The Jacobian
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∇μF(μ) tells how the trend would change by changing the parameters μ. If
the prior for the model parameters is μ0 with uncertainty covariance Σμ, i.e.,
μ ∼ N (μ0,Σμ),2 then the Bayesian solution is μ ∼ N (μmp,Σμ,mp) where
the “most probable” model parameters μmp and their error covariance Σμ,mp

are given by

μmp = μ0 +
(
(∇μF)TN−1(∇μF) + Σ−1

μ

)−1

(∇μF)TN−1(d − F(μ0))

Σμ,mp =
(
(∇μF)TN−1(∇μF) + Σ−1

μ

)−1

. (4)

The Jacobian ∇μF is evaluated with parameters μ = μ0 using several runs of
a climate model, at least two runs for every parameter in μ. (Should a climate
adjoint be constructed, wherein interdecadal trends of the model variables
would be related to all parameters of a model run backwards in time, only
two runs of the climate model would be necessary.)

Eqs. 4 show how to improve a model using Bayesian inference. Using a
climate data set which contains information on how highly uncertain com-
ponents of the climate system respond to a known forcing over the duration
of the data, one can tune the parameters of the model so that it responds
in the same way as observed. This type of analysis has been implemented
using surface air temperature data over the past century to estimate oceanic
parameters but with limited success [5].

4 Climate Model Uncertainties and How They are
Realized in Microwave Refractivity

So what are the implications for GNSS radio occultation? That GNSS occul-
tation can be used for climate monitoring has been mentioned elsewhere, but
the requirements entailed have never been formalized. Climate model improve-
ment by detecting the emergence of responses to external forcing provides the
theoretical framework for deducing requirements for climate monitoring.

To implement Bayesian inference as described above, one must assess the
influence on climatic trends as produced by changing each of a model’s least
constrained parameters. This is an expensive proposition (but one that has
been undertaken by climateprediction.net). A simple way around this
computational expense is to assume instead that the world’s premier cli-
mate models differ in their responses to a prescribed forcing in ways that
reflect what happens when the parameters within any given model are ad-
justed within reason. By examining the differences between different models’
2 A normal distribution can be written as y ∼ N (y0,Y) where the

probability distribution for the n-dimensional vector y is p(y) =

(2π)−n/2 |Y|−1/2 exp
[
− 1

2
(y − y0)

TY−1(y − y0)
]
.
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Fig. 3. Difference in zonal average temperature trends in five CMIP2+ models.
These plots show the difference in zonal average temperature trends as simulated by
five CMIP2+ models when subjected to increasing carbon dioxide at 1% yr−1. The
reference model is ECHAM4/OPYC3. The other models are those of GFDL (upper
left), MRI (upper right), HadCM3 (lower left), and CCCM (lower right). The zero
contour is thick. See Fig. 2 for reference.

predictions of future climatic trends given a prescribed forcing, we can deduce
what information GNSS occultation provides in improving model predictive
capability.

We use the ensemble of climate models which contributed to the Coupled
Model Intercomparison Project (CMIP2+) [2]. We chose to work with output
of the models which provided temperature, humidity, and height on pressure
surfaces, namely the German MPI Hamburg model (ECHAM4/OPYC3); the
British Hadley Centre models (HadCM2, HadCM3); the Australian CSIRO
model (CSIR Mk2); the Japanese Meteorological Research Institute (MRI,
CGCM 2.3); the American Geophysical Fluid Dynamics Laboratory model
(GFDL, version R30 c), NCAR’s Climate System Model (CSM, version 1),
and Parallel Computing Model (PCM, run B04.30); and Canadian Climate
Centre Model (CCCM, version 2). Each of these models was subjected to
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increasing carbon dioxide at 1 % yr−1 for 70 years, about twice the rate of
recent history.

The models of CMIP2+ show considerable disagreement in their pre-
dictions of atmospheric trends when subjected to the same forcing. Fig. 3
shows the zonal average difference of temperature trends of four models
from ECHAM4/OPYC3. In all models, the stratosphere cools but with dif-
ferent patterns and in different amounts. The best agreement is between
ECHAM4/OPYC3 and MRI, but even this comparison has interesting differ-
ences. While the amount of stratospheric cooling integrated over area is the
same for these two models, the pattern shows enhanced cooling in MRI relative
to ECHAM4/OPYC3 in the tropics and vice versa in the extratropics. This
is the signature of the stratospheric Brewer-Dobson circulation increasing in
strength more rapidly in the MRI model than in ECHAM4/OPYC3: upward
(downward) motion in the tropics causes adiabatic expansion (compression)
and cooling (warming) when the Brewer-Dobson circulation is strengthened.
The GFDL model shows similar trends in the stratosphere with respect to
ECHAM4/OPYC3 as does MRI but with a much greater difference in the
Brewer-Dobson circulation strength. Both HadCM3 and CCCM show sub-
stantially less stratospheric cooling in an increasing carbon dioxide experiment
than ECHAM4/OPYC3.

The Brewer-Dobson circulation is a residual mean circulation induced
by the deposition of angular momentum by vertically propagating planetary
waves originating in the troposphere [11]. If the Brewer-Dobson increases in
strength, it necessarily means that more planetary waves propagate vertically
from the troposphere into the stratosphere. In turn, these planetary waves are
generated by flow over topography and baroclinic and barotropic instability
in the troposphere. The stratospheric tropical-extratropical temperature pat-
terns in Fig. 3 give information on the efficiency with which planetary waves
are generated in the troposphere.

The differences in temperature trends in Fig. 3 also reveal fundamental
tropospheric differences. The tropical tropospheric pattern of temperature
trends of MRI less ECHAM4/OPYC3 reveals a Hadley circulation grow-
ing stronger with time in MRI than in ECHAM4/OPYC3. In the CCCM-
ECHAM4/OPYC3 comparison, CCCM shows evidence of the tropopause in-
creasing more rapidly in time than does ECHAM4/OPYC3. These differences
can be related to the models’ different mechanisms pertaining to the hydro-
logical cycle.

The CMIP2+ models contributed output of temperature, geopotential
height, and specific humidity, making it possible to simulate trends in mi-
crowave refractivity in a 1% yr−1 carbon dioxide experiment. Recall that
microwave refractivity N is empirically determined to be

N = (n − 1) × 106 = a
( p

T

)
+ b

(pW

T 2

)
(5)
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Fig. 4. Trends in microwave refractivity as simulated by the ECHAM4/OPYC3
and MRI climate models. The trends in zonal average microwave refractivity as a
function of latitude and geopotential height as computed by 1% yr−1 carbon dioxide
forced runs of the ECHAM4/OPYC3 and MRI climate models. Contour intervals
are 0.1 %. The thick line is the zero contour.

where n is the microwave index of refraction, p, T , and pW are atmospheric
pressure, temperature, and water vapor pressure, and the coefficients a and
b are 77.6 K hPa−1 and 373.0 × 103 K2 hPa−1 [19]. Microwave refractivity
integrated vertically as a function of height is an ideal observeable for climate
monitoring [16]. It can be thought of as a “dry” pressure: above the mid-
troposphere, increasing dry pressure can be interpreted as thermal expansion
of the underlying atmosphere, and below the mid-troposphere increasing dry
pressure can be interpreted as a combination of thermal expansion of the un-
derlying atmosphere and increasing precipitable water vapor in the overlying
atmosphere.

First, Fig. 4 shows the trends in microwave refractivity as produced by
forced runs of two of the CMIP2+ climate models. Except for the tropical
lower troposphere, much of the troposphere shows little trend in microwave
refractivity despite the presence of tropospheric warming. This is explained
by the fact that, while temperatures are increasing, pressure as a function of
geopotential height is also increasing. The overall effect on density is one of
cancellation, and since the “dry” component of refractivity is proportional to
density, only a trend of less than 0.1 % decade−1 is seen throughout much of
the troposphere.

The trend in integrated microwave refractivity conveys the notion of tro-
pospheric warming better than trends in refractivity alone (see Fig. 5). As
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Fig. 5. Trends in microwave integrated refractivity, or dry pressure (pd), as sim-
ulated by the ECHAM4/OPYC3 and MRI climate models. The trends in zonal
average integrated microwave refractivity as computed by 1% yr−1 carbon dioxide
forced runs of the ECHAM4/OPYC3 and MRI climate models are contoured as a
function of latitude and geopotential height.

mentioned before, integrated refractivity is the same as pressure in the strato-
sphere and upper troposphere. A fractional change in pressure at a fixed
height multiplied by a scaleheight is the same as the change in height of a
constant pressure surface because, by the hydrostatic equation, (∂h/∂t)p =
H (∂ ln p/∂t)h where h, H , and p are geopotential height, the local scaleheight,
and pressure. For example, the maximum trend in integrated refractivity ac-
cording to the MRI model is 0.6 % decade−1, which corresponds to an increase
of the 100 hPa surface of 0.6 % of a scaleheight per decade, or ≈ 30 m. The
abrupt, discontinuous structures in the lowest 2 km of the MRI model are a
reflection of the MRI model having an overly variable surface pressure field.
The decrease of the integrated refractivity trend with increasing height above
the tropopause is the signature of stratospheric cooling.

Observing trends in integrated microwave refractivity will strongly con-
strain the responses of the Brewer-Dobson circulation, the tropical hydro-
logical cycle, and the poleward migration of the midlatitude storm track
to increasing greenhouse gases (see Fig. 6). The MRI climate model shows
integrated refractivity (approximately pressure at constant height/height at
constant pressure) increasing slower than ECHAM4/OPYC3 at low latitudes
and faster at high latitudes in the stratosphere. This is the signature of the
Brewer-Dobson circulation increasing faster according to MRI than according
to ECHAM4/OPYC3. Temperature trends and integrated refractivity reveal
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Fig. 6. Difference between model-forecast trends of integrated microwave refrac-
tivity. These plots show the difference between the forecast trends of integrated
microwave refractivity from different models when each is forced by carbon dioxide
increasing at 1 % yr−1. The plot on the left shows the difference between MRI and
ECHAM4/OPYC3 model trends, and the plot on the right shows the difference be-
tween the CCCM and ECHAM4/OPYC3 model trends. The scale below the plots
shows the contours used in plotting.

this because an accelerated Brewer-Dobson circulation implies warming of
the stratosphere at high latitudes and cooling at low latitudes, which means
heights of constant pressure surfaces increase at high latitudes and decrease
at low latitudes. Finally, the ridges in integrated refractivity/pressure trends
seen at 50◦N and S in the troposphere indicate sensitivity to the midlatitude
storm track position. Such a ridge comes about because the storm track mi-
grates northward in response to forcing by increasing carbon dioxide. In this
example, the MRI model shows much more rapid poleward migration of the
storm track than ECHAM4/OPYC3 as does CCCM, yet CCCM less so.

In order to deduce requirements for climate monitoring, one needs to know
how long before a signal, such as that seen in Fig. 6, emerges above the back-
ground noise of natural interannual fluctuations of the climate. The calculation
which needs to be performed is that described in the previous section wherein
one defines the data d to be the Jacobian ∇μF and finding the amount of
time required before |Σμ,mp| 	 |Σμ|. This is the requirement for Bayesian
learning, i.e., when significant improvements can be made in our estimates
of the model’s parameters. If we assume that a strong test can be performed
in two decades, corresponding to a growth in carbon dioxide concentration
of approximately 10%, we can derive approximate requirements for climate
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Table 1. Science requirements for climate monitoring with GNSS occultation. GNSS
occultation has clear sensitivity useful for improving forecasting ability of the phe-
nomena listed below. The accuracy is given in units of a percentage of microwave
refractivity. The temporal resolution required for each phenomenon is seasonal. The
ITCZ is the intertropical convergence zone.

Phenomenon Accuracy Spatial resolution

Brewer-Dobson circulation 0.2 % in stratosphere hemispherical, scaleheight
Hydrological cycle 0.01 % in troposphere ITCZ, ∼ 4 km
Storm track 0.01 % in troposphere meridionally 5◦, scaleheight

monitoring using GNSS occultation. Those numbers correspond to the decadal
response of the climate models forced by 1 % yr−1 in the CMIP2+ perturbed
runs. They are listed in Table 1. The quantities in Table 1 are taken directly
from Fig. 6. The temporal resolution is chosen to be seasonal in order to maxi-
mize the averaging time without washing out climate signals which tend to be
most enhanced during winter. Achieving 0.01 % accuracy in the troposphere
promises to be challening in light of recent studies [7].

5 Benchmarking GNSS Occultation

We have arrived at scientific requirements for monitoring climate using GNSS
occultation predicated on the assumption that we must learn something about
the climate in the process of monitoring it. But what do these requirements
mean in practice? What kind of monitoring system is needed? How must the
data be processed? The solution must satisfy the needs of a future user who
will difference data sets widely separated in time to detect meaningful trends
in the climate system over that time. The solution is to make GNSS occul-
tation a benchmark measurement. A key component of making a benchmark
measurement lies in the methodology of making climate monitoring traceable
to the international system of units, otherwise known as “S.I. traceability.”

GNSS occultation has claimed absolute accuracy for years, but it is not
really absolutely accurate. But how accurate can it be made? The Système
International d’Unités (International System of Units, international abbrevi-
ation S.I.) provides a recommended system of metrological units with well-
determined uncertainties ideally suited to assessing the accuracy of physical
measurements. The primary realizations of the S.I. base units provide the
most accurate foundation possible for measurements made in the most fa-
miliar physical units: the second, the meter, the kilogram, the ampere, the
kelvin, the candela and the mole. For example, if one wants to measure the
mass of an object, the most accurately it can ever be done is by use of the
S.I. prototype kilogram as a counterweight and collecting enough information
on the balance system to remove as many potential systematic errors as pos-
sible. This technique of calibration, which has a clear relationship between
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the S.I. foundation and the presented measurement, has demonstrable “S.I.
traceability” [18].

In the case of GNSS occultation, much of the work in guaranteeing S.I.
traceability has already been done. The Doppler delay of the GNSS signal
induced by the atmosphere is the basic measurement in a GNSS occultation
(which can be turned into refractivity profiles in retrieval), and, hence, GNSS
occultation is a timing measurement. Guaranteeing S.I. traceability means
tying the atmospheric Doppler delay to the international standard for the
second. This is done through the double-difference methodology of processing
GNSS occultation [9, 10], wherein the atmospheric path delays can be cali-
brated by Cs-133 atomic clocks [1] by measuring phase to a reference GNSS
satellite during an occultation event and observing both the occulting and ref-
erence GNSS satellites with an atomic clock on the ground. Even if the atomic
clock on the ground is not directly traceable to a Cs-133 clock, S.I. traceability
is maintained as long as the ground atomic clock has been calibrated against
the Cs-133 clocks with accuracy sufficient for radio occultation.

Even with double-differencing, hurdles remain in tracing a GNSS occulta-
tion to the international definition of the second. These hurdles include (but
are not limited to) unusual ionospheric activity and uncertainties in GNSS
and receiver spacecraft orbits. While GNSS ordinarily provides two frequen-
cies for the removal of ionospheric effects, it is possible for the ionosphere to
become so active that its effects on occultation cannot be completely removed
using the two GNSS frequencies. To maintain S.I. traceability, it becomes nec-
essary to collect information on the ionosphere sufficient to compensate for
this unwanted noise or sufficient to know when an occultation cannot be used.
In addition, bending angles in GNSS occultation can only be found with pre-
cise information on the orbits of the GNSS and receiver satellites. The orbits
themselves are determined only after assumptions are made on the impact of
the exosphere on the satellites’ orbits, making the orbit solutions untraceable
to S.I. standards. To maintain S.I. traceability, it is necessary to not only
archive the satellites’ precise orbit solutions, but also the occultation receiver
measurements of phase to overhead GNSS satellites and the measurements
of GNSS phase by reference ground networks used in the determination of
precise orbits.

Creation of a benchmark measurement requires an archive of the S.I. trace-
able observations and external information on physical properties of potential
error, but not a perfectly accurate retrieval algorithm. As long as an archive of
the S.I. traceable components exists for all time, any potential future user will
have enough information to implement his own retrieval algorithm. The inves-
tigator would use the same retrieval algorithm for every occultation data set,
and this guarantees the consistency required for evaluating trends in the cli-
mate system over long time baselines. In GNSS occultation, the data required
to make it a benchmark measurement are
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• atmospheric phase delay as a function of time as calibrated by the double-
differencing methodology,

• the Keplerian orbital elements as a function of time used to deduce the
bending of the occultation signal by the atmosphere,

• the ground station and receiver satellite phase measurements used in the
calculation of orbits, and

• data on the activity of the ionosphere in the vicinity of the occultation,
especially activity related to ionospheric turbulence.

The platforms exist to collect and archive the information of the first three
items, but not the fourth item. This points to the necessity of tracking global
scale ionospheric activity in the form of a scalar as a function of time and pos-
sibly deploying an ionospheric monitoring system which can map ionsopheric
activity as a function of space and time in the lower ionsophere.
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Abstract.  The German/US research satellite CHAMP (CHAllenging Minisatellite Payload 
for geoscientific research) continuously records about 230 radio occultation (RO) profiles 
per day since March 2002. The mission is expected to last at least until 2007, thus CHAMP 
RO data provide the first opportunity to create RO based climatologies on a longer term. 
CHAMPCLIM is a joint project of the Wegener Center for Climate and Global Change 
(WegCenter) in Graz and the GeoForschungsZentrum (GFZ) in Potsdam. It aims at exploit-
ing the CHAMP RO data in the best possible manner for climate research. For this purpose, 
CHAMP excess phase data provided by GFZ are processed at WegCenter with a new re-
trieval scheme, especially tuned for monitoring climate variability and change. The atmos-
pheric profiles which pass all quality checks (~150 profiles/day) are used to create clima-
tologies on a monthly, seasonal, and annual basis. Here, we focus on dry temperature 
climatologies from the winter season (DJF) 2002/03 to the summer season (JJA) 2004, ob-
tained by averaging-and-binning. The results show that useful dry temperature climatolo-
gies resolving horizontal scales >1000 km can be obtained even with data from a single RO 
receiver. RO based climatologies have the potential to improve modern operational clima-
tologies, especially in regions where the data coverage and/or the vertical resolution and 
accuracy of RO data is superior to traditional data sources. 

1  Introduction 

The provision of accurate, long-term, consistent data to sustain and expand the ob-
servational foundation for climate studies is one of the high priority areas for ac-
tion to improve the ability to detect, attribute and understand climate variability 
and changes (e.g., IPCC 2001). A promising climate monitoring tool meeting 
these requirements is the Global Navigation Satellite System (GNSS) Radio Oc-
cultation (RO) technique. The self-calibrated nature, high accuracy, all-weather 
capability, and global coverage of RO data suggest them as well suited for global 
short- and long-term monitoring of atmospheric change. 

The German/US research satellite CHAMP was launched in July 2000 into low 
Earth orbit (LEO), since March 2002 it continuously records about 230 RO pro-
files per day (Wickert et al. 2001, 2004). Out of these ~230 daily profiles, about 
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160 can be successfully calibrated and are of sufficient data quality, ~150 of these 
pass the quality checks during the WegCenter retrieval. The CHAMP mission is 
expected to last until 2007, CHAMP RO data thus provide the first opportunity to 
create RO based climatologies for a multi-year period of >5 years. 

In Section 2 we summarize the properties of RO data, with respect to the 
CHAMP mission and climate monitoring. Section 3 deals with appropriate atmos-
pheric parameters for climate monitoring. In Section 4 the CHAMPCLIM project 
is presented, with selected results in Section 5, followed by concluding remarks.  

2  Properties of Radio Occultation Data 

Many satellite-derived data records are degraded by problems such as changes in 
instrumentation and satellites’ orbits, insufficient calibration, instrument drift, and 
poor vertical resolution (Anthes et al. 2000). Because of these shortcomings, the 
magnitude of temperature trends in the troposphere is still under debate (e.g., 
Christy and Spencer 2003; Vinnikov and Grody 2003; Mears and Wentz 2005; 
Stendel 2006, this issue). GNSS RO data have the potential to solve many of these 
problems due to their combination of specific properties. 

Highest quality of RO observations is achieved in the upper troposphere/lower 
stratosphere region (UTLS), a domain re-acting very sensitive to climate change 
(see Section 3). Compared to weather analyses CHAMP RO temperature data 
show an ensemble mean agreement of <0.4 K between 10 km and 35 km height 
with a standard deviation of ~1 K at 10 km increasing to ~2 K at 30 km height 
(Wickert et al. 2004). The active use of L-band signals with wavelengths of 
19.0 cm and 24.4 cm (in case of GPS), respectively, allows for measurements dur-
ing day and night and for the penetration of clouds. 

2.1  Long-Term Stability due to Intrinsic Self-Calibration 

Regarding climate monitoring, the long-term stability of RO data is of particular 
importance (see also Leroy et al. 2006, this issue). It can be achieved since atmos-
pheric profiles are not derived from absolute values (phase delays) but from Dop-
pler shift (phase change) profiles. Therefore, RO measurements require no exter-
nal calibration and only short-term measurement stability over the occultation 
event duration (1 – 2 min), which is guaranteed by very stable oscillators onboard 
the GNSS satellites. Given this “self-calibration”, data from different sensors and 
different occultation missions can be combined without need for inter-calibration 
and overlap, as long as the same data processing scheme is used. 

The long-term stability of RO data could not be tested so far due to the lack of 
long-time observations. An intercomparison study by Hajj et al. (2004) based on 
data from CHAMP and SAC-C (Satélite de Aplicaciones Científicas-C), however, 
showed a remarkable consistency of the data obtained from these two different 
satellites with temperature profiles found consistent to 0.1 K in the mean between 
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5 and 15 km. While CHAMP and SAC-C are equipped with very similar receiv-
ers, leaving the possibility of common systematic errors, future RO missions will 
help assess whether these results can also be obtained with data from completely 
different receivers, like the GRAS instrument (GNSS Receiver for Atmospheric 
Sounding) onboard MetOp (Meteorological Operational satellite, launch expected 
for April 2006) (Loiselet et al. 2000).  

2.2  Spatial and Temporal Coverage 

The number of RO events depends primarily on the number of available transmit-
ters and receivers. A single receiver in low Earth orbit (LEO), which is capable of 
tracking GPS signals during setting occultations (like on CHAMP) can collect 
~250 RO profiles per day (for a nominal constellation of 24 GPS satellites). LEO 
satellites with an additional antenna for rising events can achieve twice that 
amount. The 6 COSMIC satellites (Constellation Observing System for Meteorol-
ogy, Ionosphere, and Climate), which are scheduled to be launched in March 
2006, can be expected to obtain ~3000 setting and rising occultations per day, 
providing a valuable database for RO based climatologies (Rocken et al. 2000). 
With the upcoming European Galileo system (nominal constellation of 30 satel-
lites), the number of transmitters will more than double; the operational status of 
Galileo is expected to be reached in 2008/09. 

The geographic distribution of the RO events depends on the geometry of the 
satellite orbits. Global coverage can only be obtained with a high-inclination orbit 
of the LEO satellite. This orbit geometry leads, however, to a high RO event den-
sity at high latitudes with comparatively fewer events at low latitudes. Figure 1 
shows, as an example for this situation, the typical coverage of CHAMP RO data 
during one season. LEO satellites with a low inclination orbit, on the other hand, 
provide a better sampling at low latitudes, but do not reach global coverage. 

Fig. 1. Geographic distribution of 13553 CHAMP RO events during the northern summer 
season (June-July-August) 2003 (orbit inclination = 87.3°).  
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The LEO orbit geometry determines furthermore the local times of the RO 
events. Satellites in sun-synchronous orbits, like MetOp, always cross the equator 
at the same local times. As a consequence, MetOp RO events will be clustered 
around 9:30 a.m. and 9:30 p.m. local time, respectively. All non-sun-synchronous 
LEO orbits are subject to a drift in equator-crossing time. The resulting local time 
drift of the CHAMP RO data is about 1 hour in 11 days. 

When attempting to build RO climatologies, we have to consider that any un-
even spatial and temporal sampling of the “true” evolution of the atmospheric 
fields can lead to sampling errors (see Section 5.2).  

3  Atmospheric Parameters for Climate Monitoring 

In contrast to applications of RO data in numerical weather prediction, where the 
focus is clearly on RO products which are as close as possible to the raw meas-
urements (e.g., Poli 2006, this issue), ideal parameters for climate monitoring are 
those which change most in a changing climate. Refractivity (Vedel and Stendel 
2004) and geopotential height (Leroy 1997) have recently been identified as good 
indicators for climate change.  

Fig. 2.  Trends in atmospheric parameters over the 25-year period 2001–2025 as modeled 
with ECHAM5 (IS92a emission scenario with CO2 concentration doubling between 1990 
and 2100). Temperature trends (upper left panel), relative pressure trends (upper right 
panel), and relative trends in microwave refractivity (lower panel).  
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Results from climate model runs can be used as indicators for expected trends 
in atmospheric parameters. As an example, Figure 2 shows 25-year-trends (2001–
2025) of temperature, pressure, and microwave refractivity as results of runs of the 
ECHAM5 model (Roeckner et al. 2003) in “middle atmosphere mode” with an-
thropogenic forcing. For this experiment, the vertical domain of the model was ex-
tended to 80 km. A dominant feature, which is only partly visible in “normal” cli-
mate model runs with a vertical domain up to 30 km, is the pronounced cooling in 
the stratosphere. Given the accuracy of RO data in the lower stratosphere it is 
likely that “global cooling” will be the first consequence of anthropogenic climate 
change that can be detected with the aid of the RO technique. 

An interesting feature of Fig. 2 is the lack of change in refractivity in the upper 
tropical troposphere. Microwave refractivity N is related to temperature T, total 
pressure p, and water vapor partial pressure e, via (Smith and Weintraub 1953): 

221 T
ek

T
pkN (1) 

where k1 is 77.6 K/hPa and k2 is 3.73·105 K2/hPa. When atmospheric humidity is 
small, the second term on the right-hand-side of Eq. 1 can be neglected. We im-
mediately see that in this case, the same relative increase in T and p will result in 
no change in refractivity. Figure 2 shows that different atmospheric parameters are 
sensitive in different regions of the atmosphere. Climate monitoring with RO data 
should therefore, in principle, comprise all parameters that can be retrieved with 
the RO technique. 

4  The CHAMPCLIM Project 

CHAMPCLIM is a joint project of the Wegener Center for Climate and Global 
Change (WegCenter) in Graz and the GeoForschungsZentrum (GFZ) in Potsdam. 
The overall aim of CHAMPCLIM is to contribute to the best possible exploitation 
of CHAMP RO data, in particular for climate monitoring. The results of this pro-
ject provide a starting point for RO based climatologies, which can be continu-
ously expanded with data from other RO missions. The main objectives of 
CHAMPCLIM and some initial results have been described in Foelsche et 
al. (2005). Here we just briefly recall the three main objectives (Sections 4.1 to 
4.3) and focus on new results.  

4.1  RO Data Processing Advancements for Optimizing Climate Utility  

The essential outcome of this work was a robust CHAMPCLIM retrieval scheme 
(WegCenter/CCRv2), building on the EGOPS4 software tool (Kirchengast at al. 
2002) and a reasonable error characterization for CHAMP/GPS RO data in meet-
ing the aim to improve the maturity and utility of the data products especially for 
climatological purposes. Main aspects of WegCenter/CCRv2 are: 
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- Geometric optics retrieval. The implementation of a wave optics retrieval scheme 
for the troposphere is planned for CCRv3. 

- Ionospheric correction via linear combination of bending angles.  
- Transparent input of a priori information via statistical optimization of bending 
angles. For the results shown here, ECMWF (European Centre for Medium-
Range Weather Forecasts) data have been used for background bending angles. 

- No further background information for initialization of the hydrostatic integral.  
- Dry air retrieval (Syndergaard 1999). A 1DVar retrieval for humidity and tem-
perature in the troposphere is planned for CCRv3. 

Further details of the CCRv2 retrieval can be found in Gobiet and Kirchengast 
(2004), Steiner et al. (2004), and Borsche et al. (2006, this issue). Results of a re-
lated error analysis can be found in Steiner and Kirchengast (2005) and of an error 
analysis using CHAMP refractivity profiles in Steiner et al. (2006, this issue). 

4.2  RO Data and Algorithms Validation Based on CHAMP/GPS Data  

The WegCenter/CCRv2 retrieval scheme was validated against a modeled atmos-
phere in an end-to-end simulation study, the GFZ operational RO retrieval 
scheme, numerical weather prediction analyses from ECMWF, and remote-
sensing instruments onboard ENVISAT (MIPAS and GOMOS). Results of these 
validation studies can be found in Gobiet et al. (2004, 2005a).

4.3  Global RO Based Climatologies for Monitoring Climate Change 

In this part we focus on building global climatologies based on the validated data-
sets obtained by advanced retrievals of atmospheric parameters from CHAMP RO 
data. In a first approach, we perform direct (model independent) monitoring of the 
evolution of climatological atmospheric fields through averaging and binning of 
RO profiles. The setup for these climatologies is described in Borsche et al. (2006, 
this issue). Seasonal dry temperature climatologies are presented in Section 5. In a 
second approach we assimilate CHAMP RO-derived refractivities into ECMWF 
short term forecast fields (via 3D-Var) to obtain global climate analyses with 
higher horizontal resolution. Results of this approach are the focus of Löscher and 
Kirchengast (2006, this issue). The current record of RO occultations is still too 
short to actually monitor trends, but comparison with other climatologies shows 
the value and the potential of the climatologies based on RO data. 

5  Seasonal CHAMP Dry Temperature Climatologies 

For the results shown here, we sampled CHAMP profiles in 18 latitude bands 
(10°latitudinal extent). As examples, Fig. 3 shows the zonal mean dry tempera-
tures for the boreal winter season (Dec-Jan-Feb) 2003/04 (left panel) and the 
summer season (Jun-Jul-Aug) 2004 (right panel), respectively. 
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Fig. 3. CHAMP seasonal and zonal mean dry temperature fields for Dec 2003 – Feb 2004 
(left panel) and Jun – Aug 2004 (right panel). 

5.1  Observational Error 

Latitudinally and vertically resolved difference statistics have been computed by 
comparing each CHAMP RO profile with a co-located ECMWF analysis profile. 
The systematic differences (sampling errors excluded) for two (northern) winter 
and two summer seasons (DJF 2002/03, JJA 2003, DJF 2003/04, JJA 2004) are 
shown in the left panels of Fig. 4 (taking ECMWF as reference). While differ-
ences in the lower troposphere can be clearly attributed to RO errors, the differ-
ences above 30 km are most probably due to errors in both CHAMP and ECMWF. 
In the height range, where RO data have the highest quality (~8 km to ~30 km), 
the agreement between CHAMP and ECMWF is, in general, very good: The abso-
lute bias is <0.5 K, occasionally peaking at 1 K. However, two features are promi-
nent: 

The tropical tropopause region in the CHAMP-derived fields is consistently 
warmer than the ECMWF analyses. This difference is probably caused by a 
weak representation of atmospheric wave activity and tropopause height vari-
ability in ECMWF fields, but work is ongoing to explain the discrepancies in 
detail. 
The wave-like bias structure with a magnitude of several degrees in the south-
ern winter polar vortex region (JJA 2003 and JJA 2004) is caused by deficien-
cies in the representation of the austral polar vortex in the ECMWF analyses. A 
detailed analysis can be found in Gobiet et al. (2005b). During JJA 2004 this 
bias structure is less pronounced, due to the addition of new data to the 
ECMWF analysis scheme in October 2003 (AIRS radiances) and changes in the 
assimilation scheme like bias adjustments of satellite data (A. Simmons, 
ECMWF, pers. communication, 2005). 

The apparent observational error in the UTLS region is therefore not only caused 
by errors in CHAMP RO data but contains also considerable errors of the refer-
ence dataset (ECMWF). 
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Fig. 4.  Seasonal mean and zonal mean dry temperature deviations between CHAMP and 
ECMWF for DJF 2002/03, JJA 2003, DJF 2003/04, and JJA 2004 (left panels). Estimated 
CHAMP sampling errors for the same seasons (right panels).
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5.2  Sampling Error  

The error due to spatial and temporal undersampling of the true evolution of at-
mospheric fields has been identified as a potential major error source for single-
satellite climatologies with the aid of simulation studies (Foelsche et al. 2003). 
Even with perfect observations at the occultation locations the “measured” clima-
tologies would differ from the “true” ones as the sampling through occultation 
events is discrete and not dense enough to capture the entire spatio-temporal vari-
ability of the atmosphere. Under the assumption that the ECMWF analysis fields 
(4 time layers per day) represent the true state of the atmosphere, we can estimate 
the sampling error by comparing climatologies derived from the “true” ECMWF 
profiles at the RO locations with climatologies derived from the “true” 3D 
ECMWF fields using the complete field grid. The results are displayed in the right 
column of Fig. 4. Above ~8 km the sampling error is, in general, <0.5 K. 

In the lower troposphere at low and mid-latitudes, however, there is a large 
“warm” sampling error for dry temperatures. This feature can be interpreted as a 
selective “dry sampling error”. The tracking of CHAMP signal and the geometric 
optics retrieval tends to stop at higher altitudes in moist compared to dry condi-
tions. The lowest part of the RO ensembles is therefore biased towards dry condi-
tions, resulting in a systematic under-representation of the true mean refractivity 
(see Eq. 1). When the refractivities are converted to dry temperatures, this system-
atic error maps into warm-biased mean dry temperatures. This effect is most pro-
nounced at low latitudes, where the event density is particularly low (see Fig. 1) 
due to the high inclination of the CHAMP satellite (87.3°). The implementation of 
a wave optics algorithm in the WegCenter/CCR retrieval will reduce this “dry 
sampling error”, but it will remain an important error source for RO based clima-
tologies at low latitudes below ~8 km. Operational CHAMPCLIM dry-retrieval 
climatologies will therefore be provided down to 8 km at low latitudes and down 
to 4 km at high latitudes (see Borsche et al. 2006, this issue). 

The total climatological error, which can be estimated by computing differ-
ences of RO based and reference climatologies, is a combination of sampling and 
observational error (not shown). 

6  Concluding Remarks 

Our results show that accurate zonal mean seasonal climatologies between 8 km 
and 30 km height can be obtained even with data from a single RO receiver. Fu-
ture RO missions like the Taiwan/US FORMOSAT-3/COSMIC constellation with 
6 LEOs will provide thousands of RO profiles per day, but already now RO based 
climatologies have the potential to improve modern operational climatologies in 
regions where the data coverage and/or the vertical resolution and accuracy of RO 
data is superior to traditional data sources. 

CHAMPCLIM activities will continue in the future. Climatologies of other at-
mospheric parameters (like refractivity and geopotential height) are currently be-
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ing prepared and will be validated. Error models for these parameters (currently 
available for refractivity) will be developed. The next version of the WegCen-
ter/CCR retrieval will include wave-optics based tropospheric bending angle re-
trieval, and 1D-Var retrieval of temperature and humidity in the troposphere. A 
provision of CHAMPCLIM climatologies (including error estimates and tro-
popause parameters) to the scientific community is planned for early 2006. 
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Abstract.  CHAMPCLIM is a joint project of WegCenter/UniGraz and GFZ Potsdam. The 
overall aim of the project is to exploit the CHAMP (CHAllenging Minisatellite Payload for 
geoscientific research) radio occultation (RO) data in the best possible manner for climate 
monitoring. This paper focuses on describing the pre-operational status and technical as-
pects of the CHAMPCLIM processing system at WegCenter/UniGraz. For creating RO 
based climatologies we ingest, on the one hand, the complete CHAMP RO dataset provided 
by GFZ at excess phase level (GFZ level 2, ~180 profiles/day), which is processed to obtain 
atmospheric profiles of refractivity, geopotential height, and temperature (in future also 
humidity). On the other hand, we use operational atmospheric analysis fields from the 
European Centre for Medium-Range Weather Forecasts (ECMWF), at T42L60 resolution, 
as reference for quality control and evaluation. For delivering climatologies operationally, 
which will be prepared at monthly, seasonal, and annual time scales, our aim is to provide 
them with a delay of at most two weeks after the last measurement (e.g., JJA 2003 seasonal 
climatology available by September 14, 2003, latest). The climatologies are set up in over-
lapping equal-area and non-overlapping almost equal-area grids. In order to monitor the er-
ror characteristics of the climatologies, various types of error statistics (vs. ECMWF analy-
ses) are performed. The main emphasis of this paper lies on processing the complete 2002–
2004 data – starting from March 2002 when the CHAMP data stream became stable and 
quasi continuous – and on creation of climatologies including error estimates. The spatial 
set up of the climatologies, exemplary seasonal climatologies (as far as processed) as well 
as preliminary climatological error estimates are presented. 

1  Introduction 

The main advantages of probing the Earth’s atmosphere with the self-calibrating 
radio occultation (RO) sounding method using the Global Positioning System 
(GPS) are long term stability, high vertical resolution and accuracy, all-weather 
capability, and global coverage. These characterizations make the RO method 
near-ideal for climate monitoring. 

In July 2000 the German research satellite CHAMP (CHAllenging Mini-
satellite Payload) was launched and, since March 2002, it continuously records up 
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to 280 RO events per day (Wickert et al. 2004, 2006). Since its lifetime is pro-
jected to last until at least 2007, this mission provides the first opportunity to cre-
ate RO based climatologies over a longer time period.  

The CHAMPCLIM project, which is undertaken at WegCenter/UniGraz (Foel-
sche et al. 2005) in close cooperation with the GFZ Potsdam, aims at exploiting 
the CHAMP RO data in particular for use in climate monitoring and research. The 
main focus lies on optimizing RO retrieval algorithms for climate utility and creat-
ing global RO based climatologies. 

In Section 2, a description of the pre-operational CHAMPCLIM processing 
system currently under development at WegCenter is given. Section 3 explains the 
two different binning modes of the climatologies, which are the main product of 
the pre-operational CHAMPCLIM processing system. Furthermore, the summer 
season (JJA) 2003 is depicted as an example for the climatology. Finally, in Sec-
tion 4 the conclusions of the paper and an outlook to further work are given. 

2  Pre-Operational Retrieval Status 

The CHAMPCLIM retrieval chain starts with CHAMP data provision by GFZ 
Potsdam. GFZ provides operational occultation measurements and corresponding 
analysis results such as atmospheric excess phases and vertical profiles of refrac-
tivity, temperature, and water vapor via the CHAMP data center (http://isdc.gfz-
potsdam.de/champ; for details see Schmidt et al. (2005) and Wickert et al. (2006)). 
As input data for the WegCenter processing chain serve the calibrated atmospheric 
excess phase data (level 2, on average ~180 files per day). The GFZ-internal cali-
bration process is described by Wickert et al. (2004). 

As reference data, 6-hourly analysis fields of the European Centre for Medium-
Range Weather Forecasts (ECMWF) are used (four time layers per day; 6 UTC, 
12 UTC, 18 UTC, 24 UTC), which are downloaded directly from ECMWF. 

The RO retrieval scheme applied to these data is developed at WegCenter (Go-
biet and Kirchengast 2004; Steiner et al. 2004) in close connection with develop-
ments of the End-to-end GNSS Occultation Performance Simulator (EGOPS) 
(Kirchengast et al. 2002). The retrieval is especially focused on minimizing the 
bias of atmospheric parameters. Table 1 below provides an overview on the main 
aspects of the retrieval scheme. The retrieval implements statistical optimization 
in two different ways, one of which uses the MSISE-90 climatology (Hedin 1991) 
(WegCenter/MSIS) and the other operational ECMWF analysis fields (WegCen-
ter/ECMWF) as background information. This background information is inte-
grated into the retrieval only at one point (bending angle level), resulting in well 
defined error characteristics and allowing to initialize the hydrostatic integral at 
very high altitudes (120 km), where the upper-boundary initialization has no effect 
on the retrieved atmospheric parameters in the height interval under consideration 
below 50 km (Gobiet et al. 2004). 
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Table 1.  Summary of some main aspects of the CHAMPCLIM retrieval (CCR v2) (after 
Steiner et al. (2004)). 

WegCenter/MSIS WegCenter/ECMWF 
Outlier Rejection 
and Smoothing 

“3 ” outlier rejection on phase delays and 
smoothing using regularization (third order 
norm, regularization parameter = 10(sampling 

rate/10)) (Syndergaard 1999). 

Like WegCenter/MSIS 

Bending Angle 
Retrieval 

Geometric Optics retrieval. Like WegCenter/MSIS 

Ionospheric Cor-
rection 

Linear combination of bending angles (Vo-
rob’ev and Krasil’nikova 1994).  
Correction is applied to low-pass filtered 
bending angles (1 km sliding average), L1 
high-pass contribution is added after cor-
rection (Hocke et al. 2003). L2 bending 
angles < 15 km derived via L1-L2 extrapo-
lation. 

Like WegCenter/MSIS 

Bending Angle 
Initialization 

Statistical optimization of bending angles 
from 30 km to 120 km. Vertically corre-
lated background (corr. length L = 6 km) 
and observation (L = 1 km) errors. Obser-
vational error estimated from observed pro-
file > 65 km. Background error: 15 %. 
Background information: MSISE-90 (He-
din 1991) best fit-profile, bias corrected 
(Gobiet and Kirchengast 2004). 

Like WegCenter/MSIS, 
but co-located bending 
angle profile derived 
from ECMWF opera-
tional analysis as backg. 
information (above 
~60 km: MSISE-90). No 
further pre-processing. 

Hydrostat. Integ-
ral Initialization 

At 120 km: pressure = p(MSISE-90). Like WegCenter/MSIS 

Humidity Retrie-
val

Optional: 1D-Var using ECMWF short-
range forecasts as background. 

Like WegCenter/MSIS 

Quality Control Refractivity 5 km to 35 km: N/N < 10 %; 
Temperature 8 km to 25 km: T < 20 K. 
Reference: ECMWF operational analysis 
(T42L60).

Like WegCenter/MSIS 

Recent work at WegCenter focused on the establishment of a pre-operational 
processing system, which includes data transfer from GFZ and ECMWF, retrieval 
of atmospheric parameters, quality control, creation of climatologies, and storage 
of data. At this stage, the processing system operates in an automated way up to 
the RO retrieval and quality control, whilst the automated creation of climatolo-
gies is currently integrated. The aim is to establish a data stream, which contains 
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the most recent 7-days of data provided within a time delay of two days. Further-
more, the climatologies are aimed to be provided within a timeliness of 14 days. 

So far, the dataset ranging from March 2002 to February 2004 was transferred 
from GFZ as well as from ECMWF and processed at WegCenter. More than 80 % 
of the excess phase profiles analyzed pass the CHAMPCLIM quality control 
yielding ~150 atmospheric profiles per day.  

For validation purposes, subsets of the retrieved CHAMP data were compared 
at refractivity and dry temperature level to various data sources. Figure 1 shows 
two comparisons, one with ECMWF operational analysis fields (Fig. 1a) and the 
other (Fig. 1b) with data from the Michelson Interferometer for Passive Atmos-
pheric Sounding (MIPAS) on the ESA satellite ENVISAT (Gobiet et al. 2004). 
This analysis was carried out by considering 3160 CHAMP occultation events and 
184 co-located ENVISAT/MIPAS events, observed during September 2002. Fig-
ure 1 depicts the bias (bold) and bias  standard deviation profiles (light) of dry 
temperature.  

(a) (b)

Fig. 1.  WegCenter/ECMWF dry temperature profiles retrieval. Comparison with co-
located ECMWF analysis profiles (a) and with co-located ENVISAT-MIPAS profiles (b), 
respectively (after Gobiet et al. 2004). 

3  Setup of Climatologies 

The implementation of the climatologies as final product is pursued in two differ-
ent ways. On the one hand, a global 3D-Var analysis by assimilation of CHAMP 
data into ECMWF short-term forecast fields was developed, which is described by 
Löscher and Kirchengast (2006). On the other hand, a direct-binning grid strategy 
is implemented in two modes, which will be the focus of this section. 
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(a) (b)

Fig. 2.  Two modes of direct binning. Overlapping equal-area bins at regular 18 lat x 24 lon 
grid (a), and non-overlapping almost equal-area bins at 18 lat x lat-dependent lon grid (b). 

The difference between both direct-binning grids is how the equal-area bins are 
arranged as shown in Figure 2. Along latitude, both modes have the meridian di-
vided into 18 bins of 10° width. Along longitude, the first mode (Fig. 2a) uses 24 
fixed bins (baseline) at all latitudes leading to bin overlapping at high latitudes, 
whilst the second mode (Fig. 2b) uses a latitude-dependent number of bins to ob-
tain non-overlapping almost equal-area bins (within 0.5° exact; except for polar 
latitudes where the latitude extension differs up to 7.9° per bin). While climatolo-
gies on the regular grid (lat x lon) are most convenient to handle, the second mode 
allows to avoid horizontal error correlations. 

The prime testbed season was arbitrarily chosen to be JJA 2003. Due to the 
high inclination of the CHAMP satellite the global event distribution varies from 
sparse sampling in the equatorial region to more dense sampling in the polar re-
gion. As shown in Figure 3(a), illustrating the event distribution for a 10° x 15° 
binning for the testbed season, there are hardly sufficient events in the equatorial 
region for deriving robust statistics as is required for climatologies. Figure 3(b) 
depicts the corresponding sampling error climatology field showing sampling er-
rors of up to around ±1.5 K. 

There are rare occasions in which an equatorial bin of a 10° x 15° latitude slice 
does not contain any RO events. In the two year set of CHAMP data there are only 
a few seasonal latitude slices for which this occurs. In monthly climatologies there 
are many more latitude slices with no events. Therefore, we have decided to 
broaden the gridding of the climatologies to 10° x 60° (18 lat x 6 lon grid). Figure 
3(c) shows the event distribution of that grid exemplary on the meridional latitude 
slice in the testbed season. For direct comparison, in Figure 3(d) the corresponding 
sampling error field is depicted. Here, the sampling error amounts to less than in 
the previous case ranging up to around ±1 K; additionally, the variability of the 
sampling error is smaller. If the climatologies are examined as zonal means, the 
sampling error diminishes even further to below ±0.5 K (compare Foelsche et al. 
2006). 
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(a) (b)

(c) (d)

Fig. 3.  Event distribution in a latitude slice of 10° x 15° binning (a) and its corresponding 
sampling error climatology (b) of testbed season JJA 2003; (c) and (d) same as above for 
10° x 60° binning. 

In Figure 4 an example of a zonal mean climatology is given. Again, the prime 
testbed season JJA 2003 is depicted for zonal-mean dry temperature (Fig. 4a) and 
the deviation compared to ECMWF analysis fields (Fig. 4b). The vertical range of 
the climatologies shown here extends between 4 km at the bottom to 35 km at the 
top. This range characterizes the area in which the best results for GPS based RO 
measurements are obtained. Additionally, the climatologies are cut off at the lower 
end at varying height increasing from the poles towards the equator. From the 
poles to 60° latitude they reach down to 4 km, the cut-off height then increases 
over the mid latitude bins to 8 km at low latitudes (equator to 30° north and 
south). The reason for the cut-off strategy is reasonable due to biased sampling in 
the region of the lower troposphere and the dry air processing applied. The error in 
sampling is due to the fact that the tracking of the CHAMP signal tends to stop at 
higher altitudes in moist compared to dry conditions. Especially in the lower 
tropical troposphere this can lead to a warm bias in dry temperature in the order of 
10 K (compare Foelsche et al. 2006). 
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(a) (b)

Fig. 4.  Zonal mean dry temperatures of JJA 2003 (a), and deviation of CHAMP dry tem-
peratures relative to ECMWF (b). 

The temperature deviation field compared to ECMWF analyses (Fig. 4b) 
mainly equals to zero but there are some distinct features. Above about 30 km a 
consistent warm bias of about 1 K and more stretches across the whole latitude 
band. The cause for this bias is ambiguous because at that height the ECMWF 
analyses are only partly constrained by observational data and the RO measure-
ment errors start to increase. However, validation to independent data (see Section 
2) suggest that the CHAMP RO results are still of high quality. 

Another feature in the deviation field is a warm bias of up to 2 K in the tropical 
tropopause region. As has been stated in Gobiet et al. (2005) and is under closer 
investigation at the moment, this bias may mainly be attributed to the ECMWF 
analyses and is probably caused by too weak representation of atmospheric wave 
activity and tropopause height variability. 

Probably the most salient feature is located at the southern winter polar vortex. 
The CHAMP data exhibit a clear alternating deviation in the order of ±3 K com-
pared to the ECMWF data. This deviation can be attributed to be a bias of 
ECMWF analyses as discussed in and Gobiet et al. (2005), being a good example 
of the value of RO data as validation.  

The processing of the March 2002 to February 2004 time span has been com-
pleted in early September 2004 and preliminary results for selected seasons are 
depicted in Foelsche et al. (2006). 

4  Conclusions and Outlook 

A description and short report of the pre-operational CHAMPCLIM climatology 
retrieval scheme was given. It includes data transfer from ECMWF for operational 
analysis and from GFZ for CHAMP RO data, as well as data provision within a 
timeliness of at most 14 days. 

Two different modes of binning the climatologies were discussed and first re-
sults of the summer season 2003 were shown.  
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In the near future, some already prepared upgrades to the retrieval scheme are 
planned, which include extraction of tropopause parameters, extraction of 
ECMWF reference profiles along the 3D tangent point trajectory, geoid reference, 
wave-optics based tropospheric bending angle retrieval, and 1D-Var based tropo-
spheric processing. Also generation of error-estimate fields and first 3D-Var fields 
is foreseen. 

In 2005 it is planned to set up an operational data stream from GFZ for process-
ing the data within the above noted timeliness targets and to also include process-
ing of the missing time span from March 2004 onwards. Preparations for ingestion 
of additional data from further missions (e.g., GRACE, Metop/GRAS, COSMIC) 
will start as well. 
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Abstract.  This paper investigates the application of the 3D-Var methodology within a 
global climate monitoring framework. It studies the assimilation of GNSS radio occultation 
derived refractivity profiles into ECMWF analysis or short-term forecast fields as back-
ground. The system is tuned for high vertical and moderate horizontal resolution, best 
suited to the spatial characteristics of these satellite based measurements. The analyses are 
performed on a GCM-compliant Gaussian grid, comprising 60 model levels up to a height 
of ~60 km and a horizontal resolution corresponding to a triangular spectral truncation T42 
(i.e., T42L60). Within the system two different operational modes are implemented, the 
first updating a refractivity background, derived from ECMWF analysis fields, the second 
directly updating the ECMWF temperature, specific humidity and surface pressure fields. 
First results indicate a significant analysis increment, emphasising the ability of RO data to 
add independent information to ECMWF analysis fields. 

1  Introduction 

Relatively new measurement concepts like GNSS RO (Global Navigation Satellite 
System Radio Occultation) offer the opportunity to develop new processing tech-
niques and strategies to exploit the data in the best possible and most efficient 
way. The RO experiment on-board CHAMP (e.g., Wickert et al. 2004) is the first 
system, which delivers continuous observations on a quasi-operational basis, pre-
paring the ground for the first RO-only based global climatologies. With the 
GRAS (GNSS Receiver for Atmospheric Sounding) sensor on-board the MetOp 
(Meteorological Operational) satellite (e.g., Loiselet et al. 2000) a fully opera-
tional system delivering RO observations will be available from 2006 onwards. 
On the other hand, the development of NWP systems during the last years im-
proved the forecast skill and the quality of the analyses continuously. Thus it 
would be interesting to use the same methodology as used by NWP, to introduce 
data into the model (in our case via 3D-Var), first working with single sets of ob-
servations, later with whole climatologies, in order to study the increments of 
monthly and seasonal mean fields. 
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2  3D-Var System Implementation 

2.1  Coordinate System 

A GCM (Global Circulation Model) compliant Gaussian grid corresponding to 
T42L60, i.e., 64 latitude × 128 longitude grid points, comprising 60 vertical model 
levels is used. The vertical coordinate system is based on the hybrid pressure co-
ordinate provided by ECMWF analysis fields. From this basic vertical coordinate 
system, grids of geopotential height and geometric height (over reference ellip-
soid) can be derived. The assimilation scheme can be used either with geometric 
height or geopotential height. 

2.2  N and TQPsurf Analysis 

The whole system can be run in two different modes. The first one performs a re-
fractivity analysis (N analysis scheme), which means that refractivity observations 
are assimilated into a refractivity background. This background field is derived 
from ECMWF temperatures, specific humidity, and surface pressure fields using 
basically the same operators, which are used in the TQPsurf version of the assimila-
tion scheme. This operation is performed at the beginning of the procedure, during 
the assimilation itself only the interpolation operators are used. The TQPsurf ver-
sion of the assimilation scheme directly updates the temperature, specific humid-
ity, and surface pressure background fields, which means that all fields are inter-
polated separately. At each successful iteration, the new pressure field has to be 
derived from the updated surface pressure field, and the refractivity has to be cal-
culated at the location of the observation. After comparison of background refrac-
tivity (also denoted as model observation) and observation, the gradients of the in-
put fields and observations are calculated and a suitable correction is applied. 

2.3  Incremental 3D-Var 

The solution of the minimization problem can be performed either in terms of full 
cost function fields J(xa ) or in terms of an analysis of increments 

J(xa)  =  J(x´a = xa – xb), (1) 

where xa and xb are the analysis and the background state, respectively, and the 
prime superscript denotes the (1st order) increment. We chose the latter solution 
method, which provides optimal analysis increments, which are added to the un-
modified background field. This procedure has a number of advantages like the 
use of linearized control variable transforms, which allow the straightforward use 
of adjoints to calculate the gradient of the cost function. Another advantage is that 
any imbalance introduced through the analysis procedure is limited to the small 
increments, which are added to the balanced first guess. 
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2.4  Control Variables 

The control variables used in the analysis are temperature, specific humidity, and 
surface pressure, or refractivity transformed to logarithmic (LOG) space, to get a 
better conditioned problem, within the refractivity-only assimilation framework. 
In order to avoid negative specific humidities in the analysis and to get a better 
conditioned problem, the specific humidity is also transformed to and analyzed in 
LOG space. The cross correlations between the control variables are assumed to 
be small enough to be neglected. This assumption serves to effectively block-
diagonalize the background error covariance matrix. For each control variable 
there still remains both, horizontal and vertical correlations. Those are assumed to 
be separable, which is a reasonable and widely used assumption. 

Control Space Transformations 

For a model state x with n degrees of freedom, minimization of the cost function 
requires O(n²) calculations (Bouttier and Courtier 1999), thus becoming prohibi-
tively expensive for usual n’s. One practical solution to this problem is to perform 
the minimization in a control variable space v given by 

x = Uv. (2) 

The transform U has to be chosen in a way that 

B = UUT (3) 

is approximately satisfied. In the control space v the number of required minimi-
zation calculations is reduced from O(n²) to O(n). Furthermore, by using the trans-
form Eq. (3), the background error covariance matrix becomes 

Bv = I, (4) 

hence effectively preconditioning the problem. I denotes the identity matrix, Bv
the vertical background error covariance matrix. In terms of increments, the con-
trol variable transform can be written as 

x  = Uv. (5) 

The inverse transformation 

v = U–1 x (6) 

can be specified in different ways. The definition must provide a way to break 
down the atmospheric state x into uncorrelated but physically realistic error 
modes, which can be penalized in Jb according to their estimated error magnitude 
(Barker 1999). See Löscher (2004) for more details. 
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Recursive-Filter Representation of Background Error Covariances 

The control variable transform uses the identity BBT to define a transform 
x  = Uv, which relates preconditioned control variables v to analysis increments in 
x  in model space. The horizontal component Uh, defined by 

Bh = Uh Uh
T, (7) 

is realized by scaled recursive filters (RF). The RF has to be applied in a non-
dimensional space (e.g., Lorenc 1992). 

2.5  Minimization 

The cost function is minimized by using an iterative descent algorithm, which is in 
our case the L-BFGS-B routine, a quasi-Newton method. The cost of the analysis 
is proportional to the number of cost function and its gradient evaluations, denoted 
as simulations. If a new state x is found, an iteration is performed, which means 
that to find a new x, several simulations may be required. See, e.g., Byrd et al. 
(1994) for details. 

2.6 Observation Operators 

Horizontal Interpolation 

The bi-linear interpolation consists of a weighted average of the four surrounding 
grid points to determine their interpolated value. Two linear interpolations on op-
posite sites are performed followed by a consecutive interpolation of these inter-
mediate results. This horizontal interpolation is performed for the atmospheric 
layer above and below any given observation point. 

Vertical Interpolation 

Due to the fact of a globally non-uniform vertical grid, the heights of the horizon-
tally interpolated values are also calculated by bi-linear interpolation from the ver-
tical background grid. Given the interpolated background values above and below 
the spatial location of a given observation, a logarithmic vertical interpolation is 
finally performed to get the value of the background at the location of the observa-
tion. Generally interpolation needs great care to ensure negligible residual interpo-
lation errors. 

Vertical Coordinate Operator 

The location of the observation is needed to calculate the refractivity. ECMWF 
provides temperature, specific humidity, and surface pressure fields. The back-
ground pressure field is derived by a series of operators. These operators are also 
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used to set up the vertical coordinate system of the assimilation scheme either as a 
vertical grid of geopotential heights or a vertical grid of geometric heights, respec-
tively. Since the pressure field is also derived, pressure coordinates are possible as 
well but not implemented at the moment. The values of Ti,j,k and specific humidity 
qi,j,k are given for the Gaussian grid of the latitudes j and the homogenous grid of 
the longitudes i, and an irregularly spaced height grid zi,j,k. For the T42L60 grid, 
the index ranges are I = 1...64, j = 1...128, and k = 1...60 for full level quantities 
and k = 0...60 for half level quantities. The pressures corresponding to the kth half 
and full levels are calculated by the means of standard formulae (e.g., Roeckner et 
al. 2003). The calculation of the geopotential heights is based on the hydrostatic 
equation and on an interpolation between the half and the full levels (Gorbunov 
and Kornblueh 2003). The geometrical heights over reference ellipsoid are calcu-
lated from the geopotential heights by the approximate formula of the US Stan-
dard Atmosphere (Gorbunov and Kornblueh 2003). 

Refractivity Operator 

To calculate the refractivity N at any point, it is required to know the variables 
temperature T [K], specific humidity q or water vapor pressure e [hPa], and pres-
sure p [hPa] or dry air pressure pA [hPa]. There are two standard formulae used, 
the Thayer and Smith-Weintraub formulae (e.g., cited in Kursinski et al. 1997). 
The Thayer formula is slightly more accurate, the Smith-Weintraub formula is ba-
sically the same but assumes an ideal gas (compressibility factors ZA,W neglected). 
k1, k2, k3 are the refractivity formula constants (e.g., Kursinski et al. 1997). 

Thayer formula: 

WWA

A

ZT
ek

ZT
ek

ZT
pkN 111

2321 . (8) 

Smith-Weintraub (3 terms) formula: 

2321 T
ek

T
ek

T
pkN A . (9) 

2.7  Calculation of Refractivity Fields from ECMWF Analyses 

Given the fields of temperature, specific humidity, and surface pressure (in our 
case analysis fields of ECMWF), we can calculate the field of refractivity using ei-
ther the Thayer or Smith-Weintraub formula. A comparison of the two formulae 
shows no significant differences, which is also true when compared with CHAMP 
refractivity data, but because of negligible additional computing cost, the more ac-
curate Thayer formula was chosen to calculate the background in the case of pure 
refractivity assimilation, and as forward operator to calculate refractivity from 
temperature, humidity, and surface pressure fields. To derive the error characteris-



330        A. Löscher and G. Kirchengast 

tics in case of the pure refractivity assimilation scheme, the Smith-Weintraub for-
mula was used. 

3  Error Formulation 

3.1  Observation Error Covariance 

The observation error covariance only takes vertical correlations into account. Due 
to the separation in space and time between the different RO events (mean dis-
tances generally >300 km, time differences >1.5 hrs) this simplification is justi-
fied.

Formulation of the Observation Error Covariance Matrix 

A simple error covariance matrix formulation was deduced from the empirical es-
timated matrices following Steiner and Kirchengast (2005). A least-squares 
method was used to fit analytical functions to the relative standard deviation, 
which shows a different behavior below and above the tropopause height zTropo.
The empirical relative standard deviation Sz can be approximated with an expo-
nential increase above zTropo, Eq. (10), and with a decrease proportional to (1/z) be-
low zTropo, Eq. (11). zTropo is defined here globally at 15 km; simplified from 
Steiner and Kirchengast (2005) no constant error range around 15 km is used in 
this study. To be able to scale the error magnitude, which is receiver dependent, 
the tropopause standard deviation sTropo can be tuned, we used 0.4 % based on ex-
perience with CHAMP data. Eq. (10) gives the exponential function for the rela-
tive standard deviation above zTropo, with the parameter HStrato, which is the scale 
height of the error increase over the stratosphere. The value for global HStrato was 
set to 11.9 km for the error scale height (Steiner and Kirchengast 2005). 

Sz = sTropo exp[(z – zTropo) / HStrato], z zTropo (10) 

Eq. (11) gives the analytical function for the relative standard deviation below 
zTropo, where the near-surface (z~1 km) error s0 = 4.46 %. 

Sz = sTropo + s0 (z–1 – z–1
Tropo), z < zTropo (11) 

This formulation of the observation error covariance also accounts for the error of 
representativeness, thus no additional specification of this is necessary within the 
assimilation framework. A somewhat improved representation of the observation 
error is presented by Steiner et al. (2006), based on a CHAMP data error analysis. 
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3.2  Background Error Covariance 

The used background fields of temperature, specific humidity, and surface pres-
sure were provided by ECMWF. Thus the basis of our considerations concerning 
the background errors and their correlations are based on ECMWF recommenda-
tions (M. Fisher, ECMWF Reading, UK, pers. communications, 2003). For the re-
fractivity assimilation scheme, the error characteristics have been derived using 
error propagation techniques. The relative standard deviation ranges from ~1.5 % 
at the surface to ~0.8 % at the uppermost levels with a peak of ~2.8 % within the 
troposphere; see Löscher (2004) for details. 

4  First Results 

Among a large number of smaller simulation experiments (Löscher 2004), a quasi- 
operational run was performed for the “testbed month” August 2003. The com-
plete August 2003 was processed day-by-day, dividing each day into four assimi-
lation windows of 6 hours per day, using the corresponding ECMWF analyses as 
first guess. This translates into 31 independent time slices, around 00 UTC, 
06 UTC, 12 UTC, and 18 UTC, delivering 124 analyses over the month. The 
global quite even distribution of the 4482 CHAMP RO profiles (about 150 profiles 
per day) of August 2003 (see Fig. 1), comprises 245220 single observational val-
ues.

A lower cut-off height of 5 km was chosen, based on other studies suggesting 
that the CHAMP data quality degrades rapidly below 5 km. This problem has to 
be solved at retrieval level by advanced wave optics methods (e.g., Jensen et al. 
2003) to enable effective use of observations below 5 km. The analysis fields were 
averaged separately for each time layer of each day and in addition a total monthly 
mean was derived by averaging the time layer means. These averaged fields were 
compared to the corresponding monthly mean analysis fields of ECMWF. This 
procedure was applied for the refractivity and the temperature, specific humidity, 
and surface pressure assimilation schemes. The minimization process was stopped 
after 20 cost function and gradient evaluations (a number based on extensive sen-
sitivity and convergence tests), leaving some safety margin, which practically 
meant that about 5 to 6 successful iterations were found sufficient for completing 
the analysis within each assimilation time window. The comparison between the 
two assimilation schemes (N and TQPsurf), agrees well, especially above the tropo-
sphere.

As an alternative approach concerning the choice of the ECMWF background 
fields, short-range (24 hr and 30 hr) forecasts and the corresponding error charac-
teristics will be used in future. This will be a better choice of background data for 
climate monitoring applications and climate studies, since the short-term forecasts 
will provide physically consistent atmospheric states independent of details of the 
initial condition analysis, which in future will presumably have assimilated radio 
occultation data itself routinely via ECMWF’s analysis and prediction system 
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(Healy and Thépaut 2005). Another possible approach might be the derivation of 
first guess fields from reanalysis projects like ERA40 (ECMWF 40 year Re-
analysis), taking a time frame of the last 20 years into account. 

As an example of the preliminary assimilation results (see Fig. 2), the incre-
ment of the total refractivity assimilation (mean of all time layers) for August 
2003 for a model level near 20 km height is shown. It can be seen that any non-
persistent deviations are vanishing within the monthly mean delivering a neutral 
result, leaving only a significant increment over the southern high latitudes. As the 
RO observations are an independent source of information, these results indicate a 
systematic deviation within certain regions of the ECMWF analysis fields. A bias 
within the RO refractivities themselves cannot currently be excluded from the 
considerations (we applied a 0.4 % correction prior to the assimilation experi-
ments); cf., the error analysis results of Steiner et al. (2006); improved retrieval 
algorithms are expected to solve this problem. On the other hand, a systematic de-
viation introduced by the observations would be expected to be globally evenly 
distributed (see Fig. 1). This not being the case, strengthens evidence of a system-
atic deviation within certain regions of the ECMWF background data. This evi-
dence is roughly consistent with the significantly more elaborated inter-
comparison of seasonal mean RO-only climatologies of dry temperature and re-
fractivity with the corresponding ECMWF fields (Gobiet et al. 2005; Borsche et 
al. 2006). Next steps of the work are further advancement of the assimilation 
scheme and larger-scale application to longer radio occultation datasets, using 
ECMWF short-range forecasts as background. 

5  Conclusion 

The first results are promising and show that the information content of RO data is 
not redundant, thus the observations introduce useful information in ECMWF 
analysis fields. Furthermore, these findings suggest that the operational use of RO 
data within NWP frameworks yields a promising perspective for the future (see 
also Healy and Thépaut 2005). In that respect especially the stratospheric tempera-
ture information seems to have a significant impact. A variational climate moni-
toring framework based on RO data will provide the opportunity to study incre-
ments over time, and gain insight into the characteristics of the used background 
fields. First-guess fields from re-analysis data might be another interesting back-
ground option in the future, to be independent from operational model updates. 
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Fig. 1.  Geographic distribution (longitude vs. latitude map) of the 4482 occultation pro-
files used within the assimilation experiment covering August 2003. 

Fig. 2.  Increment of the refractivity assimilation of August 2003 between analysis and 
ECMWF background (monthly mean of all time layers) in a longitude-latitude map for 
model level 40 (z ~20 km). 
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