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PREFACE 

As we become a space-faring culture, there is an increasing 
need for reliable methods to forecast the dynamics of electro­
magnetic fields, thermal plasma, and energetic particles in 
the geospace environment, as all these factors affect satellite-
borne systems. From the electrodynamics viewpoint, on the 
other hand, the inner magnetosphere is a key element in the 
Sun-Earth connection chain of processes. Most notably, it is 
a region where a significant part of the storm-time energy 
input from the solar wind is deposited and dissipated. 

Because the most interesting and crucially important 
phenomena, as noted, develop relatively close to Earth (in the 
transition region separating the innermost quasi-dipolar 
geomagnetic field from the magnetotail), understanding them 
is a complex task. Moreover, the stronger the disturbance, 
the deeper its impact penetrates into the inner magneto-
sphere. In this region plasma no longer behaves like a fluid, 
and the motion of energetic charged particles becomes 
important for the dynamics of the system. This fact leaves 
"particle simulations" as a primary tool for studying and 
understanding the dynamics of the inner magnetosphere 
during storms. An integral element of such simulations is an 
electromagnetic field model. Recent studies of the inner 
magnetosphere have substantially improved our understand­
ing of its dynamics while creating new paradigms and reviving 
old controversies. 

In this book we focus on clarifying issues related to the 
physics and structure of the inner magnetosphere. Toward 
this end, David Stern introduces the main part of the mono­
graph with a brief historical review of early ring current stud­
ies. Five sections follow. Section I, which deals with the 
sources and losses of plasma and energetic particles in the 
inner magnetosphere, opens with two invited reviews (by 
Jordanova and Koskinen) and includes five contributed 
papers. Section II concentrates on the acceleration mech­
anisms, as addressed in an invited review by Baker and in six 
contributed papers. Section III analyzes external driving 

mechanisms of the inner magnetosphere, a subject of a long­
standing debate that recently gained renewed interest by way 
of latest particle simulation results. It opens with an invited 
review (Ganushkina), followed by five contributed papers. 
Section IV focuses on some observational aspects of inner 
magnetosphere dyamics. Its lead, review paper (by Green 
and Fung) on electromagnetic wave studies in the inner mag­
netosphere would equally well fit in sections I or II, as such 
waves are an essential factor in particle loss and acceleration 
processes. The last section V contains five papers on large-
scale modeling efforts of the inner magnetosphere, including 
latest results from using the RCM approach in modeling 
electric fields as well as MHD simulations. 

In our effort to organize a forum on current understanding 
of processes in inner geospace, a Chapman Conference on 
the Physics and Modeling of the Inner Magnetosphere was 
held August 25-29, 2003, in Helsinki, Finland. This mono­
graph largely derives from papers presented at that meeting. 
The monograph became possible owing to the help of many 
people. We are grateful to the members of the Program 
Committee: Joe Borovsky, Ioannis Daglis, Toshihiko 
Iyemori, Janet Kozyra, Rumi Nakamura, Joe Lemaire, Xinlin 
Li, and Victor Sergeev. We acknowledge the many scientists 
who served as referees for the papers in this monograph, and 
who provided numerous helpful, candid, and insightful criti­
cal comments. Their names are given below in a separate list. 
We also thank AGU book staff for their expert help in 
developing and producing this book. 

Financial assistance from the National Science 
Foundation, NASA's Living With The Star Program, 
Academy of Finland, and the Vilho, Kalle and Yrjo Vaisala 
Foundation made it possible to support the participation of 
several students and young scientists in the Conference. The 
local organizing committee and the staff at the Finnish 
Meteorological Institute are gratefully acknowledged for 
smooth running of the Conference. 

Tuija I. Pulkkinen 
Nikolai A. Tsyganenko 
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A Historical Introduction to the Ring Current 

David P. Stern 

Laboratory for Extraterrestrial Physics (Emeritus), Goddard Space Flight Center, Greenbelt, Maryland 

"One ring to rule them all" (Vayliunas [1972], citing Tolkien) 

The first global observations of magnetic storms in the mid-1800s suggested 
that at such t imes a huge electric current circled the Earth, later named the ring 
current. Only in the satellite era was its nature established: carried mainly by ions 
around 20-200 keV which are trapped on field lines with L = 2-7, it is present at 
all t imes but is greatly reinforced during magnet ic storms. Initially all ions were 
assumed to come from the solar wind, but after 1972 when trapped 0 + ions were 
also detected, it was gradually realized that ions drawn from the ionosphere and 
accelerated were major contributors. Attention has now returned to the magnet ic 
storm, source of practically all the ring current, and to the electric fields which 
energize its ions. This short review traces the history of ring current research, and 
cites reviews and research articles where further details can be found. 

DISCOVERY OF THE RING CURRENT 

Magnetic storms were first observed in the 1700s, but it was 
Alexander von Humboldt who proposed the name. Humboldt, 
together with Gauss, Sabine and others, set up the first world­
wide network of magnetic observatories (see Stern [1989, 
1996, 2002]), which quickly showed such storms were world­
wide, displaying essentially the same signature all around the 
equator. Typically, the north-south component of the field 
would decrease within a few hours by about 50-100 nT, then 
gradually recover over a day or longer. It was as if a huge elec­
tric current was temporarily turned on, circling the Earth's 
equator, and Adolf Schmidt [1916] named it the Ring Current. 

Around 1850 the sunspot cycle was recognized, and 
shortly afterwards Sabine and others (see Cliver [1994a, b, 
1995]) found a correlation between sunspot activity and 
large magnetic storms. In 1859, by a rare chance, Richard 
Carrington observed a large white-light flare erupt near a 
sunspot region, followed within a day by an extreme magnetic 
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storm [Tsurutani et al., 2003]. Although this observation 
stood alone for many years, it ultimately turned out that 
storms were indeed closely correlated with flares, and more 
recently, with coronal mass ejections. Big storms also tended 
to be accompanied by displays of the polar aurora ("north­
ern lights") far equatorward from their usual locations-as far 
as Cuba, in 1859. 

Around 1905 Maunder pointed out that moderate storms, 
recurring one solar rotation apart, tended to cluster near 
sunspot minimum; such storms are now seen [Dessler and 
Fejer, 1963] as triggered by the fast solar wind streams 
which define the interplanetary magnetic sector structure 
during low sunspot activity. 

The location of the ring current, and the way the Sun pro­
moted magnetic storms and auroral displays, remained a 
deep mystery for a long time. As recently as 1956, Parker 
[1956] proposed that the storm-time ring current might flow 
in the upper ionosphere, at an altitude of the order of 
400 km. In that view, it was caused by the heating of the 
upper neutral atmosphere, causing it to lift the highly con­
ducting outer layers. Those layers, assumed (as an approxi­
mation) to be perfectly conducting, carried with them, 
outwards, embedded magnetic field lines, causing the main 
field to weaken. A similar idea was later applied by Parker 
as "magnetospheric inflation" to more realistic models. 

1 



2 A H I S T O R I C A L I N T R O D U C T I O N T O T H E R I N G C U R R E N T 

He was challenged by Hines [Hines, 1957; Parker, 1958; 
Hines and Parker, 1958] who pointed out, among other 
things, that the ambient magnetic field inhibited electric cur­
rents driven by electric fields perpendicular to field lines. 
Those studies were largely based on the known MHD of 
isotropic plasma, while what was needed at this point was a 
better appreciation of the role of particle motion in a mag­
netic field. 

Particle motion was first addressed around the turn of the 
20th century in the work of Kristian Birkeland. Trying to 
model the polar aurora, Kristian Birkeland during the decade 
1895-1905 aimed beams of electrons at a magnet (or away 
from it) in a vacuum chamber and noted they were steered 
towards the poles. His associate Carl Stormer tried to calcu­
late their motion in a dipole field and soon showed (see 
Stoermer [1956]) that trapped orbits existed, which in princi­
ple could carry a ring current, though the energies he studied 
were unexpectedly high. Only in 1957 did Singer [1957] 
point out that low-energy ions and electrons could also be 
responsible, if present in sufficient numbers. He also showed 
that their motion could be calculated using the guiding cen­
ter approximation, introduced by Alfven [1950], yielding a 
motion similar to the one derived by Stormer using laborious 
integration. Then in 1957 artificial satellites entered the 
scene, making it possible to study the ring current in-situ. 

Sorting out the observations took time. Van Allen's inner 
belt (1958) carried too little current to explain magnetic 
storms, and was also rather steady. Its protons (around 
50 MeV) turned out to accumulate gradually from cosmic ray 
albedo; auroral particles, identified from stopping range and 
rocket data as electrons in the 10 keV range, were quite dif­
ferent. Clues to the actual situation came from Pioneer 3 
(1958) and Pioneer 4 (1959) which observed an "outer belt" 
typically extending to 6-8 RE (Earth radii) [Van Allen and 
Frank, 1959]. 

Sonnett et al. [1960], using Explorer 6 observations, were 
the first to note a decrease in the magnetic field due to the 
ring current, at distances of 6-7 RE, a decrease now regularly 
monitored by synchronous satellites [Rufenach et al, 1992]. 
Using a scattering experiment, aboard Explorer 12, Davis 
and Williamson [1963] showed that the outer belt had fluxes 
of positive particles above 200 kev, steeply dropping with 
growing energy; the maximum flux seemed to be in the 
unobserved region below 200 keV. That might have been the 
first clear observation of what is now recognized as the ring 
current ion population. At the same time, the idea of the 
storm-time ring current became better defined [Parker and 
Dessler, 1959]. 

Gradually satellites added information. Lou Frank [1967] 
using OGO 3 observed a large population of ions (presumed 
to be protons) of up to 50 keV, and later [Frank, 1971] 
showed it to be contiguous with that of the near-Earth plasma 

sheet. Sugiura [1972], using OG03 and OGO 5, mapped the 
magnetic disturbance due to the quiet ring current and 
showed a field depression peaking at 35 nT at a radial dis­
tance of 3 RE, extending further at midnight than at noon and 
concentrated within 2 RE of the equatorial plane. Further 
from the equator the Earth field was strengthened. 

The effects at Earth of the quiet-time ring current and cross 
tail current (hard to separate) amount to about 40 nT, south­
wards. When spherical harmonics of the main field were 
extracted from the data of the near-Earth magnetic survey 
satellite Magsat [Langel and Estes, 1985], it was found nec­
essary to include a southward field of about 20 nT. Models 
give a northward magnetopause field of about 20 nT, so the 
ring and tail currents contribute -40 nT. 

Even before trapped 0 + ions were observed by Shelley 
et al, [1972] (see further below), it had become clear that 
existing information about the ring current contained a huge 
gap [Williams, 1983]. Trapped ions had been observed below 
about 20 keV and above 200 keV, but not in the range in 
between, which seemed to contain most of the current and 
energy. The gap was finally closed (e.g. Hamilton et al, 
1988, also see Daglis et al. [1999]) by spacecraft with mass 
spectrometers, especially by CCE (Charge Composition 
Explorer, apogee 8.8 RE) of the AMPTE mission, and by 
CRRES (Combined Release and Radiation Effects Satellite, 
initial apogee 6.3 RE), a joint NASA-US AF mission. Both 
suggested a population peaking around 65 keV, although that 
peak, the energy distribution and the heavy ion content var­
ied greatly with time. 

AMPTE covered a time of low solar activity (just one large 
storm) and thus established a baseline inner ring current 
(3.5-7 RE) for the quiet magnetosphere, with current density 
j averaging 1-4 nA/m2 and peaking at 4-8 nA/m2 [Lui and 
Hamilton, 1992]. CRRES operated during high solar activity 
and observed a number of large storms, including one on 
3.24.1991, when a large interplanetary shock caused an 
abrupt acceleration of ions and electrons to 15-20 MeV 
[Blake etal, 1992]. 

HOW DO THEY ENTER? 

Early views of how ring current particles might enter the 
Earth's magnetic trap were speculative and uncertain [Alfven 
1939; Smith, 1963]. Ultimately the electric field Is was recog­
nized as the essential ingredient, an idea due to Alfven. It is 
often advantageous to represent such E by the bulk flow 
velocity u-Ex BIB2 which it produces, also known as "the 
velocity of magnetic field lines" since it preserves the shar­
ing of field lines by particles. A static electric field can be 
conveniently represented by a scalar potential O which, given 
E.B = 0, is also constant along magnetic field lines, but 
if dB/dt ^ 0, one cannot easily use O, while using the bulk 
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velocity v to describe the electric field (especially with 
E.B - 0) remains appropriate and intuitively meaningful. 

That was the approach used by Dungey [1961], who sug­
gested that "magnetic reconnection" of the Earth's magnetic 
field lines with the interplanetary magnetic field (IMF) 
greatly strengthened the linkage to the solar wind and pro­
duced inside the magnetosphere a "global convection," a pat­
tern of bulk flow. Axford and Hines [1961] pointed out that 
similar convection might accompany viscous-like momen­
tum transfer at the magnetopause. Dungey's reconnection 
idea seemed confirmed when Fairfield [1966] noted that 
magnetic activity was enhanced during periods when the Bz 

component in the interplanetary magnetic field (IMF) 
pointed southward, and was suppressed when it pointed 
northward. Southward Bz (henceforth denoted Bs) allowed 
Earth-IMF interconnection with a minimum of bending of 
field lines. 

These theories and others [Axford, Petschek and Siscoe, 
1965] suggested that the source region for trapped particles 
might be an extended tail on the Earth's night side, and 
indeed IMP-1, launched in 1963, observed an equatorial 
plasma sheet there. Observations by Frank [1971] and 
Vasyliunas [1968] demonstrated that populations of ring cur­
rent ions and electrons were contiguous with those of the 
plasma sheet (see also Lui and Hamilton [1992]). This led to 
a consensus that magnetic substorms and storms produced an 
intense temporary E, convecting plasma sheet particles into 
the ring current region, where they were stranded when the 
surge subsided. In substorms such injections were observed 
by ATS1, 5 and 6 in synchronous orbit [De Forest and 
Mcllwain, 1971], but there they did not seem to contribute a 
significant global ring current field. 

THE ELECTRIC FIELD E 

Where did E come from? In Dungey's crude model, moving 
"open" field lines connect to the "polar cap," a circular patch 
around the magnetic pole. They cause there a dawn-to-dusk 
electric field E, consistent with their tailward motion (a subtle 
point to which we return later). Such E was indeed observed in 
low Earth orbit by Injun 5 and OGO 6 [Cauffman and Gurnett, 
1971; Heppner, 1972]. In the simplest model-vacuum dipole 
plus constant southward field-the polar cap is a circle with a 
dawn-to-dusk polar field and with lines of constant potential 
O in the noon-midnight direction (the slightest asymmetry 
messes up this neat picture [Stern, 1973], but we ignore that 
now). Outside that circle, a fringing E is spread out by the 
ionosphere, which may be modeled as a sheet conductor with 
some (anisotropic) 2-D conductivity Z [e.g. Vasyliunas, 1970, 
1972; Siscoe, 1982; del Pozo and Blanc, 1994]. 

Where this situation is static, E in the ionosphere can be 
represented by a scalar potential O which, being constant 

along field lines, brings E along such lines to other parts of 
the magnetosphere. At every point this E causes a bulk flow 
u = E xB/B2 (the bulk flow along B needs to be derived from 
other considerations), which provides the return flow of 
Dungey's model. One might expect E (and u) to be kept out 
of the Earth's immediate vicinity by Ecor, the electric field 
due to co-rotation of the ionosphere; Ecor diverts the flow 
around Earth, and it ultimately exits on the dayside magneto-
pause. If however the driving E fades before this motion is 
complete, convected particles are left magnetically trapped, 
and add to the ring current. 

Vasyliunas [1970, 1972] showed that the presence of 
plasma in the inner magnetosphere greatly modifies this E, in 
a way which can be represented, in this simple dipole model, 
by adding an extra Hall term E* to the ionospheric conduc­
tivity in regions threading that plasma. The value of X* is an 
integral over the plasma density-the more plasma, the larger 
S*-and its effect is to rotate the external field and also 
weaken it, limiting its penetration close to the Earth. Such 
shielding-out of E has been observed, and was modeled by 
Volland [1973] and Stern [1975] using empirical approximate 
models, containing parameters which need be derived from 
data in each case. It is derived numerically, more accurately 
but still approximately, by the "Rice Convection Model" 
described further below. 

To account for the inflow of plasma from the tail, one must 
include a cross-tail E, originating from the fringing E in the 
polar ionosphere or from other sources. It is also directed 
dawn-to-dusk and is a feature of the models of Dungey and of 
Axford and Hines. Actually observed flows are highly vari­
able, suggesting E is strongly time-dependent, with return 
flow occurring mainly during substorms; details are still being 
debated. Schield et al. [1969] realized that as such plasma was 
convected earthward, not only were its particles energized 
adiabatically, but they also ultimately reached a region where 
magnetic drifts became appreciable; they named it the 
"Alfven layer" since Alfven in 1939 predicted a somewhat 
similar process (assuming however plasma originating on the 
day side). Those drifts (unlike u) do separate ions and elec­
trons-ions drift towards dusk, electrons towards dawn-and to 
maintain charge neutrality, electric currents must flow in and 
out of the ionosphere, named Birkeland currents. In the nota­
tion of Zmuda and Armstrong [1973] who traced the global 
pattern of such currents, these are "region 2" (R2) Birkeland 
currents. If E in the polar cap ionosphere (a conductor) comes 
from the sheath along open lines, we may visualize the cur­
rents which convey it there as "region 1" (Rl). 

The local equations governing this process were derived 
and studied by Vasyliunas [1970]. The R2 currents close 
through the ionosphere and create there potential drops, 
which are propagated back along closed field lines and fur­
ther affect the convection of plasma from the tail. 
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All these processes make the physics of convection into the 
inner magnetosphere too complicated to handle analytically. 
The first numerical solution, by Jaggi and Wolf [1913] at 
Rice University, was followed by a series of increasingly 
sophisticated versions of the "Rice Convection Model" 
(RCM). Later the RCM included details of the particle distri­
bution function and ionospheric properties, but it did not 
model changes in the magnetic field B. Some of the most 
recent results, combining MHD modeling of the global mag­
netosphere with the RCM approach, are reported in this 
monograph by [Sazykin et al.]. 

ACCELERATION PROCESSES 

One would expect ions and electrons to be accelerated adia-
batically as they convect from the weak field and long field 
lines of the plasma sheet to the strong field and short lines of 
the inner magnetosphere. This does happen, but the process 
is complicated by the time dependence of the electric field. 
It may take more observations, simulation and theory to 
clarify, for instance, the "injection boundary" phenomenon 
[Mcllwain, 1974], which claimed particles were energized 
almost simultaneously along a line roughly following the 
earthward edge of the equatorial plasma sheet. 

Another type of "instantaneous" acceleration was observed 
by CRRES [Blake et al., 1992] at L ~ 2.6 on the sunward 
side, following the arrival of a strong interplanetary shock on 
3.24.1991, and was explained by Li et al. [1993]. Ions and 
electrons inside the magnetosphere were accelerated by the 
shock almost instantaneously to 15 MeV and more. Other 
abrupt accelerations were reported at this meeting by Baker 
et al. and Elkington et al., associated with the storm of 
3.31.2001. Such events may be particularly important in 
accelerating MeV electrons of the outer radiation belt, as 
reported here by Fennel et al. Those electrons cause spurious 
signals in electronic circuits aboard spacecraft and are there­
fore a source of concern to mission planners; their source is 
still uncertain [Li and Temerin, 2001]. 

0 + IONS 

During the 1960s conventional wisdom held that all ring 
current ions originally entered from the solar wind, a-la 
Dungey, then convected into the inner magnetosphere from 
the tail, becoming adiabatically energized in the process. 
Then Shelley et al. [1972] reported observing energetic 0 + 

ions in the inner magnetosphere, probably coming from the 
ionosphere since oxygen in the solar wind is typically in the 
0 6 + state. 

Two processes responsible for accelerating such ions were 
first inferred using the S3-3 satellite [Mozer, 1977]. Both are 
by-products of near-Earth acceleration of auroral electrons 

by En associated with Birkeland currents, mainly currents 
directed away from the ionosphere carried largely by precipi­
tating electrons. To flow through the resistive ionosphere, 
such a current must be driven by (or generate) some voltage. 
Apparently, some of that available voltage is redirected to 
create E/f, which helps precipitating electrons overcome the 
mirror force; such E/f expands the loss cone and makes pos­
sible a greater current density. As shown by Persson [1963; 
see also Bostrom, 2003, 2004] and confirmed observation-
ally by Evans [1974], E// is concentrated near Earth, agreeing 
with simple theory which predicts a voltage proportional 
to IB J. 

The same electric field also extracts 0 + ions from the 
ionosphere, accelerating them as upward beams, though 
because of their low mobility, they do not carry much cur­
rent. Such ions were observed by S3-3, and more recently in 
greater detail by the FAST mission. 

In addition, the non-maxwellian distribution function of 
accelerated electrons leads to local plasma instability, caus­
ing waves which heat 0 + ions, primarily in their velocity 
component perpendicular to B. Such accelerated ions were 
observed higher up as "conies," velocity distributions peaked 
at some intermediate pitch angle, which by adiabatic conser­
vation translated to 90° pitch at the (lower) altitude where 
perpendicular heating occurred. 

If the motion of accelerated 0 + ions were strictly adiabatic, 
they would continue bouncing back and forth along their 
guiding field lines, gradually drifting to neighboring ones. 
Ion beams accelerated south of the equator would come down 
north of it, gradually getting reflected by a combination of 
the mirror force and E/f. This is not usually seen, suggesting 
active scattering by plasma waves far from Earth, helping 
such ions join the regular ring current. 

It was estimated by Daglis et al. ([1999], Table 1) that at 
quiet times 0 + accounts for about 5% of the ring current 
population, rising to about 30% in small and medium storms, 
and 60% or more in intense ones; Hamilton et al. [1988] 
found that at the peak of one storm oxygen and nitrogen ions 
accounted for 59% of the energy density at L = 3-5. 
Ionospheric H+ in the three ranges is credited with about 
(30+, ~20, 10) percent. Typically 2-4% of the ring current 
consists of He++ (alpha particles) presumed to come from 
the solar wind, and of He+ (about 1%), which may come 
either from the ionosphere or from charge exchange colli­
sions of He++ and neutral hydrogen. 

THE QUIET-TIME RING CURRENT AND LIFETIMES 
OF PARTICLES 

The ring current density j is contributed almost entirely by 
positive ions, which carry most of the energy. Even so, elec­
tron fluxes are much larger than ion fluxes, since both species 
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have the same density, but the lighter electrons move much 
faster; therefore spacecraft charging in the inner magneto­
sphere (distorting observations and sometimes causing dam­
age) is due to fast electrons. Two components of j may be 
distinguished-the current due to actual transport by drifting 
charges, always flowing westward, and the magnetization 
current VxM (M is the density of magnetic moment) through 
which the plasma distribution modifies the profile of j . In a 
relatively narrow band at the inner edge of the ring current, 
where the plasma pressure p drops sharply, VxM actually 
reverses the direction of/, causing it to flow eastwards. In an 
isotropic plasma the sum-total current depends just on Vp. 
Data-based models of B and j of the ring current were devel­
oped by Tsyganenko [2002]. 

Assuming that ring current ions are stably trapped, their 
lifetime is determined by loss processes, of which the most 
significant is charge exchange collisions with neutral hydro­
gen, a process first proposed by Parker and Dessler [1959] 
and analyzed in greater detail by Liemohn [1961]. Hydrogen 
forms the geocorona, the outermost layer of the atmosphere, 
a large cloud of hydrogen surrounding Earth up to 3-5 RE, 
with a steep density gradient. It is the source of energetic 
neutral atoms (ENA) used by the IMAGE mission and by 
Polar for remotely sensing the ring current [Williams, Roelof 
and Mitchell, 1992]. For more about charge exchange life­
times, see Smith and Bewtra, [1978]. At L = 5, lifetimes of 
near-equatorial 10&eFions of ( 0 + , H+) are about (56, 17) 
hours, dropping to (28, 5.5) hours at L = 3.5; the charge-
exchange cross section of H+ ions drops steeply above 
50 keV, giving lifetimes of (11, 110) hours for 100 A n i o n s 
at L - 3.5 [Daglis et al, 1999]. Ions with smaller pitch angles 
dip deeper into the geocorona and have therefore much 
shorter lifetimes, leading to a pancake-shaped ring current. 

The stormtime ring current, gauged by the Dst* index 
(next section), usually decays slowly during the recovery 
phase of a storm, a process ascribed to charge exchange. Big 
storms near their peak, however, have a much faster decay, 
around 1-2 hours. A widely held explanation [Liemohn et al., 
2001] is that a majority of Dst* at such times (up to 80%) 
comes from the partial ring current (PRC) of injected ions 
which are not trapped but enter from the night side and exit 
again on the day side, after an hour or two. 

GAUGING THE RING CURRENT 

A magnetic storm adds to the energy Wof the ring current, 
by bringing in tail plasma and also by compressing the exist­
ing ring current; in both cases particles are convected into 
stronger B and shorter field lines, and adiabatically gain 
energy. The main magnetic signature of this process is an 
added southward contribution AB near Earth, weakening the 
field at the Earth's equator. Dessler and Parker [1959] used a 

simple model of the ring current to show that FT was approxi­
mately proportional to AB (see also Vasyliunas [2001b]). 
Their formula was later shown by Sckopke [1966] to have a 
wider applicability, although Carovillano and Siscoe ([1973]; 
see also Liemohn, [2003]) showed it was not exact, just a fair 
approximation. The "DPS formula" is 

AB/B0 = 2W/3Wm 

where B0 ~ 30,000 nT is the field at the dipole equator and 
Wm ~ 8.1017 joule is the energy of the dipole field above the 
surface of the Earth. 

The most common measure of AB is the Dst index, intro­
duced by Sugiura [1964]. It averages the magnetic distur­
bance at 4 near-equator stations, corrected for latitude and for 
the Sq variation, and usually has a negative sign, signifying a 
weakening of the field. The actual AB due to the storm's ring 
current is often greater than what is observed, because obser­
vations also include an opposing AB due to compression of 
the magnetosphere, caused by increased pressure p of the 
solar wind. A corrected Dst index, due to injected ions alone, 
is usually derived afterwards (also denoted Dst*), with an 
added term proportional to p1/2. 

Gonzalez et al. [1994] in their review of magnetic storms 
classified storms by the range to which their peak Dst (in nT) 
belonged, as small (-30,-50), moderate (-50,-100) and 
intense (<-100). In the intense storm of 4 November 2003 
the initial estimate of Dst was -430 nT 

THE NATURE OF MAGNETIC STORMS 

Both storms and substorms involve intense plasma convec­
tion from the tail. Substorm convection can be observed at 
6.6 RE [e.g. DeForest and Mozer, 1971] but it does not seem 
to produce a significant AB, the way convection in a mag­
netic storm does. Both require a southward component Bs of 
the IMF [Fairfield, 1966]. The consensus is that while most 
substorms reflect "unloading" of energy stored in the tail, 
magnetic storms are "directly driven" by a strong coupling to 
the sheath and solar wind, along open field lines. The greater 
strength of that coupling seems to make the difference. 

Analyzing magnetic observations in space from 37 
storms, Tsyganenko [2003] found that in intense storms 
(Dst <-250 nT), even field lines near Earth, e.g. around 
L = 3, are severely stretched tailwards by the magnetic effects 
of the enhanced ring current. He concluded that this tail-like 
behavior at low L could explain why at the peak of large 
storms the electrojet and auroras descend to middle latitudes; 
so does the cusp [Meng, 1983]. The anomalous growth of the 
ring current may be similar to the blowing up of a rubber bal­
loon: past a certain point, as the rubber thins out, resistance 
seems to drop and expansion becomes easier. 
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Several factors contribute to this strong coupling. The 
southward field Bs must be large and have a long duration 
AT. Gonzalez et al. [1994] in their detailed review of 
magnetic storm studies give minimum values of Bs for 
(small, moderate, large) storms as (3,5,10) ^Tand of A 7 a s 
(1,2,3) hours. A study of 64 cases when the magnetopause 
was pushed back inside synchronous orbit [Rufenach et al., 
1989] contained only 8 cases with northward Bz, always 
small. 

Large storms are often associated with magnetic clouds 
[Burlaga and Behannon, 1982; Gonzalez et al, 1994, 1999], 
flux ropes associated with coronal mass ejections (CMEs); 
large Bs is often observed when Earth either enters or leaves 
them, and also in the "sheath" they pile up as they plow 
through the regular solar wind. Storms are also helped by fast 
streams in the solar wind, low in density but high in velocity; 
Gonzalez et al. [1994] implicate them in (23%, 45%, 90%) of 
(small, moderate, large) storms (see above). The correlation 
between such streams and moderate recurring storms around 
sunspot minimum was already noted by Maunder and was 
recently studied by Tsurutani et al [1995]. 

This effect of streams may be related to the role of the 
Earth's bow shock in Earth-solar wind coupling along "open" 
field lines. Such lines are often portrayed as conducting wires 
rooted on Earth but extending into the solar wind ([Stern, 
1973], mea culpa), mapping the v x B field of the solar wind 
into the ionosphere. However, as Vasyliunas [2001a] has 
pointed out, open lines may not spread electric field the 
way wires do. With an open field line, part of it inside the 
magnetopause and part outside, the outer part may be bent by 
plasma flow, but this alone need not drag its interior portion 
along. 

What changes this picture is the finite temperature of the 
plasma. Freshly reconnected "open" lines contain sheath 
plasma recently heated in the bow shock. Such plasma, 
because of its temperature, will spill over into the terrestrial 
part of the field line, imparting there momentum acquired 
with the solar wind. This momentum transfer causes near-
Earth parts of open lines to keep pace with the outer parts 
(perhaps initially lagging somewhat). Along with this bulk 
flow comes the appropriate E, passed to the ionosphere at the 
roots of the field lines. Ions in fast streams of the solar wind 
have more kinetic energy, get hotter after passing the bow 
shock, and hence create a stronger coupling to closed field 
lines. Interplanetary shocks may also provide heating. 

To trace the origin of storms it is therefore necessary to 
study the region where open lines (and presumably, Region 1 
Birkeland currents) enter the magnetosphere. Although 
"Polar" may have covered that region, better satellite cover­
age by constellations of satellites may be essential, especially 
since at times of magnetic storms, such locations probably 
shift rapidly. 

CONCLUSION 

Fashions in science come and go, but the long term 
well-being of a scientific area depends on the number and 
quality of its unsolved puzzles. In that respect, prospects for 
the study of the ring current and inner magnetosphere are 
good. To switch metaphors, it is now past the foothills, to 
where the high peaks are in sight-the nature of magnetic 
storms, the way the sheath is coupled to the polar cap and the 
tail to the near-Earth plasma, and above all, the way in which 
convection E arrives and develops. There may yet be exciting 
times ahead. 
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Sources, Transport, and Losses of Energetic Particles 
During Geomagnetic Storms 

Vania K. Jordanova 

Space Science Center, University of New Hampshire, Durham, New Hampshire 

We discuss the main source, transport, and loss mechanisms for energetic 
(~ l -300 keV) particles during geomagnetic storms. The importance of both solar 
wind and ionospheric sources is shown. Examples for ring current formation and 
decay from physics-based models using multi-point satellite measurements are 
given. Both numerical simulations and global imaging satellite data confirm the 
asymmetric ring current morphology during the main and early recovery storm 
phases; the ring current becomes symmetric during the late recovery phase. Ring 
current evolution depends on the interplay of t ime-dependent inflow of p lasma 
from the magnetotail , earthward transport and acceleration, and outflow of p lasma 
from the dayside magnetopause . The enhancement and drop of p lasma sheet den­
sity at geosynchronous thus propagate inward and contribute to ring current 
buildup and decay, respectively. Recent global simulations suggest that magnetos­
pheric convection plays a dominant role for ring current formation, al though radial 
diffusion and substorm-induced electric fields contribute as well. In particular, 
radial diffusion injects particles at energies E > 100 keV deep into the magnetos­
phere (L < 4) . Charge exchange, Coulomb collisions, and wave-particle interac­
tions dominate the loss of medium, low, and high energy ring current ions, 
respectively. Intense E M I C waves are generated near the plasmapause during 
storm t ime. These waves scatter protons at E> l O k e V into the loss cone and 
reduce the total energy of the ring current H + component by more than 10%. 

1. INTRODUCTION 

Our planet Earth is immersed into the continuous flow of 
plasma from the Sun, called solar wind. The strong intrinsic 
magnetic field of the Earth deflects the bulk of this flow 
around the planet and forms a tear-drop shaped magnetic 
cavity known as the magnetosphere. This region, where the 
Earth's magnetic field dominates is populated by thermal 
and energetic charged particles whose motion is governed by 
the surrounding electric and magnetic fields. At near-Earth 

T h e Inner M a g n e t o s p h e r e : Phys ics and M o d e l i n g 
Geophys ica l M o n o g r a p h Series 155 
Copyr igh t 2 0 0 5 b y the A m e r i c a n Geophys ica l U n i o n 
1 0 . 1 0 2 9 / 1 5 5 G M 0 2 

distances the particles at relativistic energies get trapped on 
closed geomagnetic field lines, thereby forming the radia­
tion belts. Low-energy (thermal plasma) corotates with the 
Earth and forms the plasmasphere. The azimuthal drift of 
intermediate-energy (~ 10-200 keV) particles around the 
Earth, in opposite direction for the electrons and ions results 
in a ring current. The magnetic field disturbance caused by 
the ring current is registered in the magnetograms of near-
equatorial ground-based stations as a decrease of the hori­
zontal component of the Earth's magnetic field and is 
referred to as Dst index. The Dst index is used as a main 
measure of geomagnetic storm intensity. Besides the ring 
current which is of major interest to this study, other mag­
netospheric current systems are the tail, field-aligned, and 
magnetopause currents. The relative contribution of each 
of these currents to Dst is not yet well established, being 
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estimated by different authors from minor [Burton et al, 
1975; O'Brien andMcPherron, 2000; Turner et al, 2000] to 
major [Alexeev et al, 1996]. 

Satellite observations have shown that solar wind condi­
tions are not steady but change with time reflecting the vari­
ety of phenomena occurring on the Sun, the most dynamical 
ones being flares and coronal mass ejecta (CME); so does the 
energy input to the magnetosphere. When solar wind plasma 
carrying a strong, persistent interplanetary magnetic field 
(IMF) oriented southward passes Earth, the large-scale elec­
tric field across the magnetotail intensifies and the earthward 
flow of ions and electrons inside the magnetosphere greatly 
increases. As a result the ring current population grows con­
siderably, the magnetic field measured on the Earth's surface 
decreases rapidly, and a geomagnetic storm occurs. The 
intense IMF are associated with either CME and intrinsic 
fields, or the interaction of the high speed stream with the 
slower solar wind preceding it, and the shocked and com­
pressed fields and plasma. The dominant mechanism 
coupling solar wind momentum and energy to the magnetos­
phere and driving disturbed magnetospheric conditions is 
thought to be reconnection of the interplanetary and terres­
trial magnetic fields at the low-latitude, dayside magne-
topause. Wave motions produced by viscous interaction 
between solar wind plasma and magnetosphere plasma seem 
to have only a minor contribution. Intense geomagnetic 
storms may have severe impacts on technological systems, 
causing damages to telecommunication satellites and power 
transmission lines and may pose serious health hazards. The 
response at Earth of the Sun's varying energy output and the 
forecast of geomagnetic activity is therefore of central inter­
est to space science. To develop a predictive ring current and 
radiation belt model, a thorough understanding of the 
processes that operate in the inner magnetosphere is needed. 
An overview of our knowledge at present of these mecha­
nisms is given in this paper. 

2. SOURCES FOR RING CURRENT PLASMA 

Detailed compositional ring current measurements at ener­
gies from few keV to few hundred keV were provided by the 
AMPTE/CHEM spectrometer [e.g., Hamilton et al, 1988] 
and CRRES/MICS instrument [e.g., Daglis, 1997]. The dis­
tributions of the ion energy density for the four main ion 
species (H + , 0 + , He + , and He + + ) , as well as for the total 
energy density in the outer ring current are shown in Figure 1 
[Daglis et al, 1993]. They are obtained averaging the 2.5 
years measurements of the CHEM instrument for geomag-
netically quiet (left) and active (right) conditions. It is clear 
that ions in the energy range ~10-200 keV contribute most to 
the total measured ion energy density. In addition, H + is 
the dominant ring current ion species, with 0 + contributing 

mostly during active times. Being averaged over all local 
times and all events with AE < 30 nT (quiet) and 
AE > 700 nT (active), these numbers are not representative 
for intense storms. The distribution can change drastically 
during large storms, when 0 + may become the dominant ring 
current ion near minimum Dst, as was the case for the 
February 1986 storm when 0 + contributed 47% of the total 
energy density compared with 36% for H + [Hamilton et al, 
1988]. The dominance of 0 + during the storm main phase 
was observed as well by the CRRES/MICS instrument 
[Daglis, 1997], however this satellite operated during solar 
maximum and this dominance may reflect the solar cycle 
dependence. The enhancement of heavy ion densities due 
to increased solar EUV fluxes during solar maximum was 
demonstrated by Young et al [1982] using the Ion Com­
position Experiments on the ESA/GEOS spacecraft. A rise 
in 0 + density at geosynchronous altitude by a factor of ~8 
with increasing geomagnetic activity was reported as well. 
In agreement, recent numerical simulations [Jordanova et al, 
2001c; Kozyra et al, 2002] have shown that 0 + becomes 
the dominant ring current ion during the main phase of solar 
maximum great storms. 

The discovery of 0 + in the plasma sheet in the 1970s indi­
cated that besides the solar wind, another important source 
for the plasma sheet population is the terrestrial ionosphere. 
Before it was assumed that solar wind ions are the main 
source of magnetospheric plasma since they have higher ini­
tial energies (few keV) than ionospheric ions (eV to 10's of 
eV). The mechanisms by which thermal oxygen is extracted 
from the ionosphere, transported to the magnetosphere, and 
energized are still not well understood. It is more probable 
that these ions are injected at energies less than -20 keV into 
the outer magnetosphere rather then being directly injected 
into the ring current [Kamide et al, 1997], although obser­
vations of field-aligned ion beams at low L < 7 shells have 
been reported by Sheldon et al [1998] during the storm 
of April 1996. The relative contribution of the solar wind 
and the ionosphere source is highly variable and depends on 
geomagnetic and solar activity [e.g., Young et al, 1982]. 

The direct particle source for the ring current is the plasma 
sheet where ions of both solar wind and ionospheric origin are 
injected. During storm time plasma sheet particles are trans­
ported earthward, energized, and drift azimuthally around the 
Earth to form the ring current. The preexisting quiet time 
plasma sheet density, however, is not large enough to account 
for the storm time ring current intensifications, fresh plasma 
injections are needed [e.g., Chen etaL, 1994; Jordanova etaL, 
1998a; Thomsen et aL, 1998]. Enhancements of plasma sheet 
density of various magnitudes have been indeed observed dur­
ing storm times at geosynchronous and beyond [Hamilton 
et aL, 1988; Borovsky et al, 1997]. On the other hand, 
Ebihara and Ejiri [2000] have demonstrated that plasma sheet 
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Figure 1. A c c u m u l a t e d pe rcen tage of the ion energy dens i ty at g e o s y n c h r o n o u s a l t i tude as a funct ion of energy, (left) at quie t t imes 
and (right) at act ive t imes [from Daglis et al, 1993] . 

temperature changes may produce ring current recovery. 
Figure 2 shows how the convection electric field interplays 
with the plasma sheet density variations during the March 
2001 geomagnetic storm [Jordanova et al., 2003a]. The solar 
origin of this storm which was one of the biggest of this solar 
cycle (Dst« -360 nT) was a CME. A strong interplanetary 
shock hit the Earth's magnetosphere at ~01 UT on March 31. 
Two minima in the IMF Bz « -40 nT were observed at -06 UT 
and -14 UT on March 31. Correspondingly, two enhance­
ments in the cross polar cap potential drop of -200 kV mag­
nitude and - 6 hours duration, separated by several hours of 
reduced convection occurred (Figure 2, top). The LANL 
instruments measured ion flux enhancement at geosynchro­
nous for -10 hours after the interplanetary shock. The magni­
tude of the fluxes gradually decreased after that. The plasma 
sheet density showed similar variation. 

Energetic particle dynamics during the March 2001 storm 
were simulated with the ring current—atmosphere interac­
tions model (RAM) developed by Jordanova et al. [1996a]. 
Data from the instruments on CLUSTER and LANL space­
craft were used for initial and boundary conditions of the 
model. The magnetic field disturbance on ground was calcu­
lated from three simulation runs (Figure 2, bottom). In the 
first model simulation (dotted line), the prestorm plasma 
sheet measurements at the start of the simulation (0130 UT 
March 30) were used as boundary conditions throughout the 
modeled period. In the second (solid line) the boundary 

250 L i| 1 ' 1 1 ' 1 1 1 1 1 1 1 I 110 

Hours after 00 UT, March 30, 2001 

Figure 2. ( top) Polar cap po ten t ia l d rop and Kp index, (bo t tom) 
C o m p a r i s o n of th ree m o d e l s imula t ions w i t h Dst and S Y M - H 
m e a s u r e m e n t s . T h e ver t ica l gu ide l ine indica tes the in te rp lane ta ry 
shock, [from Jordanova et al., 2 0 0 3 a ] . 
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conditions were updated as the storm evolved according to 
LANL geosynchronous measurements. In the third (dashed-
dotted line), the boundary conditions were updated until hour 
32 of the simulation and were kept at this enhanced level 
after that. The convection potential was kept the same in all 
three numerical simulations (Figure 2, top). It is clear that the 
simulation using prestorm plasma sheet density underesti­
mates the measured \Dst\ index by more than 50%. In this 
case ring current energy enhancements are due solely to the 
convection electric field intensifications and we see that the 
two periods of enhanced convection are equally geoeffective, 
there is no preconditioning of the ring current. On the other 
hand, the simulation using the measured storm time plasma 
sheet LANL data (solid) shows good agreement with Dst and 
SYM-H observations (except near hour 36, which may be 
due to uncertainties in the electric or magnetic field models 
during the main phase of the storm, or to the contribution of 
other current systems). Finally, the third simulation using 
enhanced boundary conditions (dashed-dotted) indicates that 
the observed decrease of plasma sheet density during the 
recovery phase of this storm plays a significant role in the 
fast initial ring current decay. In fact, an additional - 50 nT 
increase in \Dst\ index occurs if this drop is not taken into 
account. In conclusion, knowledge of plasma sheet source 
population is necessary to accurately reproduce ring current 
storm time dynamics. 

3. PARTICLE TRANSPORT AND ACCELERATION 

There are three main mechanisms that contribute to the 
transport and acceleration of energetic (1-300 keV) particles 
in the inner magnetosphere: magnetospheric convection, 
radial diffusion, and substorm-induced electric fields. We 
present recent results suggesting that the variations in the 
strength of the ring current as the storm develops are mainly 
controlled by magnetospheric convection. Radial diffusion 
and substorm-induced electric fields play more likely a sec­
ondary role, however, their effects need further investigation. 

3.1. Role of Magnetospheric Convection 

Ring current fluxes intensify during the main phase of the 
storm owing to an enhancement in the convection electric 
field and subsequent earthward transport and adiabatic accel­
eration of plasma sheet particles; the fluxes decrease during 
the recovery phase of the storm, owing to a reduction in the 
convection electric field and dominance of various loss 
processes. The time-dependent variations in the convection 
electric field cause particles to move from open to closed drift 
paths and to become trapped. Particles that are not trapped 
and remain on open trajectories are lost through the dayside 
magnetopause. The convection electric field is thus an 

essential quantity in modeling ring current evolution, how­
ever, it is more time-variable and difficult to measure than the 
magnetic field and not many global electric field models have 
been developed. One of the most widely used inner magne­
tospheric convection and corotation model is the Volland-
Stern [Volland, 1973; Stern, 1975] semiempirical model 
which has a simple analytical form; Maynard and Chen 
[1975] introduced a time dependence in the model using the 
3 hour averaged planetary Kp index. This model gives a real­
istic description of the overall potential drop across the mag­
netosphere, and implementing it in RAM, a reasonable 
prediction of ring current contribution to Dst index was 
obtained [Jordanova et al., 1998a; Kozyra et al., 1998; 
Liemohn et al., 1999]; this indicated the dominant role of 
magnetospheric convection in ring current energization and 
trapping. Nevertheless, detailed comparison of modeled ring 
current distributions with measured spectra [e.g., Kistler 
et al, 1999; Jordanova et al, 1999a] showed discrepancies 
at low L shells. During magnetically active periods strong 
electric fields were measured by the electric field instruments 
on CRRES [Wygant et al, 1998; Rowland and Wygant, 1998] 
and on Cluster [Matsui et al, 2003] spacecraft which differ 
from the Volland-Stern model. The enhanced electric fields 
appeared about an hour or more before a strong ring current 
forms on the duskside below L = 5. Much smaller electric 
fields were measured at larger L shells (L = 5 to 8) and on the 
dawnside. 

Boonsiriseth et al. [2001] performed a comparative study of 
inner magnetospheric convection during the January 1997 
magnetic storm. They improved the specification of the elec­
tric field using potentials generated by the assimilative map­
ping of ionospheric electrodynamics (AMIE) [Richmond and 
Kamide, 1988] to which they have added a penetration elec­
tric field (driven by partial ring current closure in the ionos­
phere) [Ridley and Liemohn, 2002]. Figure 3 shows the 
instantaneous measurements from the electric field instru­
ment (EFI) on Polar on 10 January compared with electric 
fields from Volland-Stern and AMIE models with (MACEP) 
and without (MACEP-) the addition of the penetration field. 
The left panel corresponds to the dawnside inbound Polar pass 
from -10 to 2RE during the prestorm and early main phase. 
The effect of the asymmetric ring current is small at this time 
and MACEP and MACEP(-) are almost identical. EFI mea­
sured small electric fields in reasonable agreement with the 
models. The right panel corresponds to the duskside outbound 
pass during the storm main phase. Volland-Stern and 
MACEP(-) models significantly underestimate the electric 
field measured at low L < 5 shells, while the MACEP results 
are in good agreement with EFI data. This suggests that the 
electric field associated with the asymmetric ring current 
plays an important role in the duskside magnetosphere during 
magnetically active periods. Previous observational studies 
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[Maynard et al, 1982] also indicated a penetration of the con­
vection electric field to low L shells in the late evening and 
early morning local time sectors during disturbed times. 
Intensifications of the storm time electric field on the night-
side, in the dusk-midnight quadrant, are predicted as well 
by self-consistent electric field calculations using the Rice 
Convection Model [Wolf, 1983; Fok et al, 2001]. 

The effect of inner magnetospheric convection on ring cur­
rent dynamics was recently investigated by Jordanova et al 
[2001b; 2003b]. Figure 4 (top) shows ring current simulations 
during the main phase of the 10 January 1997 storm from our 
RAM model coupled with the high resolution MACEP model 
of Boonsiriseth et al [2001]. Simulations using the ^ - d e p e n ­
dent Volland-Stern model are shown for comparison in the 
bottom panel. Similar morphology is observed with both 
models during the prestorm quiet conditions (not shown). As 
the main phase of the storm proceeds, a very asymmetric ring 
current energy distributions develop and significant differ­
ences between the two models occur. The MACEP model 
electric field penetrates earthward and has larger magnitude 
than the Volland-Stern model, resulting in larger ring current 
injection and stronger asymmetry. The freshly injected 30-
80 keV ring current ions on open drift paths during the main 
phase penetrate to L~3 and the ring current energy density 
intensifies from premidnight to postmidnight. Note that there 
is a factor of ~10 variation in the H + intensity with magnetic 
local time (MLT). The peak is rotated ~90° westward in 
Volland-Stern compared to MACEP, reflecting the rotation of 
the convection patterns. Larger energy gain is observed as 
well in the higher and lower ring current energy components 
in MACEP compared to Volland-Stern model. The total 
energy density has maximum near local midnight in MACEP, 
while it maximizes near dusk in Volland-Stern model. 

This morphology, however, lasts only for few hours, near min­
imum Dst the ring current energy density peak is located in 
the premidnight quadrant in both models. During the recovery 
phase of the storm the convection electric field decreases in 
both models and the trapped population evolves into a sym­
metric ring current [Jordanova et al, 2003b]. 

The asymmetry of the ring current distribution during geo­
magnetic storms emerges not only from recent global numeri­
cal simulations [e.g., Jordanova et al, 1999b; 2001c; Liemohn 
et al, 2001] but it has been also confirmed by both in situ data 
[e.g., Turner et al, 2001; Ebihara et al, 2002] and global 
images [e.g., Henderson et al, 1997; C.son Brandt et al, 
2002; Baker et al, 2002]. This asymmetry emphasizes that 
magnetospheric convection governs ring current formation 
since a strong convection electric field accelerates and brings 
particles inward in L on the nightside where the energy density 
peak is located. The lower-energy particles subsequently fol­
low eastward drift paths dominated by corotation, while the 
higher-energy particles surround the Earth westward domi­
nated by gradient-curvature drifts. As shown in Figure 4 the 
location of the energy density peak in MLT and L shell 
depends on the convection electric field and particle energy. 
The deeper penetration of 30-80 keV ions and the location of 
the peak near midnight predicted with MACEP are in better 
agreement with recent ENA observations during storm time 
from the IMAGE satellite [e.g., Mitchell et al, 2001; C.son 
Brandt et al, 2002] than Volland-Stern predictions. This sug­
gests that simulations using realistic electric and magnetic 
field models and self-consistent magnetosphere-ionosphere 
coupling studies combined with in situ and global measure­
ments will help determine how the ring current morphology 
varies with storm phase. This problem has not been investi­
gated in detail and will be a topic for further studies. 
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3.2. Role of Radial Diffusion 

The effect of fluctuations in the electric field on the radial 
transport of charged particles within the magnetosphere was 
recently addressed by Chen et al. [1994; 1997]. They modeled 
the storm time enhancement in the cross-tail potential drop as 
a superposition of randomly occurring impulses representing 
the constituent substorms, to a quiescent Volland-Stern con­
vection electric field that is uniform in L (Figure 5, left). 
Guiding-center simulations of equatorially mirroring ions 
were used to map the phase space densities of the storm time 
proton ring current. It was found that radial diffusion affects 
mostly particles with energies E > 100 keV which have drift 
periods shorter than the typical storm's main phase and thus 
drift several times around the Earth during the period of 
enhanced electric field. Chen et al. [1997] investigated ring 
current formation during model storms with main phases last­
ing for 3, 6, or 12 hours, respectively. Radial profiles of nor­
malized proton energy density corresponding to the prestorm 
ring current, and ring current generated by 3-hour and 12-
hour model main phases are shown in Figure 5 (right). Both 
the 3-hour and the 12-hour storm simulations with constant 
electric field produced the same energy profiles as the 3-hour 
storm simulation with impulsive electric field. The impulsive 
character of the electric field enhancement, however, made a 

significant contribution to the energy content of the ring cur­
rent in the storm with a 12-hour long main phase. 

We investigated the effect of radial diffusion on energetic 
particle dynamics during the October 2001 storm, extending 
our RAM model [Jordanova et al., 1996a] to relativistic ener­
gies and electrons. To study the evolution of both ring current 
and radiation belt particles, we used a combined convection-
diffusion approach [e.g., Bourdarie et al., 1997] and solved 
numerically the kinetic equation for the distribution function 
F(R0,(p,E,ju0,t) in the relativistic case: 
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The left-hand side of the bounce-averaged kinetic equation 
(1) describes the convective drift of charged particles in a 
time-dependent magnetospheric electric field and is valid for 
both electrons and ions. Relativistic corrections are included 
in this equation using the relativistic factor y = 1 + E/mQc2, 
where E is the kinetic energy and mQ is the rest mass; p is the 
relativistic momentum of the particle. The model considers a 
region in the equatorial plane spanning radial distances R0 

from 2 R E to 6.5 R E and all magnetic local times, and equa­
torial pitch angle aQ from 0° to 90°, where \i0 = cos(a 0 ) . The 
function h(\i0) = SB/2R0, where SB is the half-bounce path 
length. We included the transport of relativistic particles as 
a result of electric and magnetic field fluctuations, using 
a radial diffusion term [e.g., Schulz and Lanzerotti, 1974; 
Sheldon and Hamilton, 1993] added to the right-hand side of 
the equation: 

^ 1 \ = R ^ 
° dR Rl A dR. 

(2) 

where DRoRo = RE

2DLL. In an initial study, we used the radial 
diffusion coefficients DLL from Brautigam and Albert [2000] 
which are time-dependent and parameterized by the storm 
time Kp index. The outer boundary conditions were modeled 
after geosynchronous data from the MPA and SOPA instru­
ments on LANL satellites to reflect the time-dependent vari­
ation of the plasma inflow on the nightside. The loss terms 
included on the right-hand side of equation (1) are described 
in section 4. 

The dynamics of the ring current (-10-200 keV) electron 
population have not been investigated in detail. Some pre­
liminary studies indicate that the electron component pro­
vides between 10% and 25% of the total ring current energy 
[Frank, 1967]. The injection of plasma sheet electrons into 
the ring current during substorm activity leads to distribu­
tions that are unstable to the generation of whistler mode 
"chorus" waves. How effective are resonant interactions of 
radiation belt electrons with these waves in local acceleration 
and hardening of the high-energy tail population [e.g., Horne 
and Thorne, 1998] is yet to be determined. Figure 6 shows a 
test simulation obtained with our model for the development 
of energetic electrons during the October 2001 storm consid­
ering only convection (left) or convection and radial diffusion 
from magnetic field fluctuations (right). Losses due to scat­
tering by plasma waves inside the plasmasphere were 
included in this initial study using a simplified loss term 
(F/xwp) with an appropriate timescale xwp [Abel and Thorne, 
1998; Albert, 1999]. In contrast to ring current ions, charge 
exchange losses are not important for the electrons and were 
neglected in equation (1). To illustrate the effects of convec­
tive and diffusive transport the initial conditions were set to 
zero. It is evident from Figure 6 that radial diffusion is impor­
tant for the transport of electrons with energy larger than 
-100 keV; the transport of low-energy electrons is dominated 
by convection and eastward gradient-curvature drifts. As a 
result the - 3 0 k e V electron flux exhibits a pronounced 
asymmetry during the main phase of the storm, intensifying 
primarily near dawn and penetrating below L = 3. The 
enhancement appears - 1 0 hours later on the duskside 
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and the distribution becomes symmetric during the recovery 
phase. Convective transport is less efficient for high-energy 
(E> 100 keV) electrons and the particles do not penetrate 
below L = 4 (Figure 6, left). When radial diffusion is included 
the high-energy flux is significantly enhanced at 2.5 < L < 4, 
in agreement with previous radiation belt studies [e. g., Lyons 
andSchulz, 1989; Chen etaL, 1994; Bourdarie etaL, 1997]. 
The enhancement appears simultaneously at dawn and dusk 
during the main phase at larger L shells and diffuses radially 
inward during the recovery phase (Figure 6, right) indicating 
a symmetric ring current distribution. 

3.3. Role of Substorm-induced Electric Fields 

A key unresolved question when studying the role of 
substorms during storms addresses the role of substorm-
induced electric fields in ring current development. The 
changes in the near-Earth magnetic field due to stretching 

and dipolarization of the field lines during substorms induce 
strong and fluctuating electric field and the fluctuation level 
may be an order of magnitude higher than the mean cross-tail 
field. Russell and McPherron [1973] estimated that the 
induced electric field should be about a few mV/m and have 
a propagation speed of ~ 140 km/s between 9 and 6.6 R E . 
Reeves et al. [1996] estimated an average propagation speed 
inside geosynchronous orbit o f - 2 4 km/s. The dipolarization 
process in the magnetotail during a substorm onset was thus 
modeled by Li et al. [1998] as an electromagnetic pulse of 
localized radial and longitudinal extent propagating earth­
ward. The authors used a relativistic guiding center code 
and showed that the energization of injected electrons was 
mainly due to the betatron acceleration of preexisting elec­
tron population at larger L shells by transient fields. 

A different approach was adopted by Fok et al. [ 1996] who 
modeled the substorm-induced electric field localized in the 
evening sector at geosynchronous orbit by changes in a 
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Tsyganenko [1989] model magnetic field; the time depen­
dence was introduced through the observed variations of the 
AE index. In response to the induced electric field, the calcu­
lated energy content of the ring current fluctuated about a 
mean value determined by the quiescent electric field. 
Wolf et al. [1997] presented a series of computer experiments 
carried out with the Magnetospheric Specification and 
Forecast Model (MSFM), which solves the particle-conser­
vation equation assuming isotropic pitch angle distributions. 
They demonstrated that convection electric fields play a 
far more important role in ring current injection than do 
substorm-associated induction fields. The authors also 
showed that periods of very strong convection, separated by 
periods of weak flow, are more effective in injecting particles 
deeper into the magnetosphere than a long period of moder­
ately strong convection. On the other hand, Fok et al. [1999] 
studied the evolution of inner plasma sheet and ring current 
ions during two ideal substorm dipolarizations (with and 
without convection enhancement) and found that substorms 
enable the convection enhancement to create a robust ring 
current. Ganushkina et al. [2000] presented statistical results 
from Polar/CAMMICE measurements of "intense nose 
events" during which the plasma sheet ions have rapidly pen­
etrated deep into the inner magnetosphere, well inside L - 4. 
They suggested that these structures are caused by short­
lived intense electric fields that are formed in connection 
with substorm onset. Detailed measurements and simulations 
are needed in the future to clarify the extent to which sub­
storms contribute to ring current buildup. 

4. LOSSES OF ENERGETIC PARTICLES 

The loss mechanisms identified as important for ring cur­
rent decay are briefly discussed in this section [see also 
review by H. Koskinen in these proceedings]. (1) The most 
important among the collisional loss processes is charge 
exchange, where ring current ions are neutralized on colli­
sion with thermal exospheric hydrogen atoms [e.g., Kistler 
et al, 1989] and produce energetic neutral atoms (ENA) 
which are no longer trapped by the Earth's magnetic field and 
are either lost in space or precipitate down to the atmosphere. 
(2) Coulomb collisions between energetic ring current ions 
and coexisting low-energy plasmaspheric populations result 
in energy transfer from the fast moving to the thermal parti­
cles and in angular deflection of the particles. The magneto­
spheric energy is transported down the magnetic field lines 
and creates ionospheric electron and ion temperature 
enhancements and optical emissions known as stable auroral 
red (SAR) arcs. The Coulomb decay proton lifetimes are 
comparable to or smaller than charge exchange lifetimes at 
low (< 5 keV) energies [Fok et al., 1991]. (3) Scattering of 
ring current particles into the loss cone due to resonant 

interactions with electromagnetic ion cyclotron (EMIC) 
waves occurs on short timescales and was suggested to be 
important for ion loss [Cornwall et al, 1970], especially dur­
ing the main phase of the storm when ring current energy loss 
timescales may be as short as few hours. The plasma waves 
can also transfer energy from ring current H + to 0 + during 
magnetic storms [Thome and Horne, 1994] and play an 
important role in heating the thermal electrons and ions 
[Cornwall et al, 1971; Gendrin andRoux, 1980; Thorne and 
Horne, 1992]. The lifetimes of ring current protons resonat­
ing with EMIC waves are shorter than charge exchange 
lifetimes at high (>40 keV) energies [Jordanova et al, 
1996b]. (4) It was recently demonstrated that losses due to 
convective transport of ring current particles through the 
dayside magnetopause affect significantly the fast initial ring 
current decay [e.g., Takahashi et al, 1990; Jordanova et al, 
1998a; Liemohn et al, 1999]. The relative effect of all these 
loss mechanisms during various storm phases is still under 
investigation. 

The effect of charge exchange and both energy degradation 
and pitch angle scattering due to Coulomb collisions on ring 
current H + , He + , and 0 + off-equatorially mirroring ions was 
addressed by Jordanova et al. [1996a; 1999a]. It was shown 
that the decrease of the distribution function by charge 
exchange losses and the buildup of a low-energy population 
due to Coulomb collisions proceed faster for particles with 
smaller pitch angles, since such particles encounter denser 
populations along their longer bounce paths. Comparisons of 
model results with ion spectra measured by the instruments 
on Polar spacecraft thus demonstrated that these losses have 
larger effect on the dayside spectra, at low L shells, and at 
higher magnetic latitudes; they reached maximum values for 
slowly drifting (~2-10keV) particles within the stagnation 
dip. Jordanova et al. [1998b] investigated the effect of wave-
particle interactions on ring current protons including for the 
first time in a global model not only pitch angle scattering, 
but energy diffusion by EMIC waves as well (mixed diffusion 
requires careful investigation since it may cause numerical 
instabilities and hasn't been incorporated yet). It was shown 
that pitch angle scattering reduces the magnitude of the dis­
tribution function at E > 10 keV by scattering particles into 
the loss cone, while energy diffusion smoothes the spectrum, 
causing the distribution to decrease at energies from ~10 keV 
to ~50 keV and to increase at higher energies, within the 
regions of EMIC waves excitation at dusk. Ring current ions 
followed westward drift paths around the Earth and reached 
dawn after several hours. The combined effects of scattering 
in the wave field and transport reduced the distribution at 
mid-energies (thus enhancing the dip) and increased it at 
higher energies at dawn. The effect of pitch angle scattering 
on the distribution function was larger than that of energy dif­
fusion due to the larger diffusion coefficients. 
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We simulated the spatial and temporal evolution of H + , 0 + , 
and He + ring current ion distributions during the October 
2001 storm using our relativistic RAM model (see section 
3.2). All major loss processes were included on the right-
hand side of equation (1), namely charge exchange, Coulomb 
collisions, wave-particle interactions, and loss due to colli­
sions with the dense atmosphere (see Jordanova et al 
[1996a; 2003b] for details). Charge exchange losses were 
calculated using the hydrogen geocoronal model of Rairden 
et al [1986]. Coulomb collisions losses were calculated with 
the Fokker-Planck equation and the coupled plasmasphere 
model of Rasmussen et al [1993]. The removal of particles 
at low altitudes due to collisions with the dense atmosphere 
was included using a loss term with a time scale of half a 
bounce period. Free ion outflow from the dayside boundary 
simulated the convective loss of particles through the dayside 
magnetopause. The growth rate of He + band EMIC waves 
due to the unstable ring current ion distributions was 
self-consistently calculated using the hot plasma dispersion 
relation; pitch angle diffusion of ring current protons by 

these waves was included in the model according to quasi-
linear theory. 

Figure 7 shows the temporal evolution of the total energy 
(dashed-dotted) of ring current H + as the storm progresses, 
calculated with our model considering (a) only convection, 
and subsequently adding (b) radial diffusion, and (c) EMIC 
waves scattering. The ring current energization from convec­
tion reaches maximum near hour~28, while minimum Dst 
is observed at hour~20 (see Figure 6). Radial diffusion 
enhances significantly the total energy of the ring current 
protons during the main phase and especially near hour 48. 
It does not shift, however, the energy maximum to earlier 
times. This is in agreement with previous studies [Chen et al, 
1997] indicating that radial diffusion is important for 
storms with longer main phase. Note that in this initial 
study we have used the Xp-dependent Volland-Stern convec­
tion model and radial diffusion coefficients of Brautigam and 
Albert [2000]. We expect a faster ring current buildup 
with more realistic electric field models [Jordanova et al, 
2003b] and this will be investigated in future extensions of 
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this work, as well as the dependence of our results on the 
choice of radial diffusion coefficients. Figure 7 displays as 
well the ring current H + energy losses due to charge exchange 
(solid), Coulomb collisions (dashed), and ion precipitation 
(dotted). Charge exchange losses are clearly the largest. 
Intense EMIC waves are excited primarily along the plasma-
pause near dusk during the main phase of the storm, and 
extend over all local times during the recovery phase [see 
also Jordanova et al, 2001a]. Resonant interactions with 
these plasma waves scatter high-energy particles into the 
loss cone, which results in significant proton precipitation 
(Figure 7c) and more than 10% reduction of the total ring 
current energy. Ion precipitation losses become comparable 
to charge exchange losses near Dst minima, while Coulomb 
collisions losses remain about two orders of magnitude 
smaller. We thus find that the ring current energy loss by 
wave-particle interactions is larger than obtained in previous 
studies [Kozyra et al, 1997; Jordanova et al., 1998b] when 
radial diffusion was not considered and the high-energy ring 
current component remained undisturbed at the initial 
prestorm level. We have not yet calculated the effects of 
plasma wave scattering on the heavy ion components, nor 
energy or mixed diffusion. In addition, Jordanova et al. 
[2001c] showed that 0 + band EMIC waves may be excited 
during major storms; scattering by these and other plasma 
waves should be considered. All these topics will be 
addressed in future studies. 

5. CONCLUSIONS 

In this paper we discussed our current understanding on 
the dynamical evolution of energetic particles in the inner 
magnetosphere during storm time. In recent years progress 
has been made in identifying the origin of ring current ions, 
their energization and transport into L < 7, as well as their 
subsequent loss. It has been established that 0 + ions of iono­
spheric origin are an important constituent of the ring current 
and their contribution increases during major storms and 
solar maximum. Magnetic storms are associated with injec­
tions of new plasma into the ring current, not just a simple 
inward displacement of preexisting plasma population. 
Magnetospheric convection plays an important and probably 
dominant role in ring current buildup during the main phase 
of a storm; the relative contributions of the substorm-induced 
electric fields and radial diffusion are yet to be quantified. 
Ring current decay is controlled by the interplay of several 
factors: a reduced radial transport allowing internal loss 
processes to dominate, convective outflow of plasma through 
the dayside magnetopause, and reduced inflow of plasma 
from the magnetotail. Their contribution may vary 
with storm conditions and is being investigated at present. 

The modeling of magnetic storms is improving as our knowl­
edge of the inner magnetospheric electric and magnetic 
fields and particle populations advances. The development 
of magnetosphere-ionosphere coupling models using self-
consistent calculations of the fields, waves, and plasmas is 
necessary in the future to meet the requirements for accurate 
space weather predictions. 
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The inner magnetosphere displays many interesting phenomena involving mag­
netospheric storm dynamics and balancing between particle source and loss 
processes. In this article the recent progress in two particular loss phenomena are 
reviewed, namely the relative role of convective and charge exchange losses of 
energetic ring current ions and the loss of relativistic outer radiation belt electrons. 
Both are highly relevant for understanding of magnetospheric storms. The former 
is directly related to the determination of the storm intensity and the latter to the 
processes through which the storms control the appearance of relativistic electrons 
that are among the most serious sources of anomalous behavior of satellite elec­
tronics. Whi le significant progress has been achieved in model ing and theoretical 
studies of both the ring current ions and relativistic electrons, this part of magne­
tospheric physics is suffering of inadequate observational basis. A well-equipped 
fleet of inner magnetosphere spacecraft observing plasmaspheric composit ion, 
ring current and radiation belt particles, and electromagnetic fields including the 
most critical wave modes is urgently needed to give a more sound empirical foun­
dation for our studies of the inner magnetosphere and to constrain the rapidly 
evolving theoretical and numerical models . 

1. INTRODUCTION 

The inner magnetosphere is a complex region containing 
several different particle species that move under the influ­
ence of the nearly dipolar magnetic field of the Earth. The 
different particle populations are coupled to each other 
through complicated interactions and full understanding of 
the inner magnetospheric physics requires understanding of 
these coupling mechanisms. For example, one might think 
that the cool (~1 eV) plasmasphere would not play any signi­
ficant role in the dynamics of the relativistic (several MeV) 
electrons in the outer radiation belt. However, as will be dis­
cussed below, the detailed properties of the plasmasphere 
determine the characteristics of the waves that dominate the 
relativistic electron losses. Furthermore, in magnetospheric 
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physics the role of the neutral atoms above the ionosphere 
is often neglected. However, the neutral exosphere of the 
Earth is dense enough to dominate the loss of energetic ring 
current ions from trapped orbits through charge exchange 
collisions. 

For a complete description of particle dynamics in the 
inner magnetosphere it would be necessary to consider the 
various source, loss and transport phenomena in a unified 
way (see, e.g., VK. Jordanova's article in this issue). In fact, 
several mechanisms (e.g., wave-particle interactions or elec­
tric field pulses) can both act as sources of energetic parti­
cles through acceleration and cause loss of particles by 
moving them to the atmospheric loss cone. It is also useful 
to note that the same physical agent can have a major impact 
on several populations as is the case of electromagnetic ion 
cyclotron waves that can scatter both ring current ions and 
relativistic outer belt electrons into the loss cone. 

Our approach in this article is not to deal with all aspects 
of particle dynamics. We start from the level of under­
standing compiled in the International Space Science 
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Institute (ISSI) book on Magnetospheric Plasma Sources and 
Losses [Hultqvist et ah, 1999] and focus on recent progress 
in two major and presently very popular loss issues, namely 
the loss of ring current ions (section 3) and relativistic 
electrons (section 4). Both of these phenomena are closely 
related to magnetic storms. Before dwelling into these details 
we briefly review the basics of general particle losses 
(section 2). Finally we discuss the urgent need for more 
comprehensive observations that are needed to constrain the 
models of the inner magnetosphere. 

2. THE INNER MAGNETOSPHERE 

With the inner magnetosphere we understand in this article 
the region from the inner radiation belt to the outer parts of 
the ring current and the outer radiation belt somewhat beyond 
the geostationary orbit. The inner magnetosphere contains 
several different particle populations, which introduces a 
large variety of significant physical interactions. 

The plasmasphere consists of cold (~1 eV) and relatively 
dense (10 3 c m - 3 ) plasma of ionospheric origin, which co-
rotates with the Earth. Its boundary is called plasmapause 
and it is close to the boundary between closed drift paths of 
the particles under the influence of the co-rotation electric 
field and open drift paths determined by the convection elec­
tric field. Consequently, the plasmapause is located at 
L-shells 3-5, depending on the magnetic activity. During dis­
turbed periods the convection electric field is enhanced and 
pushes the plasmapause closer to the Earth. The plasma­
sphere is asymmetric with a bulge in the evening sector. 
The bulge is pushed toward the afternoon during strong 
convection. 

There are two major radiation belts. In the inner belt, 
mostly at L < 2, the radiation is dominated by energetic pro­
tons (0.1-40 MeV) whereas the outer belt consists of elec­
trons in the keV-MeV range. There is significant electron 
population also in the inner belt but in the slot region between 
the inner and outer belts is most of the time void of energetic 
electrons. It may occasionally become filled with electrons 
up to very high energies during particularly strong storms. 
Once the electrons become trapped at these Z-shells they 
scatter to the atmospheric loss cone very slowly. 

The westward drift of energetic ions around the Earth car­
ries the westward ring current. The most important current 
carriers are protons in the energy range 10-200 keV During 
magnetospheric storms this current intensifies and causes a 
world-wide depression of the north component of the mag­
netic field measured at mid and low latitudes. This depres­
sion is converted to the famous Dst index that is one of the 
most important measures of the storm strength. 

The whole inner magnetosphere is embedded in the gravi-
tationally bound tenuous exosphere of hydrogen atoms that 

extends far beyond the inner magnetosphere. The exosphere 
affects magnetospheric dynamics through charge exchange 
collisions with energetic H + and 0 + ions in the ring current. 
The charge exchange results in a low-energy proton and an 
energetic neutral atom (ENA), either hydrogen or oxygen, 
that carries away energy and momentum from the interaction 
region along a ballistic (practically straight) orbit. 

In the inner magnetosphere the magnetic field lines form a 
closed magnetic bottle and charged particles can remain sta­
bly trapped over long periods of time. However, the trapping 
is not complete. Although infrequent, the Coulomb collisions 
continuously introduce small changes in the pitch-angles of 
the particles and some of them are lost to the atmospheric 
loss cones. Whereas the Coulomb losses are rather slow, the 
ion-neutral charge exchange collisions are very efficient to 
transform ring current ions to fast neutrals that escape from 
the system in all directions. This is the main mechanism to 
reduce the ring current intensity in the late recovery phases 
of magnetic storms. 

There are always fluctuations in the electromagnetic fields, 
which scatter particles to the atmospheric loss cones. During 
strong perturbations the fluctuations become larger and more 
efficient to remove particles from trapped orbits. 

Finally, the solar wind-driven plasma convection sets up a 
spatially and temporally variable electric field in the magneto­
spheric coordinate system. The drift paths in the corotation-
dominated region are closed whereas they are open in the 
convection-dominated region. The energy- and species-
dependent boundaries between these regions are called 
the Alfven layers. Enhanced solar wind driving pushes the 
Alfven layers inward and thus the particles coming from 
the night-side can reach lower Z-shells but at the same time 
previously trapped particles in the day-side can escape and be 
lost to the magnetopause. As will be discussed in section 3, 
the amount and significance of energetic ions on open drift 
paths to the ring current dynamics is one of the presently 
popular research topics. 

The outer boundary of the cool (~1 eV) plasmasphere is 
roughly equivalent to the Alfven layer of low-energy parti­
cles. The plasmasphere co-rotates with the Earth whereas 
the hot magnetospheric plasma is forced to convect around 
this obstacle. Figure 1 is an illustration of the role of the 
plasmapause to the theme of the present discussion. Note that 
the shape of plasmapause in this figure indicates strong 
magnetospheric convection, which shifts the afternoon bulge 
toward the noon. 

The interactions of plasma populations with substantially 
different characteristics in the vicinity of the plasmapause 
give rise to a multitude of plasma waves. In the dawn sector, 
just beyond the plasmapause, right-hand polarized whistler-
mode waves are observed over a wide spatial range. In the 
afternoon sector the left-hand polarized electromagnetic ion 
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RING CURRENT DRIFTS 

Figure 1. T h e inner m a g n e t o s p h e r e and s o m e of the k e y e l emen t s 
for energet ic pa r t i c le losses . [Summers et al, 1998] . 

cyclotron (EMIC) wave amplitudes are strongly enhanced. 
Note that these waves appear in all local time sectors, but this 
region of strongly enhanced EMIC waves is particularly sig­
nificant for the losses of both ring current ions and relati­
vistic electrons. 

3. LOSS OF RING CURRENT IONS 

3.1. Loss Mechanisms 

Already at the dawn of modern magnetospheric physics 
Dessler and Parker [1959] suggested that charge exchange 
between energetic ions and neutral hydrogen of the exosphere 
would provide efficient dissipation of ring current energy. As 
H + and 0 + are the dominant ion species in the ring current, 
the energetic neutral atoms (ENAs) produced by charge-
exchange are hydrogen and oxygen atoms. The atom leaves 
the interaction point along a straight line conserving the 
momentum of the ion at the moment of electron capture. This 
makes possible remote sensing of the regions where the 
charge-exchange is strong enough. While this has been 
known for some time, it has only recently become possible to 
observe ENAs with sufficient accuracy for scientific analysis 
[e.g. C.son Brandt et al, 2002; Perez et al., 2004]. The inver­
sion of the observations is still quite challenging and, in the 
case of IMAGE ENA observations, limited to the lower end 
of ring current energies [Perez et al., 2004]. 

The charge-exchange is the most efficient ion loss mech­
anism from closed drift paths in the energy range 10-100 keV 
The Coulomb collisions also lead to ring current losses, as 
they transfer energy from energetic particles to thermal 
plasma and scatter ions to the atmospheric loss cones. As 
shown by Fok et al. [1991], the Coulomb collisions become 

important for protons below 10 keV and for heavy ions below 
about 40 keV The loss of heavier ions is slower than that of 
protons. Thus it is expected that in the storm recovery phase 
the protons are more dominant in the energy range above 
10 keV wheras the lower energies should be dominated by 
heavier ions. Note that the modelling of the Coulomb inter­
actions requires knowledge of the average plasmaspheric ion 
composition. 

The models limited to charge exchange and classical 
Coulomb interactions tend to overestimate the proton fluxes 
above several tens of keV and produce too flat pitch-angle 
distributions above 100 keV [Fok et al., 1995]. It is most 
likely that these features require inclusion of wave-particle 
interactions in the calculations [e.g., Fok et al., 1996], but 
due to the lack of sufficiently detailed observations the rela­
tive importance of different wave modes is not fully known. 
For a long time the most promising candidate has been the 
electromagnetic ion cyclotron (EMIC) mode. It is a left-hand 
polarized wave mode (L-mode) with a frequency below the 
local ion cyclotron frequency. In multi-ion plasmas the waves 
appear in frequency bands below the gyrofrequency of each 
ion species. In the equatorial magnetosphere the mode can be 
driven unstable by anisotropic (T± > 7]|) ring current ions in 
the vicinity of the plasmapause density gradient [Cornwall, 
1970; Lyons and Thorne, 1972]. It still remains to be found 
out empirically whether the waves are abundant and strong 
enough in wide enough spatial region to explain the remain­
ing characteristics of energetic ion distributions. 

In numerical modeling a self-consistent calculation of 
the wave amplification is difficult, as it requires knowledge 
on the detailed ion composition as well as the noise level 
from which the waves grow. Recent model calculations 
[Jordanova et al., 2003] discussed in the next section and by 
VK. Jordanova in this issue indicate that the EMIC waves 
really are important for ion losses in the high-energy part of 
the ring current carriers. 

3.2. Convection Losses of Ring Current Ions 

When the intensity of the ring current is estimated from the 
pressure corrected Dst (Dst*) index, the decay of the ring 
current at the storm recovery phase often indicates two time-
scales. First the decay is faster and turns later to a slower rate. 
This feature has been interpreted in terms of the different 
charge exchange lifetimes of 0 + and H + ions. The 0 + lifetime 
at L « 3 is about 7-10 hours, whereas the H + lifetimes are 
from one to several days [e.g., Fok et al., 1991]. Hamilton 
et al. [1988] investigated the great storm in February 1986 
using AMPTE/CCE observations of the ring current parti­
cles. They associated the rapid recovery of the Dst index 
on February 9 ( r « 9 . 3 hours) with the fast decay of 
75-100 keV 0 + ions. Daglis [1997] analysed five more 
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storms near the solar maximum period in 1991 using the 
CRRES data and came to a similar conclusion. 

While it is evident that charge exchange is the dominant 
loss process of ions on trapped drift paths around the Earth, 
there is another significant loss mechanism during storm 
periods. The enhanced convection pushes the Alfven layers 
closer to the Earth and previously stably trapped ions find 
themselves on open drift paths and are lost to the magneto­
pause. At the same time the convection enhances the ion 
supply from the plasmasheet but most of these ions are 
unable to make complete orbits around the Earth and are also 
lost to the dayside magnetopause. These ions are expected to 
carry an asymmetric partial ring current from the night sec­
tor to the pre-noon sector with a minimum in the post-
midnight region, and the current carriers should reflect the 
plasma composition of the source region. As long as there is 
sufficient supply of oxygen, there are oxygen ions in the par­
tial ring current. The weakening of both the convection as 
well as the plasma sheet supply leads to rapid disappearance 
of this current element and the much slower charge exchange 
begins to determine the recovery rate. It is, however, quite 
difficult to determine the relative contributions of the 0 + 

decay and the weakening of theion current on open drift paths 
from the rather sparse observational data. 

During the last few years this question has been addressed 
in a number of studies using various versions of the Ring 
Current-Atmosphere Interaction Model (RAM), where dif­
ferent electric field models are applied to describe the ion 
drift motion and to determine the open-closed drift bound­
aries for different ion species. The basic model solves the 
gyro- and bounce-averaged kinetic equation for the particle 
phase space distribution functions of different ring current 
particle species. The applied models include the collisionless 
drifts, charge exchange, scattering by Coulomb collisions, 
and the precipitation into the atmosphere and, in some of 
these studies, also wave-particle interactions at somewhat 
different levels of sophistication. A critical issue is the inclu­
sion of the electric field model. A simple Volland-Stern 
[Volland, 1973; Stern, 1975] model is sufficient to illustrate 
the main convection losses, but much better model-data 
agreement is found by using less symmetric electric field 
models, e.g., the Mcllwain [1986] model [e.g., Liemohn 
et al, 2001; Kozyra et al, 2002] or the so-called MACEP 
procedure, where the electric field is derived using the AMIE 
technique [Richmond and Kamide, 1988], with or without 
anasymmetric ring current driven penetration electric field at 
low magnetic latitudes [Boonsiriseth et al, 2001; Jordanova 
et al, 2003]. 

Liemohn et al [2001] modeled three storms (May 15, 
1998; September 25, 1998; October 19, 1998) and found 
that in each case about 80% of the Dst* index at its minimum 
was due to ions on open drift paths. They also claimed 

that the rapid decay at the early recovery could not be due 
to the faster 0 + than H + charge exchange, as the obser­
vational data indicated much larger H + fractions than was the 
case in the storms analyzed by Hamilton et al [1988] and 
Daglis [1997]. 

The storms modeled by Liemohn et al [2001] took place 
near the solar minimum. Kozyra et al [2002] investigated 
another storm near the solar maximum period on June 5-6, 
1991 using the same model. In this case the ring current dur­
ing the storm main phase was more oxygen-rich and the 
whole storm was more complicated with two Dst* peaks sep­
arated from each other by about 30 min. Kozyra et al [2002] 
came to the same, although more refined, basic conclusion as 
Liemohn et al [2001]. More than 80% of the ring current 
energy during the peak periods of the storm was carried by 
ions on open drift paths. The rapid early recovery of Dst* was 
due to rapid convective loss, after which the region of closed 
drift paths expanded and the later recovery phase was domi­
nated by the much slower charge exchange. Instead of two 
clearly identifiable time scales after the closure of the drift 
paths the decay rate of the trapped ions decreased gradually 
with the changing ion composition and energy content. 
Kozyra et al [2002] argued that two distinct time scales could 
be observed only if the two-species ring current would be 
sharply peaked in energy, pitch angle, and L shell, which 
according to them has never been observed. 

Daglis et al [2003] compared the charge-exchange and 
outflow losses during the previously discussed June 1991 and 
September 1998 storms (Figure 2). They suggested that 
"charge-exchange appears a more important decay agent in 
solar maximum storms, which have a dominant 0 + compo­
nent." While this sounds as a reasonable conclusion, it is 
quite evident that more detailed direct observations of the 
ring current ions in different phases of magnetospheric 
storms are necessary to resolve this issue. The RAM model­
ing results point out that the role of the 0 + ions in the deter­
mination of the fast decay rate in the early recovery phase 
may be smaller than previously anticipated. Note, however, 
that in general the role of oxygen in the storm dynamics is a 
much wider issue, as it is related to the magnetosphere-
ionosphere coupling and to the role of substorms in the storm 
evolution, in particular, in preconditioning of the seed popu­
lation in the plasma sheet. Thus detailed observational and 
modeling studies of oxygen are needed in the future as well. 

4. LOSS OF RELATIVISTIC ELECTRONS 

4.1. Electron Loss Mechanisms 

Also low-energy electrons are lost convectively to the day-
side magnetopause from the open drift paths. However, the 
drift paths of electrons at radiation belt energies are closed 
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Figure 2. C o m p a r i s o n o f m o d e l e d r ing cur ren t losses dur ing two s t roms [Daglis et al, 2 0 0 3 ] . T h e u p p e r pane l s d isp lay the d o m i n ­
a t ing loss m e c h a n i s m s , the midd l e pane l s s h o w the relat ive fract ions o f outf low and charge exchange , and the b o t t o m pane l s c o m p a r e 
the m o d e l e d and obse rved Ds t indices . T h e d a s h e d t ime in tervals indica te pe r iods w h e n charge e x c h a n g e l i fe t imes w e r e poss ib le to 
ca lcula te f rom the C R R E S data (June 1991 s to rm) and w h e n P O L A R E N A observa t ions were avai lable ( S e p t e m b e r 1998 s to rm) . 

except during periods when the magnetopause is compressed 
close to the geostationary distance. 

Coulomb collisions move electrons to the atmospheric loss 
cone. The lifetimes of the electrons depend on their energies 
and on the density of collision targets and increase strongly 
with the L-shell. Figure 3 adapted from Abel and 
Thorne [1998a] illustrates this effect for selected electron 
energies in the L-range 1.2-4. The Coulomb lifetime is indi­
cated in the figure by the envelope curve denoted by 
"Coulomb" in each panel. The lifetime of 100-keV electrons 
exceeds 1 year at L « 1.8 and reaches 30 years at L « 5. For 
the relativistic 1.5-MeV electrons the lifetime is 1 year at 
L « 1.3 and 30 years at L « 1.8. Thus the Coulomb collisions 
alone are quite inefficient to remove the particles from the 
radiation belts. 

For radiation belt electrons the wave-particle interactions 
are more important than for ring current ions. The right-hand 
polarized whistler branch of wave modes is the most obvious 
agent to scatter the electrons to the loss cone. These modes 
include the plasmaspheric hiss, lightning-induced whistlers, 
and man-made VLF signals. The plasmaspheric hiss is the 
most intense whistler mode wave in the inner magnetosphere. 

It is confined within the plasmasphere and driven unstable by 
gyroresonant interaction with energetic electrons [Thorne 
et al., 1979]. While the driving electrons may be associated 
to substorm injections, the hiss is detectable also during quiet 
times. As shown in Figure 3 taking this emission into account 
leads to significant reduction of electron lifetimes at the 
L-shells where the curve labeled C/H deviates below the 
Coulomb curve. Beyond L « 3 the lifetimes are reduced 
down to a few tens of days. 

At smaller L both lightning-induced whistlers (label 
C/H/W) and the man-made VLF signals (label C/H/W/VLF) 
add further to the loss of electrons. For relativistic electrons 
also the left-hand polarized EMIC waves become important, 
as discussed in section 4.4. 

The lifetime results of Abel and Thorne [1998a] depend, of 
course, on the assumed plasma parameters and wave field 
intensities. In an accompanying paper [Abel and Thorne, 
1998b] the authors conducted a parametric study to analyze 
the sensitivity of their results to model parameters. Each of 
the investigated wave modes introduces its own range of 
uncertainty within the L-shell range where it most efficiently 
reduces the lifetime. However, qualitatively the results 
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Figure 3. Theore t i ca l ca lcu la t ions o f e lec t ron l i fet imes as a funct ion of L-shel l for weak ly relat ivis t ic (100 and 300 k e V ) and relat i ­
vis t ic (900 and 1500 k e V ) e lec t rons [Abel and Thorne, 1998] . T h e u p p e r m o s t enve lope in each p a n e l descr ibes the l i fe t imes ca lcula ted 
us ing C o u l o m b col l i s ions a lone . Thereaf ter the effect o f p l a smasphe r i c h iss is inc luded (C/H) a n d the l ifet ime is seen to drop b e y o n d 
a g iven L-shel l d e p e n d i n g on the energy. N e x t the l igh tn ing- induced whis t le r m o d e ( C / H / W ) and f inal ly the m a n - m a d e V L F emiss ions 
( C / H / W / V L F ) are inc luded . 

remain the same as in Figure 3, with deviations less than an 
order of magnitude from the nominal lifetimes of Abel and 
Thorne [1998a]. 

Note that the whistler-mode chorus outside the post-
midnight plasmapause (Figure 1) may be more important for 
electron acceleration than loss. Chorus waves are excited by 
cyclotron resonance with anisotropic 10-100-keV electrons 
in the local time range 2200-0900 magnetic local time 
[Tsurutani and Smith, 1974]. Summers et al. [1998] sug­
gested that the waves scatter the relativistic electrons toward 
pitch angles near 90° and lead to enhanced electron acceler­
ation from a few 100 keV toenergies above 1 MeV 

4.2. Storm Effects on Energetic Electrons 

The interplay between the magnetospheric storms and rel­
ativistic outer belt electrons is a scientifically interesting and 
practically important issue because relativistic electrons 
belong to the major sources of anomalous behavior and even 
loss of satellites during strongly disturbed conditions. Storms 

and substorms have traditionally been considered mostly as 
sources of these electrons but the picture is actually a bit 
more complicated. 

Recently, Reeves et al. [2003] published a study of 276 
moderate and strong geomagnetic storms during the years 
1989-2000. They found that only 53% of the investigated 
storms increased the relativistic electron fluxes and 19% 
actually decreased the fluxed. In the remaining 28% of cases 
the fluxes changed less than a factor of two. This was found 
to be independent of the L-shell and of the storm strength 
determined by the minimum Dst. Figure 4 shows examples of 
each type of events. It was quite noteworthy that there was 
practically no correlation between pre-storm and post-storm 
fluxes. Thus the relativistic electron fluxes cannot be pre­
dicted based on the history of relativistic electrons alone. A 
rigorous calculation requires proper inclusion of acceler­
ation, transport, and loss processes. 

A further examination by Reeves et al. [2003] showed that 
the storm-associated reductions of the electron fluxes were 
real losses, and not due adiabatic effects related to the field 
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Figure 4. T h r e e example s of re lat ively w e a k s to rms w i t h different relat ivis t ic e lec t ron r e sponses [Reeves et al., 2 0 0 3 ] . In the lef t -hand 
pane l the e lec t ron fluxes increase at the s t o rm m a i n phase s . In the m i d d l e pane l the s to rm dec reases the e lec t ron flux, w h e r e a s in the 
r igh -hand p a n e l the change is less t han a factor o f 2 . 

reconfiguration. Where did theses electrons go? As the losses 
were evident down to L = 4, it is unlikely that the loss would 
have been to the magnetopause. The electron motion at these 
energies is determined by the magnetic gradient and cur­
vature drifts. The drift paths are closed and practically 
unaffected by the convective electric field. Thus the most 
likely sink is the atmosphere. Next we discuss how wave-
particle interactions may explain this loss. 

4.3. Gyroresonance 

As noted above, the right-hand polarized whistler waves 
interact strongly with the mildly relativistic electrons and 
pitch-angle scatter them to the atmospheric loss cone. The 
basic mechanism is the gyroresonant interaction 

nCy 

co-kllvll=-^;y = (l-v2/c2rv\ (1) 
r 

where co is the angular frequency of the wave, k\\ the com­
ponent of the wave vector along the magnetic field, vy the 
particle speed along the magnetic field, n the harmonic 
number, Q a = qaBlma the gyrofrequency of a particle with 
charge qa and mass ma and y the Lorentz factor. Of these co, 
vy, and Q are straightforward to measure, whereas k\\ is not 
and must be calculated from the dispersion equation which in 
the cold plasma approximation is 

c2k2=co2 —-V p—. (2) 
oo±ae

 zT>co±ai • 

Here e denotes electrons, i denotes ion species, and copa is the 
plasma frequency for each species. Note that here Cla carries 
a sign making the electron gyrofrequency negative (Q e < 0). 
The upper signs in equation (2) give the resonance with the 
R-mode and the lower signs with the L-mode. To numerically 
solve the equation it is necessary to know the plasma density 

and the ion composition. This is critical also in the kinetic 
ring current modeling discussed in the previous section if one 
wants to include accurately the wave-particle interaction 
terms in the calculation. 

4.4. Relativistic Electrons and EMIC Waves 

Writing equation (1) for electrons in the form 

| Q I 
( ° - VII =±—^1 (3) 

y 
it becomes clear that electrons can be in resonance with both 
i?-mode (+) and L-mode (-) waves. The previously intro­
duced plasmaspheric hiss, whistler mode chorus, lightning-
induced whistlers, and man-made VLF emissions are all 
.R-mode waves in the frequency range Clf < co< Q e . Electron 
interactions with these waves lead to the electron lifetimes 
shown in Figure 3. 

Also the EMIC mode introduced in section 3 can be in 
gyroresonance with electrons but this requires a large y, i.e., 
only electrons with large enough energies can be in resonance 
with these waves. This is not a new idea [see, e.g., Thorne and 
Kennel, 1971; Lyons and Thorne, 1972] but it has gained new 
interest due to the need of understanding the details of the rel­
ativistic electrons. Recently, Summers and Thorne [2003] con­
ducted a detailed theoretical study of the relativistic electron 
losses by the EMIC wave interaction in a multi-species (H + , 
He + , 0 + ) plasma. They found that the minimum resonant ener­
gies can under very suitable conditions reach below 1 MeV 
However, the ratio between the electron gyro and plasma fre­
quencies has to be very small (Q2

e /co2

e = 10" 3). 
Meredith etal. [2003] investigated whether these conditions 

can in be met in reality using CRRES particle and wave obser­
vations. They found power spectral densities of 4-5 n T 2 H z - 1 , 
which is sufficient for strong diffusion. In the data base of 
more than 800 investigated wave events the minimum resonant 
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energy was typically well above 2 MeV In localized regions 
of high plasma density and/or low magnetic field 
(Q2

e Ico2

pe < 10" 2) the resonant energy can fall below 2 MeV 
for wave frequencies just below H + and He + gyrofrequencies. 
This was found to be the case in about 10% of L-mode obser­
vations in the afternoon sector (13-18 MLT) for L > 4.5. That 
the interaction region is limited to a small fraction (< 1%) of 
the orbit of the electrons is rather an advantage than a dis­
advantage, as this allows for drift-averaged lifetimes from 
hours to one day. Would the interaction take place within a 
too wide region, the relativistic electrons would disappear 
faster than observed. 

Meredith et al. [2003] found no clear dependence of the 
low resonant energy events on the magnetospheric activity. 
The events were found for almost any value of the Dst index, 
with a slight tendency to occur more often during moderate 
or greater storms. 

The pitch-angle scattering of relativistic electrons is a 
prime example of the interconnectedness of the inner 
magnetospheric particle populations and magnetospheric 
storms. The plasmapause provides high-enough plasma 
density (large enough cope) and appropriate background ion 
composition. The storm is needed to supply the ring current 
ions that drive the EMIC waves unstable [e.g., Jordanova 
et al., 2001] and finally the waves of the low-energy ion 
population scatter electrons of relativistic energies. 

5. CONCLUDING REMARKS 

The increased interests in space weather applications dur­
ing the last ten years have brought new demand on better 
modeling schemes of the inner magnetosphere during 
strongly disturbed periods, space storms. The scientific com­
munity has accepted this challenge, which have brought the 
physics of storms and the inner magnetosphere to the fore­
front of space physics. 

In this review the discussion has been limited to two issues, 
the loss of ring current ions and relativistic electrons, where 
significant progress has been achieved both in theoretical and 
modeling studies. In fact, one may argue that during the 
recent years the modeling efforts have progressed to a much 
higher level of sophistication than the observations may 
really allow. The presently available data coverage is rather 
sparse in space and time and we can mostly study the effects 
of the storm-related processes in particle distributions but 
only seldom the processes themselves. As the most critical 
region for these studies is the nearly-equatorial magneto­
sphere within a wide range of Z-shells, the 15 months of 
CRRES observations in 1990-1991 are still among the most 
useful for detailed analysis of the physical processes. 

For the ring current ions the question of processes on 
open vs. closed drift paths and the associated asymmetries 

definitely ask for better observational basis. In particular it 
would be very useful to have simultaneous observations of 
both waves and particles at several magnetic local times to see 
the evolution of the ion current on open drift paths and the role 
of wave-particle interactions thereupon. The emerging remote 
sensing using ENA techniques may in the future contribute 
important new means to study this issue, but the presently 
available data are still too coarse and the inversion methods are 
still rather immature. Meanwhile it might be useful to look for 
the signatures of the open drift paths in the asymmetries of the 
magnetic perturbations measured on ground. 

Also the theoretical and modeling results on relativistic 
electron dynamics require better empirical basis. Here the 
lack of primary data is perhaps not as bad as in the case of 
ring current, as several satellites carry energetic electron 
instruments in the various parts of the magnetosphere. 
However, if we want to make detailed studies relating the 
electron observations to local plasma and field conditions in 
various local time and Z-shell regions, we meet the same 
problem: CRRES data are again the best we have. 

The storms clearly behave very individually and analyzing 
a small number of in situ data is not sufficient for general 
conclusions. The above considerations strongly argue for a 
fleet of at least 3 or 4 spacecraft in CRRES-type (nearly 
GTO) orbits with apogees at different local times. This would 
allow for synoptic in situ observations of both the primary 
targets, such as ring current ions and radiation belt particles, 
and the critical background plasma parameters and actual 
wave fields. In such a configuration some of the spacecraft 
would be at a low Z-shell at the same time when the others 
are further away. A wide local time coverage is needed to deal 
with the significant asymmetries of the plasmasphere, wave 
occurrence, and the main phase ring current. 

Specific missions for this purpose have been proposed to 
the European Space Agency in 2000 (STORMS, which went 
through the assessment study but was not selected) and to the 
Living With a Star program of NASA (Radiation Belt Storm 
Probes, whose number does not finally appear to more than 
two). Further progress in the physics of the inner magneto­
sphere would urgently need such observations. And without 
solid scientific basis the reliability of the more application-
oriented models can be doubted. 
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A Numerical Study on the Resonant Scattering Process of Relativistic 
Electrons via Whistler-Mode Waves in the Outer Radiation Belt 

Yuto Ka toh 1 , Takayuki Ono, and Masahide Iizima 

Department of Geophysics, Graduate School of Science, Tohoku University, Sendai, Miyagi, Japan 

Resonant scattering processes of high energy electrons are studied numerical ly 
by using a newly developed simulation scheme where cold electrons are treated as 
a fluid and hot electrons are treated as particles including fully relativistic effects. 
The present simulation scheme enables us to investigate the resonant energy dif­
fusion process of electrons in the inner magnetosphere , which has been difficult 
to study by using the PIC code. To verify the accuracy of the present scheme, ele­
mentary step of the resonant interaction of high energy electrons with whistler-
mode waves are studied. The results of the experiment are consistent with the 
theoretical predictions and suggest that this simulation scheme has a capability to 
apply various problem in space physics concerning not only the resonant scatter­
ing process of high energetic electrons but the excitation of electromagnetic 
plasma waves and propagat ion process in the inhomogeneous media. 

1. INTRODUCTION 

As has been studied by many workers [e.g. Baker et al, 
1994; Meredith et al, 2002], the flux of relativistic electrons 
in the outer radiation belt once decreases during the main 
phase of geomagnetic storms and increases again in the 
recovery phase. Several candidates of the mechanism have 
been proposed to explain the rebuilding process of the outer 
radiation belt; especially, the stochastic acceleration process 
of relativistic electrons by the resonant interaction with the 
enhanced plasma waves during geomagnetic storms has 
been studied in detail in the recent works [Summers and Ma, 
2000; Miyoshi et al, 2003]. These works have their basis on 
the quasi-linear theory and well explain the temporal and 
spatial evolution of the flux enhancement. However, there still 
remains many fundamental physical problems concerning 
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the acceleration processes and a numerical simulation is 
thought to be an important tool to obtain such physical 
implications. For the investigation of the elementary process 
of the resonant interaction, a full particle simulation must be 
an useful one. However it is difficult to realize the require­
ment of spatial scale limit for the full particle code to simu­
late the cyclotron resonant interaction between hot electrons 
and electromagnetic plasma waves. The difficulty comes 
from the significant difference of their spatial scale sizes 
between the wave length of plasma waves and Larmor radius 
of thermal electrons. Let us consider that the cyclotron res­
onant interaction between relativistic electrons and electro­
magnetic plasma waves in the earth's outer radiation belt. 
The wave length of whistler-mode waves is of the order of 
10 3 to 10 4 m, while Larmor radius or Debye length of cold 
electrons, the medium of propagation of plasma waves, is of 
the order of 10° m. In the study of cyclotron resonant 
interaction of hot electrons with the electromagnetic plasma 
waves, both propagation of plasma waves and the motion of 
cold electrons need to be solved at the same time. Because 
the grid spacing size must be the order of Debye length for 
the full particle code (PIC code), namely that Ax < 3Xe to 
avoid a nonphysical instability caused by grid spacing 
[Birdsall and Langdon, 1985; Omura and Matsumoto, 
1993], it is not realistic to treat such a large spatial region to 
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study the interaction with whistler-mode electromagnetic 
waves. 

To overcome this difficulty, we have developed a new 
simulation scheme by utilizing a model on the basis of the 
concept of the hybrid algorithm. In this scheme, plasmas are 
separated into two components, namely low density, high 
energy electron component and high density, cold electron 
component. That is, high energy electrons are treated as rela­
tivistic particles while cold electrons are treated as a fluid, 
considering the difference in the spatial scales of their Larmor 
radii. By employing this simulation model, we have no con­
straint on the grid size by the small spatial scale of the gyro-
motion of cold electrons. This treatment enables us to realize 
a simulation box with a sufficiently large spatial scale size to 
investigate the resonant interaction of energetic electrons with 
plasma waves propagating in the medium of cold electrons. 
As an example of the initial results, we evaluate the effect of 
the spectrum of whistler-mode waves by comparing the time 
variation of the number of the resonant particles. In this paper, 
we will show initial results of our simulation model and dis­
cuss the capability of the model for treating a basic physical 
process of resonant interaction. The results show that we can 
treat the acceleration process under the realistic magnetos­
pheric condition by using our simulation model. Hereinafter, 
we refer to this hybrid model as "Electron Hybrid Model". 

2. DETAILS OF THE MODEL 

In our newly developed simulation scheme, the high energy 
electrons are treated as particles and the cold electrons as a 
fluid. Numerical simulation studies on the basis of similar 
approaches have been made by Rathmann et al [1978] and 
Omura and Matsumoto [1982], named Long-Time-Scale 
Code; and Taguchi et al [2001], named Hybrid Darwin Code. 
Compared with these already established simulation model, 
our simulation model has several advantages: First, particle 
motions of high energy electrons are treated including fully 
relativistic effect. The evolution of the electromagnetic field 
in time and space are directly solved without any assumptions 
by using Maxwell's equations. Thus, it can be said that our 
simulation model describes realistic energy transfer between 
high energy electrons and plasma waves propagating in the 
medium of cold electrons. This is one of the most significant 
advantages given by the present model; this model enables us 
to treat the wide wavenumber range of plasma waves covering 
excitation and propagation of free space electromagnetic 
waves and their cutoff process in inhomogeneous media. 

Basic equations in this model to describe the particle 
motions and electromagnetic fields are as follows: 
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where subscriptsfandp denote the quantities associated with 
the cold (fluid) component and hot (particle) component of 
electrons, respectively; zkin is kinetic energy of the hot elec­
tron including its rest mass energy; and q and me represent 
charge and mass of electron, respectively. In the present 
study, we assume that ions are stationary background in the 
simulation system with a density satisfying quasi-charge-
neutrality. Since the time scale in the present study is the 
order of the electron gyro-period, it is adequate to employ 
this assumption. The current densities of cold electron Jf and 
hot electron Jp are calculated separately from the motions of 
each electron species. A two-step Lax-Wendroff scheme is 
utilized to calculate the time development of the electromag­
netic field and fluid motion of cold electrons. PIC scheme is 
applied for the hot electron particles and their motions are 
calculated by using a leap-frog method. To implement the 
simulation code, each physical value is normalized to be a 
dimensionless quantity; time is normalized by electron gyro-
period Tce, velocity and length are normalized by speed of 
light c and cTce, respectively. 

Simulation system is separated into three regions as shown 
in Figure 1; namely, the physical region, the wave source 
region, and the damping region. High energy electrons are 
distributed in the physical region by employing a periodic 
boundary condition. Since the location of the boundary of 
hot electrons is different from that of cold electrons, to avoid 
the reflection of waves, a masking method is applied to the 
electric field caused by the current density of hot electrons 
near the boundary of the physical region. Plasma waves are 
assumed to propagate into the physical region from the 
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Damping 
Region Source Region Physical Region 

Damping 
Region 

Figure 1. Conf igu ra t ion of the s imula t ion sys tem. H i g h energet ic e lec t rons , w h i c h are t rea ted as par t i c les , are d is t r ibuted on ly in the 
phys ica l region. P l a s m a waves gene ra ted in the source reg ion p r o p a g a t e into the phys ica l region, and are abso rbed in the d a m p i n g 
reg ions . 

source region (external source) along the direction of X-axis. 
In the wave source region, electromagnetic plasma waves are 
generated by an artificial oscillation of the electric field. 

Numerical experiments have mainly been carried out to 
simulate the basic process of the resonant interaction between 
high energy electrons and whistler-mode plasma waves. In 
these simulation runs, we choose the system length of physi­
cal region Lx as 4096 Ax aligned to the initial magnetic field 
direction while grid spacing Ax as 1.0 x 10~2 cTce and time 
step At as 7.5 x 10~3 T~l, which satisfy the time and spatial 
limits necessary for the precise simulation of plasma wave. 
The validity in the choice of these values are examined 
through the verification of exact propagation of plasma 
waves. In the present simulation the plasma parameter fplfc is 
set to be fp/fc = 1.0, corresponding to the parameter at the 
outside region of the plasmapause; these grid spacing and 
time step width are corresponding to 100 m and 0.268 /isec, 
respectively, for the real spatial length and time interval. 

It is noted that the number of grid points required for a full 
particle code simulation with the same system length is ten 
times as large as that of our simulation scheme, since Debye 
length of cold electrons is 3 m in this case. This advantage of 
Electron Hybrid Model will be more clearly recognized in 
the case of 2D or 3D simulation. 

3. RESULTS OF NUMERICAL EXPERIMENT 

To verify the validity of the present Electron Hybrid 
Model, test simulations are performed concerning the 
resonant interaction process of the high energy electrons 
with whistler-mode waves. To see the basic processes of 
the resonant interaction at first, the distribution function 
of high energy electrons is assumed to be a shifted bi-
maxwellian type centered at a half of the speed of light 
corresponding to the energy of 79 keV They are uniformly 
distributed in the physical region with their initial pitch 
angles and gyrophases forming an isotropic distribution 
(Plate 1). The plasma parameter of the background cold 

plasma is assumed to be as fplfc = 1.0, which represents the 
typical plasma parameter of the outside region of plasma­
pause. The number density of high energy electrons is set to 
be 10~6 of the background cold electrons; 1,310,720 super-
particles have been used for the calculation of the motion of 
high energy electrons. 

As a first step, we compare the scattering processes by 
the monochromatic whistler-mode wave and by the whistler-
mode wave with a banded spectrum characters. The mono­
chromatic wave has a frequency of 0.5 Q e , while the 
whistler-mode wave with a banded spectrum consists of waves 
continuously distributed from 0.3 to 0.6 Q.e. In each case, 
effective values of the wave amplitudes were set to be 
1 mV r m s /m . We conducted each experiments up to a time 
of 7.5 x 10 3 gyro-cycle of electrons which corresponds 
to 270 msec time interval in the earth's inner magnetosphere. 

The distributions of resonant particles in the velocity space 
at 7.5 x 10 3 T c e are shown in Plate 2(a) and (b), where these 
particles are picked up according to the criterion that the 
speed and pitch angle change from their initial conditions up 
to a value of 0 .1% and 0.1 degree, respectively. In both cases, 
as shown in Plate 2(a) and (b), resonant particles are distrib­
uted on or within the cyclotron resonant curves. We have esti­
mated the resonant curves from co -A v̂y = QJy, where vy is 
field aligned component of the velocity of resonant particles 
and y is the Lorentz factor. 

Figure 2 represents the variations in the speed of the high 
energy electrons from their initial speed at 1500, 3750 and 
7500 Tce. In early stage of the experiment, velocities of reso­
nant particles in the case of the monochromatic wave show a 
more rapid change than the banded waves, until reaching a 
quasi-stationary state at 1500 Q~ (Fig 2(a)). Although the 
velocity of resonant particles changes moderately in the case 
of waves with finite band width, the maximum variance in 
the velocity (|<5v| -8.0 x 10~3 c) is rather larger than the mono­
chromatic wave case (|<5v| ~6.0 x 10~3 c) as shown in Fig 2(c). 
This result can be explained by the continuous resonant scat­
tering effect due to the broadness of the wave spectrum of 
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Init ial Velocity Dis t r ibut ion 

Plate 1. Init ial ve loc i ty dis t r ibut ion o f the energe t ic par t i c les in the phase space . Five th in do t ted line in the f igure deno te cons tan t 
energy l ines o f 1, 10, 100 keV, 1 M e V and the speed of l ight, respectively. 

Whistler-mode : w = 0.5 fic 

v, [ c ] 

Plate 2. Dis t r ibu t ion of r e sonan t e lec t rons in the phase space u n d e r the wave set t ings of (a) s ingle wave and (b) b a n d e d waves . A l s o 
shown is the r e sonance curves of wh i s t l e r -mode waves for the case fp/fc = 1.0 wi th f requencies o f 0.5 (dashed l ine) , 0.3 (dash-do t t ed 
l ine) , a n d 0.6 (dot ted l ine) Qe. 
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Figure 2. T ime evolu t ion of the veloci t ies o f the r e sonan t e lec t rons . 
T h e var ia t ion f rom the init ial speed of e lec t rons is p lo t ted u n d e r the 
wave set t ings o f s ingle wave (sol id l ine) a n d b a n d e d waves (dashed 
l ine) at (a) 1500, (b) 3 7 5 0 , (c) 7 5 0 0 Q~l. respectively. T h e ho r i zon ­
tal scale shows a devia t ion f rom the init ial speed and the ver t ica l 
scale shows the n u m b e r o f par t ic les in e a c h r ange . 

whistler-mode wave. The resonant interaction caused by the 
wave with a frequency o fF A affects resonant particles which 
satisfy the resonance condition with FA wave; the resonant 
particles are then accelerated (decelerated) and deviates from 
the resonance conditionwith FA wave. In the case of the 
banded whistler-mode wave, these deviated particles subse­
quently interact with another wave with a frequency of 

FB~FA + SF>
 m e effective acceleration (deceleration) of reso­

nant particles occurs in the case of a wave with a finite band 
width. 

The efficient resonant scattering process for the case of the 
wave with banded wave spectrum is also indicated in the 
energy transfer process between whistler-mode waves and 
energetic particles. In Figure 3, we show the time variations 
of the kinetic energy density of the energetic electron species 
for both types of waves. The kinetic energy density of ener­
getic electrons continuously increases by the effect of the 
successive resonant interaction for the case of banded wave, 
whereas the kinetic energy slightly decreases for the case of 
the monochromatic wave. These simulation results suggest a 
possibility that waves with a finite band width such as turbu­
lent waves induce efficient scattering of resonant particles in 
the phase space; that is, plasmaspheric hiss is an efficient 
energy source for the electrons, while man-made, monochro­
matic transmitter signals actually remove energy from 
plasma. 

4. DISCUSSIONS 

On the basis of the present simulation results, it has been 
demonstrated that our simulation scheme has a enough capa­
bility to understand the detailed features of the wave-particle 
interaction processes in the space plasma. In Fig 2(a), there 
are 'resonant' particles which are not lying on the resonant 
curve estimated from the frequency of the injected whistler-
mode wave exactly. The existence of 'resonant' electrons can 
be explained by the effect of the generated plasma waves by 
the high energy electrons in the physical region. In the pre­
sent simulation, the velocity distribution function of the high 
energy electrons is assumed to be the shifted-maxwellian 
type distribution function, and such electrons act as high 
energy beams in the simulation space. The beam distribution 
of electrons possibly excite the plasma waves due to the 
beam-type instability. To estimate the amplitude of such self-
excited plasma waves, we performed another simulation 
without injecting the whistler-mode waves; the initial para­
meters of electrons and the condition of the simulation sys­
tem are set to be the same as those represented in the previous 
section. Figure 4 shows the co - k diagram of the plasma 
waves generated in the physical region. In the simulation 
result, whistler-mode waves on the branch of the parallel 
propagating mode are excited with the wave amplitude up to 
several juV/m, while their wave frequencies satisfy the first 
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Figure 3 . Time histories of the kinetic energy density of energetic electron species for the monochromatic wave (solid line) and the 
wave with finite band width (dashed line). Each line shows the variation from their initial kinetic energy density of 1.826 x 10~ 1 3 [J/m 3]. 

order cyclotron resonance condition with the energetic elec­
trons, i.e., co - fc|]V|| - Qe/y=0. This result shows that the 
whistler-mode waves are also excited through the wave-
particle interaction, the excited whistler-mode waves then 
interact with the another resonant electrons during the prop­
agation in the simulation space. The origin of the decrease of 
the total kinetic energy in the case of monochromatic wave 
shown in Figure 3 can also be explained when considering 
the effect of the self-excitation of whistler-mode waves. 
The kinetic energy of energetic particles is transferred to the 
wave energy of excited whistler-mode waves, and the 
energy escapes from the simulation system because the open 
boundary condition is applied in the present study. This result 

[ c B 0 ] 

Figure 4. The co - k spectra of the generated waves in the simula­
tion for the case of no artificial wave injection. Dashed-lines in this 
figure represent the dispersion curve derived from the dispersion 
relation of the cold plasma where the plasma parameter is given as 
fplfc = 1.0. Waves on the branch of the parallel propagating whistler-
mode wave in a frequency range from 0.4 Cle to close to 0.8 Q e are 
excited by the resonant wave-particle interactions with the high 
energy electrons; the wave amplitude of the excited whistler-mode 
waves is up to several /uV/m. 

indicates that the present simulation scheme precisely treat 
the total wave-particle interaction process and has an enough 
capability for an application to various problems in space 
physics concerned with wave-particle interaction including 
propagation and excitation of electromagnetic plasma waves. 

In the previous section, we have compared the scattering 
processes by the monochromatic whistler-mode wave and by 
the whistler-mode wave with a banded spectrum characters. 
The simulation results suggest that the wave spectrum of 
whistler-mode waves play an essential role in the resonant scat­
tering process. In the case of whistler-mode waves with finite 
band width, the maximum variance in the speed of resonant 
particle, |<5v|~8.0 x 10~3 c at 7500 Tce, which corresponds to the 
change in kinetic energy of 2.8 keV for the electron of initial 
energy of 79 keV; this is equivalent to the temporal energizing 
rate of 10.4 keV/sec. Although this is an extremely high accel­
eration rate, the effects of both the given finite band width of 
the wave spectrum and the homogeneity in the wave propaga­
tion media assumed in the present simulation system restrict 
the energizing of resonant electrons up to 170 keV This esti­
mation is derived from a diffusion curve in the velocity space 
in the present study, following the work of Summers et al. 
(1998). During the resonant scattering process in the homoge­
neous system, resonant particles move along the diffusion 
curve according to the change in their resonance condition. In 
the present simulation, since we assumed that the width of the 
wave spectrum is limited from 0.3 Q e to 0.6 Q e , the motion of 
resonant particles in the velocity space is restricted on the 
finite element of the diffusion curve. Therefore, in the homo­
geneous system, energization of resonant particles saturates at 
an appropriate value determined by the width of the wave spec­
trum. This limitation of energization will be violated by taking 
into account for the inhomogeneity of the background mag­
netic field or the effect of the pitch angle scattering caused by 
other plasma waves. Since these effect cause the modulation of 
the motion of resonant particles in the velocity space, the 
motion of resonant particles, or diffusion process then shows a 
stochastic nature. 
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In this paper, we have presented the results of our newly 
developed simulation scheme and concluded that the present 
model accurately simulates the resonant scattering process of 
high energy electrons. The resonant scattering process via 
whistler-mode wave is recognized as a strong candidate in the 
rebuilding process of the outer radiation belt during the geo­
magnetic recovery phase. Previous theoretical analyses and 
observational evidences revealed the importance of the effect 
of resonant interaction. In this current of study, the quantitative 
estimation of acceleration process and the verification of dif­
fusion coefficients derived from quasi-linear theory have been 
recognized as an important problem. The diffusion coefficients 
of high energy particles during resonant interaction with 
plasma waves has been discussed by various authors on the 
basis of the quasi-linear theory [e.g., Lyons, 1974; Albert, 
1999]. To understand the details of the properties of pitch angle 
and energy diffusion processes of energetic particles through 
the wave particle interactions with the plasma waves, the dif­
fusion coefficient in the phase space is especially important 
and should be accurately evaluated considering the wave parti­
cle interaction processes by using realistic plasma wave para­
meters. The previous studies explained the response of high 
energy particles through the resonant scattering with enhanced 
whistler and ion cyclotron waves by adopting the diffusion 
coefficient estimated for a high density plasma condition 
(cope/f2e)2 ^> co/Qe) for the region of inner plasmasphere 
[Lyons, 1974]. For the stochastic acceleration processes with 
whistler-mode waves, however, a condition of low plasma den­
sity, which is typical for the case of the outside region of 
plasmapause, is required for effective acceleration by the 
whistler-mode waves; therefore it is important to estimate the 
accurate diffusion coefficients on such realistic plasma para­
meters as proposed by Horne et al. (2003). The results of insitu 
observation in the inner magnetosphere also reveal the real dis­
tribution function and pitch angle distribution of high energy 
particles which is not the shifted bi-Maxwellian type used in 
this initial study. To discuss the realistic acceleration process of 
high energetic electrons, it is necessary to discuss the resonant 
scattering process by considering the realistic distribution of 
energetic electrons as well as the realistic plasma parameters as 
observed in the magnetosphere. By employing the present sim­
ulation model, it will be possible to investigate the diffusion 
process of resonant electrons and estimate their diffusion rate 
under such a real magnetospheric plasma condition; these 
works are important for future studies. 
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Structures of Sub-keV Ions Inside the Ring Current Region 

M. Yamauchi 1 , R. Lund in 1 , L. El iasson 1 , D. Winn ingham 2 , H. R e m e 3 , C. Vallat 3 , 
I. Dandouras 3 and Cluster-CIS t eam 1 ' 3 " 8 

Structured dispersive sub-keV ions inside the ring current region, or so-called 
wedge-like dispersions, those which have been considered signatures of long-time 
drift by ExB and grad-|2?| drifts from nightside, are surveyed using the Viking, 
Freja, Munin, and Cluster satellites. While the ordinary wedge-like dispersion 
(increasing energy with increasing latitude) is observed mainly in the morning 
sector at all altitudes (by all spacecrafts), the reversed wedge-like dispersion 
(decreasing energy with increasing latitude) is observed at different local t imes by 
different spacecrafts. The differences between spacecrafts are also found in the 
H+/O+ ratio and in observation frequency. The observed altitudinal difference 
indicates that the evolution of drifting particles depends strongly on the mass and 
mirror altitude. 

1. INTRODUCTION 

Mid- and low-altitude satellites frequently detect dense 
trapped sub-keV ions with energy-latitude dispersive struc­
tures inside the dayside ring current region [Yamauchi et al., 
1996a]. Figure 1 shows examples observed by the Viking 
satellite [Lundin et al, 1987]. One can recognize two major 
ion populations: the energetic (>10keV) ring current 
component, and the sub-keV component that we study in 
this paper. Located far equatorward of the auroral region, 
and clearly separated from the energetic component, the 
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dense sub-keV trapped ions in Figure 1 have energy-latitude 
dispersive structures as marked by thick curves in the 
spectrogram. Such structured dense sub-keV ions in the ring 
current region are well recognized in almost all satellite data 
as a zoo of various dispersion patterns. 

The independence of the sub-keV component from the 
energetic (>3 keV) component seen in Figure 1 can also be 
seen in CRRES statistics of average pitch-angle distribution 
[Collin et al, 1993]. Multiplying the energy by their average 
number flux, the energy fluxes of sub-keV trapped ions (<30 
degree equatorial pitch angle in order to reach the Viking 
altitude) can often be higher than those of 2-3 keV range 
ions inside the ring current region (e.g., 5 < L < 6). Thus the 
sub-keV ions have different characteristics from the ener­
getic (>5 keV) ions in the ring current region. 

Ebiham et al. [2001] made the first attempt to simulate 
these dispersions seen in Figure 1. Since the drift motion of 
sub-keV ions are sensitive to both the ExB drift (eastward, 
energy independent) and grad-|2?|/curvature drifts (westward 
for positive ions, energy dependent), the drift distance for a 
given elapse time becomes energy-dispersive. When looking 
at a fixed meridian, a different drift distance means a differ­
ent L value, resulting in an energy-latitude dispersion. Thus 
the observed structures of sub-keV ions may directly reflect 
nightside electromagnetic disturbances, and hence studying 
the dispersion structures of the sub-keV ring current pro­
vides a new and good clue to understanding the dynamics of 
the inner magnetosphere. 

4 1 
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Figure 1. Viking energy-time spectrograms for electrons (0.3-
40 keV) and positive ions (0.05-40 keV) for 1986-9-1 (orbit 1053). 
Unit is the normalized count rate which is proportional to the energy 
flux. The ion instrument is composed of 2 sensors: one for keV 
range and the other for sub-keV range. The radiation belt (MeV 
electrons) can be identified by keV electrons. 

However, very few studies have been done on this phe­
nomenon. Energy dispersion signatures of trapped ions in the 
dayside subauroral region have mainly been discussed with 
the "nose" dispersion in the keV range [Smith and Hoffman, 

1974; Ejiri et al, 1980], and with "bouncing ion clusters" 
that are interpreted as caused by the velocity-filter effect on 
the scale time of north-south bouncing period of ions [Quinn 
and Mcllwain, 1979; see also Winningham et al, 1984], but 
not with the type demonstrated in Figure 1. There are several 
reports that discuss isolated regions of sub-keV plasma 
sheet-like ion precipitation in the plasmasphere [Shelley 

et al, 1972; Sauvaud et al, 1981; Chappel et al, 1982; 

Newell and Meng, 1986] with different terminology, but the 
relation between this "isolated plasma sheet" and the dis­
persed sub-keV ions in Figure 1 is not clear. 

In this paper we study this phenomenon using different 
satellite (altitude) data. After we briefly review the pheno­
menon and formulate the problems in the next section, we 
compare the dispersion morphology and the local-time dis­
tribution between different satellites. 

2. WEDGE-LIKE DISPERSIONS 

The most commonly observed sub-keV ion structures in 
the ring current region in Viking data can be classified into 
three basic patterns: (a) wedge-like energy-latitude disper­
sion with increasing energy for increasing latitude as seen at 
60-63 invariant latitude (ILat) in Figure 1 (generally at 57-67 
ILat, and hereafter called "ordinary-wedge"), (b) the island­
like energy-latitude dispersion seen at 64-69 ILat in Figure 1 
(generally at 60-70 ILat, hereafter called "island-type"), 
and (c) reversed wedge-like dispersion with decreasing 
energy for increasing latitude seen at 68-72 ILat in Figure 1 

(generally at 65-72 ILat, hereafter called "reversed-wedge"). 
Ebihara et al [2001] named the ordinary-wedge "type-1", 
the reversed-wedge "type-3", and the combination of both 
"type-2" (hereafter called "bridge-type" dispersion). From a 
particle simulation viewpoint, the island-type was considered 
to be the same as type-2 with down-shifted energy in Ebihara 

et al [2001]. The island-type often contains Pc-5 like wave 
structures as seen in the modulation of the upper energy cut­
off, and one extreme case was reported in Yamauchi et al 

[1996b]. 
Comparing ascending traversals and descending traversals 

of Viking [Yamauchi et al, 1996a], the observed dispersions 
of sub-keV ions are found to be spatial ones. The phenome­
non is not observed for all traversals, yet intense ones are nor­
mally found for consecutive orbits (the Viking orbital period 
is a little more than 4 hours), indicating a 5-10 hour lifetime 
at a fixed longitude for intense events. Viking also revealed 
that the "ordinary-wedges" are primarily observed in the 
morning sector, whereas the "island-types" are primarily 
observed in the afternoon sector. 

Freja (h = 1700 km) [Eliasson et al, 1994] also detected 
"ordinary-wedges" in a similar way to Viking (h = 5000-
13000 km): they are semi-stationary (similar lifetime in both 
satellites) and are observed mostly in the pre-noon sector 
[Yamauchi et al, 1996a]. However some differences exist: 
Freja did not observe the reversed-wedges, and it detected the 
ordinary-wedges nearly 10 degrees equatorward of what are 
observed by Viking. Freja detected the ordinary-wedges only 
during major magnetic storms whereas Viking detected the 
phenomena during all conditions of the geomagnetic activity 
(AE and Dst indices). The Freja observation also raised a 
question on the origin of ions because Freja registered the 
wedge-like dispersed sub-keV ions mainly in the oxygen 
channel with very faint signatures in the proton channel. 

Using particle drift simulation (ExB, grad-|2?|, and curva­
ture: up to 2nd order invariant conservation), Ebihara et al 

[2001] studied the wedge-like structures observed by Viking. 
They successfully reconstructed all types of dispersions 
(ordinary-wedge, reversed-wedge, and bridge-type) as signa­
tures of past injections (10-20 hours before) of Maxwellian 
plasma from the night side. The location (found mainly in the 
pre-noon sector) and the dispersion patterns of the wedge­
like dispersion can be explained as the result of the afore­
mentioned drifts from the night-side intermittent injections 
with long elapse time (up to > 20 hours). However this study 
also raised new questions on the Viking and Freja observa­
tions of the wedge-like dispersions: 

1. Why are only the "ordinary-wedges" observed by Freja, 
with latitude far equatorward of Viking's cases? 

2. Why is it observed mainly in the oxygen channel by 
Freja? 
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3. Is the local-time distribution of Viking observations an 
artifact of the spacecraft orbit with > 10000 km altitude 
for morning-noon sectors and <8000 km altitude for the 
evening sector? 

4. Can all dispersion of sub-keV ions in the ring current 
region be explained by drifting particles originating from 
the nightside [cf., Hoymork et al, 2001]? Is the island-
type really a low-energy (long elapse time) variation of 
bridge-type dispersion? 

With the above simulation and questions in mind, we study 
this phenomenon using different satellite (altitude) data. We 
re-examined the Viking PISP/ICS data [Lundin et al, 1987] 
and examined Freja TICS data [Eliasson et al, 1994], Munin 
MEDUSA data [Yamauchi et al, 2002], and Cluster CIS 
perigee data [Reme et al, 2001]. All instruments are covering 
sub-hundred eV to several tens of keV 

3. MUNIN AND CLUSTER OBSERVATIONS 

Figure 2 shows examples of the ordinary-wedge and the 
reversed-wedge observed by Munin [Yamauchi et al, 2002] 
near its apogee of h = 1800 km in the southern hemisphere. 
These dispersions are found only in the perpendicular 
(trapped) direction. Contrary to Freja, Munin at the same alti­
tude detected the reversed-wedges. The observed dispersion 
morphology and latitudes are more similar to Viking cases 
than Freja cases despite its altitude. 

The wedge-like dispersions inside the ring current region 
have recently been studied with Cluster perigee data [Reme 
et al, 2001; Vallat et al, 2002]. Cluster's perigee traversals 
are from southern hemisphere to northern hemisphere 
with perigee a little more than 4 Re at the equatorial plane 

Munin ion data [ e r g c m - 2 - s t r 1 s - 1 e\rn 
0721:19UT+4:00 

CGL-71° -69° 
MLT 21.1 21.2 

H= 1800 km 
reversed wedge ordinary wedge 

Figure 2. Munin energy-time energy flux spectrograms for positive 
ions (0.005-10 keV) for (a) 2000-12-11 and (b) 2001-1-11. Upper, 
middle, and lower panels show ions parallel, perpendicular, and 
anti-parallel to the geomagnetic field, respectively. The vertical 
blackout lines are due to interference. 

SO 
10,000 
1,000 

Cluster-CIS CODIF data, 2001-8-21 

0:00 1:00 2:00 
Z(GSE) -4.0 -2.1 
distance 5.1 4.5 
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3:00 4:00 5:00 
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4.3 4.5 5.2 Re 
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Figure 3. CIS (Cluster Ions Spectrometry) energy-time energy flux 
spectrograms for positive ions (0.01-40 keV) for 2001-8-21. Proton 
data from the other two spacecrafts during the same UT range are 
also shown. 

(i.e., substantial L value). L = 4 corresponds to 60 ILat and is 
low enough to cover most of the interesting region for 
the wedge-like dispersions. In fact we observed distinct 
structured sub-keV ions in more than half of the morning-
noon traversals. Figure 3 shows examples. 

Similar to Viking observations there are two major ion com­
ponents, the energetic plasma sheet (ring current) component 
(around 5 keV near perigee) and the isolated sub-keV ions 
inside the cavity. The sub-keV component has an incomplete 
round-shape (corresponding to reversed-wedge) inbound and 
a complete round-shape (corresponding to bridge-type or 
island-type) outbound in the proton channel with faint oxygen 
signature at lower L . The three Cluster spacecrafts show sim­
ilar patterns confirming that they are semi-stationary struc­
tures. However the inbound-outbound asymmetry in Figure 3 
is not purely a spatial one: such asymmetry is found in many 
traversals. Out of nearly 200 traversals during 2001 and 
2002, we observed 7/52/16 clear ordinary-wedge/reversed-
wedge/bridge-type dispersions in southern inbound (24/14/36 
in northern outbound) hemisphere, respectively. 

Viking contains an ion mass spectrometer using ExB fil­
tering, but the sensitivity of the mass spectrometer is not high 
enough to resolve the wedge-like structures at the sub-keV 
range. Figure 4 is one of the rare cases of the wedge-like 
structure resolved by the mass spectrometer. Corresponding 
to the 1 keV part of the ordinary-wedge seen in the total ion 
(top) panel, one can recognize dense proton and oxygen 
near 1 keV Even the dispersion is recognized in the proton 
channel. Table 1 summarizes the observation by different 
satellites. 
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Figure 4. Viking energy-time spectrograms for total positive ions 
(0.1-10 keV), protons (0.2-10 keV), and oxygen (0.8-10 keV) for 
1986-9-23 (orbit 1175). 

4. LOCAL TIME DISTRIBUTION 

Figure 5 shows the local time distribution of the dispersed 
sub-keV ions in the ring current region observed by Viking, 
Freja, and Cluster. We registered only clear cases because 
some structures nearly always exist in this region [Yamauchi 
et al, 1996b; Vallat et al, 2002]. Both Viking and Cluster 
statistics show that the wedge-like dispersions are more com­
monly observed in the dayside than nightside in nearly 30-
40% of traversals for clear cases. The probability is much 
lower for Freja observations (<10% for all MLT). 

The "ordinary-wedges" (without "reversed-wedges") are 
consistently found in the morning sector (6-12 LT) at all alti­
tudes, supporting the scenario by Ebihara et al [2001]. Here 
we identified wedge-like structures only inside the cavity; 
i.e., we excluded sub-keV ion dispersions extended from the 
energetic (plasma sheet) component at its higher-latitude 
ends (cf. at |Z| > 1.5 Re of Cluster data in Figure 3) because 
we believe this component is different from the reversed-
wedge dispersion predicted by the simulation. We also 
excluded from Cluster statistics the meso-scale sub-keV ion 
dispersions extended from the energetic (>5 keV) range into 
the cavity. This type is often found in the early morning sec­
tor, and will be discussed in a different paper. This exclusion 
probably accounts for the small discrepancy in the occur­
rence rate in the early morning sectors between Frej a/Viking 
and Cluster. 

The reversed-wedge is observed in a quite different way by 
different spacecrafts. Freja did not observe it whereas Munin 

observed it at the same altitude as Freja. Viking detection was 
mainly in the prenoon sector (both isolated cases and accom­
panied by the ordinary-wedge) whereas Cluster detection has 
a peak in the afternoon sector. 

The "bridge-types" or "island-types" have slightly differ­
ent local-time distributions between Viking (mainly island-
types and observed near noon) and Cluster (mainly 
bridge-types and observed in the evening). We could not 
identify the corresponding phenomena in the Freja data. 
Since Freja can detect only intense ones during storms, this 
might indicates that only the ordinary-wedges were intensi­
fied during storms at this altitude, but not the island-types or 
reversed-wedges. The distributions of the bridge-type and the 
island-type are also slightly different by a few hours in local 
time according to Viking statistics. However we cannot dis­
cuss the relation between the island-type and the bridge-type 
unless we understand the differences between satellites. 

5. DISCUSSION 

The most puzzling fact is the composition: Cluster regis­
tered wedge-like structures mainly in the proton channel 
whereas Freja registered the phenomena mainly in the oxy­
gen channel. Oxygen-dominant cases and co-populating 
cases exist for a significant number of traversals [Vallat et al, 
2002], but the proton structures are normally much more 
intense than the oxygen structures in Cluster. When Viking 
can separate the mass (this is rare and is possible only for 
intense cases), it observed both protons and oxygen ions. So 
far we have two possible explanations: (1) high 0 + concen­
tration in the ring current and plasma sheet during magnetic 
storms [Lennartsson and Sharp, 1982; Hamilton etaL, 1988]; 
(2) different drift velocity (L-cell and speed) and mirror alti­
tude (H+ structure at L > 5 and high altitude, and 0 + struc­
ture at L < 5 and low altitude) due to e.g., different 
pitch-angle distribution between H+ and 0 + in the injection 
region. In fact one may assume v± > v// for H+ (accelerated 
by JxB force in the tail), and v// > v± for 0 + (supplied along 
the geomagnetic field from the Earth). The storm-dependent 
scenario predicts simultaneous intensification of H+, 0+ , 
and 0+ / H+ ratio when the wedge-like dispersion is intensi­
fied at high altitudes. The anisotropy scenario predicts a sub­
stantial 0 + signature inside the H+ wedge at high altitudes. 
Neither is yet confirmed, and we need further studies. 

Table 1. Satellite Coverage and Wedge-like Dispersion. 

s / c Coverage (Height) Coverage (Local time) Period Type Species 

Viking 5000-13000 km 6-18 MLT 4.4 h ordinary/ reversed/island H+ & 0 + (?) 
Freja 1700 km all MLT 1.8 h ordinary only (rare) mainly 0 + 
Munin 700-1800 km early morning & late evening 1.8 h ordinary/reversed no composition 
Cluster 4 Re at equator all MLT 2.3 d ordinary/reversed/island mainly H+ 
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Figure 5. Local time distribution (3 hours bins) of the wedge-like 
dispersion signature (clear cases only) inside the ring current region, 
(a) Viking (more than 700 traversals); (b) Freja (more than 6000 tra­
versals); (c) Cluster (nearly 400 traversals). Freja covered all local 
times rather uniformly at a nearly fixed altitude, making the raw 
number almost proportional to the probability. For Viking and 
Cluster cases we took probability of the phenomenon clearly seen 
during a traversal which covers from at least <67 ILat. 

The different local-time dependence of reversed-wedges 
(including bridge-type/island-type) for Viking and Cluster is 
also a puzzle. A simple altitude dependence scenario does not 
explain why we find reversed-wedges in Munin (h = 
1800 km) data but not in Freja (h = 1700 km) data. If it 
depends on altitude, it must also depend on local time simul­
taneously in a complicated way. We might also have a basic 
identification problem of reversed-wedges for different alti­
tudes: low-altitude (1000-2000 km), mid-altitude (5000-
15000 km), and high-altitude (equatorial plane). 

Another issue is the inbound-outbound asymmetry in the 
Cluster data. The majority of the ordinary-wedges and the 
bridge-types are found in outbound passes (northern hemi­
sphere), whereas the reversed-wedges are more prominent in 
inbound passes (southern hemisphere). If the lifetime of the 
phenomenon is around 5-10 hours at one local time (as is 
indicated by calculation), one might be able to detect the tem­
poral effect during traversals that take a few hours. This is 
related to the problem of identifying the reversed-wedges, 
because the high L-shell drift (corresponding to reversed-
wedges) is faster than the low L-shell drift. 

The last problem is the relation to substorms [e.g., 
Hoymork et al, 2001]. Although the simulation by Ebihara 
et al [2001] predicts wedge-like dispersion during long quiet 
periods after the substorm injection, not all substorms produce 

type-"mast" | 8 M L J & h=13000km 

Figure 6 . Viking energy-time spectrograms for electrons (1-40 keV) 
and positive ions (0.05-10 keV) for 1986-5-12 (orbit 436). 

clear wedge-like structures afterward. This problem will be 
reported in a separate paper. One possibility is that bulk 
plasma injection may take place even during quiet geomag­
netic conditions, and it does not have to be in the nightside. 
In fact we often observe signatures of local heating, i.e., non-
dispersive ions as shown in Figure 6 (denoted as type­
c a s t " ) . Similar intense local heating signatures are found in 
Cluster too (not shown here). 

6. SUMMARY 

A comparative study of structured sub-keV ions (wedge­
like dispersion) inside the ring current region was performed 
using Viking, Freja, Munin, and Cluster ion (composition) 
data as summarized in Table 1. We encountered several puz­
zles in interpreting the data although the majority of the 
wedge-like dispersions are basically consistent with the drift 
scenario proposed by Ebihara et al [2001]. 

1. 

2. 

3. 

4. 

The wedge-like dispersion is detected mainly in the oxy­
gen channel in Freja (h = 1700 km), and mainly in the 
proton channel in Cluster (h > 3 Re). 
We might have a basic identification problem. While the 
ordinary-wedge (see Figure 1) is observed rather consis­
tently at all altitudes, the reversed-wedge is observed in 
quite different ways between different satellites for local 
time distribution and observation frequency. The relation 
between the island-type and the bridge-type also remains 
unclear. 
Cluster observations of wedge-like dispersion show an 
inbound-outbound asymmetry around perigee (near 
equator), which might reflect the temporal variation in 
the time scale of a few hours. 
The relation to substorms remains unclear. The wedge­
like dispersion might not necessarily originate from the 
nightside during substorms. A small yet significant por­
tion of the structured sub-keV ions suggests local ener­
gization at dayside. 
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To solve these puzzles we definitely need more simulation 
(with anisotropic source distribution), further data analyses 
(e.g., fine classification and delay-time analyses versus geo­
magnetic indices), and analyses of data from different alti­
tudes (FAST, Polar, Interball and new missions). 
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We found that the magnet ic field at the geosynchronous orbit started to change 
from the dipole- to tail-like configuration, i.e., plasmasheet thinning in the evening 
sector six minutes after the onset of development of the ionospheric convection as 
derived from the ground magnetometers , when the IMF turned southward. The 
ionospheric p lasma convection as observed by SuperDARN started to change 
simultaneously, and completely changed its pattern from the four-cell to two-cell 
at the onset of the plasmasheet thinning. The plasmasheet thinning was followed 
by the development of the partial r ing current (PRC) within a few minutes , which 
implies that the p lasma convection was enhanced in the near-earth magnetotail . 
These results indicate that the convection electric field in the near-earth magneto­
tail develops concurrently with the large-scale two-cell convection in the ionos­
phere, suggesting a possible role of the ionosphere in driving the convection in the 
near-earth magnetotail . 

1. INTRODUCTION 

Plasma convection in the magnetosphere-ionosphere 
(M-I) coupled system is controlled by the interplanetary 
magnetic field (IMF) as demonstrated with the good 
coherency between the southward IMF and the DP2 currents 
composed of two-cell current vortices in high latitude 
extending to the dayside equator [Nishida, 1968]. The good 
correlation implies that the solar wind energy penetrates into 
the polar ionosphere, and further to the equatorial ionos­
phere. The transmission of the energy to the equator is nearly 
instantaneous as suggested by Kikuchi et al. [1996]. In the 
past years, magnetometer networks and SuperDARN obser­
vations have shown instantaneous reaction of ionospheric 
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convection on the dayside and nightside [e.g. Ridley et al., 
1998; Ruohoniemi and Greenwald, 1998; Murr and Hughes, 
2001; Lu et al., 2002]. The quick response of convection in 
the nightside polar ionosphere poses an important issue 
whether the plasma convection responses immediately in the 
inner magnetosphere and in the near-earth magnetotail after 
enhancement of magnetic reconnection at the dayside mag­
netopause. The studies on the quick response of convection 
to the IMF have been examined mainly for the polar ionos­
phere, however few studies have been done for the inner 
magnetosphere. 

It has been reported that onset of substorms coincided 
with northward turning of the IMF [e.g. Cann et al., 1975; 
Rostoker, 1983; Lyons et al., 1995]. Lyons et al. [1995] pro­
posed a substorm model in which the substorm was trig­
gered by a reduction in convection electric field due to 
the northward tuning of the IMF. Based on the GEOTAIL 
observations, however, Nishida et al. [1997] showed that 
a substorm onset was not accompanied by a reduction in 
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convection electric field at x = -\9 Re in the plasmasheet 
when the IMF turned sharply northward. On the other hand, 
Hashimoto et al [2002] demonstrated that the partial ring 
current started to develop a few minutes after growth of the 
polar cap potential by using global magnetometer networks 
on the ground and particle simulation of the ring current. 
They further showed that the partial ring current was recon­
figured into more symmetric simultaneously with decrease 
of the polar cap potential due to northward turning of the 
IMF. Their results suggested that the convection electric field 
instantaneously changed at around 4-6 Re in the near-earth 
magnetosphere with ionospheric convection changes, regard­
less of the magnetic local time. 

The purpose of this paper is to clarify temporal behavior 
of the near-earth magnetotail at the geosynchronous orbit 
with respect to the development of ionospheric convection, 
by comparing the DP2 current, the ionospheric convection 
observed by SuperDARN and plasma sheet thinning 
observed by the geosynchronous satellite GOES9. The devel­
opment of the DP2 currents is a signature of the reconnection 
at the dayside magnetopause. SuperDARN provides us with 
a two-dimensional convection pattern in the polar ionos­
phere. The event we selected indicates that the four-cell con­
vection associated with the northward IMF started to reduce 
on the dayside just after the DP2 current developed due to 
the southward IMF, and completed to change into two-cell 
pattern in six minutes. Although the magnetometer and 
SuperDARN data were sparse on the nightside, the nightside 
convection must have been intensified simultaneously with 
the dayside convection as suggested by Ridley et al. [1998], 
and Ruohoniemi and Greenwald [1998]. Consequently, 
the plasmasheet thinning in the near-earth magnetotail 
started at the time of the complete change in the ionospheric 
convection pattern. 

2. RESULTS 

A southward turning of the IMF was measured by ACE at 
10:04 UT on March 26, 1998. Negative By increased and 
solar wind dynamic pressure was stable during the event (the 
data is not shown here). Figure 1 shows the D-component of 
the magnetic field observed at two stations in the polar cap 
and the X-component at the IMAGE magnetometer network 
aligned from the high to middle latitudes (geomagnetic lati­
tude of 75-56°) at 13 MLT. Coherent increases in the mag­
netic field started at 11:00 UT (vertical line) from the polar 
cap to the dayside middle latitudes. Furthermore, the X-com­
ponent from CANOPUS and MACCS magnetometer chain 
observed increases in the eastward and westward currents in 
the polar cap and auroral latitudes on the dawnside, respec­
tively (data not shown here). These magnetic variations indi­
cate an intensification of the DP2 currents in the polar cap and 
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Figure 1. (upper ) D - c o m p o n e n t o f the m a g n e t i c f ield f rom Thu le 
and Reso lu te B a y in the polar , ( lower) X - c o m p o n e n t f rom 11 sta­
t ions at aurora l to m i d la t i tudes o f the I M A G E m a g n e t o m e t e r chain. 
T h e ver t ical sol id l ine p resen t s the onse t o f the D P 2 magne t i c 
per turba t ion . 

auroral latitudes. The convection electric field responsible for 
the DP2 magnetic variations would propagate instantaneously 
to the nightside [Ridley et al., 1998; Lu et al., 2002]. 

Figure 2 shows three components of the magnetic field 
(He: earthward; Hp: northward parallel to the Earth's rota­
tional axis; Hn: perpendicular to He and Hp) measured by the 
geostationary satellite GOES 9 that was located at the geo­
magnetic latitude and longitude of 4.91° and 296.02°, respec­
tively in 00:20 MLT at 11:00 UT. A growth phase signature 
of an isolated substorm is clearly observed in the Hp-compo­
nent that decreased gradually with a clear onset at 11:06 UT 
(dashed line). The He-component, on the other hand, slightly 
increased in correspondence to the decrease in the Hp. 
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F i g u r e 2 . Th ree c o m p o n e n t s o f the m a g n e t i c f ield ob ta ined b y G O E S - 9 that w a s loca ted in 00 :20 M L T at 11:00 UT. 

The resultant total magnetic field strength reduced at the 
geosynchronous orbit. These changes in the magnetic field 
correspond to the stretching of the magnetic field and thin­
ning of the plasma sheet in the near-earth magnetotail that is 
characteristic of the substorm growth phase (plasma sheet 
thinning) [e.g. Nishida and Hones, 1974]. This reconfigura­
tion of the magnetic field lines from the dipole may be a 
result of removal of magnetic fluxes from the magnetotail, 
which was caused by the dawn-to-dusk convection electric 
field [Coroniti, 1985; and Tanaka, 2003]. 

The growth phase of substorm is also characterized by 
gradual development of the partial ring current in the night­
side magnetosphere [McPherron, 1970]. Figure 3 shows the 
H-component of the magnetic field on the ground at middle 
to low latitudes in the evening sector (20 MLT at Kakioka). 
It can be seen that the H-components begin to decrease 
coherently at 11:11 UT as shown with the vertical line. This 
indicates that a westward (asymmetrical) ring current has 
begun to develop in the equatorial plane of the magnetos­
phere. The ring current is a result of the increased plasma 
pressure in the inner magnetosphere, which is caused by the 
development of earthward plasma convection in the nightside 
magnetosphere [McEntire et al, 1985]. The diamagnetic 
effects of the high pressure plasma would cause the reduction 
in magnetic field strength at the geosynchronous orbit as 
observed by GOES9 (Figure 2). Thus, the magnetic field 
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observation by GOES-9 indicates that the increase in con­
vection electric field in the nightside near-earth magnetotail 
began no later than six minutes after the initiation of devel­
opment of the ionospheric convection. 

By applying the potential map model established by the 
JHU/APL [Ruohoniemi and Baker, 1998], the 2-D plasma 
velocity vectors in the polar ionosphere are derived from 
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( b ) 1 106 -1 108 UT 

Figure 4. P l a s m a flow vec tors d e d u c e d f rom S u p e r D A R N observa­
t ions in the n o r t h e r n h e m i s p h e r e by app ly ing the poten t ia l m a p 
m o d e l (a) at 10:56 - 1 0 : 5 8 U T and (b) at 10:06 - 11:08 UT. 

the line-of-sight velocities obtained by six HF radars near the 
auroral belt in Finland, Iceland, Canada, and Alaska for the 
conditions before (Figure 4a) and after (Figure 4b) the DP2 
currents started to grow. It can be seen in Figure 4 (a) that two 

plasma convection cells are centered around 10 MLT and 17 
MLT near the geomagnetic latitude of 83°. The direction of 
the plasma flow is clockwise and counterclockwise in the 
morning and afternoon sectors, respectively. Near the noon 
meridian, the plasma flows sunward. These two convection 
cells are referred to as the reverse-cell that is a characteristic 
of plasma convection observed for a due northward IMF 
[Bristow et al, 1998; and Huang et al., 2000]. A part of the 
normal two-cell convection, with a center at 15 MLT and the 
geomagnetic latitude of 75°, is seen on the lower latitude side 
of the reverse-cell in the afternoon sector. Its plasma flow 
velocity is comparable to that of the reverse-cell. The con­
vection cells in the morning and afternoon sectors of the 
reverse-cell infer the upward and downward field-aligned 
current (FAC) respectively, and these FACs are called NBZ 
currents. The dynamo for the NBZ currents may be located 
in the magnetotail lobe, as shown by the three-D MHD 
simulations [Tanaka, 1995; and Siscoe et al, 2000]. 

Figure 4 (b) shows the plasma convection at the beginning 
of the plasmasheet thinning in the near-earth magnetotail, as 
observed by the GOES 9 satellite (Figure 2). It can be seen 
that the reverse-cell in the polar cap has disappeared, and that 
a normal two-cell convection has developed with higher 
velocities. This is attributed to development of the Region 1 
FAC due to the southward IMF. The switchover from the 
four-cell convection pattern to the two-cell convection 
pattern signifies disappearance of the NBZ currents. As a 
result, the Region 1 FAC became dominant. 

To indicate more clearly the switchover of the convection 
pattern, we plot in Plate 1 the temporal variations in the line-
of-sight velocities measured by the HF radar at Hankasalmi 
in Finland as a function of latitude on the solid line that tra­
verses the reverse cell as shown in the top panel of Plate 1. 
The horizontal axis represents time in UT and the vertical 
axis represents the geomagnetic latitude on the solid line. The 
color scale shows the line-of-sight velocities of the F layer 
plasma. The positive and negative velocities correspond to 
direction toward and away from the radar, respectively. Since 
the Finland HF radar was located near 13 MLT at 11:00 UT, 
the plasma flow at latitudes higher than geomagnetic latitude 
of 84° (shown in blue in Plate 1) corresponded to the sunward 
plasma flow, which is a part of the reverse-cell. 

It can be seen that the velocity of the sunward plasma flow 
at latitudes higher than the geomagnetic latitude of 84° 
(shown in blue) begins to decrease at 11:00 UT, simultane­
ously with the initiation of the growth of the ionospheric con­
vection as observed by the magnetometers (Figure 1). The 
plasma flow in the polar cap became completely anti-sunward 
(yellow-green) by 11:06 UT, indicating a complete change in 
the convection from the four-cell to two-cell pattern. It should 
be noted that this change was synchronous with the onset of 
the plasmasheet thinning in the near-earth magnetotail 
observed by the geostationary satellite (Figure 2). 
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Plate 1. Time variations in the line-of-sight velocities measured by the HF radar at Hankasalmi, Finland (circled F in the upper panel) 
as a function of the latitude on the solid line traversing the reverse cell. Positive and negative velocities represent toward and away 
from the radar, respectively. 
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3. DISCUSSION AND CONCLUSIONS 

We examined the relationship between the plasmasheet 
thinning and the development of ionospheric convection 
observed with magnetometers and SuperDARN HF radars. 
We chose the event of the convection development that took 
place under the condition of well-developed four-cell con­
vection associated with the northward IMF. The event pro­
vides the good opportunity to define the initiation of the 
convection increase in the ionosphere and in the plasma 
sheet. 

The DP2 current identified by the magnetometers started 
to develop at 11:00 UT, indicating the transmission of poten­
tial electric field of the Region-1 FACs to the mid latitude 
ionosphere [Kikuchi et aL, 1996]. Development of the DP2 
magnetic field is instantaneous on the dayside and on the 
nightside in the polar region as shown by Ridley et al. [1998], 
Murr and Hughes [2001], and Lu et al. [2002]. The plas­
masheet thinning was clearly observed in the midnight by 
GOES-9 no later than six minutes after the development of 
the DP2 current. 

Although the DP2 current started to grow at 11:00 UT, the 
Region-1 FAC potential electric field may not have been fully 
developed in the polar ionosphere since the NBZ current sys­
tem for the northward IMF still remained as observed by 
SuperDARN. It took approximately six minutes for the NBZ 
current to be overcome by the Region 1 FACs (11:06 UT). At 
this moment, the Region 1 FAC potential field strengthened 
rapidly in the polar ionosphere, which would strengthen the 
westward electric field in the nightside ionosphere and 
enhanced the plasma convection in the near-earth magneto­
tail. As a result, the plasmasheet thinning occurred on the 
geostationary orbit, followed by the development of the par­
tial ring current as manifested by the decrease in the H-com­
ponent of the geomagnetic field at low latitudes (Figure 3). 
This is consistent with the quick development of the partial 
ring current after the increase in the polar cap potential as 
demonstrated by Hashimoto et al. [2002]. 

On the other hand, when the cross polar cap potential 
decreases due to the northward turning of the IMF, the DP2 
current decreases simultaneously in the global ionosphere, 
regardless the magnetic local time. As shown by Hashimoto 
et al. [2002], the high pressure plasma in the inner magne­
tosphere responsible for the partial ring current started to 
redistribute instantaneously at the time of the decrease of the 
DP2 current in the ionosphere, when the IMF turned north­
ward. These observational results indicate that the convection 
electric field in the inner and near-earth (geosynchronous 
orbit) magnetosphere changes concurrently with that in the 
ionosphere. It is interesting to note that the quick response of 
the near-earth magnetotail at the geosynchronous orbit seems 
not in agreement with GEOTAIL observation at x = - 1 9 Re 

reported by Nishida et al. (1997). Further studies will be 
needed for the relation between these two locations from the 
electric field point of view 

In conclusion, we found quick response of the plasmasheet 
in the near-earth magnetotail to development of the ionos­
pheric convection. There was a time delay of 6 minutes for 
the plasma sheet thinning from the onset of the DP2 current 
that signified the development of the Region 1 FAC. 
However, the potential electric field of the Region 1 FAC 
completely overcame the preexisted potential electric field of 
the NBZ FACs in the polar cap at the onset of the plasma 
sheet thinning. These results suggest that the convection elec­
tric field developed concurrently in the ionosphere and near-
earth magnetotail. 
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Long-durat ion periods with southward IMF often display a wealth of the fast 
bursty flows (BBFs) in the p lasma sheet, part of them are visible as the auroral 
streamers and therefore could be moni tored by optical means . For couple dozen 
isolated streamers we confirm statistically the spatial-temporal association of 
streamer intrusions with the plasma injections to the geostationary orbit. Also, for 
one long active period with many streamers moni tored by Polar U V imager we 
show that the streamers end their development forming the bright spot in the equa-
torward oval which continues to exist for several tens minutes drifting eastward 
and westward as dictated by the convection flow. These results imply that during 
active t imes considerable amount of energetic p lasma is injected into the inner 
magnetosphere with the bursty bulk flows. This can have important implications, 
particularly, for pumping fresh energetic particle populat ion into the radiation belt. 

1. INTRODUCTION 

Magnetospheric convection, which brings (and accelerates) 
plasma from the tail plasma sheet to the inner magneto­
sphere, is undoubtedly the basic process of the magnetic 
storms. According to observations, the plasma sheet convec­
tion contains a strong transient component well-known as 
the bursty bulk flows (BBFs, after Angelopoulos et al 
[1992]). Whenever the realistic (in terms of its spatial distri­
bution and magnitude) but large-scale and slowly-varying 
electric field is used together with the realistic particle 
(plasma sheet) source to simulate plasma convection and 
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acceleration during magnetic storms, it usually results in a 
plausible description of resulting medium-energy (keVs-tens 
keV) plasma distribution and correct prediction of Dst vari­
ation [Ebihara and Eijiri, 2003]. From this one may con­
clude that either the bursty appearance disappears in the 
inner region or it plays no specific role in the plasma accel­
eration for the bulk of the plasma. However, the acceleration 
to the high energies (hundreds keV and more) appeared to be 
more variable and less predictable in their storm-time behav­
iour (e.g. [Reeves et al, 2003]). The difference with keV 
plasma is that energetic particles have their Alfven bound­
aries (boundaries separating open and closed drift trajecto­
ries) at large distance, typically outside the inner 
magnetosphere, so the convection can not normally bring 
them inward into the radiation belt. 

Here specific aspects of the localized transient plasma 
streams (BBFs) can play their role. Particularly, the BBFs 
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are typically (1) the plasma-depleted narrow streams with 
enhanced magnetic field inside it, which (2) has cross-tail 
size about 2-3 Re, (3) are electrically polarized and (4) gen­
erate the region-1 sense field-aligned currents (see [Sergeev 
et al, 1996a, Nakamura et al, 2001, Sergeev et al, 2004] for 
observations, [Chen and Wolf, 1993] for theory and [Birn 
et al, 2004] for recent MHD simulation of the plasma bub­
ble evolution). The property (1) implies the existence of 
inverse (tailward-directed) magnetic field gradient in the 
leading part of the bubble, where the magnetic drift (the main 
effect hampering the inward penetration of energetic particle) 
is considerably reduced or even reversed, allowing a deeper 
penetration and stronger acceleration of energetic particles. 
Similar kind of transient electromagnetic structure (although 
without special reference to the plasma bubbles) was used in 
the electromagnetic impulse model by [Li et al, 1998, Sarris 
et al, 2002] which predicts many features of energetic parti­
cle injections to the geostationary orbit. Analysis of this 
model also showed that most effective acceleration is 
achieved if the electromagnetic pulse was moving inward at 
unusually low velocity, ranging from roughly a hundred km/s 
at ~10 Re to a few tens km/s around geostationary orbit. Such 
speeds are considerably lower than the magneto sonic speed 
(-1000 km/s), they were not yet explained by any specific 
mechanism, although such propagation speeds have been 
reported for magnetic field dipolarization and injection 
fronts during substorms (e.g. [Ohtani et al, 1998, Reeves 
et al, 1996]). The plasma bubble model may explain such 
low velocities, as well as their deceleration inward. Also the 
general trend of decreasing BBF velocity with decreasing 
distance (at 10-30 Re) was nicely shown [Schoedel et al, 
2001]. The question still remains - how close inward can the 
BBFs penetrate into the inner region? 

In this paper we show the observational arguments indi­
cating that they indeed penetrate deep into the inner magneto­
sphere and modify the plasma distributions in the latter 
region. 

2. AURORAL STREAMERS AS BBF MONITORS. 
GENERATION OF LONG-DURATION PLASMA 

INHOMOGENEITIES IN THE INNER 
MAGNETOSPHERE 

Auroral observations of BBF signatures are the only tool 
available to monitor the large-scale characteristics and global 
development of the narrow fast plasma streams. Detailed 
spatial-temporal association between these two phenomena 
has been recently established by many authors (see e.g. 
[Fairfield et al, 1999, Lyons et al, 1999, Ieda et al, 2001, 
Nakamura et al, 2001] and references therein). According to 
these studies, a particular form of the auroral response may 
vary (e.g. the localized brightenings and auroral expansions, 

bright spots and north-south forms or auroral streamers). 
Among them a one type, the auroral streamer, has the most 
obvious connection to the bursty bulk flow. These streamers 
are common during the intense convection events which are 
interesting for us. A streamer can best be defined as a 
transient narrow structure initiated in the poleward oval and 
propagating towards the equatorial oval boundary - see 
examples in Plate 1 where the development of four streamers 
B, C, D, E is easy to discern in this ~10°-wide auroral oval. 
(According to our experience, the wide oval is the best 
condition to register the sufficiently long auroral streamers, it 
occurs most often following the maximal substorm expan­
sion and during recovery phase, as well as during continu­
ously active periods like the steady convection events). The 
streamer development includes three stages [Sergeev et al, 
2001]: (1) auroral brightening in the poleward part of the oval 
(like C and D as seen at 0458:23 UT), (2) propagation from 
poleward to equatorward diffuse oval (nicely seen for stream­
ers B, C and D), (3) after contacting the diffuse equatorward 
oval the streamer leaves here the bright patch (like A and B, 
C, E in the last frame). In terms of plasma sheet origin, such 
streamer dynamics and orientation (though not always 
exactly north-south, see e.g. the streamer D as compared to 
the streamers B and C) implies a development of some nar­
row plasma structure in Earthward direction from the distant 
tail toward the inner magnetosphere. Recent DMSP magnetic 
and electric field observations above such streamers [Sergeev 
et al, 2004] confirmed their association with equatorward 
convection streams and Rl-sense double sheet FAC system 
bordering that stream, with the auroral streamers produced 
by the precipitation of field-aligned accelerated electrons in 
the intense upward FAC sheet. The late consequences of the 
auroral streamer intrusion in the equatorial oval have not yet 
been systematically studied. 

During ~10 hours between 01 and 12 hours UT on 
December 11, 1998 the Polar UVI instrument monitored the 
global images at -36 s time resolution (in two alternating 
LBHL and LBHS bands) with a good coverage of nightside 
auroral oval. During this time Kp index was 4 to 5+, Dst 
declined from -40 nT to -60 nT, and AE index varied 
between 400 and 800 nT. According to the measurements at 
Wind and IMP8 spacecraft, the solar wind dynamic pressure 
varied between 2 and 6 nPa and the IMF was basically south­
ward with the brief northward excursions at around 0340 and 
0620 UT. The activity during this time rarely displayed strong 
large-scale enhancements in both the auroras and auroral 
electrojet which are typical for the substorms, with exception 
of a substorm starting at -0820 UT and possible substorm-
like event at around 06 UT. At other times the activity 
displayed the characteristics of so-called steady convec­
tion activity including a lot of localized fluctuations in 
the ionospheric currents and transient auroral features 
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0455:19 UT 0458:23 UT 0501:27 UT 0504:31 UT 0507:35 UT 0510:39 UT 

Plate 1. Development of four auroral streamers (B, C, D, E which eventually formed the bright patches B, C, E) and the eastward drift 
of bright patch A (created by previous streamer) as observed by Polar UVI imager during steady convection event on December 11, 
1998. The coordinates are AACGM - MLT, the images are shown with ~3min increment (whereas the streamer identification was made 
with original 36s time resolution data). 
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Plate 2. Time variations of energetic particle differential flux recorded on board two geosynchronous LANL spacecraft combined with 
selected Polar UVI images of the nightside auroral oval during the episodes of streamer intrusions. The differential flux (in) is shown 
both for protons (P DFlux, at 50-76, 76-113, 113-172, 172-260 and 260-500 keV energies, from top to the bottom) and for electrons 
(E DFlux, at 50-74, 74-110, 110-160, 160-240 and 240-340 keV energies, from top to the bottom). Vertical lines mark the times of 
transient particle flux increases and the arrows indicate the associated streamer structures. 
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(see e.g. Sergeev et al., 1996b, 2001). The most remarkable 
was the auroral streamer activity, about two dozen well-defined 
streamers developing from poleward boundary of wide oval 
toward its equatorward edge could be clearly observed. 

As illustrated in Plate 1, most of streamers (with a few 
exceptions) have been inclined from NW to SE, they started 
in premidnight MLT hours and ended in the midnight­
postmidnight equatorward diffuse oval (see Figure l a). Each 
of them produced here the bright patch which, on many 
occasions (like bright patch A in Plate 1 formed by the 
streamer intrusion occurred �20 min before), could still be 
discerned in the equatorward oval for several tens minutes 
after being born by the streamer intrusion (see their lifetime 
statistics in Fig. l c). Most of such long-lived auroral patches 
slowly drifted in longitude at average velocities of a few 
tenths kmls (Fig. 1 b). The MLT-bin-averaged flow is in the 
westward direction pre-midnight, and in the eastward direc­
tion post-midnight. Both the pattern and the flow amplitudes 
are consistent with the known characteristics of the iono­
spheric convection. The scale-size, duration, direction and 
velocity of propagation of (most frequent and strong) morn­
ingside auroral patches are similar to those of well-known 
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Figure 1. MLT-dependence of streamer-produced auroral patches in 

the equatorward oval on December II, 1998, (a) their occurrence 

(with respect to the MLT of streamer intrusion into the equatorward 

oval), (b) average azimuthal velocities and, (c) their average 

lifetime. 

omega or torch-like structures which are common in the 
morning auroral zone (see e.g. [Opgenoorth et aI., 1983]). 
The discussion of their mechanisms as well as the relationship 
to the sub storms (for example, omega-structures are com­
monly considered as the substorm effects) is outside the scope 
of our short paper. Here we mostly emphasize the fact that 
narrow plasma injections (as seen by their auroral images, 
auroral streamers) generate considerable grainy structure in 
the inner magnetosphere plasma (reflected in the patchy pre­
cipitation observed), which participate in the large-scale con­
vective motion and exist for, at least, several tens minutes. 

3. BBF ROLE IN PLASM A INJECTIONS INWARD OF 
GEOSYNCHRONOUS ORBIT DURING ENH ANCED 

CONVECTION EVENTS 

To confirm in the more direct way how deep and how 
frequently the BBF-related plasma streams can intrude into 
the inner magnetosphere we, following [Henderson et al., 
1998, Sergeev et al., 1999], extend the analysis and consider 
the observations made at geosynchronous orbit, that is at the 
entry to the inner magnetosphere. We analysed four long­
duration enhanced convection events, when the particle 
observations were available at the nightside from 3 closely­
spaced geostationary spacecraft (LANL-084, -080 and -097, 
being at midnight at � 17h, '19h and �23h UT, correspond­
ingly). All these events (December 22, 1996, February 10, 
1997, February 17, 1998, December 10, 1998) were charac­
terized by the long-duration southward IMF, by continuously 
disturbed AE traces ( AE � 500-1000 nT) which occurred 
without (or with rare) substorms. The Polar UVI observations 
were used to confirm the absence of substorms, identify the 
isolated streamers and determine the times UT and MLT of 
streamer intrusion into the equatorward oval, which were 
then compared with geosynchronous observations. At 6.6 Re 
the energetic particle injections were identified using data 
from two instruments (SOPA, above 50 keV and MPA, below 
32 keY, e.g. Thomsen et al. [2001]). Similar to Thomsen et al. 
[2001], the sharp flux increases were categorized into the one 
of five groups: non-dispersed (simultaneous withing 2 min) 
particle flux increases (at least by a factor of 2) of both ener­
getic protons and electrons (PE), non-dispersed flux 
increases of either protons (P) or electrons (E), as well as 
energy-dispersed (due to magnetic drifts) flux increases of 
either protons (dP) or electrons (dE). 

Particle flux traces at two LANL spacecraft situated near 
the midnight are shown in Plate 2 during four hours of 
February 17, 1998 when AE was fluctuating around 600 nT 
and Dst dropped steadily from -10 nT to -60 nT, showing 
that the main phase of the moderate (peak Dst �-100 nT) 

magnetic storm was in progress. The multiple sharp increases 
of energetic particles flux (quite typical for the enhanced 
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convection activity, see also [Sergeev et al, 1999]) are seen 
during this time period, with more than half of them (those 
marked with dashed vertical lines) clearly associated with the 
isolated streamer intrusions. Moreover, this example illu­
strates how the character of the flux increase varies with 
changing streamer position in MLT. For example, first three 
streamers (first three vertical lines in Plate 2) contacted the 
equatorward oval at 23.7, 21.9 and 23.3 h MLT (shown by the 
arrows). Accordingly, they had associated type P, E and E 
injections at the spacecraft 084 (situated at -23.3 to 23.7 h 
MLT) whereas only the proton injections are seen at the 
spacecraft 97A (located at 21 h MLT). A good spatial order­
ing of the injections in the local time (observed at MLT S C ) 
relative to the MLT of streamer intrusion (MLT S T R ) is further 
confirmed by the statistics of all injections plotted versus 
AMLT = M L T S C - M L T S T R in Figure 2. Particularly, it shows 
that 75% of 28 non-dispersed injection events are observed in 
2h MLT-wide strip centered at the streamer intrusion merid­
ian and that P (E) injections are seen exclusively at negative 
(positive) AMLT (this ordering smears out if plotting in 
M L T S C coordinates). Such ordering in MLT as well as the 
width of the particle injection region (about 2h MLT) are 
similar to the statistics of substorm-associated injections 
published by Thomsen et al. [2001]. 

Noticing that for the remaining (less than half of all) flux 
increases in Plate 2 their association with the streamers was 
not established because of very disturbed auroral pattern or 
streamer multiplicity, we get clear impression that in the sub­
group of magnetic storms which has no severe substorms 
associated - a good portion of all transient flux increases of 

energetic particles can be provided by streamer-associated 
narrow plasma injections from the plasma sheet (i.e. those 
formed by the BBFs). 

4. CONCLUDING REMARKS 

As outlined in the Introduction, specific properties of 
BBF-related plasma injections may have an important role to 
help the energetic particles to be transported into the inner 
magnetosphere trap. The material presented in this paper 
confirm that injections of narrow plasma streams from the 
plasma sheet really modify the inner magnetosphere plasma 
and leave there the long-lived plasma inhomogeneities. This 
is particularly seen from observations of the long-duration 
auroral bright patches (Section 2) which appeared to be asso­
ciated exclusively with the auroral streamer intrusions. Also, 
the analysis of geostationary energetic particle injections 
assure us that, at least in the smoothly-developing magnetic 
storms, many transient flux increases show close spatial-
temporal correspondence with the auroral streamers, sug­
gesting that energetic plasma during these time periods is 
basically injected inside of 6.6 Re by the bursty bulk flows. 
These two facts combined assure us that the plasma sheet 
BBFs are the important players in populating the inner 
magnetosphere with energetic particles. 
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Dynamics of Ions of Ionospheric Origin During Magnetic Storms: 
Their Acceleration Mechanism and Transport Path to Ring Current 

M. N o s e 1 , K. Takahashi 2 , S. Ohtani 2 , S.R Chris ton 3 , and R.W. McEn t i r e 2 

We investigated the spatial and temporal properties of the 9-210 keV/e ion 
composit ion in the near-Earth p lasma sheet (at geocentric distance, r, of 8-15 R E ) , 
using energetic ion flux data acquired by the suprathermal ion composi t ion 
spectrometer (STICS) sensor of the energetic particle and ion composi t ion 
(EPIC) instrument onboard the Geotail spacecraft. We analyzed data covering 
8.3 years to find the MLT-r distribution of the H + , H e + , and 0 + energy densities 
(as well as the H e + / H + and 0 + / H + energy density ratios) as a function of the 
SYM-H index. We obtained the following results: (1) The energy density increases 
as S Y M - H decreases; (2) The energy density change depends on ion mass : 
the largest change occurs in 0 + and the smallest change occurs in H + ; (3) The 
energy density shows a dawn-dusk asymmetry when S Y M - H < - 5 0 nT, being 
larger on the duskside than on the dawnside; and (4) The H e + / H + and 0 + / H + energy 
density ratios in the p lasma sheet are similar to those in the ring current. 
From these results we conclude that ionospheric H e + and 0 + ions are transported 
to the p lasma sheet, accelerated there by the dawn-to-dusk electric field in a 
mass-dependent manner (heavier ions gain more energy than lighter ions), and 
injected into the ring current region. Both the ion flux from the ionosphere and the 
energy gain in the p lasma sheet become large when the geomagnet ic disturbance 
becomes intense. 

1. INTRODUCTION 

Plasma in the plasma sheet is considered to be an impor­
tant source of the ring current plasma. Previous simulation 
studies have shown that changes of the proton density in the 
plasma sheet have significant effects on development and 
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decay of the ring current [Kozyra et ah, 1998; Ebihara and 
Ejiri, 2000, 2001]. Kozyra et ah [1998] conducted two 
numerical simulations of the ring current, one with the 
plasma sheet proton density fixed at a prestorm value and 
the other with the density allowed to vary as observed at 
geosynchronous orbit. They calculated Dst from the simul­
ations and compared it with the observed Dst index. The cal­
culated Dst index in the former simulation was far from the 
observed Dst, while that in the latter simulation traced the 
observed Dst fairly well. Ebihara and Ejiri [2000, 2001] 
also found that the Dst derived from a numerical simulation 
had a large deviation from the observed Dst when the plasma 
sheet proton density was assumed to have a constant value 
representative of quiet times. From AMPTE/CCE obser­
vations of energetic ions, Lui et ah [1986] and Lui [1993] 
concluded that ring current development is explained by 
inward radial displacement of particle population outside the 
ring current. By means of model calculation of ion motion, 
Nose et ah [2001] presented that it is much more likely that 
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ions with energy of a few tens of keV in the near-Earth 
plasma sheet (L ~ 9) make a direct contribution to the outer 
ring current at L = 5-7 (the ring current in open drift path). 

One of recent outstanding questions concerning the ring 
current is the dynamics of ions of ionospheric origin 
(He + and 0 + ) , that is, their energization to the ring current 
energy (20-200 keV) and their transport into the ring current 
[Kamide et al, 1997]. Since the plasma sheet plays an 
important role in development and decay of the ring current 
as shown above, investigation of spatial and temporal 
change of the energetic (a few keV to a few hundreds of keV) 
ion composition in the near-Earth plasma sheet will pro­
vide us with a vital clue to the above question. If the energetic 
ion composition in the plasma sheet around midnight is 
found to be comparable to that in the ring current, it implies 
that ionospheric ions are transported to the ring current 
through the plasma sheet where the ions are accelerated to a 
few hundreds of keV There have been a large number of 
studies about ion composition in the low energy range 
(0.1-30 keV) [e.g., Peterson et ah, 1981; Lennartsson and 
Sharp, 1982; Sharp et ah, 1982; Young et ah, 1982; Sharp 
et ah, 1985; Lennartsson and Shelly, 1986]. However, 
there are no statistical studies on the plasma sheet ion 
composition in the energy range up to ~200 keV, though case 
studies have been made by Ipavich et ah [1984] and Nose 
etal [2001,2003]. 

In the present study we perform a statistical study about 
energetic ion composition change in the near-Earth plasma 
sheet (a radial distance of 8-15 R E ) , using H + , H e + and 0 + ion 
fluxes measured by the Geotail spacecraft. The spacecraft has 
been placed in the near-Earth orbit (8-9 R E perigee by ~30 R E 

apogee) since the fall of 1994 and is still under operation. Ion 
flux data in the near-Earth plasma sheet are available for 
more than 8 years. We examined how ion composition in the 
plasma sheet changes as a function of the Geotail position 
and the SYM-H index. From the statistical results we inferred 
a transport path and an acceleration mechanism for ions of 
ionospheric origin. The rest of this paper is organized as fol­
lows. Section 2 describes the data set. In section 3 we show 
spatial and temporal changes of distributions of the energy 
density (and the energy density ratio) in the near-Earth 
plasma sheet. In section 4 we discuss what mechanisms cause 
the observed changes of the energy density distributions (and 
the energy density ratio distributions). The conclusions are 
presented in section 5. 

2. DATA SET 

2.1. Geotail/EPIC/STICS and SYM-H Index 

The Geotail spacecraft carries the energetic particle and 
ion composition (EPIC) instrument, which consists of 

the suprathermal ion composition system (STICS) and the ion 
composition system (ICS) sensors [Williams et ah, 1994]. In 
the present study we used the EPIC/STICS instrument that 
provides energetic (9-210 keV/e) ion flux with mass and 
charge information. EPIC/STICS samples ions at eight energy 
steps evenly spaced in logarithmic scale and has a almost full 
(~47i sr) directional coverage with six identical telescopes 
having the polar angles of ± (0°-26.7°), ± (26.7°-53.3°), and 
±(53.3°-80.0°) with respect to the spacecraft spin plane. One 
energy spectrum is obtained every ~24 sec. 

Using the differential flux data of H + , He + , and 0 + from the 
EPIC/STICS instrument, we calculated the energy density (s) 
in the same manner as Nose et al. [2001, 2003]. After 
computation of the energy density at a time resolution of 
~24 sec (i.e., for each energy spectrum), we took an average 
of the energy density over ~10 min for statistical signifi­
cance. We use the 10-min averages in the following statistical 
analysis. 

The SYM-H index, instead of the Dst index, was used to 
measure geomagnetic disturbance. The SYM-H index is 
essentially the same as the Dst index but is derived from six 
mid-latitude stations and has a time resolution of 1 min 
[Iyemori et ah, 1992]. (The Dst index is derived from four 
stations with a time resolution of 1 hour, which is not short 
enough to study temporal changes of ion composition here, 
since we use the 10-min averages of the EPIC/STICS data.) 
We average the SYM-H index over the same 10-min 
segments as the EPIC/STICS data. 

2.2. Data Coverage 

We used the EPIC/STICS and SYM-H data for the period 
of 1 January 1995 to 10 May 2003, covering about 8.3 years 
in total. The Geotail spacecraft has a perigee of ~8 R E , an 
apogee of 30 R E , an orbital period of ~5.5 days, and an apsi-
dal period of ~1 year. We limited the Geotail position to mag­
netic local time (MLT) of 1800-0600 hour and geocentric 
radial distance (r) of 8-15 R E , since we are interested in the 
near-Earth plasma sheet. (Ions in such region can be con­
vected into the ring current region (r = 3-6.6 R E ) during 
storms [Chen et ah, 1994, 1998; Fok et ah, 1999].) The 
unique orbit and long uninterrupted operation of Geotail 
made it possible to examine the spatial and temporal change 
of ion composition in the plasma sheet. 

A criterion for the plasma sheet is taken to be 
% + > 0.5 keV/cm 3. Data selected with this criterion had the 
plasma beta (P) larger than 0.5 for most cases (70.0%), which 
is a typical P-value of the inner plasma sheet [Angelopoulos 
et ah, 1994]. For almost all (98.8%) of the selected data, p 
was > 0.1. (We used the plasma moment data of 1995-1997 
to derive p, because the plasma moment data after 1998 are 
under calibration.) 
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3. OBSERVATIONS 

3.1. Energy Density 

Plate 1 shows MLT-r distributions of the energy density for 
H + , He + , and 0 + , and the energy density ratio for He + /H + and 
0 + / H + . From top to bottom of each column we display the 
distributions for different SYM-H conditions, that is, 
10 nT > SYM-H >-10 nT (quiet), -10 nT > SYM-H >-50 nT 
(weak disturbance), -50 nT > SYM-H >-100 nT (moderate 
disturbance), and SYM-H < - 1 0 0 nT (strong disturbance). 
Data are averaged in 84 MLT-r bins, each covering 1 hour of 
MLT and 1 R E of radial distance. The color scale for the 
energy density or the energy density ratio is displayed at the 
right of each plate. White bins mean that there were not 
enough satellite observations for statistics (less than 1 hour or 
fewer than 6 points of data). In the bottom panels (SYM-
H < - 1 0 0 n T ) we see many white bins, because a strongly 
disturbed interval is generally much shorter than a quiet 
interval. The numbers in parentheses shown at the bottom-
right corner are average values of the energy density or the 
energy density ratio calculated from colored bins. 

The H + energy density is shown in Plates la-Id. During the 
quiet and weakly disturbed periods (Plates la and lb), we see 
smaller energy density as the distance from the Earth 
becomes larger. The H + energy density at r > 11 R E is as 
small as 2-3 keV/cm 3, while that at r < 11 R E is ~7 keV/cm 3. 
The energy density distribution is rather symmetric about 
0000 MLT. However, when the magnetic storms develop, the 
energy density at r> 11 R E and 1800-0200 MLT increases 
greatly (Plate lc). This causes a dawn-dusk asymmetry. We 
speculate that the same tendency exists during strong distur­
bances but cannot substantiate it because data are sparse 
(Plate Id). The average energy density changed from 
2.98 keV/cm 3 at quiet times to 5.06 keV/cm 3 at strong dis­
turbances, an enhancement by a factor of 1.7. 

Plates l e - lh show the H e + energy density. The basic behav­
ior of the H e + energy density is similar to that of H + . 
However, for H e + we see a larger change from low to high 
storm activity: the average H e + energy density is 
0.041 keV/cm 3 at quiet times and 0.087 keV/cm 3 at strong 
disturbances, resulting in an enhancement factor of 2.1. 

Plates li-11 show the 0 + energy density. We also see sym­
metric distributions of the energy density about the midnight 
meridian during quiet and weakly disturbed intervals (Plates 
11 and lj). The average of the 0 + energy density is as low as 
0.35-0.60 keV/cm 3 . As can be seen in Plate lk, once mag­
netic storms develop, the energy density exhibits a dawn-
dusk asymmetry with larger values on the duskside. The 
average energy density jumped to 1.79keV/cm 3. During 
strong disturbances, the average energy density was 
enhanced to 3.99keV/cm 3 (Plate 11). The enhancement 

factor of 0 + is 11.4, which is much larger than those of H + 

and He + . 

3.2. Energy Density Ratio 

The larger enhancement of the energy density of H e + and 
0 + relative to H + can be seen more clearly, if we calculate the 
energy density ratio of He + /H + and 0 + / H + . Moreover, the 
energy density ratio is an appropriate quantity to compare 
the ion composition between the near-Earth plasma sheet and 
the ring current. Previous studies have reported the energy 
density ratio in the ring current as will be shown in a later 
section. Plates lm- l t show the He + /H + and 0 + / H + energy 
density ratios in the MLT-r plane. 

From Plates lm- lp we find that the He + /H + energy density 
ratio increases slightly as geomagnetic disturbances become 
intense. Average values of the energy density ratio, which are 
shown at the bottom-right corner of each plate, indicate a 
slight increase from 0.014 to 0.020. The 0 + / H + energy den­
sity ratio changes drastically in the course of magnetic storms 
(Plates lq- l t ) . There are strong enhancements in the average 
energy density ratio from weak to moderate disturbances 
(from 0.17 to 0.46) as well as from moderate to strong dis­
turbances (from 0.46 to 0.85). It is worth noting that there are 
some bins having an 0 + / H + energy density ratio of ~1 during 
moderate and strong disturbances, which means that the 0 + 

energy density becomes comparable to the H + energy density. 
In both Plates lo and Is we find a dawn-dusk asymmetry, 
though it is not so clear as that found in Plates lg and lk. 

4. DISCUSSION 

4.1. Comparison of Ion Composition Between Plasma Sheet 
and Ring Current 

We have examined how the He + /H + and 0 + / H + energy den­
sity ratios in the near-Earth plasma sheet change as a function 
of the SYM-H index. The results are now compared with 
changes of the energy density ratios in the ring current 
reported in previous studies. 

Plate 2 summarizes observational results of the ring cur­
rent ion composition by eight previous studies employing the 
AMPTE/CCE and CRRES spacecrafts. Open circles repre­
sent results at quiet intervals and filled circles represent 
results at storm intervals. (The left part of a vertical dashed 
line corresponds to a quiet interval.) Blue and red show the 
He + /H + and 0 + / H + energy density ratios, respectively. A ver­
tical or horizontal line running through a circle indicates a 
range of the energy density ratio or a range of the Dst index 
derived from multi-event analysis. Numbers 1 to 8 indicate 
references shown at the top-left corner of the plate. A few 
case studies using the AMPTE/CCE spacecraft found that 
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Plate 2. Summary of the ion composition in the ring current and the plasma sheet. Open and filled circles represent quiet and storm 
intervals, respectively. Blue and red colors show the H e + / H + and 0 + / H + energy density ratios, respectively. A vertical or horizontal line 
indicates a range of the energy density ratio or a range of the Dst index derived from multi-event analysis. Numbers 1-8 indicate ref­
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horizontal thick arrows. 
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the He + /H + energy density ratio changes from 0.01-0.02 to 
0.025-0.06 and the 0 + / H + energy density ratio changes from 
0.01-0.03 to 0.3-0.6 in the outer ring current region of L - 5-7 
[Gloeckler et al, 1985; Krimigis et al, 1985; Hamilton et al, 
1988; Feldstein et al, 2000]. Greenspan and Hamilton 
[2002] made a statistical analysis of the AMPTE/CCE data 
and found the 0 + / H + energy density ratio at L = 2-7 to be 
~0.3 during storms. Using data acquired by the CRRES 
spacecraft, Roeder et al [1996], Daglis [1997], and Daglis 
et al [2000] examined ion composition changes in the ring 
current. Roeder et al [1996] examined the L range of 3-5, 
while Daglis [1997] and Daglis et al [2000] surveyed the 
outer ring current region of L = 5-7. The He + /H + energy den­
sity ratio was found to change from 0.04 to 0.1, and the 
0 + / H + ratio, from 0.1-0.3 to 0.3-3.0. 

We superimposed our Geotail results in the near-Earth 
plasma sheet over Plate 2. The energy density ratios found in 
Plates lm- l t are depicted by horizontal thick arrows. The 
ratios for SYM-H = 10 nT to -10 nT are shown in the left 
part of the vertical dashed line. We find a good agreement of 
the energy density ratios between the near-Earth plasma 
sheet and the ring current for both He + /H + and 0 + / H + . This 
implies that the ion composition change in the outer ring cur­
rent is a direct consequence of the ion composition change 
occurring in the plasma sheet. 

4.2. Flux Increase of Ion Outflow During Magnetic Storms 

Moore et al. [1999, 2001] have found that ionospheric 
plasma outflows promptly respond to disturbances of solar 
wind dynamic pressure, combining statistical results from the 
DE-1 data and a case study result from the Polar data. A sta­
tistical study with the Polar spacecraft have indicated a direct 
response of upwelling 0 + escape flux from the cusp/polar cap 
to the solar wind dynamic pressure [Elliott et al, 2001]. 
Using the low energy neutral atom (LENA) imager onboard 
the IMAGE spacecraft, Fuselier et al. [2002] reported that 
episodic bursts of ion outflow were associated with increases 
in the solar wind density (and therefore the solar wind 
dynamic pressure). Cully et al. [2003a] analyzed data from 
the Akebono spacecraft and concluded that the solar wind 
dynamic pressure is one of the important driving factors for 
ion outflow. 

We examined the relation between the solar wind dynamic 
pressure and geomagnetic disturbances, using the OMNIWeb 
database (http://nssdc.gsfc.nasa.gov/omniweb/). The result is 
shown in Figure 1. Horizontal arrows indicate the ranges of 
the SYM-H index corresponding to those of Plates 1 and 2. 
A vertical line represents the standard error. We found that 
solar wind dynamic pressure is constant at 2.0-2.5 nPa during 
quiet and weak storm intervals, but it increases as the geo­
magnetic disturbance becomes intense. Since an enhancement 
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Figure 1. Re la t ion b e t w e e n the solar w i n d d y n a m i c pressure and 
geomagne t i c d i s tu rbances m e a s u r e d w i t h the S Y M - H index in 
the interval of 1 9 9 5 - 2 0 0 1 . Hor izon ta l a r rows represen t ranges of the 
S Y M - H index c o r r e s p o n d i n g to those of P la te 1. A vert ical l ine 
m e a n s the s tandard error. 

in the solar wind dynamic pressure causes a flux increase of 
ion outflow as reported by previous studies, we argue that 
the amounts of H e + and 0 + ions flowing from the ionosphere 
are generally larger when SYM-H < -50 nT than when 
SYM-H = 10 nT to -50 nT. 

Trajectories of such ions after they have escaped from the 
ionosphere have been studied using numerical simulations 
[Cladis and Francis, 1985, 1992; Cladis, 1986, 1988; 
Peroomian andAshour-Abdalla, 1996; Delcourt et al, 1999; 
Chappell et al, 2000; Cully et al, 2003b]. These studies 
found that most of such ions preferentially move into the 
plasma sheet through the geomagnetic lobe. Transit time of 
ions from the ionosphere to the plasma sheet is 1-2 hours if 
they start from the dayside cusp [Cladis, 1986, 1988] or 
<1 hour if they are originating from the auroral zone in the 
midnight sector [Delcourt et al, 1999]. These transit times 
are much shorter than the timescale of magnetic storms 
(a few days). From the results of these studies and Figure 1, 
we suggest that more ionospheric ions are transported into 
the plasma sheet during moderate and intense magnetic 
storms than during quiet times. In fact, Nose et al. [2003] 
reported an event in which the 0 + and H e + number density in 
the plasma sheet (X — 1 8 R E ) increased at storm maximum, 
and this magnetic storm was accompanied by a strong 
enhancement of the solar wind dynamic pressure (see their 
Figures 5 and 8). The changes of the 0 + / H + energy density 
ratio found in our analysis (Plates lr- l t ) can be explained by 

http://nssdc.gsfc.nasa.gov/omniweb/
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the changes of the average solar wind dynamic pressure 
(Figure 1) that regulates the supply of 0 + ions from the iono­
sphere to the plasma sheet. 

It is worth mentioning briefly influence of solar wind para­
meters on the Dst index. IMF Bz is widely accepted as the 
primary parameter to control the Dst index. O'Brien and 
McPherron [2000] and Temerin and Li [2002] used IMF Bz 
and solar wind velocity to model the Dst index. Solar wind 
dynamic pressure enhancement has been thought to cause an 
increase in Dst by compressing the magnetopause. However, 
from the above discussion it is expected that solar wind 
dynamic pressure enhancement causes a decrease in Dst by 
delivering ionospheric ions to the plasma sheet (and the ring 
current). It is left for future studies to reveal how solar wind 
parameters control the Dst index. 

4.3. Acceleration of Ions of Ionospheric Origin During 
Magnetic Storms 

Ionospheric ions injected into the plasma sheet are consi­
dered to experience energization by the meandering motion 
in the current sheet and the dawn-to-dusk convection electric 
field [Speiser, 1965; Lyons and Speiser, 1982]. Nose et al. 
[2001] made a numerical calculation of particle energization 
in a very simple model of the current sheet and the convec­
tion electric field. They found that heavier ions gained more 
energy than lighter ions, indicating a mass-dependent 
acceleration. 

In order to examine this ion acceleration in a more realistic 
model, we here performed a numerical calculation of H e + and 
0 + ion trajectories in the modified Tsyganenko 89 geomag­
netic field model [Tsyganenko, 1989] and the Volland-Stern 
convection electric field model [Volland, 1973; Stern, 1975; 
Maynard and Chen, 1975]. Both models have Kp as a para­
meter. The dipole tilt angle was set to be 0° for simplicity. We 
assumed that the electrostatic potential is constant along a 
geomagnetic field line. Ion trajectories were calculated by 
solving the Lorenz equation of motion numerically with the 
fourth-order Runge-Kutta method. H e + and 0 + ions started 
from (X, Y, Z) = (-30, 0, -1 ) R E in the geocentric solar mag­
netospheric (GSM) coordinate with an initial kinetic energy 
of 1 keV and a pitch angle of 0°. These initial parameters were 
chosen to represent ions that originated from the southern 
ionosphere and were injected into the plasma sheet after trav­
eling through the geomagnetic lobe. Calculation of ion trajec­
tory was terminated when ions reached at X = - 3 R E near the 
equator (|Z| < 0.3 R E ) . Plate 3 shows the calculation results: 
Left panels (Plates 3a-3c) are for H e + and right panels 
(Plates 3d-3f) are for 0 + . From top to bottom, we plotted ion 
trajectories in the X-Z plane (Plates 3a and 3d) and in the X-Y 
plane (Plates 3b and 3e), and time profiles of ion kinetic 
energy (Plates 3 c and 3f). Blue and red lines correspond to 

Kp = 1 and Kp = 4, respectively. The trajectories indicate that 
injected ions interact with the current sheet and drift 
duskward. These ions are accelerated because of the convec­
tion electric field, reaching energies of 10-100 k e y which is 
covered by EPIC/STICS, as can be seen in Plates 3c and 3f. In 
the run for Kp = 1 (blue) the final kinetic energy of He + and 
0 + is -15 keV and -20 key respectively. When Kp is 4 (red), 
0 + also gains more energy (-60 keV) than H e + (-40 keV), 
and the difference of the final energy between H e + and 0 + 

becomes larger. These results indicate that the ion acceleration 
in the current sheet is mass-dependent; that is, the heavier the 
ion is, the higher the energy gain. This property becomes 
more evident as the geomagnetic disturbance level becomes 
higher. Therefore this ion acceleration mechanism can explain 
the EPIC observations of the dependence of the energy den­
sity on SYM-H, ordering of energy density change by ion 
mass (largest for 0 + and the smallest for H + (Plate 1)). We 
should note that ions gain more energy as they drifted 
duskward. This will explain the dawn-dusk asymmetry of the 
energy density (the energy density ratio) distributions found 
in Plates lg and lk (Plates lo and Is). 

The H + ions are considered to have two origins: the iono­
sphere and the solar wind. Chappell et al. [1987] showed that 
the polar wind is the largest source of ionospheric H + to pop­
ulate the plasma sheet, followed by the auroral zone outflow. 
Terasawa et al. [1997] and Borovsky et al. [1997] found a 
good correlation between the plasma sheet H + number den­
sity and the solar wind number density. Fujimoto et al. 
[1998] argued that the solar wind plasma enters from the 
flanks into the plasma sheet. It is difficult to discriminate 
between terrestrial and solar H + ions, and it is controversial 
which H + ions are dominant in the near-Earth plasma sheet 
[Moore, 1991]. Winglee [1998] attempted to answer the ques­
tion by multi-fluid numerical simulation. Whichever origin 
the H + ions have, they are expected to suffer heating in the 
plasma sheet. The ionospheric H + ions are heated when they 
move from the geomagnetic lobes into the plasma sheet 
[Chappell et al, 2000]. After the solar wind H + ions enter the 
plasma sheet, they are heated as they move inward and 
duskward [Fujimoto et al, 2002]. These heating processes 
might be similar to that for H e + and 0 + shown above (i.e., 
interaction with the current sheet), because the energy den­
sity distribution of H + had the dawn-dusk asymmetry 
(Plate lc). Since the heating process is mass-dependent, we 
can expect that H + ions are not accelerated as strongly as H e + 

and 0 + ions. This would be one of reasons that the He + /H + 

and 0 + / H + energy density ratios were enhanced during 
magnetic storms. 

The above discussions in sections 4.1-4.3 lead us to sup­
pose that ions of ionospheric origin (He + and 0 + ) are trans­
ported from the ionosphere to the ring current region through 
the plasma sheet where ion acceleration is achieved. Flux of 
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Plate 3. Trajectories in the plasma sheet for H e + (Plates 3a-3b) and 0 + (Plates 3d-3e) ions, and temporal changes of their kinetic energy 
of He + (Plate 3c) and 0 + (Plate 3f). The modified Tsyganenko 89 geomagnetic field model and the Volland-Stern convection electric 
field model are used. H e + and 0 + ions started from ( X G S M , Y G S M , Z G S M ) = (-30, 0, - 1 ) R E with an initial kinetic energy of 1 keV and 
a pitch angle of 0°. Blue and red lines correspond to Kp = 1 and Kp = 4, respectively. 
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H e + and 0 + ions flowing from the ionosphere is expected to 
increase when the solar wind dynamic pressure is enhanced. 

4.4. Role of Substorms 

It has been demonstrated by numerical calculations that 
impulsive electric field induced at depolarization (i.e., sub­
storms) can accelerate ions in a mass-dependent manner 
[Delcourt et al., 1990; Sanchez et al., 1993]. Satellite obser­
vations showed that 0 + flux is more enhanced than H + flux at 
substorm onsets [Mobius et al, 1987; Nose et al, 2000]. 
Therefore one might argue that ion acceleration at substorm 
onsets, instead of the ion acceleration in the current sheet, 
can explain the results shown in Plates lm-l t , because sub­
storms occur a number of times during magnetic storms. 
However, recent Geotail observations showed that 
(1) enhancement of the energy density ratio at substorms is 
sometimes smaller than the observed changes of the energy 
density ratio during storms, (2) the enhanced energy density 
ratio at substorms decays within 1-2 hours, which is much 
shorter than the timescale of storms, and (3) the energy den­
sity ratio increases during storms even if there are no sub­
storm signatures [Nose et al., 2001, 2003]. These 
observations suggest that ion acceleration by substorms can 
enhance the energy density ratio, but it is not responsible for 
the observed ion composition change during storms. 

Fok et al. [1999] showed that substorms are important in 
pushing the plasma sheet plasma deep into the inner magneto­
sphere and in creating strong ring current. On the other hand, 
using the energetic neutral atom (ENA) flux obtained by 
the IMAGE/HENA (high energy neutral atom) imager, 
Ohtani et al. [2003] found that the 0 + ENA flux increases 
globally in the ring current region within 10 min or less, 
which is too short for 0 + ions to be transported from the 
plasma sheet. 

From the present study we cannot derive definite conclu­
sions how important substorms are in ion composition 
changes of the ring current and the plasma sheet. Further 
studies are needed to evaluate the role of substorms. 

5. CONCLUSIONS 

Energetic (9-210 keV/e) ion flux data obtained by the 
EPIC/STICS instrument onboard the Geotail spacecraft were 
used to examine the spatial and temporal changes of the ion 
composition in the near-Earth plasma sheet ( r = 8 - 1 5 R E ) . 
Since the Geotail data were available from January 1995 to 
May 2003, we could perform a statistical study. We obtained 
the MLT-r distributions of the H + , He + , and 0 + energy densi­
ties and the He + /H + and 0 + / H + energy density ratios in the 
plasma sheet as a function of the SYM-H index. The main 
results can be summarized as follows: (1) The H + , He + , and 

0 + energy densities increased when SYM-H decreased, as 
expected from the Dessler-Parker-Schopke relationship; 
(2) The energy density change was ordered by ion mass, 
being the largest for 0 + and the smallest for H + ; (3) The H + , 
He + , and 0 + energy densities had a dawn-dusk asymmetry 
when magnetic storms developed, being larger on the dusk-
side than on the dawn side; and (4) The He + /H + and 0 + / H + 

energy density ratios in the near-Earth plasma sheet were 
comparable to that in the ring current. 

Result 4 suggests that the ion composition change in the 
ring current is a direct consequence of the ion composition 
change occurring in the near-Earth plasma sheet. 

From a statistical study we found a tendency of high solar 
wind dynamic pressure during magnetic storms. Combined 
with results of previous studies, which showed a positive cor­
relation between solar wind dynamic pressure and flux of 
outflow ions, we supposed that the flux of H e + and 0 + ions 
injected into the plasma sheet become high as magnetic 
storms become intense. This is one explanation for result 1. 

We conducted a numerical simulation of ion motion in 
realistic models of the geomagnetic field and the convection 
electric field. We found that ions are accelerated in a mass-
dependent way and acquire more energy as they move 
duskward and the geomagnetic disturbance level becomes 
high. These results may explain results 1-3. 

We argue that ionospheric H e + and 0 + ions are transported 
into the ring current after traveling through the plasma sheet, 
where ions undergo mass-dependent acceleration. Solar wind 
dynamic pressure is considered to control the amounts of 
ions flowing from the ionosphere. 
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Particle acceleration is an important consequence of eruptive or catastrophic 
configuration changes in space plasmas. It is also a feature associated with more 
persistent structures, such as thin boundary layers, which exhibit strong gradients, 
instabilities, and turbulence. The most important acceleration regions in or near 
the magnetosphere are the bow shock, the magnetotai l , the magnetopause , and the 
inner magnetosphere. The spatial and temporal propert ies of accelerated particles 
are the consequences of mot ion within the extant magnet ic and electric fields. The 
characteristics of accelerated particles can provide insight into the underlying 
processes that shape the geomagnet ic fields (for instance, magnet ic reconnection). 
On the other hand, identifying the properties of the electric field combined with 
the magnetic field is a crucial complement to the study of the energetic particles 
themselves. The electric fields may be quasi-static, induced by magnet ic field col­
lapse, or the result of fluctuations related to p lasma instabilities. The acceleration 
may produce suprathermal as well as very energetic particle populat ions. Highly 
energetic particles can be detrimental to satellite instrumentation and subsystems. 
The identification and model ing of acceleration mechanisms is therefore a crucial 
element in the prediction of energetic particle flux increases and the potential pre­
vention of detrimental "space weather" effects. This review focuses on inner mag­
netospheric acceleration processes. We address several fundamental questions; 
(1) What are the main acceleration mechanisms?; (2) Wha t are the particle source 
populat ions?; and (3) What determines the spatial and temporal characteristics of 
the energetic particles? 

1. INTRODUCTION 

The Earth's magnetosphere has often been likened to a 
cosmic plasma laboratory. In this relatively accessible 
volume (see a schematic portrayal in Figure 1), we find 
many of the most interesting plasma features from an 
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astrophysical point of view: A collisionless shock wave; thin 
boundary regions (e.g., the magnetopause); auroral regions 
supporting magnetic field-aligned potential structures; and a 
strong, stable magnetic dipole field region. In all of these 
magnetospheric regions, there can be powerful acceleration 
of particles. The boxes in Figure 1 highlight the general 
areas where we see evidence of particular types of particle 
acceleration. 

The inner magnetosphere is of special interest from an 
acceleration standpoint because this is the part of Earth's 
magnetosphere where particles tend to have the highest 
characteristic energy and where particles remain confined 

73 
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Figure 1. Key regions in, and near, the Earth's magnetosphere where strong particle acceleration is known to occur. 

the longest. Thus, it is possible to study the acceleration 
mechanisms and also examine in some detail the products of 
the acceleration processes. Despite decades of study, how­
ever, all of the questions of inner magnetospheric accelera­
tion, trapping, and loss have not been fully answered. We 
continue to address questions such as: What are the relative 
roles of adiabatic versus nonadiabatic acceleration?; What 
are the relative roles of resonant versus stochastic accelera­
tion processes?; and, What role do reconnection-generated, 
auroral, and solar particles play in providing source particles 
for the inner magnetosphere? 

Considerable progress has been made in the past few years 
in addressing the questions raised above. In this paper, we 
will review some of the basic particle acceleration mecha­
nisms and processes that seem to be of key importance. We 
will also show examples of electron and ion acceleration in 
the inner magnetosphere (which we will, for convenience, 
define as the volume generally inside of the 'geostationary' 
orbit, i.e., for magnetic field lines with equatorial crossing 

distances r < 6.6 Earth radii, R E ) . Given the present-day 
focus of interest, this review will place somewhat more 
emphasis on very energetic electron observations and 
processes [see Vassiliadis et ah, 2002], but we will also 
review energetic ion results as well. The paper will conclude 
with some consideration of the "space weather" aspects of 
inner magnetospheric particle populations and what can be 
done to forecast changes in such particles. 

2. PARTICLE TRAPPING AND BASIC 
ACCELERATION MECHANISMS 

The inner magnetosphere, in the sense being employed 
here, is characterized by relatively ordered magnetic field 
lines that are roughly dipolar in configuration. A dipolar field 
line characterized by a particular "L-value" satisfies the 
equation, 

r = Lr 0 sin 2 0 (1) 
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where r0 is the Earth's radius (r 0 = 6372 km) and 9 is the mag­
netic co-latitude. Figure 2 provides an illustration of the Earth 
and a representative dipole magnetic field line. Also shown in 
Figure 2 is a schematic track of the trajectory of a trapped par­
ticle. Such a particle gyrates around the magnetic field line 
with a characteristic time scale of milliseconds. It bounces 
back and forth between mirror points with time scales on the 
order of seconds. Finally, the particle drifts in azimuth around 
the Earth, eastward if the particle is an electron and westward 
if it is a positively charged ion (proton, 0+ , etc.). 

It is worthwhile to remind ourselves of the adiabatic invari­
ants associated with the particle motion described above. It is 
beyond the scope of this article to review all aspects of parti­
cle trapping and adiabatic motion. Several excellent mono­
graphs [Roederer, 1970; Schulz and Lanzerotti, 1974] and 
recent review articles [e.g., Schulz, 1996] can be consulted by 
the interested reader. Just a few essential points will be 
addressed here. The first adiabatic invariant M - p\ /2moB; 
(B is the magnetic field strength at the guiding center of the 
particle) is associated with the gyromotion of the particle. The 
second invariant, K, is the path integral of the particle guiding 
center from one mirror point to the other mirror point and 
back. The third invariant 0 is equal to the magnetic flux 
enclosed by the guiding center drift path as a particle drifts 
around the Earth. Thus, a dipolar magnetic shell identified by 
the definition of L given by Eq. (1) above has a third invariant, 
O=2npE/Lr0 where juE is the Earth's magnetic moment. 
Often, researchers use the Roederer [1970] "L-value" which is 

L* = 2npE/r0O (2) 

to organize radiation belt data. 
Given the above definitions, inner magnetospheric particle 

populations may be characterized at a point in space and time 

MIRROR POINT 

Characteristic time scales: • Gyro: 
• Bounce: 
• Drift: 

-millisecond 
-0.1 - 1 . 0 s 
-1 - 1 0 minutes 

Figure 2. Motion of magnetically trapped energetic particles on a 
dipole field line showing gyration, bounce, and drift motions (and 
the associated characteristic time scales). 

by the particle distribution function/=f(x,y,z,px,py,pz). This 
is also called the phase space density. The value of/gives the 
number of particles in a small spatial volume around (x,y,z) 
with momenta around the values (px,pypz). If we consider 
the usual directional intensity of particles measured by sen­
sors in space (j = #/cm 2-sec-sr-keV), then f=j/p2-

As discussed in some detail by Schulz [ 1996 and references 
therein], the distribution function can be written equivalently 
in terms of adiabatic invariants and corresponding phases: 

f(x,y,z,px,p pz) =f(M,K,L, <f)b 02, <j>3) (3) 

If the distribution is uniform in the respective phases (say, 
no phase bunching in pitch angle related to § 2 , etc.), then one 
may average over the corresponding phase angles and write 

f=f(M,K,L) (4) 

The evolution in time of the space density is then given by 
a Fokker-Planck equation: 

dt 3~i dJt 

4i- d 
3 77' d J \ 

3Z> £L-f/T + s (5) 

The second term on the left-hand side of Eq. (5) describes 
'coherent' forces (such as friction). The first term on the right-
hand side represents more stochastic processes such as diffu­
sion. The second term on the r.h.s. (f/r) represents losses (such 
as atmospheric precipitation or charge exchange) which have 
a characteristic (e-folding) lifetime, r. Finally, the last term on 
the r.h.s. (S) represents any sources feeding the system. 

In general, a process that leads only to diffusion in a radial 
sense (along with some losses) could be described by a diffu­
sion equation of the form: 

dt 
4-F-U 
dL\L2 

df_ 
dL 

(6) 

The parameter DLL is called the diffusion coefficient. The 
second order differential represented by Eq. (6) describes the 
bulk effect corresponding to random, stochastic motion (in L) 
of the individual particles comprising the distribution. 
Diffusion in general acts to flatten gradients in the profile of 
f, subject to appropriate boundary conditions. 

If we consider radial transport of particles in the inner 
magnetosphere and recall that 

M = p2J2m0B = WL31B0 (7) 
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The right-hand side of Eq. (7) would be true only in the 
nonrelativistic limit (Wis the particle kinetic energy) and in 
a dipole magnetic field. If these approximations hold, then 

Thus, transport in L which conserves the first invariant, 
necessarily leads to a change in the particle energy, W. 

Figure 3 portrays this radial transport concept. In the upper 
panels, there is a surface of/=f(M,K,L) that represents an ini­
tial distribution of particles in radial distance (L) and in mag­
netic moment space (M), with fixed boundary conditions at 
Lmin mdLmax. Under the influence of a process leading to radial 
diffusion over a range of M (indicated by the black arrows) 
there is an increase of the phase space density in L that results 
from the action of diffusion to reduce the radial gradient in f(L) 
while maintaining the boundary conditions at Lmin and Lmax. 
Those particles that see an overall displacement inward in L as 
a result of their stochastic motion, while maintaining M, see a 
net increase in energy corresponding to Eq (7). 

The panels on the right side of Figure 3 (panels b and d) 
show particular 'cuts' of f(L) versus L for a certain fixed 
value of M. As shown in Figure 3d, as one goes from time tx 

to time t2, there is an increase in phase space density over a 
broad L range. This can be interpreted as acceleration of the 
particle population due to inward radial diffusion [e.g., 
Schulz and Lanzerotti, 1974]. 

Another type of acceleration is associated with the viola­
tion of the first and/or second adiabatic invariants. This is 
portrayed in Figure 4. We again envisage a smooth initial dis­
tribution of particles in radial distance (L) and in magnetic 
moment (Fig. 4a). At a particular value of M, this is a 
smooth, monotonic distribution of f(L) vs. L (Fig. 4b). If we 
now envision a stochastic process that violates M acting over 
a limited range in L, say due to local wave-particle interac­
tions, then particles may be diffusively transported in M 
while maintaining a constant L-value (as shown in Fig. 4c). 
In the same fashion as depicted in Fig. 3, this leads to a local 
increase in the distribution function after some time (see 
Fig. 4d) as a result of violating K and/or M. Such local heat­
ing has been invoked, for example, by Summers et al, [1998] 
who argued that resonant interactions with very low-
frequency (VLF) waves which have the frequency compara­
ble to an electron's gyrofrequency could accelerate particles 
in the radiation belts and could lead to transport in M, K, 
and L. 

Interaction of particles with waves of even lower frequen­
cies can also accelerate particles with considerable effi­
ciency. It was noted some time ago by Baker et al [1997, 
1998a,b] and Rostoker et al [1998] that ultra-low frequency 
(ULF) waves often are strongly enhanced in the magnetos­
phere when radiation belt electron flux increases occur. This 
led several researchers [e.g., Hudson et al, 1999, Liu et al, 
1999] to invoke ULF interactions with radiation belt particles 
as the cause of many flux increase events. 

Figure 3. A schematic diagram of transport in radial distance (L-transport) in a magnetospheric context, (a) Distribution function 
'surface' showing f(M,L) in M,L space for a given K. (b) A cut along constant M value in (a) showing initial f(L) vs. L values, 
(c) Assumed radial transport toward lower L leading to particle acceleration (assuming M is conserved), (d) A cut at constant M 
showing acceleration from time t\ to t2. 
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Figure 4. Similar to Fig. 3 for (a) and (b). (c) shows assumed local heating at some limited range in L. (d) shows a local acceleration 
(enhancement in f(L)) from t\ to t2. 

The idea of ULF wave acceleration is portrayed in Figure 5 
(based on the ideas in Elkington et al. [1999]). If we consider, 
specifically, an electron moving in a dipole magnetic field 
with a slowly varying dawn-dusk potential electric field, then 
energy changes according to 

As shown in Figure 5a, when v y and Ey vary in concert, the 
energy gain is large and positive (i.e., the integral j v y Ey dt 
is > 0). On the other hand, for higher frequency waves (as 
portrayed in Figure 5b), the drift frequency of the electron 
does not match the variation of the electric field. In this case 
the value of is j vy Ey dt is ~0 and no net gain of energy 
occurs. ULF waves with a range of frequencies overlapping 
the particle drift frequency results in efficient radial transport 
of the stochastic nature described by Eq (5) [Elkington et al., 
2003]. A recent study by Fei et al. [2003] shows that ULF 
waves can be quite efficient in driving radial diffusion during 
a geomagnetic storm. 

3. ELECTRON ACCELERATION IN THE INNER 
MAGNETOSPHERE 

It is important to note that particle acceleration in the 
inner magnetosphere is not due to just one process, nor does 
it occur due only to one set of circumstances (e.g., geomag­
netic storms, or interplanetary shock waves striking the 

magnetosphere). In fact, the old adage that "if something can 
happen, it will" should be borne in mind [see Li and Temerin, 
2001 and Mcllwain, 1996]. In this regard, it is almost certain 
that radial diffusive transport, wave-particle heating, resonant 
acceleration, and other processes are operative in many cases. 
Moreover, acceleration to the highest energies observed in 
the inner magnetosphere probably occurs most commonly in 
a sequential chain. In other words, one set of processes 
boosts a portion of the thermal particle population to moder­
ate energies and then another set of physical processes accel­
erates the particles to the highest energies. 

The radiation belt electron population is a good case in 
point. It has been argued for a very long time [e.g., Baker 
et al, 1986; 1994; 1998a,b] that the radiation belt electrons— 
with energies in the range 0.2 < E < 10 MeV - are produced 
in a two-step sequence. As shown by Baker et al. [1986; 
1998a], magnetospheric substorms produce copious quanti­
ties of energetic electrons in the energy range 
10 < E < 500 keV This population of electrons is "injected" 
into the region of the magnetosphere typically at L > 5. Such 
relatively energetic electrons can then be the 'seed' popula­
tion which is further accelerated by radial diffusion, resonant 
wave interaction, or wave-particle heating [e.g., Baker et al, 
1998a,b; Obara et al, 2000; Tverskaya et al, 2003]. 

Observations at, or near, the geostationary orbit have 
shown quite clearly that substorms produce a "soft" energy 
spectrum of electrons extending from a few keV upward. 
These particles are probably produced both directly by mag­
netic reconnection in the plasma sheet and by subsequent 
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Jv y E y dt~0 

Figure 5. Energization of electron moving in a dipole magnetic field due to ULF waves, (a) For a slowing varying dawn-dusk poten­
tial field E = E0 cos {m§- cot + £) where the electric field and drift velocity vary together, the particle gains or loses energy, (b) For 
higher frequency waves, the resonant condition is not met and little net energy gain results. 

transport and inductive electric fields in the near-tail region 
[Li et al, 2003a and references therein]. As suggested by 
many observations, however, another set of processes must 
accelerate the majority of electrons with E > 500 keV to pro­
duce the very 'hard' spectrum seen in the outer radiation belt 
proper [see Figure 5 of Baker et al, 1998a]. 

Li et al [1998; 2003a] have used numerical modeling 
methods to address the question of how energetic particles 
are injected from the Earth's magnetotail into the outer radi­
ation belt (trapping) region. It is argued that a pulse is gener­
ated at substorm onset which then propagates from the near 
magnetotail into the inner magnetosphere. A time-varying 
pulse in the electric and magnetic fields is used to simulate 

the fields associated with the dipolarization that occurs at the 
substorm expansion phase onset. 

In the work of Li et al [2003a], a particularly well-observed 
substorm event was simulated. As shown in Figure 6a, there 
were several spacecraft at geostationary orbit on 27 August 
2001 and there also were key spacecraft in the near magneto­
tail (POLAR and the four spacecraft Cluster constellation). 
A substorm onset was identified using ground and global 
auroral imaging methods: This was found to occur at 0409 UT 
on 27 August. Li et al specified the electric field for the 
simulated injection as: 

E = E0(\+cos$fe-¥ (10) 
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where 

r - r t +v(r)(t-t0) (11) 

Here v(r) is the pulse velocity at a given radial distance, r, 
and J is the width of the pulse. The associated magnetic field 
pulse is calculated from 

dt 
(12) 

The guiding center equations are used to express the drift 
velocity, 

ExB Mc BxV.B 

And the time rate of change of the particle energy, 

(13) 

dW _ , Mr 3B 
= -evd • E + — -

dt " y dt 

(14) 

Using an assumed 'kappa' (maxwellian plus power law 
tail) energy distribution in the plasma sheet, Li et al. were 
able to closely replicate the timing and energy spectrum of 
substorm-injected electrons at geostationary orbit. This is 
shown for the 27 August case in Figure 6b. On the left side of 
Figure 6b are the observations from the three Los Alamos-
instrumented spacecraft depicted in Figure 6a. The somewhat 
"dispersed" pulse of injected electrons was seen at all three 
spacecraft locations (for the energy range 1 0 5 < £ < 3 1 5 keV). 
On the right hand side of Figure 6b, we see the simulation 
results from Li et al. [2003a]. There is excellent spatial, tem­
poral, and spectral correspondence between the simulation 
results and the observations. As shown by the nested ellipti­
cal contours in Figure 6a, Li et al. [2003a) inferred that the 
bulk of the injected particles in the 27 August 2001 case orig­
inated in a localized region at X—9 R E and in the premid-
night sector. The initiation of the dipolarization should be 
farther out. It should be noted that both the model fields and 
initial particle distribution are adjusted to achieve the excel­
lent agreement with observations. However, for this particu­
lar case (27 August 2001), there were multiple-point 
observations from several spacecraft, which put certain 
constraints on the model fields and the initial particle 
distribution [Li et al., 2003 a]. 

The highest energies of electrons produced in the outer 
radiation belt do not occur in one fell swoop associated with 
a single substorm event, or similar short-lived episode. 

Rather, the highly relativistic electrons tend to build up over a 
few hours to days following the passage of high-speed solar 
wind streams or coronal mass ejection (CME)-related mag­
netic clouds [see Baker et al., 1997 and Reeves et al., 1998]. 
A good example of the latter type of event is shown in Figure 7. 
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Figure 6. (a) Schema t i c d i a g r a m o f spacecraf t loca t ions for 2 7 
A u g u s t 2 0 0 1 s u b s t o r m s imula t ion event [Li et al., 2 0 0 3 ] . Spacecraf t 
' 1 ' is L A N L - 9 7 A ; spacecraf t ' 2 ' is L A N L 1994-084 ; spacecraf t ' 3 ' 
is L A N L 1991-080 . (b) Obse rva t ions (left s ide) a n d n u m e r i c a l s im­
u la t ion resul t s ( r ight s ide) for energe t ic e lec t rons at geos t a t i ona ry 
orbi t on 27 A u g u s t 2 0 0 1 [from Li et al., 2 0 0 3 a ] . 
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6 7 8 9 10 11 12 13 14 15 16 
Day in May 1998 

Figure 7. (a) Daily values of E > 2 MeV fluxes measured at L-6.0 
by the POLAR spacecraft from 1 to 16 May 1998. (b) ULF inte­
grated wave power measured at several CANOPUS ground magne­
tometer stations for 1-16 May 1998. 

There was a very large, powerful CME that passed over the 
Earth, causing major geomagnetic storms in early May 1998 
[see, e.g., Baker et al, 1998c]. As shown in the upper panel 
of Figure 7, this resulted in a roughly three-order-of-magni-
tude increase in the flux of electrons with E > 2 MeV near 
L = 6.0. This increase occurred on the time-scale of a day or 
two. 

The lower panel of Figure 7 shows associated ULF wave 
measurements from many of the Canadian (CANOPUS) 
ground magnetometer stations. The data show a large, persis­
tent increase in the integrated ULF wave power at all of the 
magnetometer sites commencing a day or so prior to the large 
electron flux increase. This is the kind of electron-ULF wave 
association that has been invoked by Baker et al [1998b] and 
Rostoker et al [1998] to suggest that ULF waves often play a 
key role in the acceleration of tens to hundreds of keV sub-
storm-generated electrons to relativistic (E > 1 MeV) energies. 
This relationship was also found in a recent paper by 
Nakamura et al [2002] and Mathie and Mann [2002; 2001]. 

This picture of moderate energy electrons being trans­
ported into the inner magnetosphere (by general magnetos­
pheric convection) and then being acted upon by the 

self-consistent electric fields and ULF waves present there 
has been examined by Elkington and coworkers [2004]. The 
modeling begins by considering a particularly well-observed 
magnetic storm interval which occurred on 31 March 2001. 
This period has been studied in some detail by Baker et al 
[2002]. There was a large CME-generated magnetic storm 
that developed very abruptly on 31 March following the pas­
sage of a strong interplanetary shock wave. The ring current 
index, Dst, dropped suddenly to ~-360n7, indicating a major 
geomagnetic storm, reaching a peak at ~0900 UT on 31 
March. A series of powerful magnetospheric substorms fol­
lowed the shock arrival which injected large fluxes of 
medium-energy electrons. Some hours thereafter, the rela­
tivistic electron population in the range L = 3-6 began to 
build up very substantially. This interval of time has been 
simulated by Wiltberger et al [this volume] using the Lyon-
Fedder-Mobarry (LFM) magnetohydrodynamic code. These 
authors have used the observed upstream solar wind condi­
tions to drive the LFM code. As seen in the companion paper 
[Wiltberger et al, this volume], many of the key features of 
the observed storm development have been replicated by the 
numerical simulation. 

As noted above, Elkington et al have used the MHD-
simulated magnetospheric results for 31 March. Within the 
self-consistent framework of the magnetic, electric, and low-
frequency wave fields in the LFM simulation, energetic test 
particles are "pushed" to simulate the energetic electron 
acceleration. For the simulation, the process is begun with 
E = 60 keV electrons which are started at 20 R E geocentric 
distance. Pulses of particles are launched at 15-sec intervals. 
It is assumed that the first adiabatic invariant, M, of the elec­
trons is conserved. The system then evolves naturally under 
the MHD E and B fields. Of key importance is the fact that 
the LFM numerical simulation produces realistic ULF wave 
fields in the inner magnetosphere. This plays a critical role in 
the observed acceleration of the electrons [Elkington et al, 
1999] as described in Section II above. 

Plate 1 shows three snapshots at selected times from the 
Elkington et al simulation. This is an X- Y plane cut through 
the simulation extending from X=+l R E to X=-20 R E . 
Contours of constant B in the LFM simulation are portrayed. 
The time associated with each snapshot is shown in the cor­
ner of each panel. As noted, the electrons are launched from 
a broad range of local times at X= - 2 0 R E with initial ener­
gies of 60 keV The energy of the particles is color-coded 
throughout the simulation by the color bar at the bottom of 
each panel. Electrons that encounter the magnetopause 
boundary are removed from the simulation. 

The simulation results show that a significant fraction of 
the tail-launched electrons are, in fact, trapped on closed drift 
paths and are subsequently pumped up in energy to of order 
1 MeV This energized population ends up forming a dense 
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Plate 1. Snapshots of simulation results for 31 march 2001 showing 
energetic particle pushing within the Lyon-Fedder-Mobarry MHD 
code (as described in the text). Three times are depicted: (a) 0400 UT; 
(b) 0700 UT; and (c) 0865 UT. 

3 . Proton Source Populat ion 

B . Total Proton Flux 

0 20 40 60 80 
Energy (MeV) 

MHD fields; Solar proton flux ~ W* 

Plate 2. Relative proton flux (color-coded) as a function of L (vertical 
axis) and energy (horizontal axis), (a) Assumed proton source 
population, (b) After a fast shock wave passage (24 March 1991 
case) [adapted from Hudson et al., 1997]. 
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ring of relativistic electrons (Plate lc) around L~4.0 in the 
modeled system. This is closely consistent with the observa­
tions for this particular event [Baker et aL, 2002 and refer­
ences therein]. 

It is possible (probable in fact) that other wave-particle 
interactions of the sort discussed by Summers et aL [1998] 
are acting during events such as the 31 March 2001 storm. 
Other papers in this volume [Thorne et aL; Meredith et aL; 
and O 'Brien et aL] discuss many of these important acceler­
ation (and loss) processes. 

4. ION ACCELERATION IN THE INNER 
MAGNETOSPHERE 

Up to several hundreds of keV kinetic energies, there is 
often a close analogy between the substorm-related accelera­
tion of ions and that of electrons (as discussed in the last sec­
tion). As an illustration of this, Figure 8 shows results for the 
27 August 2001 substorm event taken from Li et al. [2003a]. 
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Figure 8. Similar to Fig. 6b for proton observations (left side) and 
simulation results (right side) during 27 August 2001 substorm 
[from Li et al., 2003a]. 

As was shown for electrons in Figure 6b, the left-hand side of 
Figure 8 shows observations from three LANL-instrumented 
spacecraft at geostationary orbit. 

The substorm expansion phase onset obviously produced a 
strong pulse of energetic (113 ~400keV) protons which 
drifted in azimuth around the Earth. The proton pulses tended 
to show more spatial and temporal structure than the corre­
sponding electron pulses (see Figure 6b). Using exactly the 
same model parameters for the ion injection model as was 
described (Section III) for the electron simulation, Li et al. 
[2003a] obtained the results shown on the right side of Figure 
8. The basic timing, pulse amplitude, and dispersion charac­
teristics for the proton simulation compare well with the 
observations. However, the simulation did not replicate all of 
the fine structure in the proton time profiles. 

Based on simulations such as shown above, it is evident 
that substorms can inject ions of ring current energies into 
the inner magnetosphere. Given the 'drift-echo' nature of the 
pulses seen by sensors at geostationary orbit (Figures 6b and 
8), it is also obvious that the energetic particles are drifting 
azimuthally on trapped orbits. Thus, discrete substorm events 
must be contributing to the source population of the ring cur­
rent ions [see the comprehensive review by Daglis, 2001]. 
Yet, a long history of solar wind-ring current comparisons 
[e.g., McPherron, 1997; McPherron et aL, this volume] sug­
gests that one can predict Dst development without taking 
detailed cognizance of individual substorm events. This 
rather paradoxical situation has been explored in previous 
papers as well [Pulkkinen and Sharma, 2000; Baker, 2000]. 
Several papers in this volume use modern observations from 
the POLAR, IMAGE, and Cluster spacecraft to address ring 
current dynamics and substorm relationships [e.g., Vallat et 
aL; Soraas et aL; and Antonova]. 

An intriguing issue relates to the highest energy ions that 
often appear in the inner magnetosphere during major geo­
magnetic storms. An extreme example of this occurred dur­
ing the great geomagnetic storm of 24 March 1991. This case 
was modeled by Hudson et al. [1997]. Plate 2 shows the 
observed distribution of energetic ions before a powerful 
shock wave struck the Earth's magnetosphere (a) and after­
ward (b). The inductive electric field associated with the 
compression of the dayside magnetosphere by the shock 
wave substantially accelerated protons and electrons as well. 
This compression injected the protons deeply into the inner 
magnetosphere and increased the flux at tens of MeV ener­
gies by several orders of magnitude. This type of accelera­
tion, therefore, corresponds to the notion that solar energetic 
particles provide a seed population and the shock wave 
impact produces the induction electric field necessary 
to accelerate rapidly the ions residing on higher Z-shells. 
This shock-related acceleration is in considerable contrast to 
the more gradual acceleration of ions by radial diffusion 
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[e.g., Spjeldvik, 1996] which also occurs in the inner 
magnetosphere. 

5. SPACE WEATHER ASPECTS OF INNER 
MAGNETOSPHERE ACCELERATION 

As the presentation above has probably conveyed, the 
physics associated with particle acceleration in the inner 
magnetosphere is inherently interesting and it involves quite 
a wide range of processes. Thus, the intrinsic scientific 
program of understanding inner magnetospheric particle 
acceleration is important in the "cosmic laboratory" sense 
mentioned in the Introduction. However, it is also valuable 
to bear in mind that the near-Earth magnetosphere is the 
region in which many (in fact, most) operational and com­
mercial spacecraft fly. Therefore, the particle environment in 
the inner magnetosphere is of much more than academic 
interest. 

It is interesting to consider the degree to which we can use 
our physical understanding of particle acceleration in order to 
specify and forecast the "space weather" of the inner magne­
tosphere. In fact, there are good reasons to be optimistic that 
such forecasting can be accomplished both for relativistic 
electrons and for the energetic ions that constitute the ring 
current [see Li et aL, 2003b]. The work reported by Li et aL 
suggests that electron fluxes at geostationary orbit can be 
forecast with very high prediction efficiency (80-90%) and 
also that the Dst index can be predicted very well given a 
knowledge of the upstream solar wind and interplanetary 
magnetic field. In this sense, our scientific understanding 
may help society "cope" with some of the principal adverse 
effects of space weather [Baker, 2002]. 

Forecasts of hours to a day or two [Li et aL, 2003b] are 
important and useful. However, there is a longer term goal of 
providing even more substantial lead-time predictions. The 
Center for Integrated Space-Weather Modeling (CISM) is 
presently developing empirical and physics-based (forward) 

models that may allow several-day forecasts of radiation belt 
fluxes, key magnetic indices, and other important space 
weather parameters. Figure 9 shows schematically how we 
can use solar boundary measurements and solar wind propa­
gation methods (such as the Wang-Sheeley-Arge kinematic 
propagation scheme) to give several day forecasts of solar 
wind mass densities (p), speed (V), and magnetic field 
properties (B). These solar-boundary derived values give a 
considerably longer lead time than the measurements from an 
LI -monitor such as ACE [Baker et aL, 2004]. 

6. SUMMARY 

In this review we have shown examples of relatively rapid 
and quite powerful acceleration of energetic electrons and 
ions in the Earth's inner magnetosphere. A variety of physi­
cal processes, including radial transport and local wave-par­
ticle interactions, probably play key roles in the acceleration 
that is observed. The Fokker-Planck formalism (as reviewed 
here) provides a useful framework in which to consider trans­
port, acceleration, and loss. 

We have paid particular attention in this review to 
processes affecting inner magnetospheric electron popula­
tions. We have emphasized the key first step represented by 
magnetospheric substorms which regularly accelerate elec­
trons to tens up to hundreds of keV in energy. These substorm 
electrons then act as a seed population for subsequent accel­
eration to several MeV in energy. 

We have shown here a specific example of how a global 
MHD simulation of the solar wind-magnetosphere interac­
tion during a major geomagnetic storm provides a self-con-
sistent picture of electric and magnetic field variations both 
in space and time. "Particle tracing" within this MHD frame­
work then reveals some of the interesting details of how the 
initial seed population of electrons gets accelerated to rela­
tivistic energies. It appears that ULF wave fluctuations play 
an important role in the modeled case. 
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Figure 9. Sun-to-magnetosphere linked models being developed in the Center for Integrated Space Weather Modeling (CISM) 
[adapted from Baker et aL, 2004]. 
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Finally, we noted that particles accelerated in the inner 
magnetosphere are very important and are of great concern 
from a space weather standpoint. It is expected that methods 
being developed today will allow several hour to several day 
forecasts with the kind of accuracy necessary to meet user 
requirements. 
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Energetic electron observations from the H E O 97-068 satellite are used to 
study the electron response to magnetic storms in the inner magnetosphere during 
1998-2002. The observations cover L values in the range 2 . 5 < L < 6 . The same 
L values are covered at both high (>2.3 Re) and low ( < 1 . 2 R e ) geocentric 
altitudes. The electron flux histories at low and high altitudes are directly 
compared and are found to track with a high degree of fidelity independent of 
flux levels and energy for a wide range of L values. The low altitude >1.5 M e V 
electron fluxes were ~ 1 0 - 1 6 % of the high altitude fluxes for L = 3 - 5.5, except 
during the rapid post-s torm flux rises. The decay of the post s torm electron fluxes 
were examined to obtain the e-folding decay t imes at L = 3, near the peak of 
the outer zone. The high-alti tude >1.5 M e V electron fluxes were found to have 
three distinct 1/e decay t imes of about 5, 10.5, and 17.5 days. The 5 and 10.5 day 
e-folding t imes occurred in the first several days after the post-s torm fluxes 
peaked during 2000-2001 and 1998 periods respectively. The longer e-folding 
t imes occurred late in the decay history. These results support the view that the 
acceleration and loss mechanisms are operating essentially simultaneously over 
much of the outer zone. 
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INTRODUCTION 

Blake et al. [1997] used orbit integrated HEO dose data to 
infer that the combination of a high speed solar wind stream 
(HSS) in conjunction with a southward turning of the inter­
planetary magnetic field (IMF) was key to enhancement in 
the radiation belt fluxes. They used isolated HSS events in 
their study to simplify the relationships. They showed that a 
northward IMF turning negated the HSS and that losses can 
occur without subsequent flux enhancements. Recent work 
by Kanekal et al. [2001; 1999] has shown that low altitude 
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polar orbiting satellites such as SAMPEX can readily track 
the responses of the electron radiation to magnetic storms in 
the inner magnetosphere and that the high altitude and low 
altitude fluxes track each other closely. Kanekal et al. [2001] 
used Polar, HEO and SAMPEX satellite data to show that the 
fluxes measured at high and low altitudes tracked well most of 
the time. They used superposed epoch analyses to show that 
the delays between flux changes at Polar and SAMPEX were 
consistent with zero lag. The daily HEO dose at two energies 
(>1.5 and 3.5 MeV) and fluxes from the SAMPEX 2-6 MeV 
channel were integrated over the 2.5 < L < 6.5 for compari­
son. While that comparison showed a strong similarity in time 
history at both HEO and SAMPEX, the different instrument 
energy responses did not allow for as detailed an intercom-
parison as was done for the Polar and SAMPEX data. Thus, 
no previous analyses have compared high and low altitude 
fluxes using the same set of instrumentation. That is one of the 
main features of the present paper. 

INSTRUMENTATION AND DATA 

This study uses data taken by a high Earth orbiting, HEO, 
satellite in a ~1.15 x 7.2 R E orbit inclined at -63° with a 
~12 hour period. The satellite is designated HEO 1997-086 
(or HE03). HE03 covers a wide range of L values at both 
mid to high altitudes and at low altitude. The perigee of 
HE03 varied between 1.18 and 1.33 Re geocentric (see 
Figure 2) during the 1998-2002 period. 

The data were obtained using five integral energy sensors 
that measured electrons with energies >0.23, >0.45, >0.6, 
>1.5 and >2.9 MeV The four highest energy sensors make 
omnidirectional flux measurements. The >0.23 MeV electron 
data are from a proton-electron telescope with a ~15° conical 
field of view [Blake et al, 1997]. For much of this study we 
emphasize the results from the > 1.5 MeV electrons because 
most of the recent results in the literature, concerning elec­
tron acceleration and transport in the inner magnetosphere, 
have emphasized MeV electrons. 

We focus on electron data taken during the 1998-2002 
period for this report. This includes most of the stormtime 
events that were highlighted during the Physics and 
Modeling of the Inner Magnetosphere conference held in 
Helsinki, Finland. We examine the energetic electron storm 
responses from two perspectives: (1) the tracking of high and 
low altitude electron fluxes using the same instrumentation 
and (2) the post storm decay of the fluxes at L = 3, inside the 
nominal plasmasphere. 

OBSERVATIONS 

First, we examine the flux variability taken at high altitudes 
(>2.5 Re geocentric) for several L values. The top panels in 

Plate 1 show the daily average >1.5 MeV electron flux his­
tory during the April 1998 through March 1999 period at 
L = 2.5-4. The bottom panel shows a line plot of the esti­
mated minimum daily plasmapause position [O'Brien and 
Moldwin, 2003]. Superimposed on the line plot are colored 
bars indicating where electron precipitation microbursts 
[Lorentzen et al., 2001a and 2001b; O'Brien et al, 2003] 
were observed at L < 4 (red bars) and L > 4 (blue bars). 

The data in Plate 1 are plotted as line plots instead of in 
L versus Time spectrogram form so that differences from one 
L value to the next clearly stand out. Plate 1 shows that the 
electron fluxes are most variable at large L values with sharp 
sudden flux drops for short intervals of time. This variability 
is even greater for L > 4 (not shown). The sharp flux drops 
correspond with periods of magnetic activity, in many cases 
storm related. 

At the lowest L values, one observes sudden electron flux 
enhancements followed by decay. At L = 2.5 the flux 
enhancements rise out of the instrument background and are 
observed only for the storms labeled by the months in which 
they occurred. At L = 4 there is a series of flux enhance­
ments, most of which are preceded by sharp flux drops as 
noted above. At the bottom of the panels for each L, we have 
indicated the occurrence of precipitation microbursts, 
observed by SAMPEX, as red marks. The thickness of the 
red marks represents the duration of microburst occurrence 
for L < 4. There is a strong association of the flux dropouts 
and subsequent rapid increases with the appearance of the 
microbursts. All microbursts caused a flux decrease but not 
all such decreases were followed by flux enhancements. It is 
clear that combining such data from SAMPEX, at low alti­
tude, with the HEO data, at high altitude, highlights features 
of the electron acceleration and loss processes that cannot be 
garnered from either data set in isolation. These and other 
microburst associations are discussed, in detail, in a paper by 
O'Brien et al. [2003] and will not be expanded upon here. 

Only the strongest storms caused flux enhancements in the 
electron slot region (2 < L < 3). Storms that caused slot region 
fillings are also associated with strong erosion of the plasma-
sphere, as shown at the bottom of Plate 1. Each time Dst was 
<—150 (not shown) and the plasmapause was estimated to 
be below L = 3, the electron fluxes in the slot showed an 
increase. This indicates that erosion of the plasmapause to low 
L is one process that occurs simultaneous with electrons being 
transported to or accelerated at equally low L. It is not clear 
from the observations in Plate 1 whether the erosion of the 
plasmapause is a necessary condition for all low-L electron 
flux enhancements. Shock acceleration of the type that 
occurred during the famous March 1991 event [Li et al, 1993; 
Blake et al., 1992] may occur without plasmapause erosion. 
However, the relationship between plasmapause erosion and 
low L electron enhancements needs to be examined in detail. 
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The IMAGE FUV measurements combined with HEO and 
SAMPEX data could be used to perform such a study. 

High/Low Altitude Flux Comparisons 

This preliminary study takes advantage of the fact that the 
same sensors measure electron fluxes at both high and low 
altitudes at the same L values because of the highly elliptical 
orbit of H E 0 3 . This allows us to compare the electron fluxes 
at different altitudes without worrying about whether the sen­
sor responses are the same. 

To show the relationship between the high altitude and 
low altitude electron fluxes, we first look to Plate 2 where 
the time history of low (red) and high (black) altitude 
Ee > 1.5 MeV electron intensities at L = 3 are shown for the 
1998-2002 period. This plot shows that the electron fluxes 
varied over several orders of magnitude at both high and low 
altitudes and that the fluxes at the two altitudes appear to 
track very well. 

This tracking of the high and low altitude fluxes is further 
demonstrated in Figure 1, which shows the ratio of the low 
altitude to high altitude fluxes for multiple L values. Several 
features are evident in Figure 1. The most striking feature 
occurs at the highest L values where an annual variation is 
observed in the ratio. The annual variation results from the 
fact that we used the IGRF field model for this initial study 
and it does not contain the day-night asymmetries of the real 
field that are most prominent at large L, high latitudes and 
large distances from Earth. The HE03 database we are using 
already has all the data in B-L coordinates based on the IGRF 
and was considered sufficient for this initial low-high altitude 
comparison. More complicated field models could be used in 
the future, if warranted. However, no field model does a good 
job of representing the real field asymmetries at HEO alti­
tudes and latitudes, especially during magnetic storms. The 
best of the models are compute intensive and not easily 
applicable to large data sets like the HEO data sets. We have 
tried the Olson-Pfitzer [Olson et al, 1979], T87 and T96 
[Tsyganenko, 1996a; 1996b] models for limited periods and 
found that these models often predicted that HE03 was on 
open field lines when the data clearly indicated it was not and 
vice versa, especially during disturbed periods. 

In any case, the peaks in the ratio at large L at the same 
season from year to year indicates the constancy of the 
low/high altitude flux ratio. Figure 1 shows that at L < 4.5, 
the flux ratios are relatively constant independent of the 
variation in flux levels seen in Plates 1 and 2. The smallest 
L values show a general rise in the flux ratio from 1998 to 
2001 and a decline after that. This variation resulted from the 
changing perigee altitude of HE03 with time, as shown in 
Figure 2. This change in the altitude of the low altitude flux 
measurement has a greater effect at small L values than large 

HEO 97-068 Ee>1.5 MeV 

Year 
Figure 1. Ratio of four years of low to high altitude Ee > 1.5 MeV 
electron fluxes from HEO 97-068 for several different L values. 

ones because the resultant ratio B l o w / B h i g h changes most 
dramatically for the smallest L's. 

The other major feature observed in Figure 1 are sharp, 
short duration decreases in the ratios. These decreases mostly 
occur at the time of large flux increases. They are consistent 
with the high altitude fluxes increasing faster than those at 
low altitudes at the same L. Figure 3 shows an expanded 
example of one of these downward ratio spikes from the flux 
increase that occurred in conjunction with a magnetic storm 
on Sept. 22, 1999. The plot shows that the short-term 
decrease in the ratio was associated with the difference in the 
rate of flux increase (here at L = 3) at low and high altitudes. 
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HEO 97-068 E e >1,5 MeV 

1998.25 
1 Apr 

1998.5 
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1998.75 
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1999.25 
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Plate 1. Daily average >1.5 MeV electron intensity for several L values during the period April 1998 to April 1999 (upper panels) and 
the estimated plasma pause position ( L P P ; black line) and the range of L where microbursts ( L M i c r o b u r s t s ; blue and red markings) were 
observed by SAMPEX (bottom panel). 
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H E O 97-068 L=3 May 1998 Storm 
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Plate 3. Electron flux decay at three energies following the May 1998 magnetic storm. The bottom panel shows where SAMPEX 
observed precipitation microbursts. 
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Figure 2. HEO 97-068 perigee altitude history. 
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Figure 3. Comparison of low and high altitude H E 0 3 fluxes 
and their ratio at L = 3 for the interval around the 22 Sept. 1999 
magnetic storm. 

The ratio returned to its nominal pre-storm value as the 
fluxes reached their maximum values and started to decay. 

Figure 4 shows that the low/high altitude flux ratios at 
L = 4 are relatively constant for electrons with energies from 
>0.23 to >2.9 MeV This is also true for other L values (not 
shown). Figure 4 indicates that the processes that maintain 
these low/high altitude electron flux ratios are not strongly 
energy dependent at least over the energy range measured. 

Table 1 shows the statistics for the distributions of 
>1.5 MeV flux ratios at six different L values. The statistics 
were obtained from the data shown in Figure 1. The plots 
of the distributions (not shown) had relatively narrow peaks 
and the majority were symmetric about the mean. This is 
evidenced by the fact that the mean and median values are 
nearly the same. As the table shows, the mean of the low/high 
altitude flux ratios were in range 0.09 to 0.16 for L = 3-5.5, 
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Figure 4. Ratio of four years of low to high altitude electron fluxes 
from HEO 97-068 L = 4 for several energies. 

with the ratio decreasing with increasing L. Thus, the high 
altitude fluxes were roughly a factor of 6 to 11 higher than 
those at low altitude. 

Plates 1 and 2, Figure 1 and Table 1 emphasize the fact 
that, independent of the absolute flux levels, the magneto­
spheric processes that redistribute electrons radially and along 
the field lines do so efficiently and globally except for short 

Table 1. Statistics for Low/High Altitude Flux Ratios. 

L No. Points Mean Median Std. Dev. 

3.0 1555 0.159 0.162 0.053 
3.5 1559 0.140 0.143 0.043 
4.0 1559 0.120 0.121 0.040 
4.5 1502 0.100 0.099 0.041 
5.0 1507 0.091 0.085 0.049 
5.5 1494 0.096 0.082 0.069 
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intervals during the episodic rapid flux increases associated 
with magnetic storms (as shown in Figure 3). 

Electron Decays at L = 3 

At the lower L values, where flux dropouts are rare, the 
losses are thought to be controlled by coulomb losses (dE/dx 
losses) and pitch angle scattering of the electrons by inter­
actions with the plasmaspheric Hiss. As Plate 1 shows, the 
plasma sphere boundary rarely reached L = 3 and then only 
during storm main and early recovery phases. Thus, we 
expect the loss rates at L < 3 to be consistent. With this in 
mind, we examined the electron decay rates at L = 3 to see 
how they may relate to the near constancy of the low/high 
altitude flux ratios noted above. Plate 3 sets the stage for 
this part of the study. It shows the flux rise and subsequent 
decay following the May 1998 magnetic storm. This storm 
had a minimum D S T of -205 nT. Plate 3 also shows where 
SAMPEX observed precipitation microbursts. The microbursts 
were intense and occurred primarily just before and during 
the post storm flux increases at all energies. 

An exponential fit to the flux decay was done for each 
energy shown in Plate 3. The Ee >0.6 and >1.5 MeV data 
could not be fit with a single e-folding value over the full 
period shown so the period beyond day 40 (9 June 1998) was 
fit separately. This change in the decay rate late in the decay 
period is a common feature in the HE03 data. 

Plate 3 is an example of the way L = 3 electron decay data 
was gathered for the >1.5 MeV electron fluxes for events that 
occurred between 1 January 1998 and 1 July 2001. Twenty 
clear electron flux enhancements occurred at L = 3 during 
this period, as shown in Plate 4. The intervals from a few days 
after the flux peaked to the next enhancement were piecewise 
fit to represent the decay history. In Plate 4, the early part of 
the decay is flagged in blue and the later part in red and/or 
green where a single fit could not represent the decay. There 
were intervals where magnetic activity caused sudden drops 
in the electron flux. These were usually followed by a contin­
uation of the decay with 1/e times somewhat longer than the 
early decays. These are flagged in red or green and treated as 
late decay intervals. 

The e-folding decay times derived from Plate 4 are plotted 
in histogram form in Figure 5. The set of e-folding times clus­
tered around three distinct periods: 5, 10.5 and 17.5 days. The 
error bars are based on a multi-variant error analysis [Evans 
et aL, 2000]. The mean 1/e decay time for all intervals was 
-14 days. The enhanced electron fluxes caused by the large 
storms in May, Sept., Oct. and Nov. 1998 had early 1/e decay 
periods of 9.5-10.5 days which is very similar to the results 
obtained with SAMPEX by Baker et al. [1994] and consistent 
with past theoretical modeling [Lyons and Thorne, 1973]. 
The shortest early 1/e decay periods of ~5 days occurred 

following the flux enhancements in 2000 and 2001. All the 
secondary or late decay intervals had decay periods longer 
than the early decays and were more variable. These 
contributed to the broad peak near 17.5 days in Figure 5. 

DISCUSSION 

The low/high altitude flux ratio results obtained using the 
HE03 data complement and reinforce the results obtained by 
Kanekal et al [1999, 2001] using SAMPEX and Polar data. 
The fact that the HE03 ratios were obtained with a single set 
of instrumentation removes all doubt that the close tracking 
of the fluxes at low and high altitudes are real. With the 
HE03 data, we have shown that the fluxes at the different 
altitudes are related by a nearly constant multiplier indepen­
dent of energy and L over a significant range of L values. 
This means that low altitude satellites could be used to mon­
itor the electron radiation belt fluxes at high altitudes, even 
near the equator, with a reasonable degree of accuracy. One 
only needs to determine the scaling factors (i.e. flux rations) 
between the flux measured at the magnetic equator and at a 
low altitude platform. Then the observations obtained by a 
low altitude platform, with its high repeat rate for traversals 
through a wide range of L values, could be used to represent 
the time dependent state of the radiation belts. We would sug­
gest that such a platform be somewhat higher than SAMPEX, 
which spends significant time in both the drift and bounce 
loss regions. However, it need not be much higher. One to 
two thousand kilometer altitude circular polar would be a 
reasonable orbit. 

These results show that the processes transporting rela­
tivistic electrons from near the equator to low altitudes do so 
in a manner that keeps the low/high altitude flux ratios con­
stant on time scales of the order of one to a few days, even 
during periods of extreme flux changes. What we cannot tell 
from the current study is how these processes work to main­
tain the flux ratios. Part of the answer lies in the flux decays. 
The decay times indicate that combined transport and loss 
process along the field lines matches expectations for wave-
particle interaction models of the type discussed by Lyons 
and Thorne [1973] and Abel and Thorne [1998]. The 
processes are primarily ones of pitch angle transport, 
coulomb drag (energy transport) and atmospheric losses in 
competition with radial transport. Inside the plasmasphere, 
we expected the decay rates to be relatively constant. The dif­
ference between the initial decay rates in 1998-1999 and 
those in 2000-2001 may be caused by different levels of aver­
age magnetic activity and Hiss production for those periods. 
This will be examined in a later paper. 

Determining exactly how these processes combine to main­
tain the flux ratios will be a great challenge and will require 
a set of well designed missions that make the appropriate 
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Plate 4. Flux history of electrons >1.5 MeV at L = 3. 
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Figure 5. Histogram of e-folding decay times, in days, for the data 
in Plate 4. 

measurements over a range of equatorial L values, at least 
L = 2.0-6, simultaneous with measurements of electron pre­
cipitation at ionospheric altitudes. Hopefully, those missions 
are the NASA LWS Geospace Storms Investigations [Kintner 
et a/., 2002]. 
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Global View of Energetic Particles During a Major Magnetic Storm 

Timo Asikainen 1 , Kalevi Mursu la 1 , Raine Kert tula 1 , Reiner Fr iedel 2 , Daniel Baker 3 , 
Finn Soraas 4 , Joseph F. Fennel l 5 and J. Bernard B lake 5 

We study the global properties of energetic particles during the main and early 
recovery phase of a major magnet ic storm of March 3 1 , 2 0 0 1 , using data of the 
NOAA-15 and 16 and the C L U S T E R satellites. During the storm main phase the 
ring current energetic electron and ion fluxes were increased by nearly two orders 
of magnitude, and the flux max ima were shifted to below L = 3. The m a x i m u m ion 
fluxes were observed at about 04-07 UT, coinciding with the strongly decreasing 
Dst and max imum Kp. At this t ime the ring current was dominated by oxygen 
ions. However, the highest fluxes of energetic electrons were observed at consid­
erably higher L shells and only at about 16-18 UT, in a good correlation with the 
m a x i m u m of the A E index. These observations indicate significant differences in 
the acceleration of energetic electrons and ions during the storm. We suggest that 
at least the low energy ring current ion flux m a x i m u m at about 04-06 U T is mainly 
due to the field-aligned acceleration of escaping ionospheric oxygen ions by 
electromagnetic ion cyclotron waves, whereas the electron m a x i m u m at 16-18 U T 
is due to a large injection from the nightside. 

1. INTRODUCTION 

During a geomagnetic storm the inflow of solar wind 
energy into the magnetosphere is significantly enhanced. 
This is reflected by an intensified ring current (RC) 
particularly at L < 4 [Smith and Hoffman, 1973; Hamilton 
et al, 1988]. The location of the RC energy density maximum 
is correlated with storm intensity. For a moderate storm with 
a minimum Dst = -120 nT the energy density maximum was 
found at L = 3.5 [Korth and Friedel, 1997] but for a great 
storm with a minimum Dst = -300 nT it was at L = 2.5 
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[Hamilton et al, 1988]. Also the RC ion content has been 
found to correlate with storm intensity so that the stronger 
the storm is, the higher is the ionospheric oxygen contribu­
tion to RC. During the main phase of major magnetic storms 
the oxygen ions can even be the main ion constituent in the 
ring current [Hamilton et al, 1988; Daglis, 1997]. 

In this paper we will analyse both electron and proton 
dynamics during the great storm of March 31, 2001, and show 
that they depict a surprisingly different behaviour during this 
storm. 

2. INSTRUMENTATION 

In this study we use particle data from Cluster and NOAA-
15 and 16 satellites. The MEPED (Medium Energy Proton 
and Electron Detector) instrument onboard the NOAA satel­
lites measures ions (no ion mass separation is provided) and 
electrons in two directions, roughly vertical (the 0° detector) 
and roughly horizontal (the 90° detector), with 30° field of 
view. Note that at high (resp. low) latitudes the 0° detector 
measures mostly precipitating (trapped) particles and vice 
versa for the 90° detector. The MEPED instrument has six 
energy channels for ions (from 30-80 keV to >7000 keV) 
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and three energy channels for electrons (from 30 keV to 
>300 keV). Because the heavier ions require more energy to 
penetrate into the detector the lower energy limit for heavy 
ions is slightly higher than the nominal value. For oxygen 
ions the lower energy limit is estimated to be about 45 keV 
instead of the nominal 30 keV [Somas et al, 2002]. NOAA-
15 and 16 have polar orbits at an altitude of about 850 km. 
The orbital plane is 20-08 MLT for NOAA-15 and 14-02 
MLT for NOAA-16 (see Evans and Greer, 2000, for more 
details of the MEPED instrument). NOAA auxiliary data 
include L shell estimates calculated using the IGRF-2000 
model, independent of magnetic disturbance level. 

Cluster satellites have two instruments for detecting and 
analyzing ions. The CIS (Cluster Ion Spectrometry) CODIF 
(Composition and Distribution Function analyzer) instru­
ment measures the distributions of major plasma ions (H + , 
He + , H e + + and 0 + ) in the thermal to suprathermal energy 
range from 0 to 40 keV/e. (A comprehensive description of 
the CIS instrument properties is given by Reme et al, 1997.) 
The RAPID (Research with Adaptive Particle Imaging 
Detectors) spectrometer for the CLUSTER mission analyzes 
suprathermal plasma distributions in the energy range from 
20-400 keV for electrons, 40-1500 keV for protons and 
10-1500 keV/nuc for heavier ion species. The RAPID instru­
ment uses two different and independent detector systems 
for the detection of nuclei and electrons: IIMS (Imaging Ion 
Mass Spectrometer) and IES (Imaging Electron Spectro­
meter). (See [WUken et al, 1997], for a more detailed descrip­
tion of the RAPID instrument.) 

3. OBSERVATIONS 

3.1. Storm Overview 

On March 31, 2001, the Advanced Composition Explorer 
(ACE) satellite was measuring interplanetary conditions at 
about (223, - 2 3 , -12) RE. As shown in Figure 1, IMF Bz(GSM) 
component was positive from 003OUT until 0240 UT, then 
fluctuating between negative and positive values until about 
0330 UT when the IMF direction changed southwards for 
about four hours. Strongest negative values of Bz (<-40 nT) 
were observed around 06 UT. The solar wind (SW) velocity 
increased between 00 UT and 02 UT in two steps from about 
400 km/s to above 750 km/s. Solar wind dynamic pressure, 
which mainly followed the changes in SW density, showed 
dramatic variations during the first six hours of the day. At 
about 0020 UT, SW pressure had a very sharp peak which 
lasted only about half an hour. Another, longer period of 
increased pressure lasted roughly from 02 UT to 06 UT. 
These interplanetary conditions led to the generation of a 
major (Dst about -360 nT; see Figure 1) magnetic storm with 
a rapid main phase starting at 04 UT and ending at 08 UT. 

Note that, taking the average SW/IMF time delay of about 
30-40 min into account, the positive turning of IMF Bz at 
about 07 UT corresponds very well with the end of the storm 
main phase at 08 UT. The extreme geomagnetic conditions 
were also verified by the LANL geostationary satellite data 
(not shown here), which indicate that the magnetopause 
was pushed inside the geosynchronous orbit in the dayside 
roughly at about 03-08 UT and even in the morning and 
evening sectors at around 06 UT. After a long period of 
mainly positive values, the IMF Bz experienced another long 
interval of negative values at about 14-22 UT which caused 
a secondary minimum in Dst (-285 nT). 

The AE index (bottom panel of Figure 1) shows dramatic 
changes in the intensity of auroral electrojets during the day. 
The AE index attains fairly high values already in the begin­
ning of the day, exceeding 1000 nT a few times during the 
first few hours of the day. Note also that the AE index does 
not depict exceptionally high values during the main phase of 
the storm, and remains at a rather low level at around 06 UT. 
The highest values of the AE index of above 2000 nT are 
observed only after the storm main phase at about 16-21 UT 
as three enhancements, the first one at about 16-17 UT being 
the strongest. However, it should be pointed out that during 
the main phase of a major magnetic storm the auroral cur­
rents may descend significantly equatorward of the latitude 
of AE stations. In this case the AE index underestimates the 
intensity of auroral electrojet currents. This is also the case 
at the main phase of the present storm since the Kp index 
(measured by mid-latitude stations) shows the maximum of 
9- around 06 UT. 

3.2. NOAA Observations 

Figure 2 shows the total energetic ion and electron fluxes 
measured by the 90° detectors of NOAA-16 on March 30-31, 
2001. (The 0° detector shows the same behavior). The ion 
and electron fluxes at both detectors are increased by nearly 
two orders of magnitude from the average level of March 30 
to their storm time maxima during the next day. As seen in 
Figure 2, the maximum ion flux is observed at about 04-07 
UT, coinciding with the time of the steepest descent of the 
Dst index (and maximum Kp). Instead, the maximum flux of 
electrons is observed only at 16-18 UT, coinciding well with 
the largest values of the AE index. A secondary maximum in 
the ion flux and a secondary minimum in the Dst index occur 
soon thereafter at about 18-19 UT. All these general features 
are supported by corresponding NOAA-15 data. 

Figure 3 shows the 0° and 90° ion flux maxima for the 
three lowest energy channels of the MEPED instrument 
during each pass of the NOAA-16 satellite in the post-
midnight sector. All channels show two distinct flux enhance­
ments: one around 06 UT and the other at about 1800 UT. 
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Figure 1. From top to bottom: ACE observations of the IMF Bz(GSM) component, solar wind velocity, solar wind pressure together 
with Dst and AE indices on March 31, 2001. 

The first enhancement is considerably stronger than the second 
one. Note also that the lowest energy channel shows a differ­
ent behavior during the first enhancement than the higher 
energies. In the 30-80 keV energy range the ion fluxes grow 
faster and reach their maximum already at about 0430 UT. At 
higher energies the fluxes are relatively small and steady until 
a large spike-like enhancement occurs at about 0630 UT. 

The L-shells of the observed ion flux maxima during each 
NOAA-16 nightside pass are shown in Figure 4. The general 
behavior of the different energy channels is fairly similar. The 
L-shell of the maximum flux shifts inwards as the storm main 
phase progresses until the maximum flux is observed at the 

lowest L-shell. This rule seems to be valid in detail so that the 
lowest energy channel reaches its minimum L-shells first, in 
accordance with its earlier flux maximum. (Note that there 
are small differences between the 0° and 90° detectors 
because of temporal evolution. The 0° detector reaches its 
maximum earlier in the northern hemisphere at a higher L 
shell, while the 90° detector maximum is later in the south­
ern hemisphere at a lower L shell. Note also that at low 
L-shells the 90° detector is closer to the precipitating flux.) 
This leads to the interesting fact that while the L-shells of 
flux maxima for different energies are ordered normally, e.g., 
higher Z-shells for smaller energies, at 0430 UT the lowest 
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Figure 2. NOAA-16 total ion and electron fluxes on 30-31 March, 2001. 
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Figure 3. NOAA-16 maximum ion fluxes in the three lowest energy 
channels. One point denotes the maximum during one night side 
pass. 
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Figure 4. The L values of the maximum flux of NOAA-16 ions in 
the three lowest energy channels for each nightside pass. 



ASIKAINEN ET AL. 101 

x 10 30-80 keV 30-80 keV 

00:00 06:00 12:00 
Time [UT] 

18:00 00:00 

Figure 5. The same for NOAA-15 in the dusk as Figure 3 for 
NOAA-16 in the nightside. 
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Figure 6. The same for NOAA-15 in the dusk as Figure 4 for 
NOAA-16 in the nightside. 

channel maximum is at lower L-shells than the maxima in the 
other channels. The normal situation is reached again by the 
strong enhancement after 06 UT. 

Figures 5 and 6 show similar plots for NOAA-15 in 
the dusk sector as Figures 3 and 4 for NOAA-16. As for 
NOAA-16 the observed fluxes in NOAA-15 show two broad 
enhancements: one during the storm main phase and the 
other at about 18 UT during the recovery phase. Also, as for 
NOAA-16, interesting differences are found between the 
three ion energy channels during the main phase. The two 
highest channels depict a simultaneous enhancement at 
about 0430 UT that also forms the maximum flux in the 
highest energy channel during the main phase. This enhance­
ment occurs at about L = 3.7. However, the L shell of maxi­
mum flux is still decreasing at that time and the final, lowest 
L shell region is obtained only when the lowest energy chan­
nel finds its maximum flux. The other energy channels have 
their maximum flux Z-shells in the same region at the same 
time, not during their respective flux maxima. The second 
channel has its flux maximum at about 0730 UT which could 
well be due to the drift of those ions whose flux maximum 
was found in NOAA-16 at 0630 UT. (The highest energy ions 
were mainly missed by NOAA-15 because of their faster drift 
speed and the coarse sampling time. This is supported by the 
very fast decline of the flux after 0630 UT at NOAA-16, 

implying a rather limited injection time.) Note that the final 
min imum! shell (2.8) is the same in NOAA-15 and NOAA-16, 
giving strong support for the global nature of the observed 
changes in the magnetosphere, as well as for the credibility 
of NOAA observations. Finally, we note that the absolute 
maximum flux of the highest energy ions at NOAA-15 
occurs at about 18 UT and is only slightly lower than the cor­
responding maximum at NOAA-16 at 0630 UT. 

The maximum electron fluxes in the two lowest energy 
channels observed by NOAA-16 for each nightside pass are 
shown in Figure 7. The two channels behave very similarly. 
At about 0630 UT both channels see a distinct increase in the 
flux. Another nearly identical flux enhancement is seen in the 
lowest energy channel at about 1130 UT (but not so clearly 
in the higher energy channel). At about 16 UT the electron 
fluxes start increasing strongly in both channels reaching 
maxima around 18 UT. The electron fluxes at NOAA-15 
(not shown) remain clearly below those of NOAA-16 but 
roughly follow the same temporal evolution. In particular, the 
absolute maximum at NOAA-15 is also seen at about 18 UT. 
The L shell of maximum electron flux at NOAA-16 
(not shown) decreases in the beginning of the day and 
reaches its minimum already before 06 UT, the lowest energy 
electron channel interestingly at the same time as the lowest 
energy ions. On the other hand, the corresponding L shell at 
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F i g u r e 7. NOAA-16 maximum electron fluxes in the two lowest 
energy channels. One point denotes the maximum during one night 
side pass. 

the absolute flux maximum before 18 UT took place at a 
significantly higher L shell of about 5-6. 

3.3. CLUSTER Observations 

The four Cluster satellites had their perigee at about 07 UT 
on March 31, 2001. The RAPID energetic particle spectrom­
eter [Wilken et al., 1997; 2001] measured the electron fluxes 
around the perigee since about 0630 UT (see Figure 8) and 
the three types of ions (protons, heliums and oxygens) since 
about 0810 UT. Curiously, the Cluster perigee was in the 22 
LT sector, i.e., in between the LT sectors of the two NOAA 
satellites. Cluster observed the highest flux of energetic elec­
trons around the perigee from 0635 UT to 0740 UT which 
corresponds Z-shells from about 4 to 5. This is in an excel­
lent agreement with NOAA-16 and NOAA-15 (see Figures 4 
and 6) observations where the highest fluxes were restricted 
to below L = 5. After a weak minimum at about L = 5-6 
Cluster observed a region of lower fluxes of energetic elec­
trons until about L = 12. This structure can also be seen by 
NOAA-16 at about 05 UT (not shown), as well as at NOAA-
15 already at 04 UT and also later at about 08 UT, i.e., at the 
time of Cluster observations. 

i i i i 

07:00 08:00 09:00 10:00 
Time [UT] 

F i g u r e 8. Cluster s/cl RAPID total fluxes of energetic electrons, 
protons and oxygen ions ( s _ 1 cm~ 2 s r _ 1 keV _ 1 ) . 

Figure 9 shows the ion composition data from the 
Cluster/CIS instrument which started operating at about 0640 
UT when the Cluster satellites were still flying to lower 
Z-shells. The CIS data shows consistent and overwhelming 
0 + dominance at L = 4-6. The upper energy limit of CIS 
instrument is 40 keV and the particle spectra (not shown) 
show that the intensity maximum of oxygen ions is at or 
above this upper limit. From about 08 UT Cluster satellites 
are in the plasmasheet where the ions appear in bursty flows 
and have a lower average energy than in the ring current. 
However, CIS data shows that also the bursty plasmasheet 
fluxes are dominated by oxygen ions. 

4. DISCUSSION AND CONCLUSIONS 

The ring current particle population was found to be 
greatly intensified from the average quiet time level during 
the storm. The ion flux maximum was coinciding with the 
main phase when the Dst index was decreasing most rapidly 
with time. This maximum was seen as particularly strong 
enhancements of the ion fluxes in the post midnight and dusk 
sectors around 06 UT. The behavior of the lowest ion energy 
channel and the CIS ion composition data in the overlapping 
energy interval confirm that the ring current was dominated 
by oxygen ions in the main phase of the storm. The NOAA 
data also show that the outflow of oxygen ions very probably 
started already in the beginning of the main phase and reached 
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Figure 9. Total number density of Cluster s/cl CIS protons, helium and oxygen ions. 

its maximum at about 0430 UT in the night side and around 
06 UT in the dusk sector. 

The very intense ion enhancement at the lowest energy 
channel observed by NOAA-15 at about 0630 UT cannot be 
only explained by the drift of previously existing population 
from the night side because the fluxes observed by NOAA-
16 are lower than those by NOAA-15. Instead, the enhance­
ment is well in agreement with the simultaneous observation 
of intense ionospheric outflow of low energy oxygen ions 
at the dusk by the FAST satellite [see Baker et al., 2002]. 
Furthermore the Cluster satellites observed an overwhelming 
0 + dominance around 40 keV in the pre-midnight sector. All 
these additional observations give further evidence for the 
fact that the majority of ions observed by the NOAA satel­
lites during the storm main phase are oxygen ions which 
dominate at least in the low-energy part of the ring current. 

Note also that the NOAA-16 low-energy ions reached their 
maximum clearly before the higher energy ions. This further 
implies a different acceleration mechanism for the low-
energy ions (oxygens) that most likely are accelerated during 
their upwelling from the ionosphere and the high-energy ions 
that rather depict evidence for an injection. The fluxes 
observed by NOAA-16 at about 0630 UT probably result 
from a strong dispersionless (at least at this time resolution) 
substorm injection. This is confirmed by the similar signa­
tures in NOAA-16 ion and electron data (see Figures 3 and 
7). This kind of coherent signature is not seen at dusk by 
NOAA-15. Thus after the injection at 0630 UT in the night 
side the ions started drifting westwards and electrons east­
wards. These injected ions were seen by NOAA-15 at about 
0730 UT in the dusk in the energy range of 80-250 keV The 
higher energy ions drifted westwards faster and were missed 
by NOAA-15 which was only flying towards the relevant low 
L shells. 

We would also like to note that NOAA-15 detected a 
simultaneous strong low-energy ion enhancement in the 
morning sector at about 07 UT (not shown). This enhance­
ment can not be understood in terms of drift but rather sup­
ports the view that it results from the above mentioned 
ionospheric outflow of oxygen ions. It has been reported 
[Daglis, 1997] that oxygens can be the main ion species in 
the RC during the main phase of great magnetic storms. Also, 
the fraction of oxygen in RC is the larger the more intense the 
storm is. Our observations further emphasize the view that 
the ionospheric outflow of oxygens is a global phenomenon, 
and that the observed enhanced ion fluxes had a large oxygen 
fraction. Also, our results suggest that there is a large contri­
bution to the low-energy part of the ring current during storm 
main phase which comes directly from the ionosphere 
instead of a less direct route via storage and acceleration in 
the tail and subsequent drift. 

The particle flux peaks were found to proceed to succes­
sively low L shells down to about L = 2.8 during the storm 
main phase. Note that very similar L shells were found for 
NOAA-16 and NOAA-15 both for ions and electrons. The 
low L value is also supported by the fact that the AE index 
was relatively quiet while the Kp index was at its highest dur­
ing the largest ion fluxes at about 06 UT. Note also that the 
obtained minimum L value of 2.8 agrees very well with the 
size of the present storm and the earlier detected relation 
between storm size and RC flux maxima [Hamilton et al., 
1988]. 

In a dramatic difference to ions, the energetic electrons had 
their maximum fluxes only in the recovery phase of the 
storm. The largest electron fluxes were found by NOAA-16 
in the night sector. The NOAA-15 fluxes at dawn (not shown) 
can be well understood in terms of the standard view of east­
ward drift of electrons. These and other facts suggest that 
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the flux maxima of low-energy ions and energetic electrons 
were formed by different mechanisms, the electron flux 
maxima at 16-18 UT by the standard tailside storage and 
acceleration, the ion maxima at 06-08 UT mainly by the 
field-aligned acceleration of ionospheric ions. Note also that 
the largest values of the AE index at 16-18 UT (see Figure 1) 
coincide very well with the electron flux maximum. This is 
also in accordance with the found larger L value of about 5-6 
of the maximum fluxes at this time, implying that the injec­
tions occurred at L shells higher than the ring current maxima 
during the main phase. (Note also that this enhancement 
coincides, taking roughly lh-delay between ACE and NOAA, 
with the start of enhanced solar wind pressure and IMF Bz 
turning slightly less negative after a prolonged period of 
strongly negative values. These conditions favor substorm 
occurrence.) 

The 06 UT field-aligned acceleration can not be due to a 
static potential since it would operate similarly with electrons 
and ions of different masses, and NOAA satellites do not see 
similar fluxes of energetic electrons at dusk. We suggest that 
the field-aligned acceleration is caused by the ion cyclotron 
mechanism which accelerates only ions and prefers heavy 
ions like oxygens. Equatorially generated ion cyclotron 
waves (short period Alfven waves) below the proton gyro fre­
quency propagate into the ionosphere and cause transverse 
acceleration of oxygen ions by ion cyclotron instability. This 
is possible at the fairly low latitudes where the ionospheric 
gyrofrequency of oxygen ions is close to the equatorial 
gyrofrequency of protons. Note that this mechanism would 
mainly accelerate oxygens and less protons, in agreement 
with our observations. Moreover, it has been found that ion 
cyclotron wave activity is greatly enhanced during the storm 
main phase even at ionospheric altitudes [Brdysy et al, 
1998], giving support for the existence of these waves and the 
suggested mechanism. 
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Magnetospheric Substorms and the Sources of Inner Magnetosphere 
Particle Acceleration 

E.E. Antonova 

Skobeltsyn Institute of Nuclear Physics, Moscow State University, Russia 

The solution of the problem of the acceleration of relativistic electrons during 
magnetospheric storms requires the self-consistent analysis of the processes of the 
formation of the ring current and particle acceleration. The experimental proofs of 
the substorm particle acceleration before the beginning of the dipolarization pro­
vide the new aspects of the problem. The configuration of the high latitude trans­
verse currents is analyzed. It is shown that the near Earth p lasma sheet particle 
domain and its daytime continuation can be considered as the high latitude part of 
the ring current. The main features of the theory explaining the localization of the 
magnetospheric substorm expansion phase onset deep inside the magnetopshere 
on the quasidipolar magnet ic field lines (the effect of Akasofu - first auroral arc 
brightening on the equatorial boundary of the auroral oval) are discussed. The 
dependence of the value of Dst from the posit ion of auroral electrojets is analyzed. 
It is shown that the formation of the convectively equil ibrium distribution of the 
radial p lasma pressure can explain the experimentally obtained dependence. The 
role of the acceleration of electrons by high frequency electrostatic waves in thin 
bright auroral arcs is discussed. 

1. INTRODUCTION 

Resent findings of the role of the plasma pressure gradi­
ents in the creation and support of large-scale field-aligned 
currents (see the review of Antonova [2002a]), the locali­
zation of the magnetospheric substorm expansion phase onset 
on the quasidipole magnetic field lines (see Lyons [2000], 
Stepanova et al. [2002]) and the experimental supports of 
the concept of the magnetospheric tail as the turbulent wake 
(see the reviews of Borovsky and Funsten [2003], Antonova 
[2002a]) lead to the definite changes of the main approaches 
to the description of the magnetospheric processes. One of 
the aspects of the problem is the configuration of magneto­
spheric domains and magnetospheric currents. In this paper we 
try to show that the considerable part of the auroral oval is 
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the ionospheric mapping of the external part of the ring cur­
rent. We analyze the dependence of the value of Dst- variation 
from the storm time position of auroral electrojets and the 
region of the acceleration of relativistic electrons. We try to 
show that experimentally observed dependence is explained 
by the formation of the plasma pressure profile stable for 
the interchange disturbances. The processes of the electric 
field formation during substorm expansion phase is dis­
cussed. We analyze the possible role of high frequency elec­
trostatic waves produced by intense electron and ion beams 
within thin rayed auroral arcs in the formation of the seed 
population of relativistic electrons. 

2. THE TOPOLOGY OF THE MAGNETOSPHERE AND 
THE CONFIGURATION OF MAGNETOSPHERIC 

CURRENTS 

Traditional point of view considers the auroral oval as the 
region of the plasma sheet mapping on the ionospheric lati­
tudes. Newell and Meng [1992] demonstrate the existence of 
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the plasma sheet (CPS and BPS) precipitation equatorward 
from the cusp and cleft. But the picture of Newell and Meng 
[1992] contains the region, which is not identified and is 
named as void. According to Starkov et al. [2002], the region 
characterized by Newell and Meng [1992] as a void, contains, 
in fact, the plasma sheet-like precipitation. Results of IMAGE 
observations of cusp position [Fuselier et ah, 2002; Frey et al., 
2003] support the plasma sheet precipitations to the equator 
from the cusp. It implies that the plasma sheet-like domain sur­
rounds the Earth. Hori et al. [2003] found a drifting population 
of energetic protons with a fairly long (^several tens of min­
utes) dispersion at a geocentric distance >10RE on the base of 
Geotail data. This observation indicates that energetic particles 
can lie on a closed drift path around the Earth much farther 
than the geosynchronous distance (till ~12-13 RE). The dis­
cussed findings mean that the regions of the magnetosphere till 
1 0 - 1 2 ^ in the nighttime direction and till the low latitude 
boundary layer (LLBL) in the daytime direction constitute the 
internal magnetospheric plasma domain. This domain is nat­
ural to consider as the continuation of the ring current region. 

The transverse current in the traditional ring current region 
is supported by the radial plasma pressure gradients. The 
configuration of transverse currents in the high latitude con­
tinuation of the ring current can also be supported by plasma 
pressure gradients. The configuration of plasma pressure dis­
tribution on the geocentric distances <9 RE is investigated 
due to AMPTE/CCE observations [Lui and Hamilton, 1992; 
DeMichelis et al, 1999]. Lui and Hamilton [1992] show that 
quite time day-night plasma pressure asymmetry is less then 2 
and the daytime plasma pressure gradients are directed to the 
Earth. The daytime magnetic field near the equator is much 
higher then the nighttime equatorial magnetic field. This 
means that the daytime equatorial transverse current is much 
smaller then nighttime current. But it is well known (see 
Antonova and Ganushkina [1997, 2000] and references 
therein) that the daytime magnetic field has minima on the 
magnetic field lines far from the equatorial plane, and, there­
fore, the equatorial plane does not coincide with the region of 
minimal magnetic field. It implies that the daytime transverse 
currents comparable in magnitude with the nighttime trans­
verse currents are concentrated at the same geocentric dis­
tances far from the equatorial plane. The existence of the 
closed ring of plasma sheet population surrounding the Earth 
gives the possibility to suggest that transverse currents in this 
region are closed inside the magnetosphere and constitutes 
the external part of the ring current. But the configuration of 
this external part of the ring current differs from the tradi­
tional ring current (see Figure 1) and can be named in accor­
dance with Antonova and Ganushkina [2000] the cut-ring 
current system (CRC). Current lines in the CRC system are 
concentrated in the equatorial plane on the nightside and at 
high latitudes near noon (Figure 1). 

Figure 1. The configuration of currents in the cut-ring (CRC) 
current system. 

CRC system is not included in any of the existing numeri­
cal models of the magnetospheric current systems. It is pos­
sible to suggest that such inclusion can change the results of 
the mapping of the daytime magnetospheric domains. Iijima 
et al. [1997] show that the sources of the daytime part of 
Region 1 currents are located in the regions with compara­
tively high plasma pressure. Wing and Newell [2000] demon­
strate the support of Region 1 currents by magnetospheric 
plasma pressure gradients. These findings show the action 
of "magnetospheric topology" mechanism of the generation 
dawn-dusk electric field discussed by Antonova and 
Ganushkina [1997]. The ionospheric divergence of CRC can 
be considered as the very proper candidate for the source of 
Region 1 currents of Iijima and Potemra [1976]. The disrup­
tion and diversion into the ionosphere of the near Earth mag­
netospheric tail current is considered as one of the main 
process of the substorm expansion phase onset (see Lui 
[1991]). The introduction of CRC can lead to the correction 
of this picture. The localization of the region of transverse 
current disruption at geocentric distances <SRE can be con­
nected with CRC disruption. The problem of the substorm 
development becomes the problem of surrounding the Earth 
current dynamics i.e. the problem of the ring current dynam­
ics. The development of auroral electrojets in such a case is 
connected with the asymmetry of the ring current (see 
Tverskoy [1972]). It is necessary to mention that the value of 
current in the substorm Birkeland current loop does not lim­
ited by the diversion of the considerable part of the tail cur­
rent. It determines by the values of local plasma pressure 
gradients appearing due to substorm particle energization. 

Akasofu [1964] shows that substorm onset is characterized 
by the brightening of the most equatorward auroral arc. 
Multiple observations show the disturbance motion to the 
pole after substorm expansion phase onset and auroral 
bulge formation. The inner boundary of the region of 
energization is clearly identified as the injection boundary 
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(Mauk and Meng [1983a,b], Lopez et al. [1990]). The exter­
nal boundary of this region in accordance with the results of 
Hori et al. [2003] is observed till \3RE. Such observations 
show the action of the processes of rapid particle acceleration 
at geocentric distances from -6-7RE till ~10-13i?£ during iso­
lated substorm. The filling of the CRC region by energized 
particles and increasing of the plasma pressure take place due 
to substorm injections. The increase of the plasma pressure 
leads to the decrease of the earthward plasma pressure gradi­
ent and therefore to the decrease of the westward transverse 
current or to the appearance of the region of antiearthward 
plasma pressure gradient [Antonova et al., 1999]. The 
appearance of the antiearthward plasma pressure gradient 
leads to the formation of the eastward transverse current. 
This current is localized near the inner boundary of CRC. 
The results of the work of Akasofu [2003] show the impor­
tance of the eastward transverse current for the explanation 
of substorm current dynamics. Antonova and Ovchinnikov 
[2002] show that the magneic field of the eastward current 
can lead to the formation of the substorm neutral line in the 
near tail region. Therefore it is necessary to include the east­
ward transverse current in the model of substorm currents. 

One of the main features of the periods of high geomag­
netic activity is the auroral oval and electrojet motion to low 
latitudes. The auroral magnetic stations can become the polar 
cap stations during great geomagnetic storms. The investi­
gation of geomagnetic disturbances requires using data of 
many middle latitude magnetic stations (see Daglis et al. 
[2003] and references in this work). Motion of the auroral 
oval to low latitudes leads to the shift of the substorm activity 
region to low latitudes and corresponding filling by energetic 
particles the inner magnetosphere regions. The analysis of 
the structure of CRC shows that this current can be consid­
ered as one of the sources of D^-variation. The first order 
approximation of CRC contribution can be obtained on the 
basis of the analysis of the energy content of CRC region sug­
gesting the applicability of Dessler-Parker-Sckopke relation. 

3. RADIAL PROFILE OF THE MAGNETOSPHERIC 
PRESSURE AND D, rVARIATION 

The main well-documented process of the storm time 
activity is the increase of the value of the inner magneto­
spheric plasma pressure. The information on the distribution 
of the plasma pressure inside the magnetosphere during 
magnetospheric storms including latest IMAGE results is 
quite limited. Lui et al. [1987] show that comparatively 
sharp dropout of the plasma pressure exists on the inner 
boundary of the storm time ring current. It is also possible to 
see analyzing Figure 2 and 6 of Lui et al. [1987] that the 
plasma pressure p comparatively quickly decreases with the 
increase of geocentric distance having maximum at small L. 

Such results give the possibility to suggest that the formation 
of the sharp peak of plasma pressure deep inside the mag­
netosphere can be considered as one of the main features of 
magnetospheric storm. The stability of the distribution of the 
plasma pressure depends on the value of the plasma parame­
ter f3, where (3 = 2p0p IB2, p0 is the permeability of vacuum, 
B is the magnetic field. The interchange-like disturbances are 
the most dangerous ones if /? « 1 and balloon-like distur­
bances if /3 > 1. Values of p < 1 (P ~ 0.1) were observed by 
Lui et al. [1987]. The experimental results show at the same 
time that plasma parameter can become larger then unity 
inside the asymmetric ring current. Tverskoy [1972] develops 
the theory of the magnetospheric susbstorm in accordance 
with which the auroral electrojets and field-aligned currents 
are deposited near the inner magnetosphere plasma pressure 
maximum. The observed value of D^-variation and the 
dependence of the lowest position of the westward electrojet 
center during the storm Z m a x (in the dipole mapping) from the 
maximal value of £) 5 rvariation | -DJ m a x ? which has the form 
[Tverskaya, 1986; Tverskaya, et al., 2003] 

| A J M = 2 . 7 5 - 1 0 4 O i T l , (1) 

give the possibility to evaluate P in the region of the 
plasma pressure maximum. Z , m a x determines also the position 
of the peak intensity of fluxes of relativistic electrons, which 
appear during storm recovery phase. Relation (1) shows that 
the plasma pressure maximum is positioned at I m a x - 3 . 7 if 
Z)^~150nT and at L m a x ~ 2 . 6 if D , ,~600nT. The distri­
bution of magnetic field inside the current ring is near to 
homogeneous. The magnetic field inside the ring (due to 
Earth's skin screening) Brc = 2 | D* |/3, where D*st is the value 
of Dst corrected on the magnetopause currents. Tverskoy 
[1997] evaluate the magnetic field in the region L = Lmax of 
the sharp inner boundary of the plasma pressure distribution. 
It is shown that B(Lmax) = 5Brc/3. Therefore P(LmSiX) = 
(3.06 • lOX /max) 2 * l O " 4 ^ , where Beq = 0.32 • 10" 4 Tl is 
the magnetic field near the Earth's equator. Such estimation 
gives the possibility to use the low P approximation for the 
description of the processes near the inner magnetospheric 
pressure maximum during great geomagnetic storms. 

The contribution of the ring current to /^-variation is 
determined by the inner magnetospheric energy content in 
accordance with Dessler-Parker-Sckopke relation. The 
nonzero value of plasma pressure at the external boundary of 
ring current region introduces the correction for this relation 
[Antonova, 2000b; Liemonhn, 2003]. The value of this cor­
rection is comparatively high only for small geomagnetic 
storms. The analysis of the section 2 of this paper shows that 
the energy content of the external part of the ring current 
(CRC) mapped on the considerable part of the auroral oval is 
necessary to include in the ring current energy content. 
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The sources of the formation of the inner magnetospheric 
part of the ring current (or the traditional ring current) 
continue to be widely debated [Daglis et al., 2003]. Plasma 
transport by week large-scale and strong localized electric 
fields are ordinarily considered as the dominant processes of 
the inner magnetosphere filling by plasma and energetic par­
ticles. The localized fields are mainly responsible for the for­
mation of nose structures [Ganushkina et al, 2000]. The 
ionosphere is also the powerful source of ring current ions 
during magnetic storms (see Pulkkinen et al. [2001] and ref­
erences in this paper). The ionospheric source of the increase 
of the inner magnetospheric plasma pressure is not included 
in the existing models of ring current formation. But the upper 
limit of the inner magnetospheric particle feeling exists in 
spite of the action of different acceleration and transport 
mechanisms of plasma particles. This limit is determined by 
the stability of the distribution of the plasma pressure. The sta­
bility of the azimuthally symmetric distribution of isotropic 
plasma pressure in the region of low j5 is determined by 
Kadomtsev's [Kadomtsev, 1963] criterion: p<pcrit, where 
p=p(W), W- ldl/B is the flux tube volume, pcritWr = const, 
y = const equal to 7/4 for the case of the dipole magnetic field. 
Plasma tongues begin to form if p > pcrit and the magnetic trap 
loses part of plasma population. 

The value of Z^-variation produced by critically stable 
plasma pressure distribution is possible to obtained using 
Tverskoy [1997] relation 

3zi We d W 
| D*f | = p(W) — — dW, (2) 

where Win and Wex are the values of flux tube volume at the 
inward and outward boundaries of the ring current, 
W= 32REL4/35BEQ = WQL* in the dipole magnetic field. The 
accuracy of the relation (2) constitutes 20% for the quasi-
dipole magnetic field configuration if the difference of the 
equatorial magnetic field from the dipole one does not exceed 
100% [Tverskoy, 1997]. The relationp(L) = pEX(LJL)7, where 
LEX is the position of the outer boundary, pex is the value of 
the plasma pressure on L = LEX, determines the boundary of 
the equilibrium pressure distribution in the dipole magnetic 
field. The interchange instability is developed if the plasma 
pressure has more steep profile then L~7. The storm time 
increase of the plasma pressure inside the magnetosphere can 
continue till the appearance of pressure profile more steep 
then Z r 7 . Then the interchange instability development leads 
to losses of plasma in the form of flux tube motion in the 
radial direction. 

The value of the plasma pressure on the external boundary 
of the ring current (including CRC) is possible to evaluate 
taking into account the pressure balance across the plasma 
sheet. The tail lobe magnetic field BHBE has near to constant 

value at radial distances grater then Lex ~ 10RE. Plasma pres­
sure on the tail axis is equal to Bfobe/2p0. The plasma pressure 
increase in the earthward direction is observed when L < Lex 

[Lui et al., 1994]. The change of the plasma pressure slope 
gives the possibility to suggest tha tp e x = Bfobe/2ju0. Regions of 
L near Lin produce the main contribution to the integral (2). 
Neglecting the contribution of plasma pressure on the outer 
boundary of the ring current and suggesting the existence of 
the sharp inner boundary of the ring current it is possible to 
obtain 

I D*f I = — p L1 LT4 - — ^ L 1 LA nTl, (3) 
70 Beq

 P e x ex m 1400 Beq

 ex in K } 

The dependence (3) coincide with the dependence (1) if 
Lex = 10, Blobe = 21,4 nTl. Tverskoy [1997] obtain the depen­
dence (1) suggesting the existence of the radial adiabatic 
plasma transport from the external boundary region having 
fixed value of pexWjJ4. Any kind of radial plasma transport 
and the filling of the inner region of the magnetosphere are 
possible in our analysis. The overfilling of the internal mag­
netosphere leads to the extraction of the part of the plasma 
from the trap. The latest results of RICE convection model 
[Toffoletto et al, this issue] support the possibility of the 
existence of discussed process. 

4. MAGNETOSPHERIC SUBSTORMS AND PARTICLE 
ACCELERATION 

The substorm expansion phase onset is traditionally 
explained as the result of the development of some kind of 
the instability. The development of such instability near the 
equatorial boundary of the auroral oval was the problem for 
multiple scenarios of substorm expansion phase onset. The 
results of the observations of plasma sheet turbulence give 
the comparatively simple explanation of such localization as 
only a plasma region stable before substorm expansion phase 
onset can become unstable. It was found (see Liou et al. 
[1999]) that Pi 2 bursts could often lag behind the bright­
ening of the onset arc. This experimental observation shows 
the development of electrostatic instability as the cause of 
substorm expansion phase onset. Magnetic field disturbances 
including transverse magnetospheric current disruption take 
place <1 min later. Particle acceleration till -50-300 keV is 
observed about 20 s prior to the substorm onsets by Lazutin 
et al. [2002]. The dispersionless growth of intensity is very 
fast - from less than one second to about several seconds. 
The action of the powerful mechanism of particle acceler­
ation ~1 min before the changes of the magnetic field can 
explain the results of such observations. 

The analysis of the part 3 of this work shows that the radial 
profile of the plasma pressure stable for the development of 
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the traditional interchange instability is formed. The results 
of Stepanova et al. [2002] of the investigation of the radial 
plasma pressure profile during growth phase of substorm 
support this conclusion. Stepanova et al. [2002] observe also 
the latitudinal asymmetry of the inverted V (or LSEA in 
accordance with the classification of Newell [2000]) struc­
tures during substorm growth phase. The most equatorward 
inverted V structure is the most powerful one. It contains the 
largest field-aligned current and field-aligned potential drop. 
This means that the maximal ionosphere/magnetosphere 
decoupling take please during substorm expansion phase on 
the equatorial boundary of the discrete auroral oval. The 
ionospheric damping of magnetospheric instabilities is con­
siderably decreased in this region. The properties of the 
region of strong field-aligned current in the most equatorial 
inverted V structure can be considered as the proof of the 
existence of the azimuthal plasma pressure gradients. 
Therefore the modified interchange instability the source of 
which is the azimuthal gradient of plasma pressure can be 
considered as a possible mechanism of the substorm expan­
sion phase onset. The field-aligned current determining the 
instability threshold in accordance with Antonova [2002c], 
Stepanova et al. [2002] is given by the expression 

dW 
2 g " 2 da 

1 d 
Wx da (jf°W* (4) 

where ka and kp are the coordinate of the wave vector (the 
Euler coordinate system (a, j8,1), in which the magnetic field 
B = [Va x V/3], / is the coordinate along the field line, is used), 
p° is the undisturbed plasma pressure, % is the polytropic index, 

()(x .z) 
g = dQt[gf k ] = — X ' ^ ' Z is the determinant of the metric 

ld(a,p,l) 
tensor. The relation of the increments of the instability in the 
regions of upward and downward current is 

: 1, vr«*? 
fe 

(5) 

where k± = G, ki + Gaakl, Gik = ykgmdl, e is the electron 2 
a a ' " a 

charge, Z P is the integral ionospheric Pedersen conductivity, 
/ = enm

e

ag (Te

mag ) 1 / 2 / 2nmlJ2, nm

e

ag is the concentration of hot 
magnetospheric electrons, me and Te

mag are the electron mass 
and temperature, respectively. The increment of the instabil­
ity is higher when the field-aligned current has upward direc­
tion. The instability development leads to the appearance of 
the localized electrostatic fields. The appearance of localized 
electric field leads to the penetration of cold ionospheric 
plasma throw the boundary of the region of the acceleration 
of magnetospheric electrons forming the inverted V struc­
ture. Directed to the Earth cold field-aligned electron beam 

is formed on the boundary of inverted V Cold field-aligned 
upward directed ion beam is formed simultaneously The flux 
in the electron beam is 1-2 orders of magnitude larger 
than the flux of accelerated magnetospheric electrons 
( ~ 1 0 1 0 - 1 0 l l c m - 2 s _ 1 ) . Electrons of the cold beam produce the 
thin rayed arc, intense bursts of X-rays and auroral kilomet-
ric radiation. The time scale of the process of the acceleration 
is less then 20 c. The thickness of the current layer is 
-100 m - l k m . Current density is - l O ^ - l O " 3 A/m 2 . The 
energy of electrons is - 1 keV 

The existence of very bright thin auroral forms during the 
time of the substorm expansion phase is supported by the 
results of multiple observations. The regions inside very thin 
lists of intense electron and ion beams and field-aligned 
currents can be considered as the possible regions of the 
acceleration of the seed population of relativistic electrons. 
Really, the Langmuir wave generation is the most typical 
effect of electron beam relaxation. The amplitudes of 
Langmuir waves in rayed arcs must be very high. The ampli­
tudes of Langmuir wave of several hundred mV/m are 
observed by Kintner et al. [1995] on Frejia satellite. 
Stasiewicz et al. [1996] observe the amplitude of Langmuir 
wave as high as 1 V/m. The process of strong nonlinear 
wave-wave interactions of Langmuir waves well investigated 
in the laboratory plasma produces the wave spectra necessary 
for the quick acceleration of electrons till hundreds of keV 

The storm time relativistic electrons are accelerated deep 
inside the magnetosphere in the ring current region (see the 
review of Friedel et al. [2002]). The connection of the action 
of the mechanisms of relativistic electron acceleration with 
the recovery phase of the geomagnetic storm is widely 
accepted. The region of the formation of rayed arcs coincides 
with the region of auroral electrojets. The relation (1) shows 
that during great geomagnetic storm the region of the accel­
eration of relativistic electrons coincides with the lowest 
position of the westward electrojet center and the region of 
the generation of discrete forms of aurora. It is ordinarily 
suggested that the electron acceleration has two-step char­
acter. Substorm disturbances provide the initial seed popul­
ations of electrons with energies hundreds of keV [Baker 
et al. 1997] and then electrons are accelerated till relativistic 
energies. The interaction of the seed population with chorus 
driven and ULF waves is considered as the very probable 
mechanism of relativistic electron acceleration. But such 
mechanisms require the comparatively long time of the accel­
eration (~ dayes). Tverskaya [2000] at the same time shows 
that the characteristic time of the acceleration can be smaller 
then 1 hour. The coincidence of the region of the appearance 
of relativistic electrons with the region of plasma pressure 
maximum and therefore the magnetic field depression gives 
the preference for the adiabatic acceleration of the seed 
population The magnetic field increase due to the decay 
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of the ring current leads to the betatron acceleration of the 
seed population. 

5. SUMMARY 

The relativistic electrons are frequently called "satellite 
killers". They sporadically appear during recovery phases of 
magnetospheric storms. The analysis of the position and 
geometry of the region of the acceleration and the selection 
of the mechanisms responsible for the acceleration are very 
important for the solution of the problem. The conducted 
analysis shows that the near Earth part of the plasma sheet 
and its daytime continuation is the external part of the plasma 
ring surrounding the Earth. This structure can be considered 
as the high latitude part of the ring current. The stability of 
the plasma pressure distribution inside the magnetosphere 
during storm time is analyzed. It is shown that the suggestion 
of the formation of plasma pressure profile stable for the 
interchange disturbances give the possibility to explain the 
experimentally obtained dependence of D^-variation from 
the position of auroral electrojets. The peak intensity of 
fluxes of relativistic electrons, which appear during storm 
recovery phase, is observed at the same L-shells as the low­
est position of the westward electrojet center during the 
storm. Such dependence can help to understand the mech­
anisms of electron acceleration. The process of the formation 
of the seed population of relativistic electrons is discussed. 
It is suggested that the interaction of electrons with high 
frequency electrostatic waves inside very thin bright auroral 
arcs can lead to the formation of the seed population of 
relativistic electrons. 
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Energization of the Inner Magnetosphere 
by Solar Wind Pressure Pulses 

W. Will iam Liu 

Space Science Program, Canadian Space Agency, Ottawa, Canada 

Geomagnet ic storms involve the entry of a prodigious amount of energy into the 
inner magnetosphere. Despite decades of research, there remain serious, if often 
overlooked, gaps in our understanding of how energy transport is effected in the 
storm process. A minimal theory of s torm energization must explain the following 
observations: 1) The t imescale of energization is shorter than that of radial diffu­
sion and perhaps also convection; 2) the energization favors the r ing current region 
(L < 5); and 3) the transferred energy is of a significant magni tude, on the order 
of 1 0 1 5 J or more . Resonant magnetospheric coupling with solar wind pressure 
pulses has been considered in the past as a candidate mechanism for the energy 
transfer; however, this view has not been elaborated quantitatively to show that the 
mechanism is powerful enough to meet the energy requirement of a storm. In this 
paper, we construct a theoretical model to show that pressure pulse coupling can 
attain the requisite magni tude to provide for s torm-time energization. 

INTRODUCTION 

The Dessler-Parker-Sckopke formula predicts that the 
inner magnetosphere experiences substantial energization 
during a magnetospheric storm. Quantitatively, 2.8 x 10 1 5 J 
of energy is required for ring-current energization for every 
100 nT of Dst. To appreciate the magnitude of this energy 
requirement, we quantify the problem in terms of the 
Perreault-Akasofu parameter [Perreault and Akasofu, 1978], 
which, taken by many as a proxy of reconnection energy 
transfer, has a typical active-time value of 2 x 10 1 1 W 
[Tanskanen et al., 2002]. At this rate, more than 3 hours of 
uninterrupted energization would be needed, just to build up 
the ring current to the required intensity. However, because 
of its earthward location, the inner magnetosphere is not 
ideally situated to receive energy from reconnection. The 
reasons are several. First, convection takes time (min ~1 h) 
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to transport energy to the inner magnetosphere. Second, the 
energy transferred through reconnection is siphoned off on 
its way to the inner magnetosphere (by ionospheric dissipa­
tion and substorms, for example). Third, the ionosphere 
polarization (i.e., the region-2 current system) exerts a sig­
nificant shielding effect on convection so that only a fraction 
of convection electric field can penetrate the inner magne­
tosphere. Fourth, the Alfven layer effect deflects a large 
amount of charged particles, before they have a chance to 
reach the inner magnetosphere. These considerations expose 
the need for a paradigm other than reconnection which can 
meet the energy needs of the inner magnetosphere. 

The inner magnetosphere, of late, has been seen as a more 
dynamic region than previously thought. For example, there 
is a growing belief that relativistic electrons are accelerated 
locally in the inner magnetosphere by ULF waves [e.g., Liu 
et al, 1999]. The IMAGE satellite has returned tantalizing 
pictures of the rapidly changing plasmasphere and ring cur­
rent features. All these processes require energy. 

A theory of inner magnetospheric energization must meet 
some simple but stringent demands concerning time, space, 
and power. The main phase of storms suggests that ring cur­
rent energization occurs over a time of hours. This rules out 

113 



114 PRESSURE PULSE ENERGY COUPLING 

the slow radial diffusion process. Magnetospheric convec­
tion, while capable of meeting the time requirements, suffer 
the drawback that the increase in cross-tail potential drop, the 
limit to energization, rarely exceeds a factor of two above 
the average, whereas ring current energy density can increase 
by two orders of magnitude. On spatial requirement, the ener­
gization mechanism should be invulnerable to 'poaching' by 
outer regions of the magnetosphere, i.e., it should deliver 
energy preferentially to the inner magnetosphere. In terms 
of power, the mechanism should have enough capacity to 
generate energy on the order 10 1 5 J. 

The paradigm which best meets these requirements is the 
so-called pressure pulse model [Sibeck, 1989, 1990; Lee and 
Lysak, 1989; Southwood and Kivelson, 1990; Lysak and Lee, 
1992]. The basic reasoning of the pressure pulse model is 
simple: As the solar wind experiences an increase in dynamic 
pressure, it does work on the magnetosphere, and leads to an 
internal energy gain in the magnetosphere. Empirically, the 
pressure pulse model is supported by the observation of 
correlation between storms and large solar wind dynamic 
pressure events. However, compression is only a necessary 
first, but not sufficient step. The idea of work against the 
magnetosphere does not solve the key problem of energy 
retention; that is, as the magnetosphere rebounds, it will do 
work against the solar wind, giving back whatever energy 
it has gained in the compressional phase. Consequently, 
there ought to be some irreversible element leading to the 
absorption of energy by the magnetosphere. 

Field line resonance is invoked to facilitate the requisite 
energy retention (absorption). It is postulated that the buffeting 
of the magnetopause launches compressional MHD waves 
toward the inner magnetosphere. At locations where the com­
pressional wave frequency matches that of the standing Alfven 

mode of the field line, a resonant conversion of energy from 
compression to shear oscillation takes place [Southwood, 
1974; Chen and Hasegawa, 1974]. The shear mode, with its 
Poynting flux parallel to the closed magnetic field, can be con­
sidered an energy sink, since the energy flow path does not 
intersect the solar wind. The proposed scenario is fast, as the 
fast-mode speed, greatly exceeding radial diffusion and con­
vection in alacrity, controls the rate of energization. The reso­
nant interaction favors locations well inside the magnetopause. 
The question whether the mechanism is powerful enough is of 
a quantitative nature and will be dealt with presently. We will 
develop a simple, but instructive, theoretical model to provide 
some initial answers in quantitative terms; in so doing, we 
intend to establish the feasibility of pressure pulse absorption 
as a major energy source of magnetic storms. 

MODEL 

A one-dimensional Radoski-type [Radoski, 1971] model is 
used to represent the magnetosphere. The magnetic field is 
uniform and straight. The plasma inside the magnetosphere 
is cold. As an extension to the most common version of this 
model [see, for example, Zhu and Kivelson, 1989], we add 
two regions adjacent to the magnetosphere (see Figure 1). On 
the left-hand side of the magnetopause, we add a uniform, 
warm solar wind with the plasma density n0, temperature T0, 
and magnetic field B0. Within the magnetosphere, the tem­
perature is zero, and the plasma density varies linearly as 

njx) = \ - x (1) 

The decrease of density toward Earth is used to compensate 
for the constant magnetic field restriction of the box model. 

Solar wind 
(n0,B0,T0) 

Incident wave 

Reflected wave 

Magne tosphere 
(n(x)=\-x,T = 0) 

Magnetotail 
(n = 0) 

x=0 x=l 

Figure 1. The box model used to calculate the energy absorption. Resonant interaction results in part of the compressional wave 
incident from the solar being converted to the shear Alfven mode in the shaded column. The difference between the incident and 
reflected wave amplitudes indicates the strength of energy absorption. 
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The goal is to achieve a Alfven speed profile that is increasing 
toward Earth. For the magnetotail region (x > 1), we choose 
n = 0. In writing (1), we have normalized the magnetospheric 
density at the magnetopause (x = 0) as 1, as well as the dis­
tance between the subsolar point and Earth (x = 1). With the 
freedom to set a velocity unit, we choose the Alfven speed on 
the magnetospheric side of the subsolar point to be 1. Under 
this normalization scheme, time is expressed in the physical 
unit of L 0/v A(0), where L0 is the physical distance of the 
subsolar point, and vA(0) the physical value of Alfven speed at 
the subsolar point. In the zeroth order, the total pressure is 
balanced across the magnetopause, giving, 

2n0T0 + B£=l (2) 

where we have set physical constants k and / i 0 equal to unity. 
Taking z axis to be upward and y axis to be dawnward, we 

consider the case where a compressional wave of the form 
dx = 8x> exp(ikzz + ikyy + ik^x - icot) is incident on the mag­
netopause from the solar wind, where dx is the longitudinal 
plasma displacement associated with the wave, and the sub­
script > indicates the wave is right-going. Upon interaction 
with the magnetopause and the dayside magnetosphere, there 
is a reflected compressional wave traveling in the opposite 
(left) direction, 8x< = Qxp(ikzz + ikyy - ik^pc - icot). The overall 
solution in the solar wind is the linear sum of the two 
wavelets. The fast-mode dispersion relation in the solar wind 
gives the following relationship 

CO •k\v 
fo 

CO 

2 2 
CO V fo 

(3) 

where k± = ky + kz and vs, vA, and denote sound, Alfven, and 
fast speed in the solar wind, respectively. In contrast, in the 
magnetotail region (x > 1), the Alfven speed is infinite, and 
the wave solution is evanescent, 8x = 8xT exp ( - kLx). In the 
magnetosphere, there is usually a quantization on kz, in 
order to satisfy the ionospheric boundary condition. This 
effect can be accommodated into the present theory without 
any change on the formalism or on the main conclusions 
(except kz can only take discrete values). This consideration 
is taken to be implicitly understood in the following 
discussion. 

By construction, our model has the absorption of solar 
wind pressure pulses occurring only in the dayside magne­
tosphere, 0 < x < 1, a reasonable first approximation given 
the expectation that most energy absorption should occur on 
the dayside. To an observer standing at the left end of the sys­
tem, a measurement of the amplitudes of the right-going 
(incident) and left-going (reflected) waves will generally 
yield a smaller 8x< than £x>, the difference being the result of 

resonant energy conversion to the shear mode in the magne­
tosphere. On a relative basis, we define 

K = l 
8x^ 
8x^ (4) 

as the energy absorption coefficient, which measures the 
fraction of incident pressure-pulse energy that is absorbed by 
the magnetosphere. 

In the dayside magnetosphere, the differential equation 
describing the magnetic field perturbation bz is 

d_ 

dx 

1 db 

co2(l-x)-k2 dx co (1 - x) - kz 

with the plasma displacement given by 

8x • 
1 db 

co2(l-x)-k2 dx (6) 

The numerical solution of (5) has been treated by a number 
of authors before (see Zhu and Kivelson, [1989], and refer­
ences therein). Without repeating the mathematical proce­
dure, we note that there are two independent solutions to (5), 
one regular at the resonant point, x r = 1 - kz

2/co2, and the 
other having a logarithmic singularity. As demonstrated by 
Southwood [1974], the mathematical singularity has the 
physical significance of a mode conversion, whereby some of 
the compressional energy is absorbed into shear oscillations 
of field lines. 

The procedure of finding the energy absorption coefficient 
K is described below. We start from the rightmost region 
(the model magnetotail), with an evanescent solution 
bz = bT exp ( - k±x). At x = 1, both bz and its first derivative 
must continue into the dayside magnetosphere. The first con­
tinuity results from the requirement that the total pressure 
perturbation in the cold plasma, bz/2, must be balanced on the 
two sides, and the second continuity from the fact that nor­
mal plasma motion is equal on the two sides (see (6)). These 
continuity conditions will lead to the solution of the 
coefficients of the two independent solutions of (5). At the 
magnetopause (x = 0), the continuity of total pressure 
changes slightly in form, because the solar wind has a finite 
pressure. After some manipulation, we obtain 

(yp,+Bl)co\co2 • k2v2

A0) D8x 
CO -k±vf0co +'ktv:nv s0vA0 dx 

(7) 
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where the left and right-hand sides of the equation are evalu­
ated on the solar wind and magnetospheric sides, respec­
tively. Recall that dx in the solar wind is the sum of Sx> and 
8x<. The application of the two continuity conditions, of dis­
placement and total pressure, will lead to the solution of 8x> 

and 8x< in terms, ultimately, of the magnetotail amplitude bT. 
In forming the ratio SxJSx^ bTis eliminated, and the energy 
absorption coefficient is thus shown to be uniquely deter­
mined by incident wave frequency (&>), wavenumbers (ky and 
kz), and solar wind and magnetospheric parameters. 

ENERGY ABSORPTION SPECTRUM 

In Figure 2, we show the energy absorption coefficient as 
a function of wave frequency and wavenumbers. The most 
striking feature is the pronounced concentration of absorp­
tion in two narrow high-absorption bands (additional, weaker 
bands are present, if the plot is extended in frequency range). 
A closer examination reveals that, within these bands, the 
absorption coefficient attains very high values. For example, 
the maximum in the primary band in Figure 2 has a value of 
0.73; that is, 73% of the free energy embedded in a solar 
wind pressure pulse at the corresponding frequency-
wavenumber combination will be absorbed by the magnetos­
phere. The discrete band structure is in stark contrast to the 
absorption coefficient shown in Kivelson and Southwood 
[1986], who used the method Budden [1961] developed for 
ionospheric wave absorption to obtain a magnetospheric 

absorption spectrum by analogy. The spectrum of Kivelson 
and Southwood [1986] has a broad distribution, with a single 
maximum 0.5. The difference of our result from Kivelson and 
Southwood [1986] relates to the fact that our model magne­
tosphere has a finite size and is limited by boundaries at x = 0 
and 1, whereas the Kivelson-Southwood model assumes 
effectively a magnetosphere of infinite size. The delimitation 
of the magnetosphere resulted in quasi-eigenmodes of 
absorption, whereby waves bouncing back and forth between 
boundary points give rise to strong absorption where there is 
a constructive interference at the resonant point. 

It is instructive to consider the frequency of the primary 
maximum absorption in physical unit. For a subsolar distance 
10 R E , and a typical Alfven speed of 1000 km/s we find the 
normalization unit of frequency f0 = Va(0)/2TTRS = 2.4 mHz. 
Referring to Figure 2, we find that significant absorption 
occurs for > 3, which in physical unit corresponds to the first 
maximum a t / « 8 mHz. This is consistent with the observation 
of the AlfVen continuum on the dayside [Waters et al., 1995]. 
The characteristic diurnal variation observed in the AlfVen 
continuum (the maximum frequency decreases away from 
noon) is strictly beyond the description by a ID theory, but the 
following conjecture might be useful. In a realistic magnetos­
phere, the size of the magnetospheric cavity increases from 
noon to the flanks; this means that the fundamental frequency 
of the cavity mode decreases toward the dawn and dusk sector. 
For a theory based on a normalized unit, this means that the 
frequency unit in Figure 2 decreases as one moves away from 

frequency 

Figure 2. Energy absorption as a function of frequency co and wavenumber ky. The fixed parameters in the plot are kz = \,n0 = 5, and 
Po - 2n0T0/B0

2 = 10. The frequency and wave numbers are normalized according to the discussion in the text. 
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noon, resulting in a shift of the absorption spectrum to smaller 
frequencies in physical unit. This shift is consistent with the 
observed diurnal variation of the AlfVen continuum. 

DISCUSSION 

Although the ID geometry used in our model is idealized, 
historically this geometry has played a very important role in 
elucidating the physics of global MHD waves in the magne­
tosphere. Likewise, we believe that the present model has 
captured certain fundamental physics to warrant further 
discussion in relation to inner magnetospheric dynamics. 

Our results support the notion that pressure-pulse coupling 
is a faster and potentially more powerful mechanism to 
energize the inner magnetosphere than convective transport 
associated enhanced reconnection. The mechanism is expected 
to be faster, because compressional waves associated with 
pressure pulses travel at a faster speed than that of convection 
and have a much shorter distance to cover. The strength of 
pressure pulse coupling is manifested in the high energy 
absorption coefficient that can be achieved in the absorption 
bands. As a comparison, we note that the typical rate of energy 
transfer attributed to reconnection has a magnitude of about 
2%. This estimate is based on the Perreault-Akasofu parame­
ter s divided by the solar wind bulk flow energy flux integrated 
over the magnetospheric cross section intercepting the solar 
wind. Although high rate of absorption occurs only in 
restricted bands in the pressure coupling theory, there can be 
special circumstances in which the solar wind energy spectrum 
matches the absorption, resulting in anomalous energy trans­
fer. A more interesting and broadly applicable scenario, how­
ever, is a solar wind bulk pressure enhancement of arbitrary 
shape and a limited duration (i.e., a pulse). Although, under 
this condition, the average energy absorption coefficient will 
be lower than the maxima in Figure 2, there is still a significant 
amount of energy that can be transferred. It can be shown that 
the total energy coupled into the magnetosphere is 

E = CJ\p(co)\2K(co)da) (8) 

where C is a constant. The time-averaged absorption coeffi­
cient K is given by 

\\p{co)\K(co)dco 
-2 (9) 

J \p(co)\ dco 

We consider a pressure pulse of a form represented by, 

Ap = Ap0 exp [- tlx + ikyy + ikzz]; t>0 (10) 

with ky = kz = 1. The Fourier transform of (10) is 

Suppose the energy flux enhancement is AF0. It can be shown 
that the total energy transfer is given by 

E = ^AF0Am(K)r ( 12) 

where Am is the cross-section area of the magnetosphere per­
pendicular to the solar wind flow. Consider a typical event in 
which the solar wind speed increases from 400 km/s to a 
peak of 600 km/s, and the density increases from 5 c m - 3 to a 
peak of 10 cm" 3. The peak energy flux enhancement for this 
hypothetical event is 3.3 x 1 0 - 3 J n T 2 • s"1. Assuming a mag­
netospheric cross-sectional area of 4 x 10 1 6 m 2 (equivalent to 
a tail radius of about 17 R E ) , we calculate and plot the result­
ing energy transfer as a function of x in Figure 3. It is seen 
that, after a sharp rise, the total energy absorption function 
asymptotes to a constant value of about 2.1 x 10 1 4 J. There is 
no apparent advantage to have long-duration events ( r large), 
since such events would have wave-energy concentrated in 
low frequencies far off the absorption maxima, offsetting the 
advantage of more integrated incident energy. Also shown in 
Figure 3 is the average energy absorption coefficient (K), 
which as expected, falls off as x tends to large values. 

It is interesting to note that the proposed coupling mecha­
nism operates mainly in the inner magnetosphere, as the 
maximal coupling occurs well inside the magnetopause. Our 
geometrical simplification, however, does not permit us to 
pinpoint the exact location of maximal energy absorption. A 
rough comparison with empirical work can help constrain the 
location. Waters et al. [1995] found that the primary absorp­
tion peak identified here (~8 mHz) is located near the 
CANOPUS Gillam station. On the dayside Gillam maps to a 
distance of between 5 and 6 R E [Eric Donovan, private com­
munications]. It is further noted that, since the absorption 
bands shown in Figure 2 are narrow, the radial distribution of 
energy, at least initially, is expected to concentrate in a fairly 
restrictive range. 

The numerical value of energy absorption in Figure 3 for a 
typical event is interesting and warrants further comment. 
Apparently, the amount of energy is about one-tenth of that 
required to generate a 100 nT Dst event (the value will be 
greater, if we assume a stronger solar wind event than the fairly 
moderate pressure enhancement used here). Therefore, one 
single pressure pulse, at least according to our theory, cannot 
cause a major storm. As suggested in Figure 3, prolonging the 
event will not help the matter. We note, however, that it is 
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generally the case that a major solar wind perturbation con­
tains more than just one pulses. If the magnetopause is 
impacted by a series of 10 or more pulses of the kind used to 
produce Figure 3, a major storm results as a product of cumu­
lative action. This logic leads us to suggest that stronger storms 
are more likely to result from spiky solar wind pressure varia­
tions than for a monolithic one-up-one-down affair. This sug­
gestion can be tested against observations. To the extent that 
the main-phase profile of Dst serves as a proxy of ring-current 
energization, we observe that the energy build-up takes several 
hours to reach the maximum; this seems to favor multiple 
pulses spanning over several hours, than a single pulsing 
action. 

We point out that the average energy absorption coeffi­
cient, in the range shown in Figure 3, is comparable to or 
larger than the typical reconnection rate, calculated by divid­
ing the Perreault-Akasofu parameter with the integrated 
energy flux on the magnetopause. This suggests that pressure 
pulse coupling can rival reconnection as an energy source 
to the magnetosphere, when solar wind perturbations are 
comparable to quiet-time base values. 

We have not addressed the question how the absorbed 
energy, in the form of shear Alfven waves initially, is further 
degraded to ring current particle energy, which is what ulti­
mately accounts for Dst. In order for our theory to work as 
intended, this conversion should occur on the timescale of the 
main phase. There exists theoretical work showing that such 
transfer is possible [e.g., Liu and Rostoker, 1995]. We will 
consider the problem in detail as part of a future simulation 
study. 

CONCLUSION 

We have demonstrated that resonant interaction between 
solar wind pressure pulses and the magnetosphere can supply 
the energy need of a magnetic storm. Qualitatively, the cou­
pling is fast (controlled by M H D wave speeds in the magne­
tosphere, instead of the slower convection speed or glacial 
radial diffusion), correlates well with known precursors to 
geomagnetic storms (large fluctuations in solar wind 
dynamic pressure), and concentrates energy in the inner mag­
netosphere where it is needed. The major original contribu­
tions of this research are quantitative calculation and 
discussions surrounding Figures 2 and 3. We showed that the 
so-called energy absorption efficiency is high (at more than 
2 x 10 1 4 J per pulse), though not high enough for a single 
pressure pulse to supply the energy need of a major storm. 
Consequently, we suggested that a major storm is a product 
of the cumulative work of a series of pressure pulses. 

Acknowledgments. The author thanks David Sibeck, Eric 
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Energetic Trapped Proton and Electron Flux Variations at Low 
Altitudes Measured Onboard CORONAS-F Satellite During 2 0 0 1 , 

August-December, Their Connection with the Particle Flux Variations 
in Geostationary Orbit 

Sergey N. Kuznetsov and Irina N. Myagkova 

Skobeltsyn Institute of Nuclear Physics, Lomonosov Moscow State University, Moscow, Russia. 

Trapped energetic particle variations at altitudes of - 5 0 0 k m were studied 
using data obtained in the experiment onboard the «CORONAS-F» satellite 
( launched in July, 2001) . Results of analysis of proton (1-5 MeV) and electron 
(0.6-1.5 M e V ) flux variations at different L-shells (from 3 to 5.5) from August 
to December, 2001 are presented. Connection of these particle flux variations 
with particle flux dynamics measured onboard the « G O E S » satellite were ana­
lysed. We found strong correlation between proton fluxes measured onboard the 
«CORONAS-F» satellite and ones measured onboard the «GOES» satellite 
without any t ime lag and significant correlation during quiet t ime periods for 
electron flux with different t ime lag for different L-shell values (about 5 days 
for L = 3 and about 1 day for L from 4 to 5). 

1. INTRODUCTION 

The Earth's radiation belts dynamics is important for the 
near-Earth's space environment. The energetic particle popu­
lation trapped in the Earth's radiation belts is known to be 
highly variable. Now it is commonly accepted that the main 
energetic particle sources are located near the last closed 
L-shell trajectory. There is a lot of publications on this prob­
lem. For example, in [Baker, 1987] it was shown that fluxes 
of electrons with the energies of some hundreds keV in geo­
stationary orbit correlated with solar wind flow speed V for 
the time interval from 1979 to 1985. We have reported about 
similar studies of electron (Ee > 2 MeV) and proton 
(Zsp > 1 MeV) fluxes measured onboard the «GOES» satellite 
during 1986-1997 in [Kuznetsov, 2002a]. The connection 
between electron (EQ =100 keV) fluxes measured at L = 4-6 
in the experiment onboard the «Electron» satellite during one 
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year (1964) was studied in [Kuznetsov, 1968]. It was shown 
that the best correlation between electron flux variations at 
L = 4 and L = 6 was obtained with time lag of ~5 days (vari­
ations at L = 4 were observed later than at L = 6). 

We have investigated the variations of energetic trapped 
protons (1-4.5 MeV) and electrons (> 2 MeV) measured in 
the experiment onboard the «CORONAS-I» satellite, the 
first satellite of «CORONAS» satellites series, with the 
altitude -500 km and inclination -83 degrees [Kuznetsov, 
2002b]. We have found the correlation between electron 
fluxes measured onboard the «CORONAS-I» satellite and 
those measured onboard the «GOES» satellite with different 
time lag for different Z-shell values (about 5 days for L = 3.5 
and about 1 day for L from 4 to 5). For proton any correla­
tion was not found So it is clear that this problem has not 
been solved yet. 

2. EXPERIMENTAL DATA 

The energetic trapped proton and electron flux variations 
obtained in the experiment onboard the «CORONAS-F» 
satellite during August-December 2001 are investigated. The 
Russian solar space observatory «CORONAS-F», the second 
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satellite of «CORONAS» series, was launched on July 31, 
1994 into a circular orbit with altitude of 500 km and a 83° 
inclination. The satellite is oriented towards the Sun and is 
equipped with a set of instruments for studies of solar 
flares and corresponding SEP phenomena [Kuznetsov, 2002b]. 
Protons (Ev = 1-5 MeV) and electrons (Ee = 0.6-1.5), which 
were used for the analysis in this paper, were measured by the 
instrument with the geometry factor G = 0.65 cm 2 sr. The 
charged particle detectors were oriented during the measure­
ments in anti-Sunward direction. The trapped electron and pro­
ton fluxes were measured at L = 3; 3.5; 4; 4.5; 5 and 5.5 only 
in the Southern hemisphere (above the Southern part of the 
Atlantic Ocean) for one, two or three successive orbits. We use 
only those parts of the «CORONAS-F» satellite's orbits where 
measured particles were really trapped - the magnetic field B 
in 500 km (the altitude of the «CORONAS-F» satellite's orbit) 
for chosen parts should be smaller than minimal B 0 for this L 
in altitude 100 km. 

We also use for our analysis the electron (Ee > 2 MeV) 
and proton (Ep > 1 MeV and Ep > 10 MeV) flux variations 

measured onboard the «GOES-10» satellite. These data are 
presented in the Space Physics Interactive Data Resource 
database from 1986 up to the present time. 

The figures 1 and 2 show the variations of proton flux 
(Ep= 1-5 MeV) and of electron one (EQ = 0.6-1.5 MeV) 
measured onboard the «CORONAS-F» satellite at Z = 3.5, 
4.5 and 5.5 during August-December 1, 2001, and variations 
of proton flux (Ev > 1 MeV and > 10 MeV) and electron one 
(Ee > 2 MeV) measured during the same time interval 
onboard the «GOES» satellite. All used data have been aver­
aged over a one day time period are presented. 

3. RESULTS 

We examine the correlation between trapped particle fluxes 
measured onboard «CORONAS-F» and «GOES» for electrons 
and protons using different time lags between the particle flux 
values obtained at the geostationary altitudes and ones mea­
sured deep inside the radiation belts. The fact that we search 
for the correlation between the particles with the same energies 

Figure 1. The proton (Ep = 1-5 MeV) flux variations measured in the experiment onboard the «CORONAS-F» satellite at L = 3.5 
(open triangles), 4.5 (closed diamonds), 5.5 (closed grey squares) during 2001, August-December 2001 and those measured onboard 
«GOES-10» satellite for >1 MeV (closed circles) and >10 MeV (crosses). 
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Figure 2. The electron (EQ = 0.6-1.5 MeV) flux variations measured in the experiment onboard the «CORONAS-F» satellite at L = 3.5 
(closed triangles), 4.5 (open diamonds), 5.5 (closed circles) during August-December 2001 and those measured onboard the 
«GOES-10» satellite for > 2 MeV (crosses). 

1.0 

is one of the difficulties of our analysis. The variations of the 
proton fluxes with the energies Ep = 1 MeV at L = 3 should be 
connected with the variations of the protons with the energies 
Ep = 100 keV at L = 6.6; and the variations of the electrons 
with the energies Ee = 600 keV at L = 3 should be connected 
with those of the electrons with the energies about EQ = 85 keV 
at L = 6.6 due to the diffusion across the drift shells. Only 
under the assumption that the particle spectrum in the source 
was constant (or its changes were small) our analysis is possi­
ble. We recognize that this underlying assumption may only be 
necessary for the present limited analysis. 

We have searched for the correlation between charged par­
ticle fluxes measured onboard the «GOES» satellite and ones 
variations measure onboard the «CORONAS-F» at different 
L-shells using different time lags. The correlation analysis 
permit us to estimate this correlation numerically. 

The correlation coefficients of proton and electron flux mea­
sured onboard the «CORONAS-F» and the «GOES» satellites 
obtained using different time lags are presented in Figure 3. 
The correlation coefficients for L = 3 are marked as closed 
grey triangles, for L = 3.5 - as open triangles, for L = 4 - as 
open diamonds, for L = 4.5 - as closed diamonds, for L = 5 -
as open squares and for L = 5.5 - as closed grey squares. 
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Figure 3. The correlation coefficients between proton flux varia­
tions measured onboard the «CORONAS-F» satellite at L = 3 
(closed circles), L = 3.5 (open circles), L = 4 (closed diamonds) 
L = 4.5 (open diamonds), L = 5 (closed squares) and L = 5.5 (open 
squares) and onboard the «GOES» one. 
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Table 1. The Correlation Coefficients between the Proton 
(Ev = 1-5 MeV) Flux Variation Onboard the «CORONAS-F» Satellite 
at the Different Z-shells and those Measured Onboard the «GOES» 
Satellite. 

Time Period Rcorr for p Rcorr for p 
a tL = 3, % a tZ = 3.5, % 

September, 24-October, 2 67 76 
November, 4-November, 13 75 77 
November, 23-December, 2 96 98 

The time lags are positive if data onboard the «CORONAS-F» 
satellites were obtained later than onboard the «GOES» 
satellite. From Figure 3 we can see the strong correlation for 
trapped protons with the energies 1-5 MeV measured onboard 
the «CORONAS-F» and ones (Ep > 1 MeV) measured 
onboard the «GOES» satellite at L > 3.5 (without any time lag) 
during all time period 2001, August-December and even at 
L = 3.0 and 3.5 for some time periods during and after strong 
magnetic storms (see Table 1.) We assume that founded corre­
lation of proton fluxes with zero time lag is a consequence of 
the rapid injection of solar energetic particles inside the Earth's 
magnetosphere during strong magnetic storms connected with 
large solar flares. Figure 1 shows that the strongest correlation 
for protons with energies > 1 MeV exists when SEP are 
observed (see protons Ep > 10 MeV in Figure 1). 

Comparing Figures 1 and 2 we can see the significant 
difference in the results obtained for the proton and electron 
flux variations. In contrast to the strong correlation finding for 
energetic proton fluxes, Fig. 4 shows that the electron (EQ = 0.6-
1.5 MeV) fluxes measured onboard the «CORONAS-F» satellite at 
different Z-shells correlate with ones measured onboard the 
«GOES» satellite significantly worse. Strong correlation 
(without any time lag) was found for trapped electrons mea­
sured onboard the «CORONAS-F» with electrons measured 
onboard the «GOES» satellite at L = 4 and higher L-shells 
(R c o r r = 0.7 for L = 4 and R c o r r > 0.95 for L = 4.5, 5 and 5.5) 
only for rather short time period 2001, November, 22-26 dur­
ing strong magnetic disturbances (Dst = -221 nT). 

To investigate more exactly the correlation between electron 
fluxes onboard the «CORONAS-F» and the «GOES» satellites 
we excluded time periods when SEP fluxes (Ep > 10 MeV) 
were higher when 100 (cm 2 s sr ) - 1 . Obtained correlation 
coefficients with different time lags during the quiet time 
periods are presented in Figure 5. We have found that electron 
flux variations measured onboard the «CORONAS-F» at L = 3 
and 3.5 are delayed in comparison with ones measured onboard 
the «GOES» with time lags ~5 and ~3 days. We assume that 
time lags Atj of electron flux variations measured at low L in 
comparison with ones in the source at L 0 can be expressed as 

A ^ ( V A ) n (1) 

a: 

T 
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Time lag (days) 

1 
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Figure 4. The correlation coefficients between electron flux 
variations measured onboard the «CORONAS-F» satellite at L = 3 
(closed circles), L = 3.5 (open circles), L = 4 (closed diamonds) 
L = 4.5 (open diamonds), L = 5 (closed squares) and L = 5.5 (open 
squares) and onboard the «GOES» one. 
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Figure 5. The correlation coefficients between proton flux variations 
measured in quiet time onboard the «CORONAS-F» satellite at L = 3 
(closed circles), 1 = 3.5 (open circles), L = 4 (closed diamonds) 
L = 4.5 (open diamonds), L = 5 (closed squares) and L = 5.5 (open 
squares) and onboard the «GOES» one. 
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Table 2. The Best Correlation Coefficients between the Electron 
Flux Variation Onboard the «CORONAS-F» Satellite at the Different 
L-shells and those Measured Onboard the «GOES» Satellite and 
their Time Lags (Experimental and Calculated). 

L 3 3.5 4 4.5 5 5.5 

R c o r r (CORONAS-F- 25 45 56 60 72 67 
GOES), % 
Atie (CORONAS- 5 3 3 1 1 1 
GOES), days 
At i c (CORONAS- - - 1-3.2 0.5-2.7 0.2-2.5 0.1-2 
GOES), days 

according to radial diffusion theory. Comparing the time lag 
values at L = 3 and 3.5 we have obtained n= 1.5-6 and 
calculated At i c for L = 4-5.5. The best correlation coefficients 
obtained with different time lags, these time lags (experi­
mented) and calculated ones with the help of (1) are pre­
sented in the Table 2. 

4. DISCUSSION 

We can see that electron flux variations measured onboard 
the «CORONAS-F» satellite are delayed in comparison with 
those measured onboard the «GOES» satellite with time lags 
~5 and 1-3 days, correspondingly. Comparing the time lag 
values at L = 3 and 3.5 we obtained n = 1.5-6 and calculated 
Atj for I = 4-5.5. 

Our earlier data obtained in the experiment onboard 
«CORONAS-I» (1994, March-May) [Kuznetsov, 2002b] 
show that at the L-shells from 6 to 4 the time lag values are 
1-2 days, and ones increases to 4-6 and 16 days for L = 3.5 
and 3. It permit us to conclude that diffusion coefficient 
during the time period with high level of solar activity (2001 
year) is higher than one during the decreasing phase of the 
solar activity (1994 year). 

5. CONCLUSIONS 

The following conclusions can be derived from the analy­
sis of the «CORONAS-F» data: 

1. We have found the strong correlation between proton 
fluxes measured onboard the «CORONAS-F» satellite 

with ones measured onboard the «GOES» satellite at 
L > 3 . 5 all time period 2001, August-December at 
L = 3.0 and 3.5 during and after strong magnetic storms 
(without any time lag). We assume that founded correla­
tion of proton fluxes with zero time lag is a consequence 
of the rapid injection of solar energetic particles inside 
the Earth's magnetosphere. 

2. Significant correlation was found for trapped electron 
measured onboard the «CORONAS-F» with ones 
measured onboard the «GOES» at L > 3.5 during time 
periods without large SEP 

3. The obtained time lag values are equal to ~1 day at the 
L-shells from 5.5 to 4.5, and increased to ~ 3 and ~ 5 
days for L = 3.5 and 3, in agreement with radial diffusion 
theory. 

4. Diffusion coefficient during the time period with high 
level of solar activity (2001 year) is higher than one 
during the decreasing phase of the solar activity (1994 
year). 
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We analysed the variat ions of radiat ion belt electrons observed during 
14-24 April 2002 obtained on board CORONAS-F satellite (polar orbit at altitude 
of ~500 km). Measurements of April 14 and 16 correspond to the quiet state of the 
radiation belts before a magnetic storm. The first s torm connected with the 
M l / C M E which occurred April 15 was observed near noon of the following day, 
next magnetic storm, connected with M 2 / C M E which took place April 17, 
occurred April 19. As consequence the short t ime interval between both events 
strong changes have been observed in the Earth 's radiation belt. Significant 
decrease of electron fluxes in wide energy range was observed in the outer radia­
tion belt April 17 and early morning April 18. During April 18 and 19 the electron 
flux intensity increased in the outer radiation belt and the location of the peak flux 
shifted from 4.5 to 3.2 in the nightside and from 5 to 3.5 in the dayside. The next 
increase of electron flux was observed after the next magnet ic storm during April 
19-20 both in the inner and outer radiation belts. 

1. INTRODUCTION 

It is now commonly accepted that the most significant ener­
getic particle flux variations take place in Earth's radiation 
belts during strong magnetic storms (see for example 
[EmeVyanenko et al., 1978; West et al., Li and Temerin, 2001]. 
From the analysis of outer belt variations observed simultan­
eously at high and low altitudes it was shown [Emel yanenko 
et al., 1978], that these variations are qualitatively similar, 
though there are significant different in the magnitude of the 
observed flux changes. We analyse below the changes in high 
energy electron fluxes measured at low altitudes in the inner 
and outer belts during the complicated magnetic disturbances 
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for the period of ten days (14-24 April 2002), when two geo­
magnetic storms were observed.over the short time interval. 

2. EXPERIMENT 

CORONAS-F was launched on July 30 t h , 2001 in a polar 
orbit at an altitude of ~500 km and an inclination of ~83°. The 
data analysed here were obtained by a telescope consisting of 
two semiconductor detectors with thickness equal to 0.05 mm 
(Dl) and 2.0 mm (D2), as well as with a Csl crystal (D3) 
whose thickness is equal to 1.0 cm. The latter was sur­
rounded by an anti-coincidence plastic scintillator with thick­
ness equal to 0.5 cm. The threshold of the anti-coincidence 
pulse generation corresponds to an energy release of 0.5 MeV 
The detected particles are assumed to be an electron if the 
energy release in Dl is less than 0.5 MeV The energy chan­
nel Ee of detected electrons depends on the energy release 
AE in D2 and D3 (see Table 1, LE means "low energy", 
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Table 1. The energy release and coincidence logic for the different 
detector channels. 

Ec, MeV AE (D2), MeV AE (D3), MeV 

0.3-0.6 (LE) 0.2-0.5 No 
0.6-1.5 (ME) 0.5-1.5 No(<0.5) 
1.5-3 (HE) 0.5-1.5 0.5-2 

ME - "middle energy", HE - "high energy"). The minimum 
thickness of the telescope passive shielding corresponds to 
proton energy ~40 MeV and electron energy ~3 MeV The 
minimum thickness of the telescope passive shielding corre­
sponds to proton energy ~40MeV and electron energy 
~3 MeV The geometry factor of the telescope is equal to 
0.4 cm 2-sr and the aperture is equal to ~23°. The recording 
efficiency was calculated by taking account backscatter of 
electrons. The telescope was continuously oriented in the 
anti-sunward direction. 

3. RESULTS 

In Figure 1. we show the Dst-variation (black) and the dis­
tance to the subsolar point of the magnetopause X 0 (grey) mea­
sured in Earth radii RE; the value of X 0 calculated from the 
solar wind (SW) and interplanetary magnetic field (IMF) para­
meters in the following way [Kuznetsov and Yushkov, 2000a]: 

X 0 = 8.51/P°- 1 9+3.45/P 0- 2 2 exp(- ( |B Z | - B z) 2/200 P 0 - 1 5 ) , (1) 

where P is the SW dynamic pressure (measured in nPa) and 
Bz is the IMF component (in nT). This is a useful index to 
characterise the size of the magnetosphere as a function of 
SW parameters. 

At the altitude of ~500 km the satellite penetrates the 
trapped radiation regions only above the South Atlantic 
Anomaly. During the period of interest CORONAS-F was in 
the outer belt every day at -12-13 UT at ~ 11-12 MLT and 
-24-00 UT at - 22-24 MLT. The high altitude flux of 
electrons with Ee>2 MeV is recorded at geosynchro­
nous GOES-8. The changes of the electron fluxes mea­
sured by GOES-8 and CORONAS-F are similar but electron 
fluxes measured by GOES-8 are of course significantly 
higher than ones measured by CORONAS-F. It can be seen 
that the magnetosphere had a minimum size near noon of 
April, 17 t h , at the time when the first two orders of magnitude 
enhancement in two orders were detected by CORONAS-F in 
the polar caps. 

Electron fluxes measured April 14-24 t h, 2002 during cross­
ing of CORONAS-F through the radiation belt are presented 
in Figures 2a and 2b. The data averaged over 14 seconds were 
used here and in the following of this study. LE electrons 
marked as black solid line, ME ones as grey solid line and 
HE ones as black dashed line. The radiation belt structure, 
intensity and L-distribution are different in the midday and 
midnight local sectors. This difference is connected with the 
fact that axis of the detector had different orientation to 
magnetic field lines in midday and midnight sectors. Data of 
midday sectors during 15 t h and 16 t h were not obtained due to 

2 0 — . — . 1 6 . 0 0 

2002, April, days 

Figure 1. Dst-variation (black line) and the distance to the magnetopause nose point X0 (grey line) during 2002, April, 14-24. 
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Figure 2a. Radiation belt profiles (2002, April, 14-20) for LE electrons (black solid), ME (grey solid) and HE (black dashed). On the 
panels shown the days of measurement, the letter "d" corresponds to the day MLT sector and letter "n" - to the night MLT sector, 
le t ters 'm' and ' e ' means "morning" and "evening" MLT sectors. 

the lack of telemetry. On April 14 t h and 16-17 t h, 2002 the 
belt was observed during magnetically quiet and weakly-
disturbed conditions: the SW velocity was about 300-
400 km/s, SW pressure 1-2 nPa, Earth's magnetosphere size 
about 10 R E in the subsolar direction The maximum flux of 
the outer belt for LE electrons was located at 4.5-5, for ME 
ones it was at L = 3.5-4.0, and at L = 4 for HE ones. The slot 
region was located at L = 2.3-2.6 for LE electrons and at 
L = 2.0 -i- 2.6 for ME ones. Its position for the LE electrons 
before the magnetic storms is marked by thin solid line in 
Figures 2a and 2b. 

After 12 UT on April 17 t h Dst gradually decreased from 
0 to -106 nT over the time 6 hours, Bz reached -20 nT, and 
the subsolar equatorial distance of the magnetopause shrank 
to - 7 R E , the polar cap was filled with solar energetic parti­
cles. Therefore it is difficult to make a detailed analysis 
distribution of trapped particles at the outer edge of the 
belt until April 18 t h due to flux of solar energetic protons, 
recorded by the telescope outside its aperture. At the begin­
ning of the Dst variation decrease near the noon of April 17 t h 

the peak the outer belt shifted to L = 2.8-3.3, and JQ at L = 3.3 
was equal to each other for LE and ME electrons. 
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Figure 2b. Radiation belt profiles (2002, April, 21-24) for LE electrons (black solid), ME (grey solid) and HE (black dotted). 

During the second half of April 17 t h the main phase of 
magnetic storm was 'interrupted': indeed the Dst variation 
increased until 24:00 UT, then Dst variation decreased 
again until 12:00 UT of April 18 t h . It should be noted that 
during this 24 hours period from noon to noon the size of 
magnetosphere grew up from 7 to 14 R E and remained abnor­
mally large till 06 UT of April 19 t h . 

CORONAS-F crossed the belt April 17-18 t h in the night 
MLT sector at -24 UT. The peak of the outer belt was located 
at L = 3.4-3.6 for LE electrons. In that time electron spectra 
became significantly softer, the flux of ME electrons was 
equal JQ = 5 (cm 2sr-s) _ 1 , i.e. the outer radiation belt practically 
disappeared in energy range 0.6-1.5 MeV The similar drops 
of the electron flux intensity were described in [Buhler and 
Desorgher, 2002]. The ME electrons began to appear again 
in the outer belt only at -05:30 UT April 18 t hT also in night 
MLT sector (22 h MLT) in very narrow L interval 3.5-3.8. 

The intensity of ME electrons increased during April 18 t h , 
the peak was observed near L = 3.5 and slot region shifted 

to 2.2 for both MLT sectors. Electron spectra at Z-shells 
2.5-4 became softer than before the magnetic storm. At these 
L-shells fluxes of LE and ME electrons were equal before the 
storm. The flux of ME electrons increased subsequently 
above that of ME electrons by more than order of magnitude. 

Unfortunately due lack of telemetry we could not to cap­
ture the detail time variation in the noon MLT of April, 17 t h , 
i.e. when the first sharp decrease of the Dst magnitude began 
and when the electron outer belt started to change in the MLT 
midday sector. We can only say that solar energetic electrons 
were indeed detected in polar caps at 12:05 UT (when 
CORONAS-F was at L = 12) but at them time structure of 
radiation belts was unchanged in that moment - the outer 
radiation belt maximum was at L = 5, the slot was at L = 2.5. 
Next crossing was lost. The following crossing at 15:00 UT 
April 17 t h we can see in Figure 2a. Due to the data gap near 
the peak value and its position could not be measured exactly, 
but one can guess that the peak shifted to L = 3.5-4.5, while 
position of the slot region did not change significantly. 
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Figure 3. Profiles of the outer radiation belt in the night MLT sector LE (black) and ME (grey). The dashed lines correspond to 
April, 16-17 t h data, solid lines - to April, 17-18 t h . 

Already in that time solar energetic electron were recorded 
a t L > 9 . 5 . 

An example of belt detailed variations of electron flux in 
night MLT sector illustrated in Figure 3, obtained in the mid­
night April 17-18 t h. Background fluxes (17-18 t h) are shown 
by dashed lines, black for LE, grey for ME. 

At 23:20 UT on April 17 t h the intensity of electrons at the 
outer edge of the belt was equal to the intensity recorded on 
April 16 t h . Solar energetic protons were already recorded at 
that time for L > 4.5. It was already after the beginning of the 
magnetic storm, and the boundary of the solar energetic elec­
tron flux, was located also at L = 4.5, i.e. at the same L-shell 
as where the maximum of the belt was observed on April 16 t h 

(1 = 4.5). 
At the inner boundary of the belt a mixture of trapped elect­

rons and solar energetic protons was recorded. This remained 
practically unchanged during the next three crossings at 
00:53 UT, 02:23 UT and 04:02 UT, the boundary of the 
penetration of solar energetic electrons was detected during 

these crossings near L = 4.5. As for ME electrons (marked 
grey) one can see that their peak intensity decreased in two 
orders of magnitude. At the beginning of the next Dst 
increasing (05:32 UT) we observed for the first time the belt 
of ME electrons with energies 0.6-1.5 MeV The peak of the 
outer electron belt was formed at L ~ 3.5. 

The penetration boundary of solar energetic electron cor­
responded to the polar cap boundary of open magnetic field 
lines on the day-side and the boundary of the plasma sheath 
on the night-side [Antonova et al., 1989]. During the Dst 
decrease near noon of April 17 t h the boundary of solar ener­
getic electron penetration was located at L ~ 10 (A ~ 72°) for 
MLT 10-12 h. The plasmasheath inner boundary was at 
L ~ 8.5 (A ~ 70°) for MLT 22-24 h. During the next Dst 
decrease after the midnight April 17-18 t h, the dayside polar 
cap boundary of solar energetic electron penetration was 
located at L ~ 6 ( A - 6 6 ° ) for MLT 13 h, and the plas­
masheath inner boundary was at L ~ 4.5 (A ~ 62°) for 
MLT = 20-21 h. It is likely that such a shift of the boundary 
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of solar energetic electron penetration which was associated 
with very the quick decrease of the magnetosphere size 
means that a significant part of the field lines, which origi­
nally belonged to the outer belt, are transferred to the tail and 
the plasmasheath during the main phase of the magnetic 
storm. The particles, located on these field lines, are trans­
ferred either into the magnetotail, or escape into the inter­
planetary space outside the magnetopause. During the 
'interruption' of the main phase of the storm in the second 
half of April 17 t h the size of magnetosphere became abnor­
mally large and the outer radiation belt was formed anew 
with the peak at L near 3.2 and a significantly softer energy 
spectrum. 

We assume that the re-appearance of new particles in the 
outer belt corresponds to the recovery of the magnetosphere 
structure. Now the Dst is mostly governed by strong ring 
current. The soft spectrum of energetic electrons in the new 
outer belt is controlled by the interplay between particle con­
vection, electric drift velocity and magnetic drift velocities. 
Later, slow diffusion processes can play a significant role in 
the dynamics of the outer belt. From the panels 18-19n, 19d, 
19-20n in Figure 2 it can be seen that maximum of outer 
radiation belt shifted to L = 3-3.2 and the slot minimum 

shifted to 2-2.2, the peak electron flux intensity did not 
change significantly, but spectra of the electrons at L = 2.5 
became softer. 

The next magnetic storm, which was connected with M2 
flare accompanied by a CME occurred on April, 19 t h . The 
minimum Dst = -150 was observed April, 20 t h . The peak of 
the magnetic storm occurred from 00:00-09:00 UT in associ­
ation with strong transient SW flow (see Figure 4). The level 
of geomagnetic activity weakened to mostly active during the 
next 9 hours, consistent with the slow return of SW flow to 
nominal levels. 

Near noon April, 20 t h only available the crossing of the 
radiation belt for more earlier MLT than other (i.e. 
MLT = 10 h), There are then no significant changes in outer 
radiation belt structure. 

At night April, 20-21 t h (during the recovery phase, when the 
magnetosphere size X 0 increased up to 11.5 RE) we observed 
that with of the outer radiation belt increased from AL = 2.2 to 
6 for LE electrons and from 2.5 to 5.5., electron flux increased 
then by order of magnitude both in the outer radiation belt 
and in the slot. At night MKL on April, 20-21 t h the structure of 
the outer belt for HE electrons has recovered; the wide maxi­
mum LE electrons was observed at L ~ 3.3-4 after magnetic 

700 |— 

Figure 4. Solar wind velocity, pressure (top panel), density of solar wind and Bz (bottom panel) during 2002, April, 14-24. 
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storm with Dst = -150. According to empirical expression 
presented in [Tverskaya, 1996]) for such Dst values the maxi­
mum of the increased electron fluxes should be located at 
L>3 .59 . 

Large solar particle event (SEP) were observed in the early 
morning of April, 2 1 s t . According to Figure 2b the electron 
flux increased at this time at L > 3.5 for all three energy inter­
vals. The day side penetration boundary of solar HE electron 
penetration was located at L ~ 3.5 (A ~ 58°) for 11 h MLT, 
and the nightside one at L ~ 6 (A ~ 66°) for 20:30 h MLT. 
During April, 22-23 t h the high electron flux intensity in the 
outer belt was stable, while the slot region shifted to L = 2 for 
nightside and electron flux intensity the slot increased by 
three orders magnitudes above those April, 16-17 t h . 
Furthermore, from the midday crossing on April, 2 2 n d we can 
see in Figure 2b the tendency of formulation of a second peak 
of the outer radiation belt with a much soft spectrum at 
L = 2.3-2.4. The intensity of LE electrons in the slot was equal 
to one in the inner belt dayside for April, 2 3 r d and 24 t h.The slot 
was not observed till the night of April, 24-25 t h . This might be 
connected with the quick changes of the size of magneto­
sphere in the morning of April, 23 r d . that was caused by the 
strong transient solar wind flow. Indeed, solar wind velocity 
was about 600 km/s, solar wind pressure -10 nPa, X0 changed 
them from 11.5 R E to 7.5 R E within four hours. 

4. DISCUSSION 

The comparable roles of slow and fast transport processes 
in the dynamics of the electron radiation belts can be studied 
using the data on electron fluxes measured with the 
CORONAS-F detector from 14 t h till 24 t h of April presented 
in Figures 2a and 2b. The hour-averaged values of the IMF 
components Bz, the SW velocity, density and pressure are 
given in Figure 4. The Dst-variation and the distance to the 
magnetopause nose point X0 are shown in Figure 1. The 
results illustrated in Figures 1, 2, and 4 indicate that besides 
the particle flux variations in the outer belt there was a 
noticeable decrease of electron fluxes with EQ > 0.3 MeV on 
L > 2.8 connected with the magnetic storm of April, 17 t h . The 
electron flux decrease was accompanied by the slot shift to 
L ~ 2.5. We conclude that it is the consequence of cross-L 
diffusion similar to one observed on March 24, 1991 [Blake 
et aL, 1992] and January 11, 1997 [Kuznetsov et aL, 2000b]. 

The SW velocity V was maximum (-630 km/s) in the end 
of April, 17 t h . At the beginning of April, 18 t h a rapid decrease 
of Vto 500 km/s was observed. During the first half of April, 
18 t h Dst was equal -120-130 nT, Bz = -10-15 nT. Since dis­
turbed structure existed during 12 h. We guess that it 
connected with a strong current in plasma sheath. It contin­
ued till noon April, 19 t h when V= 440 km/s. SW pressure 
became high (about 10 nPa) earlier, near noon of April, 17 t h . 

On April, 19 t h l v a lue sharply increased to ~ 650 km/s and P 
became about 5 nPa. During April 19-20 t h there was a notice­
able increase of LE electrons in the slot region, whereas the 
electron flux in the inner belt did not change. The most rapid 
increase of the electron flux was observed at L - 2-3 during 
the magnetic storm recovery phase prior to April 20-22 n d . 
Later, until April 2 3 r d , P was practically constant ~1 nPa, and 
the belt of electrons at L ~ 3 continued to became wider. An 
additional peak of belt for LE electron flux was formed at 
L - 2.3-2.5, where the slot was situated earlier. 

The following information can be derived from the analysis 
of the CORONAS-F data, obtained during April, 14-24 t h. After 
main phase of the magnetic storm April, 17 t h the significant 
decreasing of electron flux in the outer belt was observed in 
the early morning of April, 18 t h . The outer belt practically 
disappeared in energy range 0.6-1.5 MeV for during the time 
period more then 6 h. The restoring of the outer radiation belt 
closer to the Earth (with significantly softer spectrum) was 
observed only after 10 UT of April, 18 t h when the Dst has 
reached its minimum value. The decrease of the electron flux 
in the outer radiation belt during this magnetic storm was 
accompanied by a particularly reduction in the size of the 
magnetosphere. It is possible that magnetic field lines of outer 
radiation belt extended into the magnetotail and plasmasheath. 

Let us discuss the variation of these electron flux variations 
on the basis of currently accepted acceleration mechanisms 
[Li and Temerin, 2001]. Based on the results published in 
[Lyons and Williams, 1984] we should consider two types of 
closed drift shells. The first type of drift shells during quiet 
times is located totally inside the plasmasphere (the inner 
radiation belt), the other type is partially (on the morning 
side) located outside the plasmasphere (the outer belt). The 
plasmapause is located closest to the Earth on the post-mid­
night and morning side on L = 3 3.5. A strong magnetic 
storm is the result of a strong ring current enhancement and 
of the injections of particles into the quiet plasmasphere 
region. The peak of ring current flux should be located at 
L = (3075/\Dst\)037 [Kuznetsov, 1996]. For Dst = -106 nT, 
LRC should be equal to 3.7, and for Dst = -150, LRC - 3.05. 
The post-storm evolution of particles in the inner and outer 
belts should be considered separately. The variations of radi­
ation belts observed after magnetic storm April 19-20 t h 

strongly distinguished from ones 17-18 t h. There was no 
decreasing of electron flux observed after storms April 19-
20 t h . A significant increase of the fluxes of electrons of all 
energies was observed in the inner belt April 21-22 t h , during 
the recovery phase of the second magnetic storm, but it was 
not observed after April, 17 t h magnetic storm. We propose 
that this sequence of events can be explained by particle 
acceleration due to the radial diffusion and their scattering in 
the loss cone due to interactions with the whistler mode of 
electromagnetic waves. 
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5. CONCLUSIONS 

The low altitude observations of the relativistic electrons 
fluxes from the CORONAS-F mission discussed in this paper 
illustrate how the inner and outer radiation belts and the slot 
region change during a sequence of magnetic storms which 
occurred between 2002 April, 14 and 25. The two first storm 
events were separated by a time difference of only 12 hours. 
It is known from earlier observations that this are the most 
favourable conditions to obtain the largest enhancement 
of ring current intensity, and therefore in the strongest varia­
tion of the Dst geomagnetic index; this are also the most 
favourable conditions to produce the most drastic changes 
in the cross-L distribution of the trapped relativistic elec­
trons fluxes: i.e. changes of the maximum flux intensity 
and position, as well as of the slope of the energy spec­
trum for these electrons. Isolated geomagnetic storm do not 
produce as large Dst minimum, nor as larger changes in the 
peak intensities and positions. It is also during successive 
geomagnetic storms separated by short delay times that the 
slot region can be filled up, and does almost disappear as it 
was observed during the event of 24 March 1991 [Blake 
etaL, 1992]. 

The results presented here confirm in many respect those 
presented in [Kuznetsov et aL, 2003], which were obtained 
for the sequence of geomagnetic storms of November 2001. 
In all cases it was found that geomagnetic storms are initiated 
when the IMF turns southward with Bz decreasing for an 
extended period of a few hours. But the second key condition 
for having a geomagnetic storm, instead of a "substorm" of 
relatively small effect on the structure of the radiation belts, 
is that the solar wind velocity has to be larger (>500 km/s) at 
the time of the southward turning of the interplanetary mag­
netic field. 

Much of the adiabatic and non-adiabatic changes in 
the distribution of relativistic electron fluxes observed in the 
equatorial region of the outer belt during geomagnetic storms 
and reported in the paper by [Mcllwain, 1996] are also 
observed at low altitudes by CORONAS-F during geomag­
netic storms. 

It is also worthwhile to point out that our observations con­
firm those recently published for example in the paper 
[Buhler and Desorgher, 2002]: i.e. that the relativistic elec­
tron intensity drops during the main phase of a magnetic 
storm. The question of flux levels during the recovery phase 
is more complicated - many storms show little or no increase 
in flux levels, as were discussed in the paper [Reeves et. al., 
2003], but in other cases the electron intensity subsequently 
enhanced during the recovery phase. This recovery may lead 
to higher fluxes of relativistic electrons after the storm than 
before. 
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Drivers of the Inner Magnetosphere 

Natalia Yu. Ganushkina 

Finnish Meteorological Institute, Geophysical Research, Helsinki, Finland 

This paper addresses the role of the electric fields in the inner magnetosphere 
dynamics by reviewing observations and model results, especially whether 
the stormtime ring current intensification is generated by large-scale convection 
alone or together with substorm-associated variations. It is discussed that in addi­
tion to the large-scale convection electric field partially generated in the magne­
tospheric boundary layers via reconnection and viscous interaction, there can exist 
a mechanism for its generation in the magnetotai l via p lasma pressure gradients. 
We review the models for this large-scale convection field. One type of these 
models describe the electric field by the ionospheric potential pattern associated 
with the solar wind and IMF behavior and then mapped to the magnetotai l along 
the magnet ic field lines. The other adjusts the intensity of the model convection 
field in the tail to the overall level of magnet ic activity. It is concluded that these 
models describe the system only in an average sense. Observations show that 
particle transport occurs in flow bursts, and that while ions in the energy range 
20-80 keV contribute most to the ring current energy density during the storm 
main phase, during the recovery phase the contribution from the high-energy ions 
(above 80 keV) becomes dominant. It is argued that during inward particle 
motion, the final energy and the lowest L-shell reached depend on the intensity of 
the large-scale convection and smaller-scale substorm-associated electric fields, 
and that only the addition of the substorm-associated electric fields made it able 
to produce the observed fluxes of high-energy particles. 

1. INTRODUCTION 

Already Gold [1959] noted that the large scale flow of 
magnetospheric plasma is analogous to thermal convection. 
Later Axford and Hines [1961] used the term "convection" to 
describe large-scale circulation inside the magnetosphere. 
Axford and Hines [1961] and Dungey [1961] developed first 
theories of magnetospheric convection to explain the observed 
pattern of plasma circulations in the polar cap [Davis, 1962]. 
The large-scale convection electric field in the magnetosphere 
is considered to be a potential field with rather homogeneous 
structure, which can be mapped to the ionosphere. 

The Inner Magnetosphere: Physics and Modeling 
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These theories have been questioned in several studies. 
Parker [1996] in his alternative paradigm for magnetospheric 
physics stressed that the concept of equipotential field lines 
is not applicable to nonsymmetric and time-dependent cir­
cumstances of magnetospheric activity. The interplanetary 
electric field can not be mapped along the magnetic field 
lines to the magnetosphere and ionosphere, unless the ionos­
pheric convection keeps up with the field line convection at 
the magnetopause such that the field is stationary. Antonova 
and Ganushkina [1997] suggested that the magnetospheric 
system is driven by internal forces related to plasma pressure 
and by external forces exerted by the solar wind plasma flow. 

The basic transport and acceleration process for ions 
moving from the magnetotail plasma sheet to the inner 
magnetosphere is the E x B drift imposed by the large-scale 
convection electric field in the nightside magnetosphere. 
In the drift approximation, the magnetotail particles gain 
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energy while they move from regions of weaker to stronger 
magnetic field, conserving their first adiabatic invariant. 
While approaching the inner magnetosphere, the particles are 
transported across the magnetic field lines primarily by the 
gradient and curvature drifts, as well as by the E x B drift. 
During disturbed conditions particles move under a compli­
cated combination of potential and induction electric fields 
and time-varying magnetic field associated with substorms. 
Recent studies have shown that earthward transport of plasma 
and magnetic flux occurs in the form of short-duration, high­
speed plasma flows, rather than as a slow, steady convection 
[Baumjohann et al, 1990; Angelopoulos et al., 1992]. Both 
simulation studies [Brin et al., 1997; Li et al., 1998] and 
observations of substorm-associated electric fields [Aggson 
et al., 1983; Maynard et al., 1996; Tu et al., 2000] coincident 
with the braking of the fast flows have suggested that these 
fields are the driving force of the particle injections. 

The main portion of the Earth's ring current is carried by 
geomagnetically trapped energetic ions in the energy range of 
10-200 keV The main effect of space storms is the injection 
of energetic particles from the near-Earth magnetotail into the 
inner magnetosphere, which results in a significant growth of 
the ring current. The net westward-flowing ring current, con­
taining the eastward-flowing component at the inner edge, 
decreases the horizontal component of the geomagnetic field 
at the Earth's surface. The Dst index constructed from ground 
magnetic measurements is commonly considered as a mea­
sure of space storm intensity. Recent studies [Liemohn et al., 
2001] have shown that the contribution of non-trapped parti­
cles, consisting the partial ring current, to the Dst is very 
important, even dominant, during storms. 

Earlier studies by Chapman [1962] and Akasofu [1966] 
regarded storms as superpositions of successive substorms. 
During substorm expansion phase induction electric fields 
accelerate magnetospheric particles and inject them into the 
inner magnetosphere, where they become trapped and form 
the ring current. Later studies have stated that the substorm 
occurrence is incidental to the main phase of storms 
[Kamide, 1992]. Usually it is assumed that storm-time sub­
storms do not differ from non-storm substorms, but it was 
noted that ions are energized more and penetrate deeper in 
the inner magnetosphere during storms than during isolated 
substorms [Daglis et al., 1998]. Furthermore, Pulkkinen et al., 
[2002] showed that during magnetic storms, there are several 
distinct categories of substorm-like activations, which are not 
similar to each other or to isolated substorms. 

For many years, the significance of the ionosphere as a 
source of ring current ions was considered negligible. The 
AMPTE mission demonstrated that magnetospheric 0 + ions 
originating in the ionosphere are important terrestrial agents 
in the storm-time geospace dynamics. Hamilton et al, [1998] 
have shown a dominance of 0 + in the inner ring current, 

during one magnetic storm. Daglis et al, [1994] demon­
strated the occurrence of fast ionospheric ion feeding to the 
inner magnetosphere during substorms. Daglis et al, [1997] 
showed that 0 + ions were not only important in the storm­
time geospace, but actually dominated throughout the ring 
current during the main phase of all intense storms observed 
byCRRES in 1990-1991. 

The purpose of this paper is to discuss the formation of the 
large-scale electric field and the consequent convection 
pattern in the magnetosphere. It is then demonstrated that in 
addition to these processes, the smaller-scale substorm-
associated electric fields play a key role in magnetospheric 
dynamics during magnetic storms. The paper is organized as 
follows: Section 2 describes the generation of the large-scale 
convection electric field. Section 3 discusses the existing 
models of the large-scale convection electric field. The 
different ways of particle transport in the inner magnetos­
phere such as large and small-scale flows are addressed in 
Section 4. Section 5 presents the observations and models of 
substorm-associated electric fields and Section 6 discusses 
their role in the particle transport and acceleration and the 
ring current formation. The last section contains concluding 
remarks. 

2. GENERATION OF LARGE-SCALE CONVECTION 
ELECTRIC FIELD 

Axford and Hines [1961] used the concept of a "closed" 
magnetosphere, where all terrestrial magnetic field lines are 
confined inside a cavity in the solar wind. In their convective 
flow pattern, plasma was carried tailward along the flanks 
and was returned by sunward flow near the tail center. They 
suggested that such a flow could be caused by a viscous-like 
momentum transfer from the solar wind to adjacent regions 
of the tail. If this flow pattern is mapped along field lines to 
the polar ionosphere, it produces a two-cell flow pattern, with 
plasma flowing to the nightside across the pole and returning 
to the dayside at lower latitudes. The frozen-in concept, 
E = - v x B in an ideal magnetized plasma, where v is the 
steady bulk flow velocity, E is the electric field and B is the 
magnetic field, can be interpreted as particles moving with 
field lines. If E = -VV, where V is the electric potential, 
plasma flow lines are lines of constant electric potential, 
suggesting a dawn-to-dusk electric field across the polar cap. 

Dawn-dusk electric fields were observed both directly by 
low-altitude polar orbiting satellites such as Injun 5 
[Cauffman and Gurnett, 1971] and OGO-6 [Heppner, 1972a] 
and indirectly using "driffmeters" by Atmospheric Explorer C 
(Spiro et al, [1978] and references therein) and Dynamics 
Explorer 2 [Heelis et al, 1981]. The observations confirmed 
the two-cell pattern and obtained typical voltage drops of 
40-70 kV The two-cell pattern is most stable when the IMF 
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Bz < 0, and it contains asymmetries correlated with the IMF 
By [Heppner, 1972b]. When the IMF Bz>0, the two-cell 
pattern becomes distorted and the electric field is time-
varying. More complex patterns may also develop, such as 
the four-cell [Burke et al, 1979]. 

Dungey [1961] applied the concept of reconnection to 
magnetospheric physics in his theory of convection. He 
proposed that an X-type neutral line at the front of the 
magnetosphere enables terrestrial field lines to link up with 
interplanetary ones and produce "open" field lines, with one 
end tied to earth and the other reaching to distant space. The 
convection flow and electric field pattern resulting from 
this motion in the polar ionosphere is similar to that in the 
viscous-like interaction. Furthermore, the reconnection 
process leads to formation of field-aligned currents between 
the boundary layers and the ionosphere in the Region 1 sense. 
In Dungey's approach, the magnetopause is identified as a 
sharp discontinuity in the magnetic field with a small com­
ponent (0.5-1 nT) perpendicular to the magnetopause. 
Because this perpendicular component is so small, it is diffi­
cult to distinguish Dungey's scenario from the Axford and 
Hines picture from in situ magnetic field observations. The 
finding [Fairfield, 1967] that the level of magnetospheric 
activity and energy transfer from the solar wind to the mag­
netosphere depend strongly on the IMF Bz component was a 
major support for Dungey's theory. 

Thus, in these two theories, an external electric field is either 
produced by the MHD dynamo in the magnetospheric bound­
ary layers or penetrated from the solar wind. This electric field 
is then applied on the polar cap and governs the inner magneto­
sphere dynamics. The boundary layer mechanism requires the 
existence of finite conductivity or finite and comparatively 
large viscosity. Although the introduction of such parameters 
in the collisionless plasma meets with certain difficulties, 
many observational and theoretical studies such as, for exam­
ple, ISEE observations of flux transfer events [Paschmann, 
1982] and magnetopause reconnection [Sonnerup etaL, 1981], 
study of viscous processes [Tsurutani and Thorne, 1982], were 
done to prove the mechanisms of electric field generation. 

In Dungey and Axford and Hines theories all Region 1 
field-aligned currents were connected to the boundary layers. 
The mapping of the magnetospheric domains [Elphinstone 
etaL, 1991; Feldstein and Galperin, 1985] suggested that the 
auroral oval, Region 1 field-aligned currents, and convection 
reversal boundary are all projected into the plasma sheet, 
while the magnetospheric boundary layers are projected into 
a narrow region near the cusp. Tsyganenko et al, [1993] 
searching for the signatures of field-aligned currents in the 
magnetotail in the large sets of the spacecraft magnetic field 
data showed that the significant portion of Region 1 field-
aligned currents comes from the plasma sheet. Similar idea 
was proposed by Karty et al, [1984] and Yang et al, [1994]. 

Antonova and Ganushkina [1997] developed the idea that 
Region 1 field-aligned currents can be produced in the 
plasma sheet by the existence of azimuthal plasma pressure 
gradients as in the inner magnetosphere j]\ oc VWxVp 
[Vasyliunas, 1970; Tverskoy, 1982]. If the curvature of the flux 
tube volume fFisolines is larger than that of the transverse cur­
rent lines, Vp will have a projection on the J^-surface, which 
generates the Region 1 field-aligned currents (Figure 1, see 
review by Antonova [2002]). The closure of the field-aligned 
currents in the ionospheric dynamo region provides a quasi-
stationary electric field [Tverskoy, 1982] V-IVO) 1" = f, 
where Z is the ionospheric conductivity tensor and <P is the 
ionospheric potential. This equation has been examined in 
detail (see, for example, del Pozo and Blanc [1994] and ref­
erences therein) in order to solve the generation of Region 2 
field-aligned currents. This quasistationary electric field 
when mapped to the magnetotail represents a possible 
additional source for the large-scale electric field in the 
magnetotail. 

Suggesting the possibility of the electric field appearance 
in the magnetotail due to the internal distribution of plasma 
pressure, this mechanism does not exclude solar wind driving 
and therefore is not in the direct opposition to the Dungey 
and Axford and Hines pictures. The distribution of the plasma 
pressure necessary for Region 1 field-aligned current gener­
ation needs to be maintained. If there is no solar wind driving 
and no energy is coming to the system as a momentum 
transfer from the solar wind to adjacent regions of the tail, the 
described cycle will stop, since the ionosphere is a dissipative 

(a) (b) 

Figure 1. Crossing of transverse current lines (thick) and magnetic 
flux tube volume isolines (thin) that corresponds to (a) Region 1 and 
(b) Region 2 field-aligned current generation (after Antonova and 
Ganushkina [1997]). 
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system. There should be a momentum transfer from the solar 
wind to adjacent regions of the tail. 

The generation of Region 1 currents in the plasma sheet 
can be verified directly if the distributions of the magnetic 
field and plasma pressure are known. However, direct 
verification is difficult, as there are still not sufficiently 
detailed measurements of the plasma pressure which would 
allow to produce instantaneous distributions and to obtain 
plasma pressure gradients. The possible first-step check 
could be performed by using empirical models of the mag­
netospheric plasma (for example, De Michelis et al, [1999], 
Milillo et al, [2001]. Moreover, PF-isolines were calculated 
using the empirical models of the magnetic field, which rep­
resent quite average magnetic field distribution [Ganushkina 
et al, 2002]. Furthermore, during storms the observations 
are even more sparse and the state of the magnetosphere 
more complex and structured. 

Although the main driver of the large-scale convection is 
solar wind, it is still unclear what portion of the large-scale 
convection electric field can be created by internal distribu­
tion of plasma and external sources and how they are related 
under different conditions. 

3. MODELS OF LARGE-SCALE CONVECTION 
ELECTRIC FIELD 

Several models have been proposed for the large-scale con­
vection electric field. One of the widely used convection 
electric field models is the Volland-Stern model [Volland, 
1973; Stern, 1975]. The electric potential is given by 
Qconv = ALrsin (0-0 o), where A is the factor determining the 
intensity of the convection electric field, L is the Mcllwain 
L-value, y is the shielding factor, (j) is the magnetic local time, 
and </>o is the offset angle from the dawn-dusk meridian. 
Maynard and Chen [1975] obtained a Xp-dependent function 
of A based on data of plasmapause crossings. Figure 2 shows 
schematically the equipotential lines in the equatorial plane 
given by Volland-Stern model with Kp = 2 together with 
corotation electric field. 

Several functions have been constructed to couple the polar 
cap potential with the solar wind parameters [Boyle et al., 
1997]. Parameterized empirical electric field models have been 
constructed using data from low and high altitude satellites 
[Mcllwain, 1986; Heppner and Maynard, 1987; Richmond and 
Kamide, 1988; Weimer, 2001]. For example, in the E3 model 
[Mcllwain, 1986] the ^-dependent electric potential was 
expressed by a set of 120 functions with approximately 
Gaussian forms based on particle data from geosynchronous 
satellites. Weimer [2001] proposed a model for electric poten­
tial which was fitted to a spherical harmonic function depend­
ing on the solar wind velocity and IMF clock angle using the 
electric field data from the DE 2 satellite. 

Pi 

Figure 2. Equipotential lines in the equatorial plane given by 
Volland-Stern convection electric field model with Kp = 2 together 
with corotation electric field. 

The Rice Convection Model (RCM) describes plasma elec­
trodynamics in the inner and middle magnetosphere and its 
coupling to the ionosphere [Wolf et al., 1982; Spiro et al., 
1981]. The RCM represents the plasma distribution in terms 
of multiple fluids. Its equations and numerical methods have 
been specifically designed for treatment of the inner magne­
tosphere, including the flow of electric currents along mag­
netic field lines to and from the conducting ionosphere. The 
model computes these currents and the associated electric 
fields self-consistently. 

However, these models do not give an answer on the nature 
of large-scale convection electric field. Models, where the 
polar cap potential is directly dependent on solar wind para­
meters [Boyle et al, 1997] and is then mapped to the magne­
tosphere, are constructed by assuming an external source of 
the electric field (i.e., viscous interaction or reconnection at 
the magnetopause). On the other hand, the Volland-Stern and 
Mcllwain models depend only on Kp, so that the conditions 
in the magnetotail do not depend on the solar wind parame­
ters or magnetopause reconnection, and thus the electric field 
could be viewed as an internal magnetotail property (i.e., 
generated by plasma pressure gradients). In reality, both 
external and internal sources are probably responsible for 
generation of the large-scale convection. 

During geomagnetic disturbances the enhanced convection 
in the night time sector was found to differ significantly from 
the standard Volland-Stern type two-cell pattern. Penetration 
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of strong electric field at L < 4 was reported based on CRRES 
observations [Rowland and Wygant, 1998]. A common fea­
ture of many empirical convection models is a lack of accu­
racy in representation of the subauroral electric fields in the 
region equatorward of 55° invariant latitude. Observations of 
SAID (subauroral ion drifts) events, seen as latitudinally nar­
row westward convection with 500 m/s speed equatorward of 
the auroral oval predominantly in the pre-midnight sector 
(see, for example overview by Anderson et al., [2001]), and 
SAPS (subauroral polarization stream) events, which include 
latitudinally broader and persistent secondary westward con­
vection peak [Foster and Vo, 2002], make it important to 
include subauroral electric fields for the ring current forma­
tion during disturbed conditions. 

4. PARTICLE TRANSPORT IN THE INNER 
MAGNETOSPHERE: LARGE AND SMALL SCALES 

Large-scale convection electric field models were con­
structed either as steady-state models (Volland-Stern, 
Mcllwain models) or by assuming perfect mapping between 
the ionosphere and the magnetosphere along equipotential 
magnetic field lines (Weimer, RCM models). Neither of 
these assumptions are valid during magnetospheric activity 
such as substorms, when the magnetic field changes cannot 
be considered small. 

Recent studies have shown that earthward transport of 
plasma and magnetic flux occurs in the form of short-duration, 
high-speed plasma flows, rather than as slow, steady convec­
tion. High-speed flows in the inner central plasma sheet were 
first reported by Baumjohann et al, [1990] and later studied in 
detail by Angelopoulos et al, [1992]. The flow velocity 
exhibits peaks of very large amplitude (100-400 km/s) with a 
characteristic time scale of the order of one minute, which are 
usually associated with magnetic field dipolarizations and ion 
temperature increases. Sergeev et al, [1996] confirmed that 
short-term flux transfer events, which have the basic properties 
of bubbles, occur in the midtail plasma sheet. These bubbles 
are underpopulated plasma flux tubes of small cross-tail size 
of about 1-3 RE, which may intrude earthward [Chen and Wolf, 
1993]. Recent Cluster 4-spacecraft observations have revealed 
the association of a magnetic flux rope and bursty bulk flow in 
the central plasma sheet [Slavin et al, 2002] as well as the con­
nection of the evolution of the dipolarization front across the 
tail and the fast flow [Nakamura et al, 2002]. 

The fine structuring of the flows in the magnetotail into 
bursty bulk flows and bubbles is an internal magnetotail 
process. It is difficult to picture a direct influence of the solar 
wind parameters in the generation of such flows, as the solar 
wind conditions can control whether this fine structuring 
occurs, but not in detail where it is created. Thus, internal 
characteristics such as magnetotail structure and plasma 

pressure distribution, are very important for the creation of 
the fast flows. 

5. PARTICLE INJECTIONS AND ELECTRIC FIELDS 
DURING SUBSTORMS: OBSERVATIONS AND 

MODELS 

The sharp increase of energetic (a few tens to hundreds of 
keV) particle flux in the near-Earth tail is one of the most 
important manifestations of the substorm expansion phase 
[Arnoldy and Chan, 1969; Baker et al, 1982; Reeves et al, 
1991]. If the measurements are taken close to the injection 
site, injections are dispersionless, i.e. fluxes of electrons and 
ions at different energies are enhanced at the same time. 

Moore et al, [1981] investigated injections using two 
radially separated satellites. They found that dispersionless 
injections and associated magnetic field signatures occur 
earlier at the outer satellite. Russell and McPherron [1973] 
estimated a propagation speed of 150 km/s in the compressed 
magnetic field configuration. Moore et al, [1981] proposed 
an injection front model, in which an injection corresponds to 
a compressional wave front that propagates earthward from a 
disturbance occurring in the magnetotail. Particles are trans­
ported towards the Earth by the compressional wave. Birn 
et al, [1997] performed test particle simulations and found 
that betatron acceleration provides the necessary energization 
by moving particles into a stronger magnetic field by a time-
dependent electric field predominantly in the dawn-to-dusk 
direction. Analysis of single-particle dynamics in simulations 
of magnetospheric field reconfigurations has revealed promi­
nent acceleration of plasma sheet ions during the substorm 
expansion phase [Delcourt, 2002]. 

Thus, electric field behavior is important in understanding 
how the energetic particle injections are formed and how the 
particles are accelerated. Observations show that substorm-
associated electric fields usually display a very complicated 
behavior [Maynard et al, 1996]. Large, transient electric 
fields appear in the plasma sheet during the substorm expan­
sion phase [Aggson et al, 1983; Cattell and Mozer, 1984]. 
The enhanced electric fields are impulsive with amplitudes 
of up to 20 mV/m, which is more than three times the largest 
convection electric field, and coincident with the braking of 
the fast flows and correlated with the magnetic field dipolar­
ization in the inner central plasma sheet [Tu et al, 2000 and 
references therein]. 

The origin of strong transient electric fields at substorm 
onset and their detailed relationship to the magnetic field 
dipolarization is still an open question. However, several 
models have been proposed to explain particle injections 
[Li et al, 1998; Zaharia et al, 2000; Sarris et al, 2002]. In 
the Li et al, [1998] model the time varying fields are associated 
with a dipolarization, during which the northward magnetic 
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Figure 3. Behavior of the (a) electric field and (b) magnetic field Bz components in the Li et al., [1998] electromagnetic pulse model. 

field in the equatorial plane increases due to a temporally and 
spatially varying electric field predominantly westward. The 
perturbed fields propagate from the tail earthward. The elec­
tric field is modeled as a time-dependent Gaussian pulse with 
a purely azimuthal electric field component that propagates 
radially inward, decreases away from midnight, and is par­
tially reflected near the plasmapause. The modeled magnetic 
field dipolarization, determined from Faraday's law, occurs 
first at midnight and subsequently at other longitudes. 
Figure 3 shows the behavior of the electric field and 
magnetic field Bz components. The model gives good agree­
ment with the observed dispersionless electron injections 
at geostationary orbit. The model is built on the idea that a 

perturbation farther out in the magnetotail propagates inward, 
probably in the form of bursty bulk flows, and produces dipo­
larization and dispersionless injections. Sarris et al., [2002] 
introduced a pulse velocity decreasing with radial distance. 
Figure 4a shows the influence of the electric field pulse with 
amplitude of 1 mV/m on the trajectories of 3 keV protons at 
8 RE, which move in Volland-Stern electric and dipole mag­
netic field models for Kp = 2. The pulse shifts protons inward 
by 2 RE within 15 min. Figure 4b illustrates the changes of the 
3 keV proton energy and radial distance. The pulse energizes 
the proton up to 42 keV 

Ganushkina et al, [2000, 2001] studied the penetration of 
the plasma sheet ions deep into the inner magnetosphere. 

Figure 4. (a) Influence of the electric field pulse with amplitude of 1 mV/m on the trajectories of 3 keV protons at 8 RE, which move 
in Volland-Stern electric and Tsyganenko T96 magnetic field models, (b) Changes of the 3 keV proton energy (dashed line) and radial 
distance (solid line). 
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These structures are called intense nose events, owing to their 
characteristic structure in energy-time spectrograms. The 
Li et al, [1998] model was used together with large-scale elec­
tric and magnetic fields for particle tracing. It was shown that 
the inward displacement of the intense nose structure can 
occur under short-lived pulse electric fields combined with the 
convection electric field. Large scale convection alone leads to 
the regular nose structure formation which takes several (>5) 
hours during quiet periods [Buzulukova et al., 2003]. 

As observations and modeling have shown, the substorm-
associated electric fields are effective in the particle transport 
and energization. There is a great need to get more realistic 
models for the electric field. Likewise, there is an equal need 
for better and more comprehensive electric field observations 
that could be used to constrain such models both for the 
large-scale convection and smaller-scale temporally evolving 
structures. 

6. RING CURRENT DEVELOPMENT: CONVECTION 
OR SUBSTORM PARADIGM 

The relative importance of the large-scale convection 
electric field and the substorm-associated electric fields in 
the energization and transport of ions into the ring current is 
still an open question. 

Many storms have been simulated based on the convection 
paradigm [Lee et al., 1983; Takahashi et al., 1990; Kozyra 
et al., 1998; Ebihara andEjiri, 2000; Jordanova et al., 2001; 
Liemohn et al, 2001]. In these calculations the magnetic 
field was in most cases a dipole, and the electric field was 
taken to be the Volland-Stern or other empirical convection 
electric field model. These authors concluded that the ion 
transport into the ring current can be accomplished by the 
enhanced large-scale convection electric field, and that the 
role of the substorm-associated electric field in developing 
the ring current is only to enhance the intensity of the con­
vection electric field [Ebihara and Ejiri, 2003]. 

Other studies have concluded that concurrent action of 
global convection and substorm-associated dipolarization and 
electric field variations inject plasma closer to the Earth than 
either one would do individually [Fok et al, 1999; Pulkkinnen 
et al, 2000; Ganushkina and Pulkkinen, 2002]. Especially, 
Ganushkina and Pulkkinen [2002] studied the role of electric 
field pulses in the ring current formation by tracing protons 
numerically in the guiding center approximation in Volland-
Stern large-scale convection electric field and Tsyganenko 
T96 [Tsyganenko, 1995] magnetic field models. In addition, 
they introduced substorm-associated variations as electric 
field pulses, similar to Li et al, [1998], at substorm onsets. It 
was shown that the large-scale convection alone can transport 
the ions to the observed ring current location, but that the 
electric field pulses were necessary to get the observed energy 

spectrum peaking at several tens of ke V The formation of the 
ring current is thus a combination of convection and pulsed 
inward shifts and consequent energization. 

In order to evaluate the energy range, which is most impor­
tant for the ring current energy content during storms, 
Ganushkina et al, (manuscript submitted to Annales 
Geophysicae, 2004) analyzed Polar CAMMICE MICS parti­
cle data during 27 storms. The energy density and total 
energy of ring current protons were computed in the low 
(1-20 keV), medium (20-80 keV), and high (80-200 keV) 
energy ranges. The statistical results showed that the medium 
energy protons contributed most to the total ring current 
energy during the storm main phase. During the recovery 
phase, the high energy protons played a dominant role. 

Further development of the particle tracing procedure 
described by Ganushkina and Pulkkinen [2002] made it pos­
sible to trace protons with arbitrary pitch angles, assuming 
conservation of the 1 st and 2nd invariants, in different time-
dependent magnetic and electric fields (Figure 5). For May 
2-4, 1998 storm, using stationary Volland-Stern electric field 
model, the results showed that the main contribution to the 
ring current energy comes from protons with medium ener­
gies of 20-80 keV during the entire storm (Figure 5a). The 
contribution from the high energy protons was very small. 
Using other empirical electric field models, such as Boyle 
et al, [1997] polar cap potential applied to Volland-Stern 
type convection electric field, or varying the plasma sheet 
number density and/or temperature in the initial distribution 
showed similar results (Figure 5b). However, when the sub­
storm activity was represented by incorporating the time 
varying fields associated with dipolarization in the magneto­
tail (similar to Sarris et al, [2002] pulse model), the contri­
bution from the high energy protons became dominant during 
the storm recovery phase (Figure 5c). 

Although these results are related to a question of storm-
substorm relationship, it does not give an exact answer. Dst 
index is usually considered as a measure of storm ring cur­
rent. The absence of further decrease in Dst (rather Dst 
increase) when a substorm occurs during storm [Iyemori and 
Rao, 1996; Siscoe and Petschek, 1997] argues against the 
important role of substorms in storm ring current develop­
ment [McPherron, 1997]. From the other hand, Dst index 
contains contributions from other current systems, and their 
relations depend on the storm intensity and phase. During 
moderate storms the contribution from the tail current during 
storm main phase can be comparable to that of the ring 
current [Ganushkina et al, 2004]. The modeled Dst index 
can be in a very good agreement with the observed one 
[Ebihara and Ejiri, 2003] but the energy density of the ring 
current which constitutes in the Dst index consists mainly 
from medium energy ions when large-scale electric fields are 
only considered. High energy ions provide a significant part 
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Figure 5. Calculated proton ring current energy in Joule for total 
(1-200 keV dashed lines), medium (20-80 keV thin solid lines) and 
high energies (80-200 key thick solid lines) while tracing in 
(a) Tsyganenko T96 magnetic field and Volland-Stern electric field, (b) 
T96 and Boyle et al, (1997) polar cap potential applied to Volland-
Stern model, and (c) with addition of electric field pulses at substorm 
onsets, together with the measured Dst index (d) for May 2-4, 1998. 

of the ring current, energy density and electric current and 
they can be indeed created by acceleration by the substorm-
associated pulse electric fields. 

7. CONCLUDING REMARKS 

In this paper the role of the electric fields in the inner 
magnetosphere dynamics was discussed. While the magne­
tospheric magnetic field is relatively well-known and several 
empirical models exist, the electric field observations are 
much fewer and the separation of the large-scale properties 
and the smaller scale structures is much less clear. The main 
issues raised in this paper can be summarized as follows: 

1. The generator of the large-scale convection electric field 
is partly in the magnetospheric boundary layers and par­
tially in the magnetotail. The solar wind magnetosphere 

interaction can generate this electric field either by 
reconnection (Dungey model) or viscous interaction 
(Axford and Hines model). On the other hand, while the 
primary driver is the solar wind, the regions where the 
plasma pressure gradient is at an angle to the magneto­
tail current flow lines, the resulting field-aligned 
current can be the source for the additional tail electric 
field. 

2. Large scale convection models describe the electric field 
either by associating the solar wind and IMF behavior to 
the ionospheric potential pattern and via mapping to the 
tail (reconnection or viscous interaction as possible gen­
erators) or by adjusting the intensity of the convection 
field to the overall level of magnetic activity (plasma 
pressure gradients as possible generators). Both types of 
models yield large-scale stationary or slowly varying tail 
electric field pattern. It is important to include subauro-
ral electric fields for the ring current formation during 
disturbed conditions. 

3. Detailed tail observations have shown that the plasma 
transport in the magnetotail occurs in sporadic, intense 
flow bursts, which are associated with magnetic field 
dipolarization, high flow speeds, and highly fluctuating 
electric fields. It is thus clear that the models described 
in point (2) represent only a crude average of reality. 

4. Particle injections into the inner magnetosphere are asso­
ciated with fast plasma flow, magnetic field dipolariza­
tion and fluctuating electric fields. Empirical models can 
be used to show that the final ion energy and the lowest 
L-shell reached depend on the intensity of the convection 
and substorm associated electric fields. 

5. Observations show that during storms, the ions in the 
energy range 20-80 keV dominate the ring current 
energy density during the storm main phase, but that 
during the recovery phase the contribution from the 
high-energy ions (above 80 keV) becomes dominant. 
Several tests using empirical models showed that such 
behavior of the ion distribution cannot be obtained by 
simply using variable intensity of the large-scale convec­
tion electric field. Only the substorm-associated electric 
fields were strong enough to yield the observed fluxes of 
high-energy (above 80 keV) particles. 

As summarized above, the present state of our understand­
ing of the magnetospheric dynamics is quite advanced. Thus, 
gaining new understanding will necessarily require complex 
models of the electromagnetic fields and particle motion. 
This will require combination and coupling of multiple 
sources as well as large-scale and small scale processes. The 
relative significance of these is still an open issue and calls 
for detailed as well as synoptic observations, preferably 
simultaneously. 
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The geomagnet ic storm beginning on March 3 1 , 2001 was characterized by high 
solar wind speeds and long intervals of strongly-southward interplanetary mag­
netic field. These conditions led to high levels of magnetospheric convection and 
significant distortion in the inner magnetosphere. During a period of particularly 
intense driving by the solar wind, an - 0 6 3 0 U T substorm onset was observed to 
inject energetic particles into relatively low L-values in the premidnight regions of 
the inner magnetosphere. In this work we present the results of MHD/par t ic le sim­
ulations of the storm, focusing on the period immediately surrounding the 0630 
substorm. We analyze the characteristics of the global field prior to onset, and the 
evolution and effect of the subsequent dipolarization on the keV protons injected 
from the p lasma sheet into the inner magnetosphere. We find good qualitative 
agreement between global observations of the injection event and the results of the 
MHD/par t ic le simulations, and suggest that a weak field region in the near-Earth 
tail may have served as a source region for the more energetic particles injected in 
the premidnight regions of the magnetosphere. 

1. INTRODUCTION 

Transient processes affecting the field configuration in the 
near-Earth tail can have a direct effect on the energetic parti­
cle population in the plasma sheet and inner magnetosphere. 
In particular, magnetospheric substorms can inject energetic 
ions and electrons inside geosynchronous orbit {Reeves and 
Henderson, 2001], into the trapped particle region, energi­
zing particles participating in the injection process. Such 
particles can potentially enhance the ring current, increasing 
the storm-time magnetic disturbance at the surface of the 
Earth [McPherron, 1997], and may be a contributing source 
of energetic electrons populating the outer zone radiation 
belts [Kim et al., 2000; Ingraham et al, 2001]. Energization 
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of magnetospheric particles during a substorm may occur 
through some combination of betatron and Fermi acceler­
ation processes [Williams et al., 1990]. 

Observations of magnetospheric fields and particles dur­
ing substorm events has provided much insight into the phe­
nomenology of substorm particle injections [Baker et al., 
1996]. However, our understanding of substorms' affect on 
global particle dynamics may be furthered through direct 
simulation of the particle trajectories moving under the 
influence of representative electric and magnetic fields. For 
example, Li et al. [1998b] used analytic field models to 
examine the dispersionless injection of electrons into 
geosynchronous altitudes during a substorm dipolarization, 
and found that the bulk of the energization could be 
explained in terms of betatron acceleration as the particles 
were moved by the impulse into regions of stronger mag­
netic field strength. In that study, the idealized field model 
consisted of a gaussian electric pulse propagating through a 
dipole magnetic field, with a corresponding magnetic 
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disturbance satisfying Faraday's law. Birn et al. [1997a] and 
Kim et al. [2000] similarly examined the detailed dynamics 
of plasma sheet ions and electrons moving under the 
influence of an idealized substorm onset, using a physically-
based magnetohydrodynamic (MHD) simulation of the near-
Earth tail. 

Many aspects of substorm particle injections may be con­
sidered in the same terms as other types of impulsive injec­
tion events, e.g. particles injected during a storm sudden 
commencement (SSC) [Li et al., 1998a]. The dynamical 
characteristics of the injection front is an important contri­
buting factor in determining the extent to which a given par­
ticle population is affected by the substorm. Relevant 
characteristics include the amplitude of the induced electric 
fields seen by the particles, as well as the azimuthal and 
radial extent and propagation velocities of the injection front. 
For example, Elkington et al. [2002] used an analysis of an 
injection of particles during the March 24, 1991 sudden com­
mencement to show that coherent, impulsive injections were 
drift resonant in nature, i.e. those particles that saw the great­
est energization were those with drift velocities that allowed 
them to stay "in sync" with the injection front as it propa­
gated radially inward and spread azimuthally about the Earth. 
Sarris et al. [2002] undertook a parametric study of substorm 
injections using an analytic field model. That work suggested 
that observations of dispersionless particle injections were 
best explained in terms of an impulsive injection model that 
begins as a high-speed, Earthward-directed event in the mag­
netotail, slowing to under 100 km/s as the disturbance prop­
agates into the inner magnetosphere. 

The March 31, 2001 geomagnetic storm was characterized 
by significant dynamic pressures in the solar wind and 
notable levels of magnetospheric distortion, with the DST 

index dropping below -380 nT and the magnetopause, and 
perhaps even the bow shock, driven at times inside geosyn­
chronous orbit [Baker et al., 2002]. Intervals of southward 
interplanetary magnetic field as low as -50 nT led to intense 
magnetospheric convection, and significant activity in the 
magnetotail and premidnight/duskward regions of the mag­
netosphere [Skoug et aL, 2003]. In particular, an intense, iso­
lated substorm was observed at 0630 UT on March 31. 
Multisatellite observations of the injection process gave an 
unprecedented view of the characteristics of this substorm. 
Notably, the bulk of the substorm injection was centered on 
the premidnight sector of the magnetosphere, with the injec­
tion front approaching as close as 4 RE and dispersionless 
particle signatures seen at geosynchronous as far into the 
dusk sector as 20 LT [Baker et aL, 2002]. Global images of 
energetic neutral atoms (ENA) injected during the event are 
indicated in Plate 1, where protons with energies above 
27 keV are seen to be enhanced primarily in the post-dusk, 
premidnight sector of the magnetosphere. 

In this work we analyze the global field configuration as 
given by MHD simulations of the magnetosphere during the 
growth and onset of the 0630 magnetospheric substorm. We 
examine properties of the injection region, including the 
speed and evolution of the injection front during the sub­
storm onset and particle injection. Test particle simulations 
are conducted within the MHD fields, and show consistency 
with global observations of the newly injected particles. 

INJECTION FRONT ANALYSIS 

Magnetohydrodynamic simulations of the the March 31, 
2001 geomagnetic storm were undertaken using the Lyon-
Fedder-Mobarry MHD code [Lyon et aL, 1998; Fedder and 
Lyon, 1995]. The LFM consists of a coupled ionosphere mag­
netosphere model, solving the MHD equations on a 3D grid 
subject to upstream solar wind conditions. The LFM includes 
in a self-consistent fashion (within the limits of the MHD 
approximation, see [Sturrock, 1994]) physical effects rele­
vant to the study of substorm initiation and propagation, 
including reconnection, convection, and variable wave prop­
agation speeds. The driving solar wind conditions were taken 
in this case from measurements conducted by the ACE solar 
wind monitor, lying at the Lx point approximately -240 RE 

upstream of the Earth, and ballistically propagated to the for­
ward boundary of the simulation domain. The time period 
simulated encompasses the storm sudden commencement 
(SSC) occurring late on March 30, 2001, through the storm 
main phase and into the recovery phase on April 2. Further 
details of this particular simulation, including the MHD 
signatures of the 0630 dipolarization, are described in 
Wiltberger et al. [2004] (this volume). 

Results from the MHD simulation are indicated for the 
solar-magnetic equatorial plane in Plate 2, for the period 
(a) prior to and (b) during the substorm onset. Dashed circles 
concentric about the origin indicate radial distance in the 
equatorial plane at increments of 3, 5, 7,... RE. Contours indi­
cate magnetic field strength, arrows indicate the direction 
and magnitude of plasma flow, and the color scale gives 
the plasma density in the equatorial plane. To the right of the 
equatorial figures are the solar wind conditions driving 
the simulation (from top: Bz (nT), By (nT), vsw (km/s), and 
plasma density (cm - 3 )) , with a vertical line indicating the 
time at which the simulation snapshots were taken. For refer­
ence, the positions of four geosynchronous spacecraft 
(NOAA GOES-8 and 10; LANL 1991-080 and 1994-084) are 
indicated in the figure. 

Stretching and distortion of the geomagnetic field is 
observed about \5 RE downtail in the period prior to the 0630 
onset. This can be seen in the top panel of Plate 2, where the 
magnetic field contours indicate a local minimum in the mag­
netic field strength just east of the noon-midnight meridian. 
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Plate 2. MHD simulations of the SM equatorial magnetic field 
during the March 31 2001 geomagnetic storm at times (a) just prior 
to and (b) during the 0630 dipolarization event. Contours indicate 
magnetic field strength, arrows indicate the direction of plasma 
flow, and the color scale gives the plasma density in the equatorial 
plane. To the right of each panel are the solar wind conditions 
present at the respective time. 

« March 31, 2001 

Plate 1. HENA observations of energetic neutral atoms injected 
during the 0630 substorm on March 31 2001 [Baker et al, 2002]. 
Shown are >27 keV neutral atom fluxes (a) prior to, (b) during, and 
(c) following the substorm onset. 
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While such a weakening of magnetic field strength may be an 
indication of a local reconnection region, Earthward-directed 
plasma flow vectors at the tailward edge of the figure indicate 
reconnection is occurring further down tail. 

Shortly after 0630, the MHD simulation shows a collapse 
of the cross-tail current Earthward of the region of maximum 
magnetic distortion, whereupon the field relaxes to a more 
dipolar configuration. Concurrent with this, plasma flow 
velocities increase Earthward throughout the pre-midnight 
sector, as indicated in the lower panel of Plate 2. This jump in 
plasma flow velocity is seen to extend inside geosynchronous 
orbit. 

We wish to examine the location and evolution of the injec­
tion front throughout the dipolarization process. As a preli­
minary means of identifying the location of the front, we 
focus on the amplitude of the cross-tail electric field. This is 
the component of the electric field which would be responsi­
ble for the Earthward transport of energetic protons during 
the injection process. Figure 1 shows the Ey profile along the 
y = 3RE axis at selected times during the injection. The peak 
observed in the profile initially increases in amplitude as it 
propagates inward in association with the dipolarization, sub­
sequently decreasing in magnitude as it approaches the inner 
magnetosphere. The peak electric field amplitude seen in this 
region of the simulation, ~30 mV/m, is consistent with sub­
storm electric fields seen observationally (e.g. Fairfield et al. 
[1998]) and within previous MHD substorm simulations 
[Birn etaL, 1997a]. 

In Figure 2 we use a simple differencing method applied to 
the location of the maximum cross-tail field (indicated in the 

selected profiles illustrated in Figure 1 by the arrow at the 
peak of the evolving electric field) to gain some information 
about the propagation speed of the injection front. Though 
somewhat noisy due to the simplicity of the method used in 
tracking the front, the figure does indicate some of the gen­
eral characteristics of the time evolution of the injection 
region. The peak rapidly accelerates early in the dipolari­
zation process when the injection front was furthest downtail, 
and slows as the front arrives and breaks in the inner 
magnetosphere. Throughout most of the midtail region the 
front appears to propagate Earthward with a velocity between 
100-150 km/s, slowing to under 100 km/s as it moves into the 
inner magnetosphere. Both the speed of Earthward motion 
and the inward deceleration are consistent with observations 
of substorm-induced injection fronts [e.g. Russell and 
McPherron, 1973]. 

PARTICLE INJECTION 

The MHD flow velocities indicated in Plate 2 correspond 
to cold plasma flows, i.e. those particles whose motion is 
dominated by the local electric field. To investigate the effect 
of this injection process on more energetic particles, where 
magnetic drifts may also become important, we conduct test 
particle simulations of particles in the injection region during 
substorm onset. The technique used to track the particles is 
generally that described in [Elkington et al, 2002, 2004], 
whereby individual particles are traced in the MHD under a 
guiding center approximation in the equatorial plane. Those 
particles failing the adiabaticity criterion corresponding to 

J i i i I i i i I i i i I i i i I i i i L 

- 2 0 - 1 8 - 1 6 - 1 4 - 1 2 - 1 0 - 8 - 6 
x ( R E ) 

Figure 1. Ey (mV/m) in the equatorial plane at y = 3 at four successive times during the injection event. The arrows indicate points of 
maximum Ev at each time. 
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Figure 2. Velocity of the peak of the injection front as a function of distance downtail. 

guiding center motion (see, for example, Hudson et al. 
[1998]) are removed from the simulation. 

We initially focus on those protons that might have formed 
the seed population for the > 27 keV protons depicted in 
Plate 1. In the panel (a) of Plate 3, we begin with a population 
of 5 keV protons distributed in the equatorial plane through­
out the tail region. The grey bar at the bottom of the panel 
indicates the total number of particles initially (lower) and 
instantaneously (upper) within the simulation. In a fashion 
similar to Plate 2, magnetic field strength is indicated with 
solid contours, and each test particle is given a color accor­
ding to its first adiabatic invariant, M. Here M^p2/2m0B, 
where p is the relativistic momentum perpendicular to the 
local magnetic field, m0 is the particle rest mass, and B is the 
magnitude of the local magnetic field. In a dipole field in the 
equatorial plane, M for a given energy particle increases as the 
third power of the radial distance from the center of the Earth. 

Since the particles are moving under a guiding center 
approximation, M is conserved and serves to identify the 
bulk motion of different populations. Those 5 keV protons 
lying in the region of minimum magnetic field strength are 
seen to initially have a higher first invariant than those parti­
cles at similar radial distances but outside the local magnetic 
field minimum. 

Plate 3(b) shows the particle configuration a few minutes 
after the substorm onset. The grey bar numbering the total 
particles within the simulation indicates that a few of the sim­
ulated protons are lost in the injection process, either through 
failure to conserve the first invariant during the onset of 
reconnection, or lost on open drift trajectories that pass 
through the sunward or flank magnetopause regions. 
However, most particles starting closer to the noon-midnight 

meridian, and in particular, those protons in the island of 
minimum magnetic field strength at the beginning of the 
injection, are efficiently moved inside geosynchronous and 
into the stable trapping region. 

In Plate 4 we show the same protons depicted in Plate 3, here 
color coded by energy rather than first adiabatic invariant. 
Comparing Figures 3 and 4, we see that those protons initially 
within the local magnetic field minimum are heated to sub­
stantially higher energies than those outside the local 
minimum. This is due to the higher initial first adiabatic invari­
ant of this particle population. As the particles are injected 
inward to regions of higher magnetic field strength, the per­
pendicular energy increases as a result of conservation of M. 
Following the injection, we find those particles initially within 
the local magnetic field minimum largely confined to the 
premidnight sector inside geosynchronous orbit. In Plate 4(c), 
we plot only those particles which have been heated to energies 
> 27 keV The spatial distribution of these > 27 keV protons is 
similar to that of the injected particles observed by HENA, as 
illustrated in the middle panel of Plate 1. 

DISCUSSION AND CONCLUSION 

In this work we have examined characteristics of the sub­
storm and resulting particle injection that occurred at 0630 
on March 31, 2001. Using MHD simulations of the geomag­
netic field prior to onset, we discussed the global magnetic 
field configuration in the region of the tail which may have 
served as a source region for keV protons injected during the 
substorm dipolarization. Simulations show significant distor­
tion and stretching of the field in the near-Earth tail during 
the growth phase of the substorm, which leads to enhanced 
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Plate 3. Test protons with uniform initial energy of 5 keV injected 
into the inner magnetosphere during an MHD simulation of the 
March 31, 2001 0630 substorm. Color coding indicates particle first 
adiabatic invariant, M, while the sliding grey bar at bottom indicates 
the total number of particles within the simulation. 
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0 3 / 3 1 / 2 0 0 1 o"o E n e r g y ( keV) 4 0 . 0 p , W0 = 5 keV 

Plate 4. Same protons injected in Plate 3, color coded by energy. 
Panel (c) plots only those particles exceding 27 keV in panel 
(b), indicated by the vertical line on the energy color bar. 
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plasma flows into the premidnight region during the dipolari­
zation. Test particle simulations conducted in the MHD fields 
show evidence that the -27 keV duskside injection of protons 
observed by the HENA instrument aboard IMAGE (Plate 1) 
corresponded to a seed population of particles with energies 
of a few keV, injected from the weakened field region that 
formed ~15RE downtail during the growth phase of the sub­
storm. 

Correlations between magnetospheric simulations and 
global observations of this substorm (Baker et al. [2002], 
Skoug et al. [2003]; see also Wiltberger et al. [2004], this 
volume) suggest that further insight may be gained through 
more detailed examination of this event as a an example of a 
storm-driven substorm. Understanding the nature and origin 
of the current systems that lead to the magnetic weakening 
and distortion in the premidnight tail may provide insight into 
the evolution of the magnetosphere during strongly-driven 
conditions such as exhibited during this storm. Further, a 
more detailed examination should made of the implications 
of these weak-field regions for those particles heated to high­
est energies during a substorm injection. 

The analysis of the injection front characteristics seen in 
this MHD simulation, though preliminary, suggests good 
agreement with the propagation characteristics seen in other 
substorms. This includes both the electric field amplitude 
[Fairfield et al., 1998], as well as the velocity and [Russell 
and McPherron, 1973] and characteristic deceleration 
[Reeves et al., 1996; Shiokawa et al., 1997] of the injection 
region as it approaches the inner magnetosphere. Inasmuch 
as the azimuthal extent and propagation characteristics of a 
general injection disturbance contribute to the details of the 
particle energization [Birn et al., 1997b; Elkington et al., 
2002], future work should extend the analysis from the single 
axis examined here work to include a global picture of the 
characteristics and evolution of the injection front. 

Although the premidnight injection of keV particles shown 
in these simulations suggests a specific source region and pop­
ulation, a more detailed examination of the characteristics of 
the injected particles should be undertaken in the context of a 
broader study. The equatorial approximation used in this work 
is sufficient to demonstrate the general adiabatic motion of a 
population of particles, but cannot include effects out of the 
equatorial plane or those that result from bounce motion of the 
particles. The simulations should also extend the comparison 
to other energies to allow comparison of the dispersive nature 
of the injection, and include the self consistent evolution and 
weighting of the particle populations in the weakened field 
region in contrast to those in the rest of the tail. 

In conclusion, this study represents the first look at the 
March 31, 2001 substorm from the perspective of a sub-
storm's effect on energetic particles in the near-Earth magne­
totail. The use of real solar wind conditions to drive the LFM 

produces a substorm which agrees well with observed onset 
time and characteristics of the actual event. Using the MHD 
magnetic and electric fields to drive the particle simulation 
produces a proton injection into the inner magnetosphere 
which shows qualitative correspondence to global obser­
vations. We feel our techniques, and this event in particular, 
are well-suited for further study examining the details of the 
substorm injection process. 
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Storm-Substorm Coupling During 16 Hours of Dst Steadily at -150 nT 

T.I. Pulkkinen 1 , N. Yu. Ganushkina 1 , E. Donovan 2 , X. L i 3 , G.D. Reeves 4 , 
C.T. Russel l 5 , H.J. Singer 6 , and J.A. Slavin 7 

We examine storm-time solar wind - magnetosphere - ionosphere coupling dur­
ing October 21-22, 2 0 0 1 . This event showed atypically long-lasting, steady 
depression of the Dst index driven by both the solar wind and the magnetotai l 
dynamics. It is demonstrated that the solar wind pressure plays a role in the mag­
netospheric energy budget. It is also shown that the magnetotai l response to solar 
wind driving depends on the tail configuration and its history, which then affects 
the inner magnetosphere observations by changing the tail current contribution to 
Dst. It is concluded that the effects of solar wind driving to the inner magnetos­
phere dynamics may vary depending on the tail configuration, which limits our 
capability to categorize storm events using indices only. 

1. INTRODUCTION 

The traditional view of solar wind - magnetosphere coup­
ling asserts that substorms are key elements in the ring current 
intensification during storms [e.g., Chapman, 1940], while 
many later studies indicate that the ring current response is a 
function of the solar wind electric field only [e.g., Burton 
et al, 1975]. Two points highlight the importance of storm­
time substorms: (1) convection alone cannot energize parti­
cles to the observed energies [Pulkkinen et al, 2000; 
Ganushkina, this volume], and (2) a large part of the energy is 
dissipated in the ionosphere during stormtime substorms 
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[Lu et al, 1998]. It is important to note that all substorm-like 
activations during storms do not have characteristics similar to 
isolated substorms [Pulkkinen et al, 2002]. 

For magnetic storms, the Dst index gives an estimate of the 
ring current intensity. This index, and the high-time-resolution 
SYM-H, are defined as the average of the disturbance at sev­
eral low-latitude stations weighted by a function of the station 
latitude. While these indices constitute long time series and as 
such highly valuable data sets, their interpretation in terms of 
the solar wind driver is still under discussion [e.g., Hakkinen 
et al, 2003]. The uncertainty is caused by both the complex­
ity of the solar wind - magnetosphere interaction and the 
sources other than ring current (e.g., magnetopause, magneto­
tail, field-aligned currents) that contribute to the indices. 

While a variety of solar wind drivers cause "typical" mag­
netic storms, specific features in the driver can cause unusual 
magnetospheric response: Steady convection events arise 
from weak but steady driving [Sergeev et al, 1996], while the 
HILDCAA events occur as a response to strong Alfvenic 
fluctuations in the interplanetary magnetic field (IMF) 
[Tsurutani and Gonzalez, 1987]. Here we analyze magnetos­
pheric activity during a storm during which the Dst index was 
steady over an extended period of time and compare the 
results with substorm-like activity during typical storms. 

2. EVENT DESCRIPTION 

The storm initiated when the sheath region of an inter­
planetary magnetic cloud reached the magnetosphere at 
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1645 UT on Oct 21, 2001 (Figure 1). The shock was associ­
ated with a velocity jump from about 400 to 600 km/s. In the 
sheath, the IMF Bz was variable but mostly negative, and 
plasma pressure pulses reached above 40 nPa. The following 
magnetic cloud (0140-1915 UT on Oct 22) had a large nega­
tive Bx and slowly rotating BY and Bz. The leading edge of the 
cloud had near-zero Bz\ negative Bz dominated the latter part 
of the cloud passage. 

Figure 1 shows magnetic field data from both Advanced 
Composition Explorer (ACE) and Wind. The measurements 
are nearly identical even though the spacecraft were far apart: 
Wind was at (43.3, -7 .5 , 6.5) R E at the shock onset and 
moved to (22.3, 7.0, -0.1) R E by the end of Oct 22 while ACE 
moved from (220.9, 4.7, 26.2) R E to (220.7, 11.1, 25.3) R E 

(GSM coordinates). The average travel times from the satel­
lite position to the magnetopause were 4.5 min for Wind and 
36.7 min for ACE, assuming only motion in the X direction. 
These time shifts are included in all figures. 
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Figure 1. Interplanetary magnetic field measurements from WIND 
(gray dotted line) and ACE (black solid line) (a) Bx, (b) BY, (c) Bz in 
units of nT. (d) Solar wind pressure in nPa (black solid line) and 
density in c m - 3 (grey dotted line), (e) Solar wind speed in km/s. 
Time shifts taking into account the solar wind travel times 4.5 min 
for Wind and 36.7 min for ACE are introduced in the data, (f) SYM-H 
index in nT. 

The expected solar wind energy input into the magnetos­
phere can be estimated using the e parameter 

: 10 7 F£ 2 / 0

2 s in 4 

(1) 

[Akasofu, 1981], where V is the solar wind velocity, B the 
IMF, L0 = 7R E an empirical scaling parameter, and 0 = tan"1 

(BYIBZ) the IMF clock angle. The e parameter rose to above 
storm level (10 3 GW) immediately after the shock (Figure 2). 
It stayed at about 10 4 GW level almost throughout the sheath 
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Figure 2. (a) Epsilon-parameter computed using data from Wind, 
(b) Subsolar magnetopause distance in R E computed using data 
from Wind and model by Shue et al [1998]. (c) SYM-H and ASY-H 
indices, (d) AU and AL indices computed using data from IMAGE, 
CANOPUS, and 210-meridian magnetometer chains, (e) Geosyn­
chronous energetic electron observations. Differential fluxes for 
channels 50-75 k e y 75-105 k e y 105-150 keV, 150-225 keV, 225-
315 k e y and 315-500 keV from s/c 1991-080. (f) Bz in nT from 
GOES-10. (g) Bz in nT from POLAR (horizontal bars mark periods 
when X < - 6 R E ) . Large filled circles mark local midnight at the 
geosynchronous spacecraft. 
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encounter, but decreased at the cloud arrival to about 
10 3 GW, being still near storm level at the end of Oct 22. 
Based on the driver properties, the Oct 21-22 storm interval 
is divided into three periods: (1) The sheath region (1600-
0100 UT), (2) early part of the magnetic cloud with weak dri­
ving (0100-0930 UT), and (3) late part of the magnetic cloud 
with strong driving (0930-2400 UT). These periods are later 
referred to as "sheath", "weak driving", and "strong driving" 
periods. 

The pressure pulses pushed the magnetopause to geo­
synchronous orbit during 1650-2030 and 2300-0030 UT on 
Oct 21-22. Figure 2b shows the subsolar magnetopause loca­
tion computed from the solar wind and IMF using the Shue 
et al. [1998] model. The SYM-H index showed a strong pos­
itive peak beginning at 1645 UT on Oct 21, 2001, followed 
by a decrease to -130 nT by 1830 UT. After a period of 
strong activity there was a slow recovery during 0100-0930 
UT, after which SYM-H stayed at about constant level for 
another 15 hours. The substorm activity as measured by the 
auroral electrojet indices in the ionosphere was strong out­
side a quieter period during 0100-0930 UT on Oct 22. 
AL/AU-type indices were created using three meridional 
magnetometer chains, the CANOPUS chain in Canada, the 
IMAGE magnetometer array in Scandinavia, and the 210 
meridian chain in Eastern Asia. 

The Los Alamos instruments onboard geostationary satel­
lites showed intense substorm activity (Figure 2). During the 
strong driving period, particle injections were mostly clear 
and distinct and the electron fluxes at different local times 
increased almost at the same time. Thus, the entire inner 
magnetosphere responded in a coherent fashion. As GOES 8 
and GOES 10 moved to the nightside during early Oct 22, 
they recorded several substorm dipolarizations. The magne­
totail field was taillike with strong Bx and depressed Bz indi­
cating that the cross-tail current was intensified and its inner 
edge reached geostationary orbit. Polar further out in the 
magnetotail at 8 R E and 2230 MLT observed dipolarizations 
that occurred simultaneously with the geostationary orbit 
dipolarizations and injections. 

3. ENERGY DISSIPATION 

The ionospheric energy dissipation can be estimated using 
AE-based proxies for Joule heating and particle precipitation 
using 

PJH[W] = 2-1.9-10* AE[nT] (2) 

PPREC W] = 2 • 10 9 (4Ayl(AL[nT]) - 7.6). (3) 

[e.g., Tanskanen et al, 2002], [Ahn et al, 1983; 0stgaard 
et al, 2002]. Using this formulation, during the sheath 

encounter (storm main phase), the combined Joule heating 
and precipitation powers totalled about 900 GW, while during 
the weaker driving, the energy dissipation was at the level of 
about 200-300 GW (Figure 3). 

Figure 4 shows a scatter plot of the driver-response corre­
lation. The left and right panels show the dependence of the 
ionospheric power on the solar wind electric field and the 
solar wind dynamic pressure. The data resolution shown is 
2 min; the results remain the same even for 30-min averag­
ing. There is a tendency for weaker ionospheric power for 
weaker EY, the correlation is best during the strong driving. 
During the weak driving, the ionospheric dissipation has a 
linear dependence on the solar wind dynamic pressure with a 
correlation coefficient of 0.79; there is an indication of a sim­
ilar tendency for the sheath encounter also. 

The Burton et al. [1975] model has been revisited by 
O'Brien and McPherron [2000], who give a formulation for 
the pressure-corrected Dst* (= Dst -
terms of the solar wind EY 

7.26 

dDsfldt = Q(t) - Dsf/r 

+ 11.0), in 
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Figure 3. (a) Joule heat in GW, (b) particle precipitation power in 
GW, and (c) total ionospheric power in GW. (d) Dst index from 
Kyoto and model [Temerin and Li, 2002], (e) Pressure corrected 
Dst* and model [O'Brien and McPherron, 2001]. 
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Figure 4. Scatter plots showing the dependence of the ionospheric and 
ring current power dissipation on (left) the solar wind electric field and 
(right) the solar wind dynamic pressure. For ionospheric power, three 
periods are shown: From top to bottom: Sheath encounter, weak dri­
ving, and strong driving. The bottom panel shows the time derivative of 
SYM-H as a proxy for ring current power for the weak driving period. 

where Q(t) = -4A(VBS-EC) nT/h is the driver (zero for 
VBS < Ec), Ec = 0.49 mV/m, and the ring current decay time 
is T = 2.40 exp (9.74/(4.69 + VBS)) h. 

Figure 3e shows the pressure-corrected Dst* and the 
O'Brien and McPherron model. Pressure correction yields a 
deeper minimum during the first main phase, and there now 
is a Dst* -recovery during 00-09 UT on Oct 22. The model 
predicts a two-phase storm with two almost equal maxima. 
Thus, the £ r b a s e d model produces a smaller ring current 
during the sheath encounter than was recorded by Dst*, and 
overall lower level of activity. 

During the latter part of the cloud passage and strong dri­
ving, the inner magnetosphere was close to a steady state 
where the solar wind energy feeding to the ring current was 
just enough to compensate for its losses. If the input is steady 
at a level of TQ at a time when Dst*(i) = rQ, the Burton equa­
tion produces a constant Dst* with neither growth nor recov­
ery. For this case, when the IMF turned southward again at 
0930 UT, the parameters were V= 540 km/s and B = 15 nT, 
which give zQ =-133 nt, close to the observed Dst*, and 
thus the system was left close to a steady state. 

A recent model developed by Temerin and Li [2002] 
describes the Dst evolution using six complex terms formed 
as combinations of the solar wind and IMF, and about 30 para­
meters. Figure 3e gives the Kyoto Dst index and the Temerin 
and Li [2002] model. The model predicts a two-phase storm 
with a clear recovery in between. The model reproduces the 
observations quite well during the sheath encounter, but the 
faster than observed decay of the model leads to underestima­
tion of the index throughout the second activation. 

4. DISCUSSION 

The classical energy coupling studies assert that the energy 
dissipation in the ionosphere and magnetosphere depends 
mainly on the solar wind EY, while the pressure plays only a 
minor role. However, this event reveals a dependence of the 
ionospheric dissipation on the solar wind pressure, most 
clearly during the weaker driving, but also during the sheath 
encounter (see Figure 4). As the Dst* does not show similar 
dependence, this indicates that increasing the solar wind 
pressure increases the relative portion of energy dissipated in 
the ionosphere. Such pressure dependence has also been 
found in observations [Boudouridis et al, 2003] and in MHD 
simulations (M. Palmroth, private communication). 

The £y -based model [O'Brien and McPherron, 2000] 
showed weaker activity than observed, especially the first 
maximum did not reach the observed values. On the other 
hand, the Temerin and Li [2002] model using all solar wind 
and IMF data predicted the sheath encounter period well. The 
recovery after the first activation was faster than observed, 
which led to underestimation of the second activation. This 
indicates that not only the EY but also its fluctuations (see 
also Tsurutani and Gonzalez [1987]) and solar wind pressure 
effects contribute to Dst and Dst*, and probably also to the 
ring current enhancement. (Exact correspondence is difficult 
to obtain, as proxies of both input and output contain large 
uncertainties, including pressure correction of the Dst index 
during high solar wind pressure). 

During the sheath encounter, the strong pressure caused a 
positive contribution to the Dst index (Figure 5), and thus the 
Dst minimum was not as deep as it would otherwise have 
been. During the weaker driving, the almost linearly decreas­
ing pressure partially compensated the Dst change arising 
from ring current decay (pressure correction changed from 
~10 nT to zero). Furthermore, the magnetotail energy was 
increasing (decreasing Bz in the tail), which brought a nega­
tive component to the Dst index, and also compensated for 
the ring current decay. (The quiet-time field [Tsyganenko, 
1995] subtracted from observations is constant over time, 
which means that variations from zero reflect changes in tail 
current when the s/c is in the nightside and in the magne­
topause current when the s/c is in the dayside). It is often 
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Figure 5. (a) Pressure correction term 7.26 yjPsw - 11 for Dst*; 
(b) Tail magnetic field change Bz(GOES-10)-Bz(T96quiet); 
(c) Portion of solar wind energy dissipated in the ionosphere. 

assumed that the tail field contribution to Dst remains approx­
imately constant at about 20% level [Turner et al., 2002], 
but this event would indicate that depending on the appear­
ance of substorms, this ratio may vary over time. This can 
also be demonstrated by examining the energy dissipated in 
the ionosphere: It was smaller during weak driving and larger 
during strong driving (Figure 5). Thus, the absence of sub­
storms in the ionosphere led to storage of the solar wind 
energy in the tail as enhanced cross-tail current. The lack of 
recovery after the main phase is a balance between the ring 
current decay, decreasing solar wind pressure, and increasing 
magnetotail currents in the absence of substorms. 

The above suggests that not only the solar wind driver, but 
also the internal magnetospheric dynamics affect the ring cur­
rent and ionospheric energy deposition. In a study of about 
40 activations during 5 storms, Pulkkinen et al. [2002] argued 
that there are distinct types of stormtime activations in the 
magnetotail, which all have their typical characteristics and 
response to the SYM-H index (Figure 6). Those activations 
resembling isolated substorms had a clear positive change of 
SYM-H that started well before onset and maximized about 
10 min after onset, which was interpreted as decreasing the 
cross-tail contribution to SYM-H at the current disruption 
time. Another class of events resembled large bursty bulk 
flows (BBFs) with equatorward propagating ionospheric 
electrojet activation. These showed no consistent response in 
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F i g u r e 6. Superposed epoch analysis of stormtime electrojet 
enhancements. IL (local AL index from IMAGE magnetometer 
chain, shown solid) and SYM-H (dotted), (a) All events; (b) sub­
storm-like events with poleward expansion and particle injections; 
(c) BBF-like events with equatorward electrojet expansion and no 
particle injections; (d) sawtooth-like events from strong driving 
period during Oct 22, 2001. 

the SYM-H index. Finally, the quasi-steady oscillations 
causing sawtooth-like behavior in the particle injections 
[Reeves et al, 2002] observed in the strong driving period 
(Figure 3) caused a clear positive response to the SYM-H 
index. This period had a large ASY-H (Figure 3). The strong 
asymmetry and its dependence on the tail field characteristics 
was also pointed out by Le et al. [2004]. As all these events 
occur during storms, the variance in the superposed epoch 
analysis is quite large, but the typical behavior can be identified 
as well in individual events as in the means. 

In summary of the results here and in Pulkkinen et al. 
[2002], the tail response to external driving depends on the 
tail configuration and its recent history: If the tail is near 
its nominal configuration, a normal substorm may develop. 
If strong driving continues after plasmoid release, the tail 
may not have time to recover, and the driving re-activates the 
post-plasmoid plasma sheet flows creating a strong flow 
channel in a dipolarized tail. The substorm-like and BBF-like 
events occurred alternatingly at about 1-hour time intervals 
[Pulkkinen et al, 2002], which supports the above scenario. 
If the driving is steady (this event), strong saw-tooth oscilla­
tions can follow one another for extended periods. All 
together this then implies that substorms do not occur inde­
pendent of storms, but that the storm phase, driver, and tail 
characteristics all affect magnetotail dynamics. 
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Results discussed here indicate that activity indices have 
limited capability to describe the nature of the activity during 
storms: The AE-indices are a useful proxy for the amount of 
energy dissipated in the ionosphere, but do not reflect prop­
erties of the concurrent tail activity Similarly, the Dst behav­
ior is a complex function of the magnetospheric current 
systems, of the type of magnetotail activity, and of the solar 
wind driving properties. This unfortunately limits our capa­
bility to categorize storm events using simple indices only. 

5. CONCLUSIONS 

1. Solar wind pressure enhancements increase ionospheric 
energy dissipation during storms; 

2. Magnetopause reconnection is important means for 
energy transfer, but solar wind and IMF properties other 
than EY are also important for Dst dynamics; 

3. Magnetospheric dynamics affect Dst by changing the tail 
current contribution to Dst; 

4. The complex driver - response relationship limits our 
capability to categorize storms using indices only. 

These results and our previous analysis [Pulkkinen et al., 
2002] indicates that, as the magnetotail response to the solar 
wind driving depends on the tail configuration and its history, 
the effects of particular solar wind and IMF conditions to the 
inner magnetosphere also depend on the past and present tail 
configuration. 
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On the Relation Between Sub-Auroral Electric Fields, 
the Ring Current and the Plasmasphere 

RC. Brandt 1 , J. Goldste in 2 , P C . Anderson 3 , B.J. Anderson 1 , R. DeMajis t re 1 , 
E.C. Roelof 1 and D.G. Mitchel l 1 

Large electric fields in the sub-auroral, dusk side ionosphere have long been 
inferred from observations of fast (> 1000 m/s) sun ward ion drifts. Extreme 
Ultraviolet (EUV) images of the plasmasphere obtained by the E U V camera on 
board the IMAGE satellite, suggest that the dusk side plasmapause can be eroded by 
these strong sub-auroral electric fields. Ring current models, that self-consistently 
compute the electric field, can reproduce the observed phenomena qualitatively, 
and they indicate that the electric field is driven by the closure of the Region 2 (R2) 
pressure-driven field aligned currents (FAC) through the dusk side, sub-auroral 
low-conductance ionosphere. We investigate the temporal and spatial relation 
between global ring current images and the onset of sub-auroral electric fields by 
using data from the High Energetic Neutral Atom (HENA) imager on board the 
IMAGE satellite, Ion Drift Meter (IDM) data from the Defense Meteorological 
Satellite Program (DMSP), and field-aligned currents (FACs) derived from Iridium 
magnetometer data. We find that the ring current pressure is enhanced about 30 min 
before an erosion of the plasmapause is first observed. We compute the correlation 
between the Region 2 FAC obtained by Iridium multiplied by the size of the low-
conductance gap and the sub-auroral potential drop (SAPD) and find that it is 0.79 
for the period 16-23 April 2002. These results show that there is a correlation 
between the FAC, the size of the low-conductance gap and strength of the SAPD. 

1. INTRODUCTION 

The convection electric field of the inner magnetosphere 
is related directly to the transport and energization of plasma. 
Several semi-empirical models of the electric field are in 
contemporary use: for example the Weimer (Weimer, 1995) 
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and Volland-Stern (Volland, 1973) models. A few kinetic 
ring current models, such as the models developed by Wolf 
(1970) and Fok et al. (2001), derive the electric field in a 
self-consistent way by computing the currents driven by the 
plasma pressure distribution and closing it through an iono­
spheric model. Only the ring current models computing the 
electric field self-consistently are consistent with global ring 
current observations by the HENA imager on board 
IMAGE. Specifically, the model results reported by Fok 
et al. (2001) agreed well with the IMAGE/HENA observa­
tions reported by C:son Brandt et al. (2002), in which the 
peak of the <100 keV proton ring current was located in the 
post-midnight sector, rather than around dusk as is expected 
from ring current models utilizing the semi-empirical 
electric field models. 

Observations have shown large enhancements of the 
magnetospheric electric field on the dusk side into 
extremely low L shells (between 2 to 4) during large storms 
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(Wygant et aL, 1998; Rowland, 2002). There have been 
several observations of the corresponding electric field in the 
sub-auroral ionosphere. Anderson et al. (1993) found a rela­
tionship between the so-called Sub-Auroral Ion Drifts 
(SAID) events and auroral substorms by using multi-satellite 
data. Foster and Burke (2002) used the term Sub-Auroral 
Polarization Stream (SAPS) to indicate the broad region of 
sun ward plasma drift, equator ward of, and separated from 
the evening auroral convection cell, as described by Yeh et al. 
(1991). SAPS occurs over an extended region of latitude (e.g. 
the SAPD) and is of a duration on the order of several hours. 

Anderson et al. (1993) proposed a scenario, consistent with 
their observations, where sub-auroral FAC close via Pedersen 
currents with the outward flowing Region 1 currents at 
higher latitudes as depicted in Figure 1. The Pedersen current 
flows through the low-conductance gap in the sub-auroral 
ionosphere, which means that even a relatively modest 
Pedersen current can give rise to a significant potential 
drop across magnetic field lines. When mapped to the 
magnetic equator, the resulting poleward electric field will 
translate into a radially outward electric field in the ring 
current region. This scenario is qualitatively confirmed by 

self-consistent models of the ring current, such as the 
Comprehensive Ring Current Model (CRCM) (Fok et al., 
2001) and the Rice Convection Model (RCM) (Wolf, 1970). 
Observations and simulations by Goldstein et al. (2003b) 
show that the dusk side plasmapause is significantly distorted 
by an additional electric field. Foster et al. (2002) mapped 
the dusk side plasmapause to ionospheric heights and found 
that it coincided with the location the storm-enhanced 
electron densities related with the SAPS. The question is: 
what drives the SAPS? 

Anderson (2004) used a large data set of DMSP/IDM data 
to investigate the relation between the sub-auroral potential 
drop (SAPD) during storms with Dst. In this paper we exam­
ine the relation between the global ring current evolution and 
sub-auroral potential drops. We present global ring current 
and plasmasphere data during an event where a dramatic 
motion of the plasmasphere was observed at the same time as 
an enhancement in ring current and sub-auroral electric 
fields from DMSP/IDM were observed. 

If the scenario proposed by Anderson et al. (1993) holds 
then the SAPD should be proportional to the current flowing 
through the low-conductance multiplied by the resistance of 

Figure 1. Sketch of the production mechanism of the SAPS electric field as proposed by Anderson et al. (1993). 
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the gap. In order to test this hypothesis, we take the Iridium 
derived Region 2 current, integrated over the dusk side. This 
current is then multiplied with the latitudinal separation 
between the equator ward auroral boundary and the equator 
ward edge of the SAPD. We find a statistically significant 
correlation between these two quantities of 0.79. However, 
the correlation including SAPDs larger than about 20 kV, 
significantly decreases, which indicate that the hypothesis 
needs modification for high potential drops. 

2. OBSERVATIONS 

At around 19:30 UT on 17 April 2002, the EUV imager on 
board IMAGE observed a rather peculiar motion of the dusk 
side plasmapause. Plate 1 shows a sequence of EUV images 
illustrating this motion. The EUV images for this event have 
been analyzed in more detail by Goldstein et al. (2004). The 
evening side plasmapause bulged slightly radially outward 
at around 19:26 UT and then an inward (sun ward) motion 
commenced around 19:36 UT. The outline of the plasmpause 
for each instant is marked with a solid white line. The outline 
from the previous image in the sequence is over plotted with 
a thin, dashed line. Goldstein et al. (2003b) showed EUV 
observations of the plasmasphere during a substorm injection 
event. During that event the plasmaspheric bulge on the dusk 
side formed a remarkably thin and narrow plume. This fea­
ture could be reproduced by adding a SAPS-like electric field 
to a regular convection electric field. A SAPS electric field 
was observed simultaneously by DMSP, strongly suggesting 
that the SAPS electric field was responsible for the additional 
modification of the plasmapause. 

The event discussed in this paper displays the same behav­
ior as the event reported by Goldstein et al. (2003b) and 
occur during the same conditions: A dusk-side erosion of the 
plasmapause occurred at the time of enhanced SAPS electric 
field as observed by DMSP/IDM. In addition, an enhance­
ment of the ring current pressure is observed during the 
same time. 

Plates 2a-2c show the hydrogen ENA images during this 
period obtained by the HENA imager on board IMAGE in 
the 27-39 keV range. The ENA images are 10 min integra­
tions. The lower panels (Plates 2d-2f) shows the equatorial 
proton distribution in the same energy range derived by using 
the inversion technique developed by DeMajistre et al. 
(2004) and validated by Vallat et al. (2004). We see that there 
is a sudden increase of ion intensity in the ring current, that 
can be associated with an auroral substorm onset occurring at 
around 19:05 UT (not shown here). 

There are several cases where plasmapause motion is 
observed in conjunction with ring current increases. The 
question is whether the plasmapause motion is an effect 
of the ring current increase, or, if they are both effects of 

something else. There are clear cases when the plasmapause 
motion can be associated with convection enhancements, that 
would lead to an increase in the ring current too (Goldstein 
et al, 2003a). However, (Goldstein et al, 2003b) showed that 
the ionospheric sub-auroral electric fields on the dusk side 
directly affect the plasmapause shape, which implies that the 
simultaneous occurrence of ring current pressure enhance­
ment and plasmapause erosion is more than a coincidence. 

In order to investigate how the ring current relates to the 
sub-auroral electric fields via Region 2 FAC as proposed by 
Anderson et al. (1993), we use the HENA data to derive a 
proxy for the Region 2 FAC. This can be done by using the 
retrieved ion fluxes to compute the partial pressure and then 
use the force balance equation J x B = VP to derive the 
partial current. This method assumes an isotropic pitch-angle 
distribution and dipole field. Results have been reported by 
C.son Brandt et al. (2004); Roelofet al. (2004). 

It has to be kept in mind that the FAC proxy obtained this 
way is by no means a quantitative measure of the true 
Region-2 FAC intensity. First, the HENA derived pressures 
are only partial pressures obtained from hydrogen ENA 
images in the 10-81 keV, which is roughly 50% of the total 
pressure of the ring current (Krimigis et al., 1985). Second, 
we assume pitch angle isotropy, while statistical observations 
show that the pressure anisotropy during storms is about 2 
(De Michelis et al., 1999). Therefore, we may underestimate 
the pressure due to the viewing geometry from the high lati­
tude vantage point of IMAGE. Third, and perhaps most 
severe, we assume a dipole magnetic field during an event of 
a Dst of about -80 nT. This assumption underestimates the 
current intensity by several factors. The reason for this is that 
in a pure dipole magnetic field, FAC intensity depends only 
on the azimuthal pressure gradients. In a non-dipolar field 
the misalignment between the constant pressure contours and 
the constant magnetic field contours is stronger. We are 
currently improving the technique, but those results will not 
be covered here. 

The purpose of the derived FAC proxy is to shed light on 
how the ring current development relates to the current 
intensity, and in turn affects the SAPD. A more accurate 
picture of the total large-scale Region 2 FAC system can be 
derived from Iridium magnetometer data (Anderson et al., 
2000), but the current data set limits the time resolution to 
30 min, at best, and normally 60 min, for strong current 
systems, whereas the HENA derived proxy provides a typical 
resolution of 10 min. Moreover, the Iridium derived currents 
do not directly tell us what is driven by the ring current. 

Plate 3 shows the integrated strength of the potential drop 
in the 12-24 MLT sector in the sub-auroral region obtained 
by DMSP/IDM. The red line is the downward FAC intensity 
derived from Iridium magnetometer data integrated over 
the 12-24 MLT region and below 75°. The blue line is 
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the computed FAC proxy from IMAGE/HENA data using 
hydrogen 10-min ENA images (spaced 2 min apart) in the 
10-81 keV range. 

The technique used to derive the potential drops has been 
used in a number of studies (Hairston and Heelis, 1990; Rich 
and Hairston, 1994). The in-track electric field is calculated 
from the DMSP ion drift measurements and integrated along 
the orbit track. The limits of the integration on the evening 
and morning sides of the auroral oval are identified as the 
locations where the horizontal ion drift goes to zero or, in the 
cases where a small drift still exists (<100m/s), where the 
drift reaches an asymptote with respect to zero. Such small 
drifts can be due to neutral wind drag or errors in the absolute 
measurement of the drift. This integration typically produces 
a potential curve with a minimum on the evening side and a 
maximum on the morning side. The difference between the 
potential minimum and maximum is the polar cap potential 
(PCP). The SAPD is calculated on the evening side between 
the equatorial edge of the electron auroral oval determined 
using the SSJ/4 energetic particle data and the low-latitude 
limit used for the calculation. 

There are a number of errors inherent in the calculation 
of the potential drops. Integration is always from the evening 
side to the morning side and the potential does not always 
return to zero on the morning side probably due to time-
varying changes in the global electric field pattern during the 
25-minute traversal between the integration limits. This offset 
is typically less than 20 kV Authors of prior studies (Rich 
and Hairston, 1994) apply a linear correction to the potential 
curve to remove this offset; we choose not to do this in this 
study to avoid the uncertainties this may introduce. Note that 
the mean value of the offset in the potential for all potential 
calculations in this study is 11.5 kV The time-varying changes 
in the electric field pattern affect the calculation of the SAPD 
much less than the calculation of the PCP due to the shorter 
integration time (<5 min) of the SAPD. Identification of the 
limits of the integration at too high a latitude because the drift 
did not go to zero, can introduce a small error. A cross-track 
drift of 100 m/s corresponds to an along-track electric field 
of ~5 mV/m; this contributes less than 3 kV integrated over 
5° of latitude. Errors in the absolute value of the measured 
drift (<40 m/s) similarly introduce a relatively small error. 
This error depends on the distance the satellite travels in the 
sub-auroral region for the SAPD and between the convection 
reversals for the PCP. Integration in the sub-auroral region 
over 15° (on the order of the largest distance used) produces 
an absolute error in the SAPD of less than 3.5 kV 

Although the time resolution of the DMSP/IDM data is 
about one hour (orbital period of the satellite), Plate 3 
indicates that there is a dramatic rise of the SAPD between 
18:00 UT and 21:00 UT. The black vertical line indicates 
19:36 UT when the first motion of the plasmapause could be 

detected. We see that the Iridium-derived FACs (red line) rise 
until 19:30 UT and then decrease gradually through 22:00 UT. 
The HENA-derived FAC proxy (blue line) implies that there 
is a sharp peak of Region 2 FAC on the dusk side between 
19:20 and 19:30 UT. This implies that the pressure driven 
FACs closing through the dusk side ionosphere increased just 
some ten minutes before the observed plasmapause motion. 

Large sub-auroral electric fields and their effects have been 
seen in much more detail from ground radar data and in total 
electron content (TEC) maps (Foster and Vo, 2002; Foster 
et al, 2002), where they display a tongue of relatively 
enhanced ionospheric densities extending from post-dusk 
local times to higher latitudes toward noon. This tongue of 
enhanced electron density was reported by Foster (1993) and 
was shown to merge with anti-sun ward flow of enhanced 
ionization over the polar cap. 

3. DISCUSSION 

Models indicate that the SAPD is produced by the closure 
of the Region-2 FACs poleward through a low-conductance 
gap. The Region-2 FACs are driven by the ring current 
pressure distribution. Therefore, to a first approximation the 
SAPD should be directly related to the resistance of the low-
conductance gap multiplied by the current flowing through it. 

To test the validity of this hypothesis, let us take the 
Region-2 current density into the ionosphere, integrated over 
the dusk side sub-auroral region. This will then represent the 
total current (A) that may close through the low-conductance 
gap. It is, of course, true that all this current may not close 
poleward through the low-conductance gap, but it is not 
unreasonable to assume that whatever current is closing 
through the gap is closely related to the total Region-2 FAC. 

If the conductance across the gap is constant, we can futher 
assume that the resistance is proportional to the spatial 
length scale of the gap. Anderson (2004) defined the 
poleward edge of the gap as the equator ward edge of the 
electron auroral oval, which can be found from DMSP 
precipitating electron data. The equator ward extent of the 
SAPD is difficult to quantify because of uncertainties in 
where to identify the equator ward SAPS boundary. 
Therefore we take the equator ward edge as the latitude 
where the SAPD (counting from the pole toward lower 
latitudes) reaches 90% of its value. The separation can then 
be taken as the difference in these two latitudes. The correla­
tion between the potential drop U and the product between 
the current intensity and the separation should indicate 
whether or not the hypothesis is realistic. 

In Figure 2 we have plotted the integrated current intensity 
multiplied by the separation distance in radians D as defined 
above versus the SAPD for the time period 16 April through 
23 April 2002. We find a statistically significant correlation 
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Plate 2. Upper panel shows a sequence of the ENA images obtained by HENA in the 27-39 keV range. Lower panel shows the 
responding equatorial ion distribution obtained through a linear inversion of the ENA images in the upper panel. 
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Plate 3. The black line shows the integrated strength of the SAPD obtained by DMSP/IDM. The red line shows the integrated Region 2 
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Figure 2. The correlation between the SAPD and the product between the dusk side integrated Region 2 FAC and separation between 
the SAPD and the auroral zone. The correlation coefficient of 0.79 was found to be statistically significant. 

of 0.79 between these two quantities. The two quantities 
were tested for the probability that they have significantly 
different means. The probability value found is very close to 
one, and therefore the correlation is statistically significant. 
The correlation becomes insignificant (with a level of signi­
ficance of 0.05) if only samples with potential drops less than 
1.5 kV are included. Furthermore, the 0.79 correlation was 
the highest found and found only when all samples were 
included. 

We notice that the spreading in current times distance 
becomes large for higher SAPDs. For potentials higher than 
20 kV the correlation decreases to 0.46, and for samples with 
potentials less than 20 kV the correlation is 0.70. This sug­
gests that there may be other factors that need to be taken into 
account for SAPDs higher than 20 kV, and the hypothesis 
needs to be modified. 

Several aspects of the relations between the sub-auroral 
electric field, the ionospheric conductance and the ring current 
have not been covered here. For example, the ionospheric con­
ductance is increased by the ionospheric flows associated with 
the sub-auroral electric fields (Anderson et al, 1993). An 
increased ionospheric conductance would lead to a weaker 
shielding field, which would allow the ring current to penetrate 

closer to the Earth and perhaps weaken due to an increased 
charge exchange. 

4. SUMMARY 

This preliminary study has been an attempt to investigate the 
validity of a hypothesis for the production mechanism of the 
strong dusk side SAPD observed frequently by DMSP/IDM. 
In this hypothesis the SAPD is produced by the closure of the 
Region-2 current, poleward through the low-conductance gap 
equator ward of the auroral zone. 

In order to investigate the relation in detail between the 
ring current and sub-auroral electric fields, we derived a 
proxy for the Region 2 FAC from global proton pressure 
distributions during 17 April 2002. The pressure distribu­
tions were retrieved from global hydrogen ENA images in 
the 10-81 keV range obtained by the HENA imager on board 
IMAGE. We found that the dusk side HENA-derived FACs 
increased in intensity about 10 min before the first detectable 
motion of the dusk side plasmapause observed by the EUV 
camera on board IMAGE. DMSP/IDM data implied that the 
sub-auroral electric field during this period became 
enhanced. Although the inferred electric fields from 
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DMSP/IDM have a coarse time resolution of about one 
hour, these observations are consistent with the scenario 
proposed by Anderson et al. (1993), in which the ring cur­
rent pressure gradients drive Region 2 FACs downward in 
the dusk side, sub-auroral ionosphere, where they close with 
the poleward Region 1 through a low-conductance gap via 
Pedersen currents. This will translate into a radially outward 
electric field in the equatorial ring current/plasmapause 
region that in turn will enhance the azimuthal drift of the 
plasmasphere and thus erode the plasmapause. 

In order to test the validity of the hypothesis, we 
investigated how the SAPD (measured by DMSP/IDM) 
relates to the dusk side Region-2 current and the size of 
the low-conductance gap. In a first order approximation, the 
SAPD should be the product between the resistance of 
the gap and the current intensity flowing through it. As the 
gap resistance we took the latitudinal distance between 
the equator ward edge of the auroral electron precipitation 
and the low-latitude point where the SAPD reached 90% of 
its total integrated value. The current was approximated by 
the dusk side Region-2 FAC (obtained by Iridium) integrated 
over the dusk side. For the period of 16-23 April 2002, we 
found a correlation of 0.79 between the two quantities. This 
result is consistent with the scenario put forth by Anderson 
et al. (1993), and indicates that there are more factors affect­
ing the SAPD, than this simple hypothesis suggests. A more 
detailed analysis of additional factors are currently being 
pursued. 
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Transmission Line Model for Driving Plasma Convection 
in the Inner Magnetosphere 

Takashi Kikuchi 

National Institute of Information and Communications Technology, 4-2-1, Nukui-Kitamachi, Koganei, Tokyo, Japan 

The plasma convection in the inner magnetosphere reacts quickly after a growth 
of the polar cap potential, as revealed by the quick onset of the development of the 
partial r ing current as demonstrated by Hashimoto et al [2002]. In order to 
explain the quick response of the inner magnetosphere , we apply the Earth-
ionosphere waveguide (transmission line) model developed by Kikuchi and Araki 
[1979b]. In this paper, we examine how the TMO mode is excited in the waveguide 
by the electric potential transported along with the field-aligned currents, and 
show that the electric potential is transmitted horizontally at the speed of light in 
the Earth-ionosphere waveguide. We then evaluate the attenuation of the TMO 
mode by calculating the Poynting flux transported upward from the Earth-
ionosphere waveguide into the conducting ionosphere. A fraction of the Poynting 
flux is further transported into the magnetosphere when the Alfven conductance 
of the magnetosphere is not very small compared with the ionospheric conduc­
tance. The upward transportation of the Poynting flux causes a loss of the hori­
zontally transmitting energy, resulting in the attenuation of the TMO mode , but 
it is not substantial compared to the geometrical attenuation due to the finite size 
of the polar electric field. We stress that the electric field associated with the 
ionospheric current is mapped upward into the magnetosphere by the Alfven 
mode , which drives the p lasma convection in the inner magnetosphere . We note 
that the ionosphere is not a generator but constitutes a t ransmission line for the 
electromagnetic energy to be transported into the inner magnetosphere . 

1. INTRODUCTION 

SuperDARN and magnetometer observations have 
demonstrated that the ionospheric convection developed 
nearly instantaneously at the dayside and nightside polar 
ionosphere [Ridley et al, 1998; Ruohoniemi and Greenwald, 
1998]. The prompt propagation of the convection electric 
field to the nightside ionosphere has been interpreted by 
means of the fast mode waves in the magnetosphere [e.g., 
Ridley et al, 1998; Stinker et al, 2001]. 

The Inner Magnetosphere: Physics and Modeling 
Geophysical Monograph Series 155 
Copyright 2005 by the American Geophysical Union 
10.1029/155GM20 

Hashimoto et al [2002], on the other hand, demonstrated 
that the partial ring current developed a few minutes after 
the development of the polar cap potential, based on the 
magnetometer observations at low latitudes as well as in 
the polar cap. Hashimoto and Kikuchi [2005] further demon­
strated that the plasmasheet thinning in the nightside geo­
synchronous orbit started simultaneously with the 
development of the two-cell ionospheric convection 
observed by SuperDARN. These results imply that the 
plasma convection in the near-earth magnetosphere devel­
oped concurrently with the ionospheric convection. 
Hashimoto et al [2002] discussed that the fast mode may 
not play a role since it just reduces an imbalance in the 
magnetic pressure distribution and hardly drives rotational 
motion of plasma. They suggested that the ionosphere played 
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a crucial role in driving the convection in the inner magne­
tosphere. However, the mechanism for transmission of the 
convection electric field to the inner magnetosphere has been 
a question to be answered. 

Horizontal transmission of the polar electric field to low 
latitudes was studied by Kikuchi et al. [1978] and Kikuchi 
and Araki [1979b], to explain the simultaneous onset of the 
preliminary reverse impulse (PRI) of the geomagnetic sud­
den commencement as shown by Araki [1977]. Kikuchi and 
Araki [1979b] showed that the zeroth-order transverse mag­
netic (TMO) mode could transmit the polar electric field to 
low latitudes at the speed of light. The attenuation of the TMO 
mode was negligibly small under the daytime ionospheric 
parameters. Kikuchi and Araki [1979b] also indicated that the 
transmitted electric field was mapped upward into the mag­
netosphere with no significant attenuation. The instantaneous 
transmission of the polar electric field was applied to explain 
the coherent occurrence of the DP2 magnetic fluctuations 
[Kikuchi et al, 1996]. Although the TMO mode successfully 
explained the simultaneous onset of the PRI and the excellent 
coherency of the DP2 at high latitudes and at the dayside dip 
equator, questions have not been answered on the excitation 
of the TMO mode and the attenuation of the TMO mode due 
to the finite conductivity of the ionosphere, particularly for 
the nighttime condition. 

The purpose of this paper is to examine how the TMO 
mode is excited and transmitted to the nightside ionosphere 
with no significant attenuation. Then we apply the TMO 
mode propagation to explain the quick response of the con­
vection in the inner magnetosphere. In the following sec­
tions, we first examine how the TMO mode is excited by the 
electric potential carried along the field-aligned currents 
from the dynamo in the outer magnetosphere. We then eval­
uate attenuation of the TMO mode due to finite conductivity 
for the nighttime condition, and Poynting flux escaping 
into the magnetosphere from the ionosphere. We finally con­
clude that the electric field transmitted from the ionosphere 
drives the convection in the inner magnetosphere. 

2. THREE-LAYERED MODEL 

2.1. Equations and Solutions 

Kikuchi and Araki [1979b] solved equations in the three-
layered waveguide composed of the vacuum, conducting 
ionosphere and fully ionized magnetosphere (MHD) 
terminated below by the perfectly conducting Earth as 
schematically shown in Figure 1. The propagation is assumed 
to be in the x-z plane, and the model is assumed to be 
uniform in y-direction. The electric and magnetic fields in 
the vacuum region are governed by the Maxwell equations 
shown below. 

f j f \ 

t s„ 
f \ 

(z) 

f y f y f 
S S I(z) 'ft Con d (let in g ionoj sphere 

S x T ( x ) ji=> S „ y ( x + A x ) 

x x + A x 
Perfectly conducting ground 

z=d 
z=0 

Figure 1. Three-layered Earth-ionosphere waveguide composed of 
MHD medium (magnetosphere), conductor (ionosphere) and vac­
uum (neutral atmosphere), which is terminated below by the per­
fectly conducting ground. The TMO mode in the waveguide is 
characterized by the transverse magnetic field, HyW and the vertical 
electric field, EzW. The electric and magnetic fields provide the 
Poynting flux, SxY, transmitting in the x-direction. A fraction of 
energy escapes into the ionosphere (Szi) and the magnetosphere 
(S z M ) , causing the attenuation of the TMO mode. 

VxEv=-n,-^, (1) 

dF 
V x t f F = £ o - X (2) 

dt 
where E and H denote the electric and magnetic field vec­
tors, respectively, and JLL0 and s0 the magnetic permeability 
and electric permitivity, respectively. The suffix V refers to 
the vacuum region. 

In the ionosphere, we have similar equations with conducting 
currents as shown below. 

V x £ , = - A (3) 
dt 

VxHj=GEh (4) 

where cr denotes the conductivity of the ionosphere, and I 
refers to the ionosphere. The ionospheric conductivity is 
assumed to be isotropic. If the Hall conductivity is taken into 
account, the transverse electric (TE) mode is produced by the 
TMO mode. However, no significant modification is made on 
the propagating TMO, since the TE mode is an evanescent 
mode in the Earth-ionosphere waveguide [Kikuchi and Araki, 
1979b]. 

In the fully ionized magnetosphere, the electromagnetic 
fields are transmitted by the magnetohydrodynamic (MHD) 
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waves, which accompany motion of the magnetized plasma. 
Thus, the basic equations include the equation of plasma 
motion and the relation for the frozen-in condition. 

V x HM = J, 

EM + u x B0 = 0, 

du 
dt 0 

(5) 

(6) 

(7) 

(8) 

where u and / denote the velocity of the plasma and electric 
current, respectively. The suffix, M refers to the magneto­
sphere. As we focus our attention on the inner magneto­
sphere, particularly the MHD region above the conducting 
ionosphere, we ignored the pressure of the plasma in the 
equation of motion (8). As was done by Kikuchi and Araki 
[1979b], we solve the equations as an initial-boundary-value 
problem. For this purpose, we use the Laplace transformation 
with respect to time in the above listed basic equations. 
The Laplace transform of Hy is defined as below. 

hy(x,s) = ̂ Hy(x,t) e~stdt, (9) 

The governing equations for the transverse magnetic field 
are readily obtained after Laplace and Fourier transforma­
tions are applied, which are given below for the vacuum, 
conductor and MHD medium, respectively. 

d2h 
yv 

dz2 

„ 2 \ 

V = - ^ V ( 0 ) = - " J f f d 3 ) 

-^-f-(p+ws)-hyI=-^-[i-hyl (0) 

= -H, y0 

2 p 
K S 

d2h 'yM 

dz2 r 2 yM 

(14) 

(15) 

where c denotes the light speed. In deriving the equa­
tions (13)-(15), we assumed a stepwise increase in the 
magnetic field as a function of time at x = 0 in the vacuum 
and conducting media, of which Laplace transform is 
expressed as 

s 
(16) 

where s denotes a complex parameter. The inverse Laplace 
transform of hy is given by 

I ra+jco 
H (x, 0 = ; h (x, s) es,ds, 

2k- j >"-]•» y 
(10) 

where a is a real number. As we describe in section 2, 
the transverse magnetic field Hy is transmitted into the 
Earth-ionosphere waveguide through the polar ionosphere. 
The transmitted magnetic field is assumed to be the bound­
ary condition at one end of the waveguide, which would 
excite the TMO mode in the Earth-ionosphere waveguide. 
Since the boundary condition is fixed, we can apply the 
Fourier sine transform with respect to x to the magnetic field 
as below. 

o o 

where lis represents the Laplace transform of the Heaviside 
unit function of time, U(t) and Hy0 the intensity of the 
magnetic field at the boundary. Since the transverse magnetic 
field propagates along the field line in the MHD medium, 
we give Hy = 0 at x = 0 in (15). Thus we have solutions of 
(13), (14) and (15) and the accompanying horizontal electric 
fields as 

nyv ~nyO\l f 2 x + Avle 

+ Ay2C 

Ay^C Ayr^C 

(17) 

(18) 

where (3 denotes a real parameter. The inverse Fourier trans­
form is given below, 

o o 

h

y(x>s) = Slhy(P>s) sm(P'X)dp. (12) 

in the vacuum, 

K = 
n s(/3 + fi0<J-s) (19) 

+ A12e 
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~a V 
Hods 

\ 

J 
(20) 

1 dhyV _ 1 -±s 

s0s dx 
(25) 

in the conductor, and 
The inverse transform is given as follows. 

( z - J ) 

hyM ~ AM1e vA 

( j_z-d)s 

A P VA 

(21) 

(22) 

in the MHD medium, where the coefficients A's represent 
constants. The coefficients are determined by boundary con­
ditions at the interfaces between the different media; the hor­
izontal electric and magnetic fields are continuous at the 
interfaces, the horizontal electric field vanishes at the surface 
of the ground, and the electric and magnetic fields vanish at 
the infinite z. 

2.2. TMO Mode in The Vacuum Region 

The first term of the solution in the vacuum (17) represents 
a mode propagating in the x-direction with uniform intensity 
in the z-direction. This mode is the zeroth-order transverse 
magnetic (TMO) mode studied by Kikuchi and Araki [1979b], 
of which inverse-Fourier and -Laplace transforms are given 
below. 

"yV 

9 1 0 0 R 1 -
— f P

 Tsm(Px)dp =Hy0-i 

HyV=Hy0U t—\. 
c 

(23) 

(24) 

As indicated in (24), the TMO mode propagates at the 
speed of light, without suffering attenuation. On the other 
hand, the second and third terms of (17) represent secondary 
magnetic fields depending on z produced at the interface 
between the vacuum and the conductor, which causes 
attenuation of the TMO mode. The secondary magnetic 
fields are obtained by determining all the coefficients in 
(17)-(22) coupled with each other through continuity equa­
tions of the horizontal electric and magnetic fields at the 
interfaces. 

In the followings, we derive the attenuation of the TMO 
mode from the loss of the horizontally transported Poynting 
flux, instead of solving the equations simultaneously. The 
TMO mode does not accompany the horizontal electric field, 
E x , but accompany the vertical electric field Ez as obtained 
from (2) and (23) as below. 

EzV=-Z0Hy0U\t- (26) 

The result, (26) indicates that the vertical electric field is 
transmitted at the speed of light in the x-direction in the same 
way as the transverse magnetic field. Since the electric 
potential of the ionosphere with respect to the ground is 
defined by Ez multiplied by the height of the ionosphere 
(100 km), we obtain an important result that the ionospheric 
potential is transmitted at the speed of light by the TMO mode 
in the Earth-ionosphere waveguide if the attenuation is 
ignored. 

In the conductor, the horizontally propagating mode 
expressed by the first term of (19) represents the diffusion of 
the magnetic field through the conductor. As discussed by 
Kikuchi and Araki [1979a], the one-dimensional propagation 
through the ionospheric E-region never plays a role in trans­
mitting the electric field horizontally because of a time lag of 
the order of an hour. The second and third terms of (19) rep­
resent magnetic fields determined by the boundary condi­
tions at the interfaces. These terms represent electromagnetic 
fields excited by the TMO mode at the lower boundary of the 
conducting ionosphere. 

In determining the electromagnetic fields in the iono­
sphere, we first evaluate a transient time for the electric and 
magnetic fields in the ionosphere to reach a quasi-steady 
state in which the electromagnetic fields are well controlled 
by the boundary conditions at the interface with the magneto­
sphere. If we let the conductivity and thickness of the iono­
sphere be 2 10 A -4mho/m and 30 km for the daytime 
condition, we obtain 1 sec for the transient time in which 
the skin depth is equal to the width of the ionosphere. Thus, 
if we focus our attention to the time greater than 1 sec, the 
electromagnetic fields in the ionosphere do not depend on 
time, and are determined by the magnetospheric and iono­
spheric parameters, as expressed below. 

HAx)- az HyV{x), 

HyV(x), 

(27) 

(28) 

where I,A and 2 7 denote the Alfven conductance of the mag­
netosphere and height-integrated ionospheric conductivity, 
respectively, which are given below. 
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(29) 

where d represents the thickness of the ionosphere. 
In the magnetosphere, the transverse magnetic field is 

transmitted upward along the magnetic field lines by the 
Alfven waves. The magnetic field and the associated electric 
field are expressed as below. 

HyM(x)-

1 
HyV(x)U 

t - -

t 

(30) 

(31) 

Here we note that the electric field in the ionosphere is 
uniform in the ionosphere, and is transmitted at the Alfven 
speed upward along the field lines in the magnetosphere. The 
solutions (27) and (30) imply that a part of the electric cur­
rents flow at the front of the Alfven wave, carrying the trans­
verse magnetic field (30) behind. In an extreme case of 
negligibly small Alfven conductance, most currents flow in 
the ionosphere, and the electric field in the magnetosphere is 
determined by ionospheric currents and ionospheric conduc­
tance as discussed by Kikuchi and Araki [1979b]. 

3. EXCITATION OF THE TMO MODE 

Tanaka [1995], based on a global MHD simulation, 
demonstrated that the Region-1 field-aligned currents are 

generated around the cusp, where the magnetic stress energy 
is converted to the internal energy of hot plasma and then to 
the electromagnetic energy transmitted along the field lines. 
The potential electric field is transmitted along the field lines 
to the polar ionosphere, and is partly reflected at the con­
ducting ionosphere. We here assume that the field lines are 
replaced by a transmission line [Watanabe et al, 1986] with 
the intrinsic impedance, Z b terminated by the conducting 
ionosphere with the impedance, Z 2 (1/height-integrated 
conductivity). We here assume that the magnetosphere-
ionosphere-ground system is axi-symmetric as shown in 
Figure 2, so that a pair of the field-aligned currents has a 
positive and negative potential V as shown in Figure 2. If we 
assume that the center of the magnetospheric transmission 
line is of null potential and that the potential of the ground is 
null, the dashed line can be replaced by a perfectly conduct­
ing plane. Then we have a bent transmission line composed 
of the magnetospheric transmission line and the Earth-ionos­
phere waveguide with load ionosphere inserted in between 
(Figure 2). If we let the intrinsic impedance of the Earth-
ionosphere transmission line be Z 3 , the reflection coefficient 
at the surface of the ionosphere and the transmission 
coefficient are expressed as follows. 

r — 

t = -

Z2Z3 ZX(Z2 + Z 3 ) 
Z^+Z^Z. + Z,)' 

2Z2Z3 

z ^ + z ^ + z y 

(32) 

(33) 

Region-1 fleld-alignejd 
currents 

Conducting ionosphere 

V= Vo 

Z\\ Impedai 

Earth-ionosphere waveguide 
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E,: Incident 

transmission line 

eh ctric field 

E,:Total e| dctric field 
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Hy.Boundary condition for 
the Earth=ionosphere 
waveguide 

Figure 2. Magnetosphere-ionosphere-ground transmission system composed of magnetic field lines and the Earth-ionosphere 
waveguide. The TMO mode is excited in the waveguide by an energy transmitted through the ionosphere. The dashed line indicates 
null-potential, which separates the system into two bent transmission lines (see text). 
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where the intrinsic impedances are defined as below. 

Zx = l/Zj (34) 

We here take the parameters of the magnetosphere, 
ionosphere and vacuum as 

VA = 1000 km/s 

ZP = 5 mho 

Zv- 311 ohm. 

Then we have t = 0.27. It should be stressed that 27 percent 
in strength of the incident electric field is transmitted into the 
Earth-ionosphere transmission line (waveguide). The trans­
mitted electric field should accompany a transverse magnetic 
field of which intensity is determined by the following 
relation. 

H=EJZV (35) 

If we let this transverse magnetic field be the boundary con­
dition for the Earth-ionosphere waveguide, the TMO mode 
will be excited as shown above. 

4. ATTENUATION OF THE TMO MODE 
IN THE WAVEGUIDE 

We here evaluate the attenuation of the TMO mode in the 
Earth-ionosphere waveguide by calculating loss of the hori­
zontally transported Poynting flux instead of determining all 
the coefficients in (17)-(22). We assume that the loss of the 
Poynting flux should be equal to that transported upward 
through the ionosphere, which is calculated using the results 
obtained above, (27)-(28). 

As shown in Figure 1, we let the Poynting flux flowing 
across the section at x be SxV (x). The Poynting flux in the 
x-direction is derived from the transverse magnetic field (24) 
and the vertical electric field (26) as shown below. 

SxV=E2VxHyV=Z0H'y0U t--\. (36) 

The energy transported through the waveguide across x =x is 
obtained from (36) by multiplying the height of the iono­
sphere (h) as expressed below. 

Wx(x) = h-SxV{x). (37) 

The upward propagating Poynting flux in the conductor is 
derived from (27) and (28) as expressed below, 

SzI(x,z)-^ 
+ Zl - cr • z 

HIV{X). (38) 

The Poynting flux penetrating upward across the lower edge 
of the ionosphere is given by, 

S2l(x,z = 0)--
1 

H2

yV(x), (39) 

and the Poynting flux transported into the magnetosphere is 
given below, 

jH2

yV(x)-U 
f z^ 

t (40) 

We assume that energy is not produced inside the section 
bounded at x and x + Ax (Figure 1), the energy leaked into the 
ionosphere is derived from the divergence of energy trans­
ported in the waveguide. Thus, we have 

h[SxV(x) - SxV(x + Ax)] = AxSzI(x,z = 0). (41) 

This equation leads to a differential equation described as 
below. 

dSxy(x) 1 1 
dx 

SxV(x). (42) 

We here define the ratio of the Poynting flux at x to that at 
x = 0 as follows, 

0.0265x[Mm] 

= e 

or the ratio of the electric field is 

(43) 

= e 

0.0133x[Mm] 

(44) 

and alternatively 

£ Z J D B ] = - ° - 1 1 6 

x[Mm] 
(45) 

If we use the parameters used before (VA= 1000 km/s, 
Zj=5 mho, x = 10000 km), we obtain the ratio of the elec­
tric field as 0.98. The result indicates no appreciable 
attenuation for the transmission of the ionospheric potential 
over 10000 km for the daytime condition. For the nighttime 
condition, the ionospheric conductance is usually smaller 
than the Alfven conductance. In the extreme case of poorly 
conducting ionosphere, null-conductance, the ratio is 0.85. 
Thus, the attenuation is not significant compared with the 
geometrical attenuation as shown by Kikuchi and Araki 
[1979b]. The curvature of the Earth would make some 
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modification on the propagation of the TMO mode. However, 
we should recall that the TMO mode is characterized by the 
electric field perpendicular to the walls of the waveguide. 
This condition would be valid even when the waveguide is 
curved. It should be noted that the waveguide model is 
assumed to be horizontally semi-infinite, and that the 
propagation time of the TMO mode over 10000 km is only 0.03 
sec. In the actual situation, the waveguide has a finite length in 
the x-direction, say, 10000 km. Although the finite length of 
the waveguide causes drastic changes in the ionospheric 
potential and currents [Kikuchi, presented at AGU2004 fall 
meeting], the semi-infinite model provides us with a funda­
mental nature of the transmission of the ionospheric potential 
toward low latitudes and further to the inner magnetosphere. 

5. DISCUSSION AND CONCLUSION 

There are several possible propagation modes or 
mechanisms that could be applied to the transmission of the 
convection electric field from the dayside outer magneto­
sphere to the nightside inner magnetosphere. If we assume 
that an accumulation of the FTEs causes the global 
convection, it would take a long time (> 30 min) for the 
nightside convection to be completed [e.g., Walker et al. 
1993], which is inconsistent with the observed quick 
development of the nightside ionospheric convection as 
demonstrated by Ridley et al. [1998] and Ruohoniemi and 
Greenwald [1998]. The magnetosonic wave hardly drives a 
rotational motion of plasma, since it only reduces an 
imbalance in the magnetic pressure distribution. The shear 
Alfven waves are generated from the magnetosonic wave if 
there is a strong inhomogeneity in the distribution of the 
Alfven speed. However, this mechanism works only for time 
scales of the ULF wave [Kivelson and Southwood, 1988]. 
The convective motion of the plasma can be driven by 
shear Alfven waves, but the Alfven waves never propagate to 
the nightside magnetosphere across the magnetic field 
lines. Thus, we apply the TMO mode in the Earth-ionosphere 
waveguide [Kikuchi and Araki, 1979b] proposed to 
explain the instantaneous transmission of the polar electric 
field to the dayside dip equator, explaining the simultaneous 
onset of the preliminary impulse of the SC at high and equa­
torial latitudes. In this paper, we examined how the wave­
guide mode is excited by the electric potential impressed 
from the magnetosphere, and showed that the TMO mode can 
carry the ionospheric electric potential to the nightside with­
out significant loss due to the finite conductivity of the 
ionosphere. We further showed that the ionospheric electric 
field propagates upward into the magnetosphere along 
magnetic field lines. As a result, the electric field transmitted 
from the ionosphere drives the plasma convection in the 

magnetosphere. Finally, we point out that the ionosphere 
never creates electromagnetic energy but transmits the 
Poynting flux from the dayside to the nightside, further to the 
inner magnetosphere. 
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Advances in Inner Magnetosphere Passive and Active Wave Research 

James L. Green and Shing F. Fung 

Goddard Space Flight Center, Greenbelt, Maryland 

This review identifies a number of the principal research advancements that 
have occurred over the last five years in the study of electromagnetic (EM) waves 
in the Earth 's inner magnetosphere. The observations used in this study are from 
the p lasma wave instruments and radio sounders on Cluster, IMAGE, Getotail, 
Wind, Polar, Interball, and others. The data from passive plasma wave instruments 
have led to a number of advances such as: determining the origin and importance 
of whistler mode waves in the plasmasphere, discovery of the source of kilometric 
cont inuum radiation, mapping A K R source regions with "pinpoint" accuracy, and 
correlating the A K R source location with dipole tilt angle. Active magnetospheric 
wave experiments have shown that long range ducted and direct echoes can be 
used to obtain the density distribution of electrons in the polar cap and along plas­
maspheric field lines, providing key information on plasmaspheric filling rates 
and polar cap outflows. 

1. INTRODUCTION 

Within the magnetosphere there are more then 40 plasma 
wave emissions that have been classified [see the excellent 
review by Shawhan, 1979]. It is well known that space plas­
mas can support a variety of EM wave modes. To illustrate, 
Figure 1 shows various propagation modes for a point in the 
magnetosphere in which the local electron gyrofrequency is 
less than the local electron plasma frequency (fg < fp; i.e. the 
plasmasphere). As the frequency increases (from Hz to kHz) 
plasma waves can propagate in the whistler, Z, and the L-0 
and R-X modes. The frequency range of each mode has been 
shaded to easily distinguish between them. These modes 
have lower and, sometimes, upper frequency limits to their 
propagation that are called cutoffs or resonances as 
described by Stix [1992]. The left hand ordinary (L-O) and 
the right-hand extraordinary (R-X) modes are called the free 
space modes [using the terminology of Stix, 1992] since 
they only have lower frequency cutoffs (fR for R-X mode and 
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fp for L -0 mode as shown in Figure 1) and at sufficiently 
high frequencies can propagate into the solar wind once 
they are generated in the magnetosphere. The Z and whistler 
mode emissions are referred to as trapped emissions since 
they have well defined upper frequency limits that confine 
these emissions to specific regions in space. 

Due to space limitations it is impossible to review all the 
progress made in understanding magnetospheric processes 
from EM waves, so the authors will concentrate on a few 
selected topics that have undergone rapid advances in the last 
five years in both trapped and free space portions of the spec­
trum. Recent missions such as Cluster and the Imager for 
Magnetopause-to-Aurora Global Exploration (IMAGE) 
satellites, along with older spacecraft such as Geotail, Wind, 
Polar, and Interball that routinely orbit the Earth, have pro­
vided a wealth of new data for analysis. In addition to passive 
measurements, the long range EM sounder capability on 
IMAGE and the short-range sounders on the four Cluster 
spacecraft are producing unique types of data. The purpose of 
this paper is to review a number of important advances in our 
understanding of inner magnetospheric processes from pas­
sive and active wave measurements. The paper will first con­
centrate on passive measurements consisting of trapped 
waves (Section 2) and escaping waves (Section 3) and then 
on active magnetospheric sounder measurements (Section 4). 

181 



182 PASSIVE AND ACTIVE WAVE RESEARCH 

2. TRAPPED WAVES IN PLASMASPHERE 

The index of refraction in the whistler mode is such that 
these EM waves have a natural tendency to travel along a 
magnetic field. In the plasmasphere, whistler mode waves 
make repeated journeys from northern to southern hemi­
sphere and vice versa. Since the upper frequency of the 
whistler mode is the local fp or fg (see Figure 1) whichever is 
less, these waves are largely confined or trapped in the higher 
density plasmasphere region around the Earth. 

There are four basic whistler mode waves generated in the 
plasmasphere as summarized in Figure 2 as a function of 
their frequency range. From 10-50 kHz, Earth-based 
transmitters dominate the spectrum. The authors have identi­
fied over 100 stations generating emissions at more than 
60 discrete frequencies, and there are quite likely many more. 
Chorus emissions, observed from the plasmaspause outward 
typically in the frequency range from 0.3-12 kHz, can be 
found extending from the magnetic equator to mid-latitudes, 
and generally intensify during storm periods. Plasmaspheric 
hiss is observed in the plasmasphere at frequencies 
typically between 0.3-3 kHz and is believed to be responsible 
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Figure 2. A summary of the four whistler mode waves in the inner 
magnetosphere as a function of their frequency range that are 
reviewed in this paper. 
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Figure 1. Trapped and escaping waves modes in a plasma in which 
the fp > fg illustrating the upper and lower frequency cutoffs and 
resonances. 

for electron precipitation in the slot region (L ~ 2.5) between 
the inner and outer radiation belts. Electromagnetic (EM) 
equatorial waves are typically found from a few Hz to about 
300 Hz and are confined to the magnetic equator (typically 
within 1 R E ) within the plasmasphere. Lightning whistlers 
are also observed in the plasmasphere (not shown in 
Figure 2) and they have the frequency range of from about 
Oto 10 kHz. 

The average magnetic wave field spectral density mea­
surements, as a function of frequency and L value, from the 
Plasma Wave Instrument (PWI) on Dynamics Explorer -1 
(hereafter DE) is shown in Plate 1 [adapted from Andre et aL, 
2002]. The top and bottom panels of Plate 1 are from 
quiet and disturbed conditions respectively, use the same 
intensity levels, and show the dramatic increase in intensity 
of the whistler mode wave spectrum in the plasmasphere 
(except for the transmitters) during disturbed conditions. 
The longitudinal distributions, where the whistler mode 
waves are the most intense in the plasmasphere, are shown 
in Figure 3. Most of the whistler mode wave research in 
the last 5 years has dealt with various aspects of plasmas­
pheric hiss and chorus. Resent results of plasmaspheric 
hiss research will be discussed in this review since chorus 
is well covered by another paper in this monograph [see 
Meredith et al, 2004]. 

Although found essentially everywhere in the plasma­
sphere at some intensity level, plasmaspheric hiss is most 
intense throughout the local afternoon sector (see Figure 3) 
and on L shells which contain the slot region in the electron 
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Figure 3. Schematic of the longitudinal distribution of the whistler 
mode waves in the plasmasphere. 

radiation belts. The origin of this emission is still somewhat 
controversial as either generated by gyroresonance or by 
lightning. Research in this area over the last 5 years supports 
the idea that plasmaspheric hiss is an accumulation of many 
whistlers trapped in the plasmasphere, but the relative contri­
bution from different sources is still unknown. 

The classic theoretical work by Kennel and Petschek 
[1966] held that plasmaspheric hiss receives its energy from 
a gyroresonance interaction with inner radiation belt elec­
trons near the magnetic equator causing the electrons to 
change pitch angle and precipitate, generating the electron 
slot region between the inner and outer belts. The theory 
states that the amplification of the emission is maximized 
when the wave normal angle (WNA), which is the angle 
between the wave's phase velocity (k vector) and the local 
magnetic field, is near 0°. The amplification expected, how­
ever, was only a few dB and well below the observed intensi­
ties of hiss (see Plate 1). Thorne et al [1979] suggested that 
plasmaspheric hiss would only grow in intensity from the 
background thermal noise to its observed intensity from 
gyroresonance acceleration as the whistler mode wave 
returned through the equator repeatedly. This idea would also 
require the waves to maintain a near parallel WNA. More 
recently, Able and Thorne [1998] have suggested that this 
would happen if the hiss would suffer reflection from the 
plasmapause at mid or higher latitudes during its inter-hemi­
sphere trajectory. But, this idea is not universally held since 
Storey et al [1991] observed hiss propagating at large WNA 
even in the equatorial region. 

Using the wave distribution function technique developed 
by Storey and Lefeuvre [1979], Santolik et al [2001] found 
that most of the observed waves on L shells above 3 had 

WNA nearly parallel to the Earth's magnetic field, while oth­
ers had oblique WNAs. In addition, these authors found evi­
dence of wave amplification near the geomagnetic equator 
supporting the theories by Kennel and Petschek [1966] and 
Thorne et al [1979]. 

Bortnik et al [2003] have found that the lightning gener­
ated whistlers tend to settle on preferred L-shells in the plas­
masphere with the lower frequency components settling at 
higher Z-shells and higher frequency components on lower 
L-shells. These whistlers are referred to as magnetospheri-
cally reflected since they do not bounce off the plasmapause 
but are internally reflected within the plasmasphere. By 
combining the lightning whistler lifetimes with the power 
spectral density of lightning Bortnik et al [2003] showed a 
clear maximum in wave energy in the slot region at about 
an L of 2. 

Rodger et al [2003] extended these results and deter­
mined, from modeling calculations, that electrons in the 
-50 to 150 keV range precipitate out of the slot region 
(L = 2-2 A) through gryoresonance interaction with lightning 
generated whistlers. For electron energies above this range, 
Rodger et al [2003] believes that ground-based transmitters 
and plasmaspheric hiss should dominate over all other loss 
processes. 

3. ESCAPING EMISSIONS 

3.1. Continuum Radiation 

The Earth's nonthermal continuum radiation is observed 
over a very broad frequency range from as low as 5 kHz 
[Gurnett, 1975] to as high as 800 kHz [Hashimoto et al, 
1999] and is generated in the free space L-0 mode above the 
local fp from sources at or near the plasmapause [Gurnett 
et al, 1988]. In the last 5 years, research in continuum radi­
ation has focused on improving our understanding of the 
source location, emission cone characteristics, and detailed 
spectral measurements. Much of what has emerged from 
these studies in terms of source location is summarized in 
Plate 2. The lower frequency trapped and escaping contin­
uum is generated in the pre-noon SECT (also called normal 
continuum), the continuum enhancement is generated in the 
morning sector, and the kilometric continuum is generated in 
deep plasmaspheric notch structures. These emissions will be 
discussed below. 

Continuum radiation has been shown to be closely associ­
ated with strong narrow-band electrostatic emissions at the 
plasmapause at the magnetic equator [Kurth et al, 1979]. 
These strong electrostatic bands occur at frequencies where 
the frequency of the electrostatic upper hybrid resonance 
(f u h r ) is equal to the frequency of the electrostatic (n + l/2)fg 

resonance. It is believed that continuum radiation is generated 
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Plate 2. The observed source locations of the escaping [after Decreau, et al, 2004], trapped [after Gurnett and Frank, 1976], 
kilometric [after Hashimoto et al, 1999] and continuum enhancement [after Kasaba, et al, 1998] emissions. 
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Plate 3. The observed emission cone of the trapped continuum radiation from four years of Hawkeye plasma wave observations 
at 31.1 kHz overlaid with ray tracing calculations at that same frequency [after Green et al, 1999]. The ray tracing calculations show 
the narrow range in wave normal angles about the magnetic equator in which the emission is reflected between the magnetopause 
and the plasmapause. 
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by a mode conversion process, converting electrostatic Z 
mode emissions to the electromagnetic L-0 mode, over the 
entire frequency range of the emission (see Figure 1). The 
two classes of mode conversion mechanisms that have 
been considered are linear [e.g., Jones, 1976 and Budden, 
1980] and non-linear [e.g., Melrose, 1981; Fung and 
Papadopoulos, 1987]. 

3.1.1. Normal Continuum Radiation. At frequencies less 
than the magnetopause plasma frequency (~30 kHz), the con­
tinuum radiation has been referred to as the "trapped" com­
ponent [Gurnett and Shaw, 1973] since it is observed 
primarily in the magnetospheric density cavity between the 
plasmapause and magnetopause (Plate 2 lower left). The 
trapped continuum spectrum is observed as a broad-band 
emission with very little frequency structure. The broadband 
structure of the trapped continuum spectrum is believed to be 
produced from a series of narrow band emissions at slightly 
different frequencies from an extended source region at the 
plasmapause whose emission then mixes due to multiple 
reflections (with some Doppler broadening) in the magnetos­
pheric density cavity. 

Continuum radiation at frequencies above the magne­
topause plasma frequency has been referred to as the "escap­
ing" component [Kurth et al., 1981] since it propagates from 
the Earth's plasmapause to well outside the magnetosphere 
(Plate 2 upper left). A common characteristic of all the escap­
ing continuum radiation is that it has narrow frequency bands 
of emissions showing that the name continuum is not entirely 
descriptive of the radiation in this frequency range. 
Continuum radiation below 100 kHz is typically generated at 
the plasmapause in the pre-noon sector (06-12 LT) and has 
been called "normal continuum" by a number of authors 
[e.g., Kasaba et al., 1998; Hashimoto et al, 1999]. 

Plate 3 has been adapted from Figure 1 and Plate 3 of 
Green and Boardsen [1999] and shows the observed emis­
sion cone of the normal continuum radiation by combining 
four years of Hawkeye plasma wave data overlaid with ray 
tracing calculations at that same frequency. These authors 
found that normal continuum radiation was generated in the 
pre-noon sector and is beamed into broad cones (half 
width of ~35°) at low frequencies (~30 kHz). When mod­
eled with ray tracing calculations, the resulting radiation 
pattern is such that the trapped continuum radiation does 
not completely fill the magnetospheric cavity as previously 
believed. In addition, the trapped continuum component that 
consists of multiple reflections between the magnetopause 
and the plasmapause, as shown in Plate 3 (labeled as "trapped 
rays"), is confined to only ~10° in latitude about the mag­
netic equator. 

Direction finding measurements from all four of the 
Cluster spacecraft from spin modulated Whisper data have 

confirmed many of the general properties of continuum 
radiation such as the plasmapause source regions [see 
Decreau et al., 2004]. Near source region measurements 
have revealed new properties such as the importance of 
small-scale density irregularities in the local amplification of 
normal continuum and the possible role wave ducting may 
play in its generation. 

Normal continuum radiation at frequencies near the mag­
netopause plasma frequency has also been used to be an indi­
cator of the global scale magnetosheath electron density. 
Nagano et al. [2003], using data from PWI on Geotail, 
observed a portion of the normal continuum spectrum that 
was trapped within the magnetsheath. The upper frequency 
was controlled by the fp in the solar wind after taking into 
account a time delay. The upper frequency was termed the 
transition frequency since it was the frequency at which the 
radiation changed from isotropic (due to multiple reflections 
in the magnetosheath randomizing its direction of arrival) to 
anisotropic (having a preferred direction). These authors 
found that a 0-3 hour time delay in the variation in the tran­
sition frequency of the normal continuum relative to the 
upstream fp may suggest that the magnetosheath plasma 
relaxes at the local Alfven speed rather than the convection 
speed of the solar wind. 

3.1.2. Continuum Enhancement. Large variations in con­
tinuum intensity over the 20-80 kHz frequency range lasting 
for up to 2 hours have been observed primarily in the mid­
night to dawn sector and were first reported by Gough 
[1982]. This distinct feature in the continuum emission spec­
trum has been called "continuum enhancement" by Kasaba 
et al. [1998]. The characteristic emission spectrum of contin­
uum enhancement is shown in Plate 2 upper right spectro­
gram. Kasaba et al. [1998], using simultaneous Geotail and 
Wind observations, showed that the normal continuum emis­
sions in the pre-noon sector appeared to follow continuum 
enhancement events. This relationship has lead these authors 
to suggest that a series of storm time electron injections are 
generating both types of emissions. 

3.1.3. Kilometric Continuum. Kilometric continuum 
(KC) is a major component of the escaping continuum radi­
ation in the 100-800 kHz frequency range. Hashimoto et al. 
[1999] have rediscovered this component of the emission and 
has sparked considerable interest in further understanding 
various aspects of this radiation that make it different from its 
lower frequency trapped and escaping (< 100 kHz) counter­
part generated in the pre-noon sector and discussed in the 
previous section. The lower right hand panel of Plate 2 
clearly shows the discrete emissions bands of KC extending 
from 17-24UT. The frequency range for kilometric continuum 
is approximately the frequency range of auroral kilometric 



GREEN AND FUNG 187 

radiation (AKR), but as shown in the Plate 2 lower right 
panel, there are significant differences that can be used to 
easily distinguish between these two emissions. KC has a 
narrow band structure over a number of discrete frequencies 
while AKR is observed to be a broadband and sporadic emis­
sion and can be seen from 16-17:00 and from 21:30 to 24:00 
UT in that spectrogram. 

Kilometric continuum has been observed at all local times, 
although it has been difficult to make a positive identification 
of the emission during the times when Geotail was in the late 
evening or early morning local time sector when AKR was 
active [Hashimoto et al, 1999]. From Geotail and IMAGE 
observations Hashimoto et al [1999] and Green et al 
[2004a] have found that kilometric continuum is confined to 
a narrow latitude range of approximately ±15° about the 
magnetic equator. Although these characteristics make it dif­
ferent from the lower frequency continuum discussed in 
Section 3.2, the similar spectral characteristics of the emis­
sion and its relationship to the plasmapause supports the con­
clusion by Menietti et al [2003] from Polar observations that 
the radiation is generated by the same mechanism. 

At lower frequencies, beaming of continuum radiation 
around the magnetic equator to latitudes as high as 50° has 
also been observed by Jones et al [1987] (from 80 to 
100 kHz), Morgan and Gurnett [1991] (from 45 to 154 kHz), 
and by Green and Boards en [1999] (from 24 to 56 kHz) as 
discussed above. The narrow beaming of kilometric contin­
uum in magnetic latitude has made this emission difficult to 
observe routinely or for only short periods of time except for 
equatorial orbiting spacecraft with the proper instrumenta­
tion, such as Geotail. 

The source region for KC was originally identified by 
Carpenter et al [2000] as coming from plasmaspheric cavi­
ties, but more recently Green et al [2002] and Green et al 
[2004a] clearly identified KC as being generated at the 
plasmapause, deep within plasmaspheric notch structures 
that corrotate with the Earth. Plate 4 has been adapted from 
Figure 8 of Green et al [2002] and Figure 1 of Green et al 
[2004a] and illustrates the location of the KC source region 
and resulting emission cone pattern of the radiation to be 
consistent with the observations. Panel A of Plate 4 is a 
frequency-time spectrogram from the PWI instrument on 
GEOTAIL showing the banded structure of KC. Panel B 
shows the magnetic longitude versus the equatorial radial 
distance of the plasmapause (derived from the inserted EUV 
image of the plasmasphere) and the position of GEOTAIL 
during the KC observations of panel A. Panel C is a ray trac­
ing analysis which shows that the structure of the plasmas­
pheric notch has a significant effect on the shape of the 
resulting emission cone through refraction. The process by 
which the notch structure is produced in the plasmasphere is 
not completely understood at this time. 

3.2. Auroral Kilometric Radiation 

Over 35 papers have been published in the last 5 years on 
auroral kilometric radiation (AKR) demonstrating that after 
the classic paper by Gurnett [1974], AKR is, arguably, still 
the most intensely studied magnetospheric emission. It is 
beyond the scope of this brief review to discuss all these 
results. Significant progress in understanding various aspects 
in the generation of AKR has been made in the areas of sea­
sonal and solar cycle variations, polarization measurements, 
fine structure, and source region location. AKR research con­
tinues to be an important aspect of ionospheric-magnetos-
pheric coupling during the substorm processes. 

The cyclotron maser instability [Wu and Lee, 1979] 
is believed to be the basic mechanism for the generation 
of AKR. For generation of AKR near the local electron 
gyrofrequency, the cyclotron maser instability requires a 
source of free energy in the electron distribution and the 
following condition: 

f p / f g <0.3 (1) 

The observation that the AKR emission frequency is very 
near the local fg in the auroral zone density cavity [e.g., 
Hilgers et al, 1991] where the electron distribution function 
has a number of sources of free energy [Delory et al, 1998; 
Ergun et al, 1998; Ergun et al, 2000; Fung and Vinas, 1994] 
is the strongest observational evidence supporting the 
cyclotron maser instability. 

The AKR emission spectrum, in general terms, is observed 
over a broad frequency range from -30 to -700 kHz with the 
peak intensity around 250 kHz. Kumamoto and Oya [1998] 
noted a seasonal difference in the AKR intensity from 
Akebono plasma wave data with increases in intensity in the 
winter polar region over the summer polar region. Kumamoto 
et al. [2003] expanded on these results and showed seasonal 
and solar cycle variations in the vertical distribution of the 
occurrence probability of AKR emissions from low altitude 
Akebono measurements. Using Polar and IMAGE wave data, 
Green et al. [2004b] used the observed AKR spectrum to 
estimate the altitude range of the source region as suggested 
by Lee et al. [1980] by mapping the observed frequency to 
the fg in the auroral density cavity. In both these studies, 
ionospheric density variations were believed to be mainly 
responsible for large-scale changes in the AKR source 
location. 

Using two years of IMAGE Radio Plasma Imager (RPI) 
and one and a half years of Polar PWI data Green et al. 
[2004b], found a dramatic frequency shift in the average 
AKR spectrum (intensity normalized to 8 R E ) with dipole tilt. 
Panel A of Plate 5 clearly shows two main seasonal effects on 
the average AKR spectrum as observed by the IMAGE RPI 
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Plate 4. The KC wave observations from Geotail/PWI (panel A) 
map to a plasmaspheric notch structure as observed by IMAGE/ 
EUV (panel B) where the resulting emission cone pattern (panel C) 
is modeled with ray tracing calculations [after Green et al, 2002 
and 2004a]. 
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Plate 5. The average spectrum of AKR from two years of data from 
IMAGE/RPI with respect to dipole tilt (panel A) clearly shows the 
dramatic frequency shift from high to low frequencies with increas­
ing dipole tilt angle. Panel B illustrates the shift in the auroral zone 
density cavities corresponding to the observations in panel A [after 
Green etal, 2004b]. 
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Plate 6. Detailed polarization measurement of AKR showing the L-0 and R-X polarization components [after Hanasz, et al, 2000]. 
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instrument: 1) the AKR emission spectrum shifts down in 
frequency with increasing dipole tilt, and 2) the emission 
spectrum extends over a larger frequency range for negative 
dipole tilt angles than for positive dipole tilt angles. Panel B 
of Plate 5 is a qualitative illustration of the AKR spectrum, 
from panel A, mapped into contours of fp/fg for a 70° invari­
ant auroral field line. Green et al. [2004b] found that the 
source region during extreme negative dipole tilt angles (win­
ter) shows the auroral zone density cavity stretching from a 
region where fg = 500 kHz to nearly fg = 80 kHz. In contrast, 
for extreme positive dipole tilt angles the source region 
extent is much smaller, has moved further up the field line, 
and has a lower frequency boundary of 60 kHz and an upper 
frequency boundary near 250 kHz. In addition, Green et al. 
[2004b] also found an overall solar cycle effect with the aver­
age AKR intensity lowered by as much as an order of magni­
tude during solar maximum. These results are consistent with 
Newell et al. [1996] who showed that there is a significant 
suppression of discrete aurora by sunlight and that ionos­
pheric conductivity is a key factor in controlling the occur­
rence of discrete aurora. It was Gurnett [1974] who first 
clearly showed that AKR was closely correlated with discrete 
auroral arcs. 

The Polrad instrument on Interball 2 has made detailed 
polarization measurements of AKR distinguishing between 
L-0 and R-X polarization components. Plate 6, adapted from 
Hanasz et al. [2003], show a frequency time spectrogram of 
AKR from Polrad (top panel) and the polarization (middle 
panel) derived from determining the Stokes parameters [tech­
nique described by Hanasz et al., 2000] and by factoring in 
the trajectory of the spacecraft relative to the source region 
(bottom panel). Hanasz, et al. [2003] has found that L -0 
polarized AKR, observed to be coming from dayside sources, 
is about three times more frequent than L-0 polarized night 
side sources which are observed about 10% of the time. In 
addition, Hanasz et al. [2003] was able to distinguish two 
classes in the circular polarized AKR spectrum. The "regu­
lar" AKR is dominated by the R-X mode and observed in the 
upper frequency portion of the spectrum and a weak L-0 
mode in the lower portion as shown in Plate 6. The "irregu­
lar" AKR is somewhat patchy with the two polarizations 
interwoven randomly over the whole frequency range. The 
reason for this variation in polarization is unknown. 

Another new spectral feature of AKR recently discovered 
by de Feraudy et al. [2001] and Hanasz et al. [2001] is an 
intense, nearly simultaneous broad frequency burst of AKR 
in as short as 6 s and as long as a few minutes that is gener­
ated during the fast expansion of the auroral bulge. These 
bursts of emission extend from 100 to 800 kHz and last for 
only a few tens of minutes. What remains to be explained is 
how the free energy for these waves be created so rapidly 
along such a large section of the source field line. 

The AKR emission spectrum also contains narrow band 
fine structure referred to as striations. Menietti et al. [2000] 
have analyzed a semi-random sample of the AKR spectrum 
using the high-resolution wideband instrument on the Polar 
satellite. New results from that survey show that the AKR 
fine structure, consisting of very narrow band emissions, is 
observed predominantly in the 40-215 kHz range and drifts 
in frequency with time. Negative drifting fine structures 
bands (decreasing frequency with time) are observed approx­
imately 6% of the time, while the positive sloping (increasing 
in frequency with time) striations are observed at a much 
lower rate. The typical drift rate of the fine structure is 
observed to be between - 8 kHz/s and - 2 kHz/s and, for the 
positive sloping fine structure, between 5 or 6 kHz/s. In addi­
tion, there was a general decrease in drift rate with increasing 
frequency. Although the origin of the AKR fine structure is 
not known, it has been pointed out that the frequency depen­
dence of the drift rate is consistent with AKR production 
stimulated by an upward propagating electromagnetic ion 
cyclotron wave [Menietti et al, 1996]. 

Applying a very long baseline interferometry (VLBI) tech­
nique to simultaneous observations from the four Cluster 
spacecraft, Mutel et al. [2003 and 2004] determined the 
source locations, at selected frequencies, of individual AKR 
bursts. The VLBI technique involves precise timing of mea­
sured wave fronts from two or more locations separated by 
great distances. Six baselines can be formed from the four 
spacecraft yielding, when combined with the knowledge that 
the AKR emission is very close to the local gyrofrequency 
in the source region, source positions within an error of 
-200 km from individual burst events. From several thousand 
observed burst events, Mutel et al. [2003] found that the 
AKR sources were confined to the night side auroral oval and 
that the distribution of AKR auroral source footprints, during 
the same storm period (1-3 hours long), had an overall spatial 
scale from 1000 to 2000 km. This is entirely consistent with 
a number of other earlier studies [e.g., Kurth et al, 1975; 
Gallagher and Gurnett, 1979; and Panchenko, 2003]. As an 
example of the "pin-point" accuracy that this new technique 
has yielded, Plate 7 shows source locations from AKR burst 
at 125 kHz (red), 250 (green), and 500 kHz (blue) from two 
substorms. Panel A shows AKR burst locations during a 
southern hemisphere (positive dipole tilt) pass while panel B 
show the sources from a northern hemisphere (negative 
dipole tilt) pass. A clear shift in local time in AKR source 
region extent is seen in Plate 7 which is consistent with the 
results by Green et al [2004b] that AKR sources are near 
dusk during times of negative dipole tilt (northern winter) 
and near midnight during times of positive dipole tilt (northern 
summer). This effect is attributed to AKR source regions pre­
ferring the lower density cavity regions that develop along 
field lines whose foot is not illuminated by the sunlight. 
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During times of negative dipole tilt a greater portion of the 
auroral oval is in darkness (AKR sources near dusk) with the 
opposite effect occurring during times of positive dipole tilt 
(AKR sources near midnight). It is important to point out 
that seasonal variations in the production of AKR were also 
found in an earlier study by Kasaba et al. [1997] from 
GEOTAIL/PWI observations. These authors showed that 
AKR is more active in the winter hemisphere for higher fre­
quencies (500 kHz) representing lower latitude source 
regions. 

4. ACTIVE PROBES 

Plasma waves offer invaluable means for probing remote 
plasma regimes that are not readily or conveniently accessi­
ble to in situ measurements. Using the propagation charac­
teristics such as cutoffs and resonances of different wave 
modes [Stix, 1992], it is possible to ascertain plasma envi­
ronment parameters, such as density and magnetic field 
strength profiles, with accuracies that rival or are even supe­
rior to those measured by in situ instrumentations. An advan­
tage of active probing by plasma waves over conventional 
passive observation techniques is that a large volume of the 
target plasma regime can be probed simultaneously. In this 
section, we review recent advances in active remote sensing 
of magnetospheric plasmas. 

4.1. Brief Historical Development 

The earliest applications of active probing of space plasmas 
were soundings of the ionosphere by radio waves [Appleton 
and Barnett, 1925; Breit and Tuve, 1926]. In fact, much of our 
current knowledge about the structures of the ionosphere has 
been derived from active radio measurements [e.g., Davies, 
1990; Hunsucker, 1992]. Because of ionospheric shielding, 
ground-based radio observations of the magnetosphere are 
not possible except by whistler waves [Storey, 1953; 
Helliwell, 1988.]. Nevertheless, active magnetospheric sound­
ing has been proposed for many years [Franklin and Maclean, 
1969; Ondoh etal, 1978; Calvert, 1981]. Because of the long 
ranges and uncertainties involving magnetospheric plasma 
targets, the practicality of magnetospheric radio sounding had 
been subject of investigations [Green et al, 1993; Calvert 
et al, 1995; Calvert et al, 1997; Greenwald, 1997a,b]. The 
first successful long-range magnetospheric sounder experi­
ment is the RPI [Reinisch et al, 2000] onboard the IMAGE 
satellite [Burch, 2000], launched on March 25, 2000. 

4.2. Active Radio Techniques 

Active probing by radio waves involves transmitting radio 
waves into a plasma target, and receiving the signals (echoes) 

returned after the incident waves interacted with the target. 
Classification of different probing techniques depends on the 
mechanisms by which signals are returned to the receivers, 
and thus on the frequencies of the probing waves. The instru­
ment that performs active radio probing of plasmas is called 
a sounder or radar. 

4.2.1. Incoherent Scattering. As mentioned above, radio 
probing has been used most extensively in ionospheric stud­
ies. Notable instrumentations used in these studies include 
bottom-side (ionosondes) and topside (space-based) radio 
sounders, and incoherent and coherent scatter radars [Kelley, 
1989]. An incoherent scatter radar (ISR) operating at high 
frequencies (>few hundred MHz) transmits waves with wave­
lengths that are typically small compared to the Debye 
length, A D e = vQ/fv (where v e is the thermal speed a n d ^ is the 
plasma frequency) of the intervening medium and the target 
plasma. The ISR-transmitted waves can therefore interact 
with individual charged particles and thus be Thomson scat­
tered, i.e., absorbed and re-radiated. A small amount of the 
scattered wave energy can always return to the receiver as 
echoes. Signals from different ranges can be selected by dif­
ferent delay times. The ISR turns out to be a very useful tool 
for studying the ionosphere above the E and F layers where 
the densities are higher than the densities in the layers above. 

It should be noted, however, that when ISR was first con­
structed to observe the ionosphere, the detected signal 
strengths were found to be much stronger and concentrated in 
much narrower bandwidths than expected from incoherent 
backscattering [Bowles, 1958]. It was then found that the 
observed scattered signals at frequencies <few 100 MHz 
were due to backscattering from ion acoustic waves, a 
process that is more akin to coherent scattering to be dis­
cussed next [e.g., Dougherty and Farley, I960]. 

4.2.2. Coherent Scattering. Ionospheric and magneto­
spheric plasmas are filled with irregularities of various scale 
sizes [e.g., Fejer and Kelley, 1980; Hanuise, 1983; Fung 
et al, 2000; Fung et al, 2003]. When the wavelengths of the 
probing radio waves are larger than the local Debye length 
and become comparable to certain plasma irregularity scales, 
the waves can be effectively scattered by plasma collective 
effects according to 

kx = k s + k i r (2) 

where k i ? k s , and k i r are the incident, scattered, and plasma 
irregularity wave vector, respectively. A special case of 
coherent scattering of this type is backscattering, in which 
k s « - k i 5 so that equation (2) gives k i r « 2ki. This is the well-
known aspect-sensitive backscattering condition that the 
scattering irregularity scale is half the probing wavelength. 
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Plate 7. AKR source region measurements from the Cluster/WBD instrument using all four spacecraft as a long baseline interfero­
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Coherent scatter radars (CSR) and aspect-sensitive scattering 
are particularly useful for measuring the occurrences of 
plasma instabilities and determining plasma irregularities, 
such as spread F [Fejer and Kelley, 1980; James, 1989]. 

4.2.3. Relaxation Sounding. Like any object, a plasma has 
a number of "ring tones" or resonances that are characteristic 
of the plasma density and embedded magnetic field strength. 
Plasma resonances have been explained in terms of sounder-
stimulated electrostatic waves that propagate to short dis­
tances from the sounder and are reflected by local gradients 
back to the sounder receiver [Muldrew, 1972]. To learn about 
the local properties of a plasma medium, a relaxation sounder 
can be used to send out small amount of wave energy to stim­
ulate resonances in the plasma nearby to the sounder [e.g., 
Etcheto and Block, 1978; Etcheto et al, 1983; Trotignon 
et al, 1986; Oya and Ono, 1987; Oya et al, 1990]. This tech­
nique has been used by the Alouette-ISIS topside sounder 
satellites [Jackson, 1986] to produce many valuable studies 
of ionospheric resonances [e.g., Benson, 1971; 1977; 1996; 
Warnock, 1969; Warren and Hagg, 1968; Muldrew, 1972]. 
Typical plasma resonances observed in the ionosphere and 
magnetosphere include the electron gyroharmonic reso­
nances n/g, electron plasma resonance fv, and the upper 
hybrid r e s o n a n c e ^ , 

/ g (kHz) = 0.028 B (nT) (3) 

/ p ( k H z ) « 8 . 9 7 [ N e ( c m - 3 ) ] 1 / 2 (4) 

f*,=v;+f?)V2 (5) 

As shown in Benson et al [2003], gyroharmonic and other 
plasma resonances (see equations (4) and (5)) are useful for 
deriving local magnetic field strengths and densities (to 
within a few percent or less), particularly when there are no 
other in situ observations of such parameters. 

In addition, there exist "(n + l/2)/g" resonances that occur 
between successive gyroharmonics and have been referred to 
as the Q n and D n resonances, depending on whether they are 
observed above or below the upper hybrid resonance fuh 

[equation (5)] [e.g., Benson et al, 2003]. Assuming a thermal 
electron plasma distribution, Warren and Hagg [1968] 
obtained an expression for the Q n frequencies, 

/q» =/g En + (0.464/n2) (fjtf] (6) 

For n > 1, the Q n resonances can be weak and not easily 
distinguishable from gyroharmonic resonances when 
(fp/fg)2 < 1 [Perraut et al, 1990]. Frequency splitting of Q n 

resonances has also been observed [e.g., Trotignon et al, 
1986; Canu et al, 2001; Trotignon et al, 2001]. 

The identification and interpretation of magnetospheric D n 

resonances has been somewhat controversial [LeSager et al, 
1998; Benson et al, 2001; Canu, 2001a,b]. D n resonances 
were first identified in topside ionospheric sounding data 
[Nelms and Lockwood, 1967; Oya, 1970], but there had not 
been any first-principle explanation for their mode of propa­
gation. Osherovich [1987; 1989] and Osherovich and Benson 
[1991] have found, however, the eigen-frequencies derived 
from an electromagnetic force-free analysis of a cylindrical 
plasma volume to match the observed D n resonances quite 
successfully, yielding 

/ D n = 0 . 9 5 ( ^ p ) 1 / 2 n 1 / 2 (7) 

/ D H
 = (fL + fg ) 1 / 2 ( g ) 

/DU = (Ata ~~ fg ) (9) 

While equations (7)-(9) seem to allow an independent 
means to determine the local fg andfv, particularly when the 
plasma and gyroharmonic resonances are not otherwise 
observed, their origin remain to be explained theoretically 
based on realistic plasma distributions. 

4.2.4. Long-Range Sounding. As implied by its name, 
long-range (LR) sounding uses radio waves to probe plasma 
regimes at a distance. This differs from the other techniques 
mentioned so far in that target ranges in LR sounding can be 
more than an Earth radius (1 R E « 6 3 7 8 km). The long 
sounding ranges would normally require higher transmission 
powers to overcome the long distances. Special digital tech­
niques, such as pulse compression and spectral integration, 
however, are used by RPI on IMAGE to lower the transmis­
sion power requirements so that LR sounding of the magne­
tosphere can become possible [Benson et al, 1998; Reinisch 
et al, 2000]. 

After a sounder pulse is transmitted, different types of 
echoes are received, depending on the structure of the 
medium and irregularities present in the target region [Fung 
et al, 2000]. Figure 4 illustrates the different types of pos­
sible echoes from a magnetospheric sounder. As discussed 
above, short-range echoes from local resonances (e .g . ,^ and 
n /g) are due to electrostatic waves excited by the sounder 
pulse [Muldrew, 1972; Benson et al, 2003 and references 
therein]. In LR magnetospheric sounding, due to the gener­
ally low transmission power involved, only specular reflected 
or coherently backscattered signals are detectable over long 
distances. Incoherent scatter signals are too weak to be 
observed. 

Radio waves transmitted at frequencies above the local 
cutoffs (fR or f?, see Figure 1) can propagate freely in all 
directions. When the wave propagates into a refractive index 
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Figure 4. Different types of possible echoes resulting from direct 
long-range sounding. Guided echoes are produced by signals 
trapped by total internal reflection along field-aligned plasma irreg­
ularities. Direct (specular-reflected) echoes are produced by signals 
reflected by a wave cutoff, e.g atf=fv. 

gradient (due to density or magnetic field increases), its 
wavelength will increase until it reaches a cutoff where the 
wave frequency matches the local cutoff frequency, and the 
refractive index vanishes (k = 0). The wave will then be 
reflected [Stix, 1992]. According to the law of reflection and 
the wave-path reciprocity theorem [Born and Wolf, 1999], 
only waves propagating parallel to the refractive index gradi­
ent (k||Vn) will return to the sounder (receiver) location. 

If the target plasma has a smooth gradient with a scale 
length L n B » A and is free of small-scale (A i r < X) irregular­
ities, then the incoming sounder waves will be specularly 
reflected at a cutoff (fR for R-X mode and fp for L -0 mode as 
shown in Figure 1). The wave cutoffs are related to the local 
electron plasma density and magnetic field conditions, 
echoes of the sounder waves then yield important informa­
tion on the remote target region. L-0 mode echo frequencies 
yield remote density information directly. Since the R-X 
mode cutoff depends on both the electron density and mag­
netic field strength, estimates of remote densities can be 
obtained from R-X mode echoes if the magnetic field 
strengths at the remote sites can be determined from mag­
netic field models. The total time delay r of an echo then 
yields the so-called virtual range [ R v = cr/2] of the reflection 
point, which assumes that the propagation speed throughout 
is the vacuum speed of light c. Techniques are available to 
invert the frequency-versus-virtual range observations into 
density profiles of the target plasma [e.g., Jackson, 1969; 
Huang and Reinisch, 1982; Reinisch et aL, 2001a]. 

On the other hand, if there are small-scale irregularities in 
the target region, then different frequency waves can be 

coherently backscattered wherever the k i r « 2k; condition 
is satisfied. The fact that the backscattering condition can 
be satisfied at different points in the target region means 
that there would be range spreading in the received echoes. 
In addition, if the irregularities have both spatial and 
temporal variations (fT, k i r), then analogous to equation (2) 
the scattered waves will also exhibit frequency spreading 
according to 

J i = / s + A - (10) 

The amount of spreading will depend on the spectrum of 
the irregularities. Equations (2) and (10) represent the con­
servation of momentum and energy in the wave scattering 
process. 

It may be of interest to estimate the amount of frequency 
spreading due to electron plasma waves at the plasmapause 
where coherent aspect-sensitive backscattering are also 
observed [Carpenter et al, 2002; Fung et al., 2003]. Assuming 
a 200 kHz transmitted wave, the backscatter condition above 
then implies the presence of irregularities with a cross-field 
scale Xir ~ 0.8 km. From the dispersion relations of electron 
plasma waves, either Langmuir waves or upper-hybrid waves, 
we have fl = ft [1 + (3/2)(A D/A i r) 2] or fl = ft + ft where 
A D = 7.43Te 1 / 2N e~ 1 / 2 is the electron Debye length (in meter) 
with T e(eV) and N e ( cm - 3 ) being the electron temperature and 
electron density, respectively. Thus for a T e ~1 eV and a N e 

-100 c m - 3 appropriate for the plasmaspause region, we have 
(A D /A i r ) 2 « 1 and^ r > fp - 90 kHz, which implies that the scat­
tered waves from the plasmapause can be changed by - 5 0 % of 
the transmitted frequencies. Given the prevalence of upper-
hybrid waves in the plasmapause region [Carpenter et al, 
2002], we would expect to observe range spreading as well as 
frequency spreading in plasmapause echoes. 

The RPI on IMAGE performed the first successful LR 
magnetospheric sounding [Reinisch et al., 2001b, Fung et al., 
2002]. The plasmagram in Plate 8 shows a collection 
of echoes resulting from direct sounding by RPI near the 
equatorial plasmapause. The vertical bright lines are gyro­
harmonic resonances from which the local electron gyrofre­
quency can be determined, fg = 16.34 kHz. Direct sounding 
of both the plasmapause and the outer plasmasphere resulted 
in spread echoes, indicating the presence of small-scale irreg­
ularities (A i r - 0.25-2 km) in these regions [Carpenter et al., 
2002; Fung et aL, 2003]. The discrete echo trace is due to 
signals guided along the geomagnetic field line and reflected 
from the high-latitude topside ionosphere. The similar ampli­
tudes of the guided (discrete) and direct (spread) signals indi­
cate that the guided signals have suffered very little path loss 
even though they have traveled much greater distances. 

Figure 5 depicts the signal guiding mechanism in which 
total internal reflections trap and help guide radio signals 
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Figure 5. A sketch of field-aligned guided echoes trapped by total 
internal reflections. Field-aligned plasma irregularities create 
regions of enhanced refractive index n along geomagnetic field 
lines, causing radio signals to be guided by total internal reflections. 

along the geomagnetic field in a region of enhanced index 
of refraction, much like a waveguide or optical fiber. Field-
aligned irregularities (FAI) are especially efficient in produc­
ing guided echoes and have been observed in the ionosphere. 
[James, 1989; Hanuise, 1983]. Observations of guided echoes 
throughout the magnetosphere imply that FAI are widely 
present [Carpenter et al., 2002; Fung et al., 2003]. 

4.3. Determination of Plasma Parameters 

Magnetospheric density and magnetic field strength can be 
determined by analyzing active sounding observations. We 
illustrate this by giving a few examples below. 

4.3.1. Density and Magnetic Field Strength. Plate 9 
shows observations of direct and guided echoes observed 
near the plasmapause (L = 3.8). The inset shows the IMAGE 
orbital position at the time of observation. The direct echoes 
were reflected from inside the plasmasphere along the direc­
tion perpendicular to the geomagnetic field lines. The guided 
echoes, on the other hand, propagated along the L = 3.8 field 
line toward the high-latitude region and are reflected at the 
^-cutoff altitudes. It is important to note the nearly vertical 
"up-side-down hook" feature of the guided echo trace. This 
feature indicates that the local y^-cutoff of the 
observation/transmission point was near 248 kHz, so waves 
at just above that frequency transmitted along the magnetic 
field propagate more slowly than waves at successively 

higher frequencies, leading to much longer virtual ranges 
(delay times) although the actual path is shorter. 

Based on the nominal local ̂  = 22.2 kHz determined from 
theTsygenanko-96 model magnetic field, the lines at 45, 66.6 
and 110.9 kHz are consistent with being the 2 n d , 3 r d , and 5 t h 

gyroharmonic resonances, which then yield an observed 
fg = 22.25 kHz. The 4 t h harmonic was not detected because 
the programmed receiver frequencies (300 Hz bandwidth), 
each separated by a 4%-logarithmic frequency step, may not 
necessarily coincide with the harmonic frequencies. Using 
the fR and fg values, we can determine the electron plasma 
frequency to obtainf> = 236.6 kHz, consistent with the rather 
weak resonance observed at 233.6 kHz. The local plasma 
frequency thus determined corresponds to an electron density 
N e =700 cm" 3. 

4.3.2. Polar Cap Density. During IMAGE apogee pas­
sages over the northern polar region, polar cap echo traces 
have been observed to last up to three hours [Fung et al., 

2002; 2003; Nsumei et al, 2003]. In this high latitude region, 
the geomagnetic field lines are nearly radial, so that direct 
echoes from the polar cap and field-aligned guided echoes 
are not easily distinguishable. Inversion of polar cap traces 
(either from direct or guided echoes) will yield the nearly 
radial density profiles of the polar cap. Plate 10A taken from 
Nsumei et al. [2003] shows the radial electron density pro­
files of three successive soundings of the polar cap at 8 min­
utes apart. The three different starting high radial distances 
indicate the changing positions of the IMAGE spacecraft, 
reaching lower densities at the higher altitudes. The high fre­
quency pulses at the same frequency apparently reached the 
same limiting altitude in the polar cap. 

Combining successive observations taken over an interval, 
such as shown in Plate 10A, it is possible to construct two-
dimensional images of polar cap density in the IMAGE orbit 
plane, as shown in Plate 10B for two different geomagnetic 
(K p) conditions. Plate 10B shows clearly the higher electron 
density content in the polar cap during geomagnetic active 
periods [Nsumei et al, 2003]. 

4.3.3. Field-Aligned Density Profiles and Storm-Time 

Dynamics. It has long been recognized that the electron 
density distribution along the geomagnetic field line is an 
important parameter for understanding magnetospheric 
dynamics. Its true measurement has not been possible until 
magnetospheric radio sounding became successful [Reinisch 

et al, 2001a]. As described in Reinisch et al. [2001a] and 
also in Fung et al. [2003], guided or ducted echoes observed 
in the plasmasphere and plasmapause regions provide the 
only means by which field-aligned electron density distribu­
tions, like the polar cap case in Plate 10A, can be measured 
instantaneously. When guided echoes are observed to reflect 
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Plate 10. (A) Polar cap radial density profiles obtained from successive RPI soundings; (B) 2-dimensional images of the polar cap 
structure during geomagnetic active and quiet periods [after Nsumei et al, 2003]. 
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in conjugate hemispheres, they sometimes form the epsilon 
signature [Fung et al, 2003], yielding the field-aligned den­
sity distribution between the northern and southern hemi­
spheres. Figure 6A shows two field-aligned electron density 
profiles before and during a geomagnetic storm. The "quiet 
day model" was developed as a fit to derived field-aligned 
densities from a series of RPI plasmagrams, with ducted 
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Figure 6. (A) Field-aligned electron density distributions at L = 2.8 
before (the "quiet day model" is obtain from a fit of previous obser­
vations) and during a geomagnetic storm on April 1, 2001; and 
(B) the depletion of the entire outer plasmasphere (L > 2.5) and the 
establishment of a new plasmapause during and after the geomag­
netic storm [after Reinisch et al, 2003]. 

echoes, during one pass through the plasmasphere on the 
previous quiet day. The "measured" values are derived from 
one plasmagram of field-aligned echoes during the storm. 
Figure 6A clearly shows the evacuation of plasma between 
± 40° magnetic latitudes at L = 2.7 during the storm. 

During the course of a geomagnetic storm lasting 2-3 days, 
the 14.5-hr IMAGE orbit allows RPI to perform many sound­
ings through the plasmasphere at different L values and to 
obtain the corresponding electron density distributions along 
the different field lines, revealing the associated plasmaspheric 
dynamics. Figure 6 shows the dramatic density decreases that 
occurred throughout the outer plasmasphere during the geo­
magnetic storm of March 31-April 2, 2001 [Reinisch et aL, 
2003]. The upper panel of Figure 6B shows the development of 
the storm as provided by the Dst index throughout the pre-storm 
to post-storm interval. The lower panel of Figure 6B shows the 
filling factor of different flux tubes (L) (normalized to their pre­
storm densities) as measured by their corresponding guided 
echo traces, as a function of storm phases. Figure 6B clearly 
shows the depletion or shrinkage of the entire outer plasmas­
phere during the storm, with the formation of a new storm-time 
plasmapause near ^ p p _ s t o r m — 2.5. Below this L value, the plas­
masphere is largely unaffected, indicating the limit to the mag­
netospheric electric field penetration. The full plasmasphere is 
recovered at about 2.5 days after the main phase of the storm. 

5. CONCLUSIONS 

Within the last 5 years significant progress has been made 
in both understanding the location and importance of natural 
emissions in the inner magnetosphere and in using active EM 
waves as a method for remote sensing inner magnetospheric 
dynamics and structure. In this brief review several key 
advances have been discussed which include: 

1. There has been growing evidence that lightning gener­
ated whistler mode waves and plasmaspheric hiss are 
important waves in maintaining the slot region in the 
electron radiation belts but their relative importance is 
not completely understood. 

2. A more complex picture in the source location of non­
thermal continuum radiation has emerged than previ­
ously thought. In addition to the normal trapped and 
escaping continuum radiation generated in the pre-noon 
section, continuum radiation at kilometric wavelengths 
is generated in plasmaspheric notches that corotate with 
the Earth, and continuum enhancement is observed in 
the pre-dawn sector. 

3. The AKR source region moves up auroral field lines and 
shifts toward midnight with increasing dipole tilt angle 
(summer) from a more low altitude and dusk location 
during the winter season. 
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4. From direct and ducted magnetospheric sounder waves, 
the density structure and evolution of the plasmasphere 
and polar cap have been determined providing the 
observations needed to understand the processes of 
plasmaspheric filling and the variability of polar cap 
outflows. 
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The Dst index can be predicted by an autoregressive moving average filter that 
transforms the solar wind electric field and dynamic pressure into changes in the 
index. Integration of these changes gives Dst. The m a x i m u m lead t ime possible is 
less than 60 minutes. Longer lead t imes are probably unobtainable due to the sto­
chastic nature of IMF Bz. In this paper we use photospheric observations of the 
solar magnet ic field to predict Dst. Our technique uses the Wang-Sheeley-Arge 
(W-S-A) model to forecast the t ime variations of solar wind speed, IMF polarity, 
and IMF strength at Earth four days in advance. Since the waveform of Bz is incal­
culable from solar observations we make use of air mass climatology. In this tech­
nique the cumulative probabili ty distribution is determined as a function of t ime 
relative to a stream interface. During the declining phase of the solar cycle persis­
tent coronal holes create high speed streams. The interface between these streams 
and slower speed solar wind ahead provides a reference t ime that can be used to 
organize the cumulative probabili ty distributions determined from historic data 
(climatology). We then use the predicted arrival of an interface and the associated 
cumulative distributions to predict the probabili ty that |Dst| will fall within a range 
of values. This technique works best for small to moderate storms occurring dur­
ing the declining phase of the solar cycle. C M E s are not predictable by this model 
hence we do not expect this approach to work as well at solar max imum. 

1. INTRODUCTION 

The Dst index is the primary indicator of the state of the 
inner magnetosphere. Traditionally it has been associated 
with the strength of the symmetric ring current. The DPS 
theorem [Dessler and Parker, 1959; Sckopke, 1966] 

The Inner Magnetosphere: Physics and Modeling 
Geophysical Monograph Series 155 
Copyright 2005 by the American Geophysical Union 
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establishes a relation between the total kinetic energy of ring 
current particles and the magnetic perturbation they cause at 
the center of the Earth. The Dst index is an approximation to 
this perturbation calculated from a local time average of 
disturbances in the horizontal component of the magnetic 
field on the Earth's surface. More recently it has been rec­
ognized that there are many magnetospheric currents that 
contribute to the Dst index [Campbell, 1996] and that 
throughout the main phase of a storm it in unlikely that the 
ring current is symmetric [Kamide et al, 1997; Sharma 
et al, 2002]. None-the-less as shown by [Carovillano 
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and McGuire, 1968] the relationship holds approximately for 
asymmetric currents. If it were possible to predict this index 
some time in advance it would provide useful warnings of 
hazards to technological systems dependent on the space 
environment. 

The Dst index has been found to be remarkably easy to 
forecast empirically on a short-term [McPherron and 
O'Brien, 2001; Temerin and Li, 2002]. The latter authors 
claim nearly 95% prediction efficiency using a scheme 
involving about 35 terms that transforms solar wind obser­
vations into the Dst index. Unfortunately, all such schemes 
require the solar wind velocity and interplanetary magnetic 
field (IMF-Bz) to drive the prediction model. At the present 
time the furthest upstream of the Earth that we can measure 
these parameters provides only 30-60 minutes advance warn­
ing. Any attempt to utilize a monitor further upstream is 
unlikely to be successful. The IMF Bz is a turbulent variable 
with a median time between zero crossings of about six 
minutes. The fluctuations in Bz are produced by a variety of 
processes in the solar wind including large-scale structures, 
stream interactions, and Alfven waves. As the solar wind 
flows from the upstream monitor towards the Earth waves 
enter or leave the stream, and stream interactions change Bz 
from what was measured at the monitor. 

Even though the deterministic approach is likely to fail it 
is still possible to use probabilistic methods. In particular we 
have advocated the use of air mass climatology [McPherron 
and Siscoe, 2004]. In this approach one utilizes predictable 
properties of the solar wind (the air mass) to organize 
probability distribution functions for solar wind and 
magnetospheric variables. For example, during the declining 
phase of the solar cycle the solar wind is dominated by recur­
rent high speed streams. These streams overtake slow solar 
wind ahead of them and create an interface responsible for 
disturbances in the magnetosphere. It is possible to use past 
observations of the type and level of activity caused by these 
interfaces to construct probability distributions for magnetic 
indices as a function of time relative to the interface. Then if 
some method exists to predict the arrival of the interface 
some time in advance one can use the distributions to predict 
the range of activity expected at various times relative to the 
interface. 

In this paper we describe a procedure for medium-term 
prediction (2-4 days in advance) of the Dst index. The tech­
nique utilizes observations of the photospheric magnetic 
field of the Sun to predict the solar wind velocity on a source 
surface around the Sun [Wang and Sheeley, 1990]. This 
velocity is then propagated to the Earth [Arge and Pizzo, 
2000] and processed to detect stream interfaces. Knowing the 
time of arrival of an interface, probability distributions for 
Dst are used to forecast the expected level of activity. We 
apply this technique to data acquired during the last solar 

minimum in 1995 and discuss the problems found in imple­
menting the technique. 

2. HIGH-SPEED SOLAR WIND STREAMS 

Two typical high-speed streams observed in January of 
1995 are presented in Figure 1. Four panels show the velo­
city, density, temperature and azimuthal flow direction of the 
solar wind plasma. Labeled vertical dashed lines show the 
times of three interfaces between high and low velocity 
streams. The interface is clearly defined by the behavior of 
the four variables. The velocity increases rapidly from a low 
value of order 300 km/s to a high value of order 700 km/s. 
The density changes in the opposite direction increasing 
slowly from moderate to high value before the interface. 
Then, just at the interface, it drops rapidly to a low value. As 
the density drops the temperature rises. In the bottom panel 
the azimuthal flow angle switches from positive values, an 
outward flow westward of radial (in the direction of solar 
rotation), to an eastward value. The time most easily 
identified on higher resolution plots is the zero crossing of 
the flow angle. Below we use this time as the reference time 
in a superposed epoch analysis of solar wind and magneto­
spheric variables. 

Other solar wind variables including the IMF Bz are orga­
nized by stream interfaces. Below we show that during 1995 
the IMF Bz was biased negative and had large fluctuations 
for a day centered on nearly every interface. After the 
interface the combination of high velocity and occasional 
strong negative Bz drives geomagnetic activity and produces 
moderate magnetic storms. 

3. SUPERPOSED EPOCH ANALYSIS 

The behavior of the solar wind velocity for ten days 
centered on a stream interface is shown in Figure 2. The 
figure presents the results of a superposed epoch analysis of 
the solar wind velocity measured by Wind spacecraft during 
1995. Epoch zero in this analysis was defined by an inter­
active procedure in which traces of the velocity, density, and 
azimuthal flow angle were displayed on a high resolution 
plot. First the plot of velocity was examined for a transition 
from a low to high speed solar wind stream. Then the density 
trace was examined near the time of the velocity transition to 
identify intervals of slow increase in density. Finally, the 
azimuthal flow angle was examined just after a rapid 
decrease in density. A positive to negative zero crossing of 
the flow angle was used to precisely define the stream 
interface. Ten-day segments of data centered on the time 
of each stream interface were then selected and stored as 
rows of an ensemble array. The figure illustrates the 
results obtained for velocity in the year 1995. Each row of 
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Example High Speed Solar Wind Streams 
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Date in 1995 

Figure 1. Three solar wind stream interfaces observed in January 1995. From the top down the traces include velocity, density, 
temperature, and azimuthal flow angle. 

Velocity Ensemble for 1995 Stream Interfaces 
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Figure 2. Superoposed epoch analysis of solar wind velocity for 
26 stream interfaces observed in 1995. Heavy lines are quartiles of 
the distribution. 

the ensemble was plotted with a different color. Heavy white 
lines denote the quartiles of the cumulative probability 
distribution at each sample point relative to epoch zero. It is 
evident that the stream interface is located a little after the 

beginning of the transition from low to high speed at the time 
of most rapid increase in velocity. 

4. CUMULATIVE PROBABLITY DISTRIBUTIONS 
FOR INDICES RELATIVE TO INTERFACE 

The stream interfaces organize solar wind properties in 
such a way that geomagnetic activity is peaked near the 
time of the interface. Results for the Dst index are plotted 
in Figure 3. The figure shows that significant disturbances 
are most likely to occur in the six hours after the interface. 
Occasionally these storms are as large as -150 nT, but 
this happens less than ~10% of the time. The median Dst 
index at the peak of these storms is only -35 nT! Such events 
would not normally be classified as magnetic storms. The 
initial phase of these storms is very weak (~+5 nT) and 
would be undetectable in the original magnetograms. In 
contrast with stronger storms, the average recovery phase 
of these weak storms is nearly linear rather than exponen­
tial. Note also that storms can occur randomly with respect 
to the stream interface. These storms are caused either by 
multiple stream interfaces or by CMEs, The CME storms 
are often as large or larger than the interface storms. These 
CME storms are not predictable by the method described in 
this paper. 
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Sym-H Ensemble for 1995-1996 
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Figure 3. Superoposed epoch analysis of the Dst index for 56 stream 
interfaces observed in 1995 and 1996. Heavy lines are quartiles of 
the distribution. 

The quartiles plotted in Figure 3 define a simple pattern 
characteristic of a classic magnetic storm including initial 
phase, main phase, and recovery phase. However, this pattern 
is an artifact of superposed epoch analysis. An examination 
of the 26 individual storms contributing to the quartiles 
shows that only 6 storms behave approximately in the man­
ner suggested by this pattern. Four of the storms were 
"double dip" storms in which there was a second decrease in 
Sym-H before the preceding storm had recovered. Ten of 
the storms were actually multiple storms in which a second 
storm followed the first within the 10-day interval of the plot. 
Several of the storms never recovered in the 10-day interval 
or remained steadily depressed until a new storm started. We 
have selected intervals of recovery for each storm and 
performed both linear and exponential fits to the recovery 
phase. The quality of the two types of fits are indistinguish­
able both averaging about 48% prediction efficiency. The 
apparent linear recovery time given by T = D0/(em) where 
D0 is Sym-H at minimum, m is the slope of the linear recov­
ery, and e = 2.7183 averages 2.3 ±1 .4 days. The correspond­
ing average e-folding time from the exponential fit is 
3.6 + 3.5 days. In either case these apparent recovery rates 
are much longer than expected from either convection (a few 
hours) or charge exchange during northward field (16 hours) 
[O'Brien and McPherron, 2000]. This fact, and the frequent 
occurrence of double dip or second storms suggests that the 
IMF must turn southward rather frequently in the interval 
following a stream interface, maintaining a depressed Sym-H 
by frequent injections that decrease in intensity with time. In 
fact, in selecting stream interfaces we found it rather com­
mon to have multiple upward steps in solar wind velocity 

and zero crossings of the azimuthal flow angle. In such cases 
we selected only the first in a sequence of zero crossings. 
Clearly this structure poses a problem for probabilistic fore­
casting unless some method is developed to resolve these 
multiple interfaces in the solar observations. 

We have analyzed a variety of other indices in a similar 
manner and present the quartiles of the distribution function 
in Figure 4. The top panel shows the velocity quartiles from 
Figure 2. The second panel shows quartiles of the GSM 
dawn-dusk electric field. The distribution is asymmetric near 
the interface with both the median and lower quartile 
negative. It was this effect of the stream interface on the IMF 
Bz that caused moderate activity at the interface during 1995. 
In 1996 this bias in Bz was absent but fluctuations were still 

Solar Wind Medians for 1995 Stream Interfaces 

£ 500 
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Epcoh Time (days) 

10 

Figure 4. Quartiles of the 1995 ensembles of stream interfaces for 
velocity, VBs, ap, Sym H, Log Pc 5 Power, and log flux of relati­
vistic electrons at noon synchronous orbit. 
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enhanced. As a consequence interface storms in 1996 were 
weaker than in 1995 Note also in Figure 4 that for several 
days after the interface the median electric field was slightly 
negative and the separation of the quartiles was larger than 
before the interface. This is primarily due to amplification of 
Bz fluctuations by the higher velocity occurring at this time. 
The consequence of this behavior is evident in the third panel 
which shows quartiles of the 3-hr ap index ensemble. 
Magnetic activity is strongest at the interface but decays 
slowly for many days. The fourth panel shows the quartiles of 
sym-H already discussed. It is apparent that the electric field 
around the interface produces the main phase of these weak 
magnetic storms, and then the prolonged decay of the electric 
field after the interface produces the linear recovery. 
Apparently the ring current is in quasi-equilibrium with 
injection nearly matching decay during the storm recovery 
phase. The fourth panel presents a measure of Pc 5 power 
determined from ground observatories. This maximizes at 
the interface and then decays even more slowly than the ap 
index. These waves are highly correlated with large increases 
in the flux of relativistic electrons at synchronous orbit 
[Green and Kivelson, 2001; O'Brien et al., 2001] and hence 
are though to play a role in the acceleration of these electrons 
[Hudson et al.,; Liu et al, 1999]. 

That this is the case is demonstrated in the bottom panel. 
Here it is seen that for a day prior to the interface the flux of 
relativistic electrons decreases. About six hours after the 
interface, coincident with the beginning of the storm recov­
ery the fluxes begin to increase. The increase continues 
reaching a maximum about four days after the interface. The 
median increase is at least a factor of 10 above the pre-
interface fluxes. 

5. A STREAM INTERFACE DETECTOR 

To predict magnetospheric activity associated with storms 
two things are needed. The first is a method of predicting the 
solar wind velocity profile several days in advance of its arrival 
at the Earth. The second is a method for identifying the stream 
interface from the predicted velocity profile. The technique 
for predicting the solar wind velocity at 1 AU 2-4 days in 
advance has been described elsewhere [Arge and Pizzo, 2000; 
Wang and Sheeley, 1990] and because of space limitations we 
do not repeat this here. For our purposes we assume that a 
real time procedure generates the solar wind velocity time 
series about three days in advance. We process this series 
with the stream interface detector described next. 

The detector is based on simple pattern recognition. We start 
with the shape of the median velocity profile for two days 
centered on the interface. We remove the mean and normalize 
the patterns so the sum of the absolute value of the points is 
1.0. Then we standardize the predicted time series by removing 

the mean and dividing by the standard deviation. We next 
convolve the pattern with the standardized velocity. When the 
shape of the two curves is similar the output of the convolution 
approaches 1.0. We take the center of the time interval in 
which the response is greater than 0.5 as the time of the inter­
face. In practice the predictions are made approximately 
every 8 hours so we resample both series to precisely 8-hour 
cadence. This reduces the interface pattern to seven points. 
Note that at least one day beyond the interface is required to 
identify the position of the interface. This reduces the 
advance warning by one day. 

The 7-point pattern appears to work well identifying a 
large number of stream interfaces at a point midway along 
the rising ramp of predicted velocity. However, a comparison 
with the interfaces detected manually in high resolution data 
shows that the W-S-A interfaces are systematically early. 
Statistically the bias is -0.25 days. This appears to be a char­
acteristic of the predicted time series and not a bias of the 
detector. Apparently additional work is needed to optimize 
the W-S-A predictions. In 1995 there were eight manual 
interfaces not detected by our automatic procedure. Four of 
these appear to be the consequence of missing data. Another 
seems to be a poor manual choice of an interface. At least one 
miss is a result of an outright failure of the solar wind model 
to predict a rise in velocity in early March of 1995. 

6. EXAMPLE PREDICTIONS 

Using the stream interface detector we predict the arrival 
of a stream interface two days in advance. Knowing this we 
use climatology of the Dst index relative to the interface to 
predict the quartiles of expected activity. The simplest clima­
tology for the years 1995-1996 depending only on time rela­
tive to the interface is illustrated in Figure 5. 

Since the time resolution of the W-S-A predictions is 
roughly 8 hours we have chosen to create cumulative prob­
ability distributions (cdfs) averaged over nine hour intervals. 
To provide some smoothing we overlap these estimates by 
three hours - the resolution of the ap index. Using the 16 day 
ensemble shown in Figure 3 we produced 125 distribution 
functions centered about epoch zero. There is a significant 
difference between the distributions two days before the 
interface (heavy line on right side) and lA day after the inter­
face (heavy line on left side). For example, the probability 
that Sym-H will be below -50 nT two days before an inter­
face is zero! In contrast, there is a 4% probability that it will 
be below -100 nT lA day after the interface. These distribu­
tions provide the "climatology" used to make a probabilistic 
forecast of the Sym-H index. In the following we have cho­
sen the upper and lower quartiles of these distributions as a 
function of time relative to an interface to bracket the 
expected value of Sym-H. 
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Cumulative Probability Distributions for Sym-H Around Interface 
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Figure 5. Cumulative probability distributions of Dst averaged over 
9 hour intervals advanced three hours at a time for 16 days centered 
on stream interfaces in 1995-1996. 

A data segment showing our prediction of the quartiles of 
Sym-H in 1995 is presented in Figure 6. The top panel com­
pares the observed velocity (thin gray curve) at 90-second 
resolution with the predicted velocity (dark dotted curve) at 
8-hour resolution. The second panel compares the observed 
Sym-H index (thin gray lines) with our prediction of the 
upper and lower quartiles expected from climatology (heavy 
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Figure 6. The top panel compares the predicted velocity (squares) 
and observed velocity (thin line). Heavy crosses show the 
detected interfaces. The second panel contains the solar wind elec­
tric field. The third panel presents the sym-H index observed 
during this interval. The bottom panel presents the probability of 
observing a storm with sym-H less than - 5 0 nT. 

black lines). Based on Figure 3 we expect Sym-H to become 
more negative at the times of stream interfaces. The predicted 
times of these interfaces is shown by crosses at the top of the 
bottom panel. The actual times are shown by dotted circles. 
There were two interfaces detected manually (04/23 and 
05/16) that were not detected automatically. In both cases this 
was a result of missing data in the predicted velocity curve. 
Four other interfaces were properly identified hence the 
envelope defined by the quartiles of the cdf drops indicating 
a magnetic storm is expected. The thin gray lines corre­
sponding to observations also drops at these times indicating 
a successful prediction. Note that every storm is predicted to 
have the same magnitude since the only climatology used is 
time relative to the interface. A measure of quality of the pre­
dictions can be obtained by calculating how frequently the 
observations lie above the upper quartile or below the lower 
quartile. Statistically we expect the result to be 25% in each 
case. The results for the entire year are 25% above and 20% 
below, close to expectations. 

7. DISCUSSION 

In this paper we have presented preliminary results 
describing a method of forecasting the probability of 
magnetic storms about 2 days in advance. The technique uti­
lizes Earth-based observations of the photospheric solar 
magnetic field. The field is expanded to a surface around the 
Sun and converted to "flux tube expansion factors". The 
velocity of solar wind emitted from the sub-Earth point on 
the Sun is inversely proportional to this factor [Wang and 
Sheeley, 1990]. This wind is propagated to the Earth taking 
into account compression of the slower wind that precedes 
fast streams [Arge and Pizzo, 2000]. Predictions of the speed 
at 1 AU are typically made 3-4 days in advance of arrival of 
the wind at the Earth. The known pattern of the velocity at a 
stream interface is convolved with the predicted time series 
obtaining the expected time of arrival of the interface. At 
least one day warning is lost since our detector requires one 
day of data after the interface. Cumulative distribution func­
tions determined from historical data as a function of time 
relative to the interface are then used to predict the values of 
Sym-H which are likely to bound the observed index with a 
given probability. 

The quality of the predictions is dependent on the accu­
racy of the W-S-A model for the solar wind velocity. This 
model works particularly well during the declining phase of 
the solar cycle when large coronal holes near the Sun's 
equator produce high-speed streams that subsequently 
interact with slow-speed wind emitted earlier from regions to 
the west of the coronal hole. We have found two problems in 
the current W-S-A predictions. First there was a bias in the 
velocity profile for 1995 so that the predicted interfaces 
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arrived 0.25 days early. We have not removed this bias in 
the predictions because it is less than a single sample inter­
val. In addition there is a random error in the predicted arrival 
times of about 1.3 days. This is significant to the potential 
users of the forecasts. Also this model does not predict the 
occurrence of coronal mass ejections (CME) that are respon­
sible for much larger magnetic storms than those caused by 
the recurrent high-speed streams. Since CMEs also occur at 
solar minimum it is inevitable that there will be events not 
anticipated by our procedure. 

It is possible to make a number of improvements in this pro­
cedure. First, data from more than one solar observatory could 
be used to eliminate problems caused by missing data at one 
location. Also this would have the advantage of using features 
in the solar field that are seen at all observatories rather than 
just one. Second it is possible to improve the quality of the 
predicted speed on the solar source surface using a more com­
plex model that includes location of the sub-Earth point rela­
tive to a coronal hole as well as the flux tube expansion factor 
[Arge and Pizzo, 2000]. It is also likely that the kinematic 
model for the propagation and interaction of high speed 
streams can be improved by parameterizing the model and 
then optimizing these parameters with historical data. 

It may also be possible to improve the detection of the 
stream interfaces in the predicted velocity. We have used a 
centered pattern to convolve with the series. A pattern contain­
ing only data before the interface might add several 9-hour 
samples of advance warning. Another possible improvement 
would use precursors in the measured solar wind. For example 
the solar wind density (not shown here) begins to increase 
about two days before a stream interface, and is obviously ele­
vated one day before. About 12 hours before the interface a 
variety of indicators including density, azimuthal flow angle, 
and magnetic field strength all show significant perturbations. 
A probabilistic stream interface detector utilizing all of these 
parameters could be developed. Such a detector could be used 
to refine the W-S-A predicted interface arrival times. 

Another way to improve predictions is to include two other 
parameters predictable by W-S-A. These are the polarity of the 
IMF either towards or away from the Sun, and the strength of 
the IMF (not implemented). The polarity is important for the 
Russell-McPherron effect [Russell and McPherron, 1973] 
which increases the strength of activity significantly when the 
IMF satisfies the rule "spring to and fall away". The second is 
to make the cdfs functions of the velocity and field strength. 
At the current time these improvements are difficult to imple­
ment because of insufficient solar wind data. 
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Testing the Hypothesis That Charge Exchange 
Can Cause a Two-Phase Decay 

M . W Liemohn and J.U. Kozyra 

Atmospheric, Oceanic, and Space Sciences Department, University of Michigan, Ann Arbor 

We test the hypothesis that a two-phase decay of the ring current energy content 
can be produced by the differential charge exchange loss rates of hot 0 + and hot 
H + . Results are presented from idealized simulations of ring current decay and 
show that, for realistic p lasma boundary conditions, a two-phase decay can only 
be created by the transition from flow-out to charge exchange dominance of ring 
current loss. Differential charge exchange between hot (E > 40 keV) 0 + and hot 
H + cannot produce the observed two-phase decay signature for several reasons. 
First, there are always significant levels of low-energy (E < 10 keV) H + present in 
the injected plasma, which charge exchanges rapidly and makes the H + loss rate 
comparable to or greater than the 0 + loss rate. Second, the ring current is spread 
over a wide range of L values, and the total charge exchange loss rate is an inte­
gral value that does not suddenly change. Third, this integral loss rate is too slow 
(at least in the results presented here) to create a rapid loss of ring current energy 
content. Other possible causes of two-phase decay signatures in the storm-time 
Dst index are briefly discussed. 

1. INTRODUCTION 

For many years, it was commonly believed that the main 
phase of a magnetic storm rapidly produced a symmetric 
ring current that provided a majority fraction of the Dst 
index decrease [e.g., Lyons and Williams, 1980; Lee et ah, 
1983]. More specifically, the ring current is the dominant 
contributor to the Dst* index, which is Dst with the influ­
ences from the magnetopause current, quiet time offset, and 
induced Earth currents removed. Loss of the trapped ring 
current energy (and thus recovery of the Dst* index toward 
zero) was believed to occur dominantly through charge 
exchange with the neutral hydrogen geocorona, with minor 
contributions from Coulomb drag energy loss and scattering 
of particles into the loss cone by wave-particle interactions 
[see the review by Daglis et al, 1999]. In fact, the two-phase 
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decay of large magnetic storms was believed to be the result 
of the large differences between the charge exchange life­
times of oxygen and hydrogen ions with energies above 
50 keV [Tinsley and Akasofu, 1982; Hamilton et al., 1988]. 
The much more rapid removal of oxygen ions was thought 
to be the cause of the fast loss lifetimes during the early 
recovery phase. By the end of the early recovery phase, the 
ring current was significantly depleted in oxygen relative to 
protons. The long charge-exchange lifetimes of the proton 
component dominated the late recovery phase. The prefer­
ential removal of oxygen ions by charge exchange with the 
hydrogen geocorona in the early recovery phase was thought 
to drive the observed dramatic composition changes that are 
correlated closely with the ring current recovery [Hamilton 
etaL, 1988; Daglis, 1997]. 

It is now understood, however, that the partial ring current 
far exceeds the symmetric ring current throughout the entire 
main phase of magnetic storms (which typically last from 
several hours to more than a day) and into the early recovery 
phase. This has been shown both theoretically [e.g., 
Takahashi et aL, 1990, 1991; Ebihara and Ejiri, 1998, 2000; 
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Jordanova et ah, 1998; Liemohn et al., 1999, 2001a, b; 
Kozyra et al., 2002] as well as observationally [e.g., 
Greenspan and Hamilton, 2000; Jorgensen et al., 2001; 
Pollock et al., 2001; Mitchell et al., 2001; Reeves and Spence, 
2001; Soraas et al., 2002, 2003]. A major symmetric ring 
current component only appears in the late recovery phase. 
The partial ring current is formed as energetic ions in the 
inner plasma sheet are convected deep into the dipolar 
regions under the action of an enhanced convection electric 
field. These particles move on open drift paths that intersect 
the dayside magnetopause and thus rapid particle loss occurs 
through this boundary [Liemohn et al., 1999]. Of course, 
the removal of ions from these open drift paths by charge 
exchange interactions and precipitation (which results from 
nonadiabatic scattering of the ions moving along highly 
stretched magnetic field lines) decreases the ring current 
lifetime even further; but these are secondary effects [c.f, 
Kozyra et al., 1998, 2002; Liemohn et al, 1999]. As the early 
recovery phase of the storm begins, the convection electric 
field weakens. This decrease drives the conversion of open to 
closed drift paths; in other words, the conversion from a 
partial to a symmetric ring current. Time scales in the late 
recovery phase are dominated by charge exchange losses of 
high-energy protons and thus are long compared to those in 
the early recovery phase. 

The changeover from rapid removal at the dayside magne­
topause during the main and early recovery phases to much-
slower charge-exchange removal of trapped ring current 
particles during the late recovery phase accounts for the two 
distinctly different lifetimes that dominate the ring current 
recovery [Jordanova et al, 2003; Kozyra and Liemohn, 
2003]. That is, continued convection into the recovery phase 
causes the initial fast recovery of the ring current, and a rapid 
shut-off of this flowout suddenly stops this loss process, 
allowing the slower loss processes to dominate the recovery 
time scale. The timing of the convection decrease relative to 
the plasma sheet density decrease is critical. The density 
reduction must happen first for a rapid decay phase to occur. 
During a period of high convection and low source popula­
tion intensity, the high-density plasma injected during the 
main phase is quickly flushed from the inner magnetosphere, 
being replaced by less-dense plasma. 

The debate remains alive, however. For instance, Feldstein 
et al. [2000] and Ohtani et al. [2001] argue that a rapid shut 
off the tail current can cause a significant recovery of the Dst 
index. Walt and Voss [2001] found that particle precipitation 
causes fast loss lifetimes that might be responsible for the 
two-phase decay of the ring current. O'Brien et al. [2002] 
statistically analyzed the recovery rate of Dst for storms with 
rapid shut-off of the convection strength versus those with 
gradual shut-off (continued convection). They found that the 
two groups of storms had statistically identical decay rates. 

Daglis et al. [2003] argued that differential charge exchange 
loss between hot 0 + and H + is a major factor in the two-phase 
decay recovery for some storms. 

This study addresses the relationship between charge 
exchange losses and flowout out losses. A series of numeri­
cal experiments are conducted with idealized input condi­
tions to parametrically examine the relative importance of 
flowout and charge exchange to the decay rate of the ring cur­
rent total energy content. In particular, the study will assess 
the validity of the hypothesis that the differential charge 
exchange rates between energetic 0 + and H + is sufficient to 
produce a two-phase decay. The other possibilities for two-
phase decay production mentioned above will be discussed 
but not quantitatively investigated. In addition, a list of 
caveats to the interpretation and application of these results 
is given. 

2. NUMERICAL APPROACH 

This study uses results from the Michigan version of the 
ring current-atmosphere interaction model (RAM), a kinetic 
transport code that solves the gyration and bounce-averaged 
Boltzmann equation inside of geosynchronous orbit. Fok 
et al. [1993] was the first to publish results from this model, 
and she continues to maintain a version of this code [e.g., Fok 
et al, 2003]. The code remained at Michigan as well, and the 
next development series began with Jordanova et al. [1996], 
who also continues to use the code [e.g., Jordanova et al, 
2003]. The version used for the present study is described by 
Liemohn et al. [2001a, 2004]. It uses second-order accurate 
numerical schemes to determine the hot ion phase-space dis­
tribution in the inner magnetosphere as a function of time, 
equatorial plane location, energy, and equatorial pitch angle. 
Sources are specified by geosynchronous orbit plasma data 
across the nightside outer boundary. Loss mechanisms 
include the flow of plasma out the dayside outer boundary, 
precipitation of particles into the upper atmosphere, pitch 
angle scattering and drag from Coulomb collisions with the 
plasmasphere (using the Ober et al. [1997] thermal plasma 
code), and charge exchange with the neutral hydrogen geo-
corona (using the Rairden et al. [1986] geocoronal model). 
A dipole magnetic field is assumed. The magnetopause is not 
explicitly defined in these simulations. Therefore, flow-out 
losses are losses through the dayside outer boundary, which 
is at geosynchronous altitude. 

For the present study, idealized inputs were specified for 
each simulation. The electric field description chosen for 
these experiments is the Volland-Stern two-cell convection 
model [Volland, 1973; Stern, 1975], with nominal shielding 
( 7 = 2 ) and the Kp-dependent activity parameter defined 
by Maynard and Chen [1975]. While this is a very simplistic 
field model, it has been used effectively to reproduce 
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the inner magnetospheric plasma dynamics with reasonable 
accuracy [e.g. Jordanova et al., 1998, 2003; Kozyra et al., 
1998; Ebihara and Ejiri, 1998, 2000]. Furthermore, statisti­
cal analyses of inner magnetospheric plasma observations 
have found that the shielded Volland-Stern electric field is 
very good at reproducing the observations [Korth et al., 
1999; Friedel et al., 2001]. In the simulations conducted for 
this study, artificial "Kp" time series were created for each 
numerical experiment, with step-function changes in the 
activity level separating intervals of constant convection 
strength. 

The second half of the idealized input specification is the 
nightside outer boundary condition for the hot ions. A kappa 
distribution (with k = 5) is assumed with identical character­
istics at all local times. The near-Earth plasma sheet charac­
teristic energy ( E P S ) is held constant throughout the 
simulation (7 keV unless specified), while the density (N P S ) 
is changed at certain times in each run (again, with step func­
tion changes separating intervals of constant density). The 
chosen values are typical for the near-Earth plasma sheet 
[McComas et al., 1993; Birn et al., 1997; Borovsky et al., 
1998]. The composition of the boundary condition plasma is 
specified to be equal densities of H + and 0 + (each equal to 
N P S ) . Because the hot ion species are not coupled for these 
simulations (that is, the electric field is specified rather than 
self-consistently calculated), the run for each species can be 
conducted separately and the results added later. This also 
allows for an arbitrary combination of the two species. 

In the present study, step-function changes in Kp and 
N P S are applied. After a 24-hour interval of quiescent values 
(Kp = 2, N P S = 0.5 cm - 3 ) , both parameters are increased to 
disturbed-condition values (Kp = 6.5 or 9, N P S = 4 cm ' 3 ) . 
These high values are held constant for 12 hours of run time 
to reach a quasi-steady-state level in the inner magnetos­
phere. This is the initial condition for all of the numerical 
experiments shown below. The down-step for Kp and N P S is 
then applied at either the 1-hour or the 4-hour mark (some­
times together, other times staggered), dropping the para­
meters back to their quiescent levels. 

The chosen boundary and input conditions are not particu­
larly realistic. For instance, ion distributions are not identical 
across the nightside, the magnetic field is not dipolar, factor 
of 8 step-function changes in density and convection are rare, 
and the inner magnetospheric electric field is modulated by 
the hot ion pressures in this region. The simulation results are 
thought to be useful, though, because they demonstrate the 
relative dominance of flow-out versus charge-exchange losses 
in modulating the recovery of the ring current. More on these 
caveats to the study results are given below in the Discussion. 

Kp is a quasi-logarithmic index, and so a more useful 
quantity to discuss is the westward convection electric field 
at midnight at the outer simulation boundary. Figure 1 shows 
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Figure 1. Electric field strength at R = 6.6 R E at magnetic local 
midnight with respect to Kp for the shielded Volland-Stern electric 
potential description with the Maynard-Chen activity dependence. 

the relationship between this electric field value and Kp for 
a shielded Volland-Stern description. For Kp = 2, the electric 
field is 0.125 mV/m. For Kp = 6.5, the electric field is 
1.0 mV/m. This Kp step produces a factor of 8 increase in 
the convection strength, matching the factor of 8 increases 
applied to N P S . Two cases use Kp = 9, which yields an 
electric field of 1.4 mV/m. This is more than 11 times bigger 
than the Kp = 2 electric field, and represents extreme geo­
magnetic activity. 

3. RESULTS 

The purpose of this study is to examine the ability of 
flowout loss and charge exchange loss to produce a two-
phase decay. While there are many other loss mechanisms 
acting on the storm-time ring current, these two are the 
largest [e.g., Liemohn et al., 1999; Kozyra et al., 2002] and 
they are the center of the controversy around the two-phase-
decay phenomenon [e.g., Daglis and Kozyra, 2002; Daglis 
et al, 2003]. 

3.1. Down-Step Experiments 

Figure 2 shows results from a simulation in which N P S 

drops 3 hours before Kp. Figures 2a and 2b show the time 
series of N P S and the midnight outer boundary electric field, 
respectively. This is an example of continued convection, but 
with decreased plasma sheet density, during the recovery 
phase of a magnetic storm. 

The total energy of the hot ion population inside of geo­
synchronous orbit E R C is shown in Figure 2c, along with the 
totals for H + and 0 + separately. The solid curve in Figure 2c 
has the appearance of a two-phase decay. It begins at 10.1 PJ, 
decreasing to 4.93 PJ by t = 4 h, and eventually dropping to 
3.24 PJ by t = 12 h. There is a definite kink in the E R C curve 
3tt = 4h, with the loss rate becoming much smaller after the 
down-step of the electric field. The two species have very 
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Figure 2. Simulation inputs and results from a numerical experiment 
in which the plasma sheet density decreases before the convection 
strength. Shown are the following: (a) plasma density applied at 
the outer simulation boundary (the same for both H + and 0 + ) ; 
(b) the midnight outer boundary electric field strength; (c) the total 

similar total energy values throughout the simulation, with 
the 0 + curve beginning 0.3 PJ higher than the H + value and 
ending 0.1 PJ higher than H + at t= 12 h. 

Figure 2d presents the average particle energy during the 
simulation (total amount of energy divided by total number 
of particles). This is an interesting quantity because both loss 
processes are dependent on it. Flowout is affected because 
the drift paths through the inner magnetosphere are influ­
enced by the gradient-curvature drift, which is directly pro­
portional to energy. Charge exchange has energy dependence 
in both the cross section and the number of targets (vAt, the 
flight distance per time increment). The average energy (H + 

and 0 + together) begins at a steady 23 keV, and then slowly 
increases to 29 keV by t = 12 h. The average energy for H + is 
slightly higher than that for 0 + throughout the simulation. 

Liemohn and Kozyra [2003] discussed the calculation of 
loss lifetimes from ring current simulations. A "pure-loss" 
time scale can be calculated by dividing the total energy con­
tent by the energy loss rate from all processes. For example, 
at the end of the simulation (t = 12 h), the total energy con­
tent of the hot ions is 3.24 PJ (1.57 PJ carried by H + and 
1.67 PJ carried by 0 + ) . The total loss rate from the system at 
this time is 45.2 GW (20.4 GW departing from the H + con­
tent and 24.9 GW from 0 + ) . Dividing the latter into the for­
mer yields a pure-loss lifetime of 20.0 hours (for H + and 0 + , 
the pure-loss lifetimes are 21.5 hours and 18.8 hours, res­
pectively). The "pure-loss" qualifier is added because this 
loss lifetime is only observed if there is no energy input to the 
ring current, which is not the case, even during quiet times. 
Nevertheless, it is useful quantity because it tells about the 
relative magnitude of the energy loss (compared to the total 
energy). 

Figure 2e shows this pure-loss lifetime from the simulation 
results. At ^ = 0h , the loss lifetime is ~5.5 hours. It then 
decreases to a minimum value of ~4 hours at t - 3 h. At 
t - 4 h, there is a sudden jump in the loss lifetime up to 
-12 hours, and the lifetime slowly increases to 20 hours by 
t = 12 h. In this latter part of the simulation, the 0 + and H + 

lifetimes split apart a little, with H + ending with a loss lifetime 
of 21.5 hours and 0 + at 19 hours. That is, the total energy of 
0 + is being lost slightly faster than that of H + (relative to the 
total energy for each species). This is reflected in the conver­
gence of the dashed and dotted lines in Figure 2c. 

The magnitudes of the hot ion losses for 0 + and for H + are 
shown in Figures 2f and 2g, respectively. Only the two 

energy content in the ring current; (d) the average energy of a ring 
current ion; (e) the pure-loss lifetime for the total energy content; 
(f) the particle loss rate for 0 + from flowout and charge exchange; 
and (g) the particle loss rate for H + from flowout and charge 
exchange. 
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dominant loss processes of dayside flowout and charge 
exchange are plotted. The peak values during the recovery 
phase (t > 1 h) are listed for each process in each figure. It is 
seen that flowout energy loss is 3 to 4 times larger than 
charge exchange at the beginning of the recovery phase (just 
after t = 1 h), and remains larger than charge exchange 
through the early recovery period (until t = 4 h). Once the 
convection electric field is reduced (at t = 4 h), flowout drops 
to less than 10 GW for each of the species, a level below that 
for charge exchange at this time (-40 GW). The losses from 
charge exchange do not show such a dramatic change. 
Instead, they gradually decrease throughout the recovery 
phase. While both charge exchange loss rates (H + and 0 + ) 
end near 20 GW (at t = 12 h), they begin at slightly different 
values, with 0 + starting at 60 GW and H + starting at 70 GW. 

Note that the energy loss rates are significantly different 
from the particle loss rates. Because flowout occurs at the 
outer simulation boundary while charge exchange occurs 
deep within the simulation domain, the average energies of 
the particles lost by these two processes are quite different. 
Therefore, the ratio of flowout-to-charge exchange particle 
losses is - 8 at t= 1 h, dropping to - 4 just before t = 4 h, and 
the two particle loss rates are roughly equal throughout the 
late recovery phase. The energy loss rate is more applicable 
to this study, and therefore it is shown in Figure 2. 

Figure 3 presents a similar sequence of plots for the oppo­
site ramp-down case, in which the convection electric field is 
reduced 3 hours prior to the plasma sheet density (see figures 
3a and 3b). The resulting total energy content carried by the 
hot ions in the inner magnetosphere is shown in Figure 3c. 
There is no visible kink in the curves at t = 4 h, or in fact 
anywhere past t = 1 h. The average energy is shown in Figure 
3d, again showing that 0 + is slightly cooler than H + and that 
the two are diverging slowly throughout the recovery phase. 
The pure-loss lifetimes are given in Figure 3e. There is a 
step-function change from 5 to 15 hours at the time when the 
electric field is reduced (t = 1 h). After this, the loss lifetime 
slowly increases above 20 hours by the end of the simulation. 
The magnitudes of the loss rates are shown in the final two 
panels (Figures 3f and 3g), again showing that the flowout 
loss rate is much bigger than charge exchange during high 
convection (t < 1 h) but drops below the charge exchange 
loss rate when the convection strength is reduced (t > 1 h). 
The late recovery phase (t > 4 h) flowout energy loss rates for 
both species are larger for this simulation than for the 
simulation results presented in Figure 2. This is because of 
the much lower energy loss rate during the first three hours 
of the recovery. Therefore, flowout loss is roughly a factor of 
2 to 3 less than charge exchange throughout the recovery 
phase. As in Figure 2, the charge exchange loss rates decrease 
slowly throughout the simulation, with no sudden changes in 
the loss rate for either species. 
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Figure 3. Same as Figure 2 except for a numerical experiment in 
which the convection strength decreases before the plasma sheet 
density. 
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Figure 4 presents a third case in which the electric field 
and N P S are both reduced simultaneously (Figures 4a and 4b). 
There is no kink evident in the total energy content of the 
hot ions for this simulation (Figure 4c), and the ion average 
energies slowly increase at different rates for the two species 
(Figure 4d). As in the previously discussed simulation, the 
loss lifetime shows a sudden increase at t = 1 h followed by a 
slow increase for the rest of the simulation (Figure 4e). The 
sudden increase in the loss lifetime corresponds to the sharp 
drop in flowout loss (Figures 4f and 4g), and the subsequent 
slow rise in the loss lifetime is caused by the slow decrease 
in the loss rates for both flowout and charge exchange during 
the rest of the simulation. 

3.2. High-Convection Experiments 

The results presented thus far are for simulations with Kp 
ramping down from 6.5 to 2. While Kp = 6.5 is a storm-time 
value, this isn't the highest value for the index. Stronger con­
vection allows for deeper injection of the plasma sheet ions 
into the inner magnetosphere. Because the hydrogen geocoro-
nal density increases closer to the Earth, the charge exchange 
losses should be bigger. Furthermore, the adiabatic accelera­
tion of the particles as they convect radially inward should 
create more high-energy ring current particles. It is at the 
high energies that 0 + is preferentially removed via charge 
exchange. Thus, a higher magnetospheric convection rate 
should result in more charge exchange loss of 0 + , yielding the 
best opportunity (of the selected numerical experiments) for a 
charge-exchange-driven two-phase decay of the ring current. 

Figure 5 shows results for a ramp-down from Kp = 9, 
which corresponds to a midnight outer boundary convection 
electric field strength of 1.4 mV/m. Both input parameters 
(electric field and N P S ) are reduced simultaneously (Figures 
5a and 5b). It is seen that the total energy content of the ring 
current ions has no visible kink (Figure 5 c). While the aver­
age energies are higher for this simulation than the previous 
ones (Figure 5d), the loss lifetimes are still quite close early 
in the recovery phase and diverge rather slowly throughout 
the simulation (Figure 5e). The loss rates shown in Figures 
5f and 5g are very similar to those presented in Figures 4f 
and 4g, respectively, with slightly higher magnitudes for the 
charge exchange losses, as expected. 

A final numerical experiment to be discussed is a simula­
tion with the plasma sheet characteristic energy E P S set to 
20 keV, instead of 7 keV as in the previous 4 runs. Otherwise, 
the set up is identical to the previous run, with the high con­
vection set to Kp = 9 and both input parameters decreasing 
simultaneously. This simulation is the most favorable of all of 
those presented for creating a charge-exchange-driven two-
phase decay. The results are shown in Figure 6. The average 
particle energy is indeed higher than in any of the other 
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Figure 5. Same as Figure 4 except for a numerical experiment in 
which the peak convection strength is set to Kp = 9 instead of 
Kp = 6.5. 

Figure 6. Same as Figure 5 except for a numerical experiment in 
which the characteristic energy of the plasma sheet is 20 keV 
instead of 7 keV 
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simulations (Figure 6d), but the total energy content still does 
not show a two-phase decay signature (Figure 6e). In fact, the 
charge exchange loss rates are less than in the previous run 
with E P S = 7 keV (compare Figures 6f and 6g with 5f and 
5g). The peak 0 + charge exchange energy loss rate in Figure 
6f is 90% of the peak value in Figure 5f, but the peak H + 

charge exchange rate in Figure 6g is only 65% of the peak 
value in Figure 5g. So, even though the ratio of the 0 + charge 
exchange loss rate to that of H + is larger for this "hot" simu­
lation (Figure 6) than for the nominal E P S run (Figure 5), the 
total loss from charge exchange is less, and thus no two-
phase decay is produced. 

3.3. Composition Experiments 

The results thus far have discussed an equal N P S value for H + 

and 0 + , resulting in nearly equal energy contents for the two 
hot ion species. It is useful, however, to assess the composi­
tional dependence of two-phase decay formation. Because the 
simulations use an imposed electric field description, 

the results for H + and 0 + may be arbitrarily scaled and summed 
to yield other boundary composition ratios. Figure 7 shows the 
results of such a calculation, using the results from three of the 
previously discussed simulations. The plots in the first column 
(Figures 7a-7d) use the results shown in Figure 4c, in which 
Kp steps down from 6.5 to 2 simultaneously with the N P S drop. 
The plots in the second column (Figures 7e-7h) use the results 
from Figure 5c, where Kp starts at 9 and drops to 2. The plots 
in the third column (Figures 7i-71) use the results from Figure 
6c, which not only has a Kp drop from 9 to 2 but also has a 
characteristic energy at the outer boundary of 20 keV (instead 
of 7 keV). The rows are as follows: the top row shows E R C for 
H + plus half of the 0 + energy content; the second row shows 
E R C for H + plus a tenth of the 0 + energy content; the third row 
shows E R C for 0 + added to half of the H + energy content; and 
the last row shows E R C for 0 + and a tenth of the H + energy 
content. 

It is seen in Figure 7 that none of these compositional 
combinations for these simulations produce a visible two-
phase decay signature in the total energy content of the hot 
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ions. While the slope of E R C changes throughout the recovery 
phase in each panel of Figure 7, there is never a sharp transi­
tion from a fast to a slow loss rate. It is always a gradual 
conversion from fast loss to slow loss, regardless of either the 
ring current boundary conditions (temperature or compo­
sition) or the storm-time convection intensity. 

3.4. Decay Rate Analysis 

In order to quantitatively analyze the structure of the ring cur­
rent total energy content decay, it is useful to consider ratios of 
E R C at various times during the simulations. Table 1 presents 
these ratios for the simulation results presented in Figures 2c, 
3c, 4c, 5c, and 6c (from the solid lines in each plot), as well as 
for each panel in Figure 7. The first column is the fraction that 
E R C dropped in the first 3 hours of the decay phase. The simu­
lation with high convection continuing after the density 
decrease (Figure 2c) had a -50% drop in energy content, while 
the other simulations had drops in the - 1 5 % range. The simu­
lation with high density continuing after the convection strength 
reduction (Figure 3c) had the highest fraction remaining, fol­
lowed by the simulation with the abnormally hot plasma sheet 
(Figure 6c). The ratios from Figure 7a-7d show that the fraction 
remaining after 3 hours is smaller when there is relatively more 
H + than 0 + , while the fraction is larger when there is relatively 
more 0 + . The next set of numbers (from Figures 7e-7h) show a 
similar trend, but the fractions are much closer to each other. 
The third set (from Figures 7i-71) has the opposite trend, with a 
higher 0 + relative content producing a lower fraction. 

The next two columns of Table 1 show the ratios of E R C 

after 6 and 9 hours of recovery, respectively, to the peak E R C 

value just before the recovery began (at t = 1 h). The ratios 
from Figure 2c are well below those from the other simula­
tions. The other simulations continue in their relatively slow 
decay from the peak E R C value, with the ratios from Figure 
6c being the highest in both columns. This is because the 
high-density source has now turned off for the simulation 
shown in Figure 3c, and the lower average energy (compare 
Figures 3e and 6e) leads to a faster recovery rate. The frac­
tions for the plots in Figure 7 continue the trends seen in the 
first column of numbers. 

The final two columns in Table 1 present E R C ratios for 
3-to-6 hours into the recovery and 6-to-9 hours into the 
recovery, respectively. All of these values are quite similar, 
ranging between 0.82 and 0.93. This shows that all of the 
simulation results are decreasing at roughly the same pace 
from t = 4 h through t = 10 h. Both input parameters are at 
their quiescent values during this period (in all of the simula­
tions), so any differences in the ratios are primarily caused by 
different charge exchange loss rates. The slight increase in 
the values between the fourth and fifth columns in Table 1 is 
because the particles with faster charge exchange lifetimes 
are being preferentially removed, leaving only the longer 
lifetime particles. The fact that the increases in these ratios 
are slight (1-5%) indicates that the ring current is undergoing 
a rather slow conversion from fast lifetime dominance to 
slow lifetime dominance in the decay rate. 

4. DISCUSSION 

The results presented in Figures 2-7 imply that a two-phase 
decay is caused by a decrease in the plasma sheet density 

Table 1. Ring Current Total Energy Content Ratios. 

(r = 4 h ) / ( r = l h ) (r = 7 h ) / ( f = l h ) (t = 10h) / ( r= 1 h) (r = 7h)/(r = 4 h ) ( r= 10h)/(f = 7 h ) 

Figure 2c 0.488 0.402 0.350 0.823 0.870 
Figure 3 c 0.878 0.747 0.646 0.851 0.864 
Figure 4c 0.830 0.716 0.626 0.862 0.875 
Figure 5 c 0.838 0.726 0.639 0.867 0.879 
Figure 6c 0.863 0.784 0.720 0.909 0.918 
Figure 7a 0.828 0.713 0.625 0.862 0.876 
Figure 7b 0.825 0.710 0.623 0.861 0.877 
Figure 7c 0.832 0.718 0.628 0.863 0.874 
Figure 7d 0.835 0.721 0.630 0.864 0.873 
Figure 7e 0.837 0.728 0.642 0.869 0.882 
Figure 7f 0.837 0.729 0.646 0.871 0.886 
Figure 7g 0.838 0.725 0.636 0.866 0.876 
Figure 7h 0.838 0.724 0.631 0.864 0.872 
Figure 7i 0.868 0.794 0.734 0.915 0.924 
Figure 7j 0.876 0.809 0.754 0.923 0.933 
Figure 7k 0.858 0.774 0.706 0.903 0.911 
Figure 71 0.850 0.760 0.685 0.894 0.902 
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associated with a continued large electric field, followed by a 
subsequent decrease in the electric field. The decrease in N P S 

starts the early recovery phase, while the decrease in electric 
field starts the late recovery phase. The corollary of this con­
clusion is that charge exchange is incapable of producing a 
two-phase decay. 

4.1. Charge Exchange 

The hypothesis was that the charge exchange loss rates for 
H + and 0 + were sufficiently different above ~40 keV to cause 
a two-phase decay signature. In other words, the transition 
between the initial rapid loss of hot 0 + and the much slower 
loss of hot H + would create a kink in the total energy content 
of the ring current. In the kinetic transport model, the influ­
ence of charge exchange on the distribution function / is 
included via an attenuation factor [Jordanova et ah, 1996], 

ft+dt = / , e x p ( - v A f a C E ( / i „ » (1) 

where v is the hot ion velocity, At is the time step of the 
simulation, cr C E is the charge exchange cross section, and (nH) 
is the bounce-averaged neutral hydrogen density. Equation (1) 
can be rewritten with a loss lifetime parameter r C E , 

At (2) 

where 

(3) 

is a function of hot ion energy, equatorial pitch angle, radial 
distance, and hot ion species. Figure 8 presents a few curves 
of r C E (in hours) versus hot ion energy (in keV) for H + and 0 + 

at several L values. All of these results are for an equatorial 
pitch angle of 45°. Figure 8 shows that r C E can vary over sev­
eral orders of magnitude as these parameters are changed. 
Most notably, r C E for H + is always lower than r C E for 0 + at 
energies below 40 keV At L = 6.5, this crossover value is 
above 100 hours (more than 4 days). For L = 4.5, the crossover 
value is ~40 hours, and for L = 2.5, H + and 0 + have equal r C E 

values at ~9 hours. The H + loss lifetime quickly rises above 
40 key but the 0 + loss lifetime is relatively flat at these higher 
energies. Thus, there is a large disparity in the loss lifetime at 
high energies, and the hot 0 + ions should be preferentially 
removed long before the hot H + ions are depleted. 

The problem is the magnitude of the loss lifetime. The entire 
ring current must reside at L = 2.5 in order to get a charge 

10 
Energy (keV) 

100 

Figure 8. Charge exchange loss lifetimes versus hot ion energy as a 
function of radial distance and species. The solid curves show the 
values for H + and the dotted curves show the values for 0 + . For each 
species, there are 3 curves. The highest curve is for L = 6.5, the 
middle curve is for L = 4.5, and the lowest curve is for L = 2.5. All 
results are for a hot ion equatorial pitch angle of 45°. 

exchange loss lifetime for the total energy content below 10 
hours. Moving the ring current just one Earth radius (R E) out­
ward doubles the 0 + T c e value (from 10 to 20 hours), and mov­
ing it out another R E doubles the 0 + r C E again (up to 40 hours). 
It was shown in Figures 5 and 6 that, even with the application 
of the largest possible convection strength from the Maynard 
and Chen [1975] activity relationship for the shielded Volland-
Stern field, charge exchange can only yield a 10-15 hour loss 
lifetime for the early recovery phase of the ring current. 
Conversely, flowout loss is capable of producing a 4-hour loss 
lifetime with only a moderately high Kp value (see Figure 2). 

Compare this with the O 'Brien et al. [2002] study. They 
concluded that the recovery of Dst is statistically identical for 
storms with or without continued high convection. This con­
clusion is compatible with the conclusion of the present 
study. The important difference is that the plasma sheet den­
sity must be dramatically reduced prior to the reduction in 
convection. If the density reduction is only slight, then there 
will be significant injection of new plasma into the inner 
magnetosphere. The rapid removal of the high-density partial 
ring current must be accompanied by a very weak injection 
from the tail in order to produce a two-phase decay. When 
the two input parameters are decreased simultaneously, a 
two-phase decay is not produced. 

Another issue is the relative magnitudes of the H + and 0 + 

charge exchange loss rates. The expectation was that 0 + would 
have a larger loss rate because of the short loss lifetimes at high 
energies. This was not observed in the results presented in the 
previous section. The reason for this is that H + is rapidly 
removed via charge exchange at energies below 40 keV In the 
5-10 keV energy range, the loss lifetime for H + at L = 6.5 is 
~25 hours and at L = 2.5 it is less than 2 hours. The 0 + T c e val­
ues are nearly an order of magnitude larger at these energies. 
The relatively fast removal of H + in the low-energy range sig­
nificantly contributes to the total loss rate. In fact, it accounts 
for a majority of the H + charge exchange loss rate. Because 
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there are more particles in the low-energy range than the high-
energy range, H + has a higher charge exchange loss rate than 
0 + in all of the simulation results presented in this study. 

4.2. Energy Content Recovery 

Table 1 highlights this disparity in the loss rate between 
flowout and charge exchange. The fastest drop in the total 
energy content of the ring current occurs during a flowout-
dominated period. This fast drop only occurs when con­
vection is strong and the plasma sheet density is low. The 
fractional decrease in the total energy content is much slower 
during all of the periods when charge exchange was either 
comparable to or greater than the flowout loss rate (which 
only occurs during low convection times). 

Figure 7 and Table 1 presented results for E R C recovery as a 
function of boundary condition composition. All of the plots 
showed a relatively slow conversion from shorter loss life­
times to longer loss lifetimes, and therefore did not produce a 
two-phase decay. The rate of recovery, however, is slightly 
different for each plot. Figures 7a-7d (and the corresponding 
fractions in Table 1) showed a trend of more H + resulting in 
faster decay. This is because of the E P S value (7 keV) for this 
simulation. There is an abundance of low-energy H + leaving 
the system through charge exchange, resulting in a higher 
energy loss rate for H + than for 0 + . 

Figures 7e-7h had the same trend as Figures 7a-7d, but 
with loss rates that were much closer together. The fractions 
of remaining E R C (the first 3 columns in Table 1) are also 
higher than the fractions from Figures 7a-7d, indicating that 
the energy loss was slower. Both of these trends are because 
of the higher convection strength, which has several effects. 
First, it injects the plasma deeper. The ions undergo more adi­
abatic energization, resulting in a bigger differential between 
the H + and 0 + charge exchange rates. Secondly, charge 
exchange is faster because of the higher geocoronal density 
closer to the Earth. The third influence is that the particles are 
swept through the inner magnetosphere faster, resulting in 
less total attenuation of the ions due to charge exchange. All 
three of these effects produce more 0 + charge exchange loss 
relative to H + charge exchange. The third effect is responsi­
ble for the overall decrease in the charge exchange loss rate, 
resulting in the higher fractions in Table 1. 

Figure 7i-71 showed the opposite trend from the previous 
two sets of results. That is, a higher relative 0 + energy con­
tent resulted in a faster recovery. This is because of the 
unusually high E P S value (20 keV) for this simulation as well 
as the high convection strength during the main phase. These 
two effects produce a much higher average energy of the ring 
current ions than for the other simulations (compare Figure 
6d with Figures 4d and 5d). The differential charge exchange 
loss lifetime between 0 + and H + for E > 40 keV results in an 

0 +-dominated ring current yielding a faster decay rate than 
an H +-dominated one. 

This brings up the issue of average ion energy in the numer­
ical experiments. Figures 2-6 show average energy <E> 
ranging from 20 keV to 60 keV In general, <E> is 2-3 times 
higher than E P S during the main phase, and this ratio increases 
to 3-5 by t - 12 h. Note that this is an average over the entire 
simulation domain, and therefore the large flux tubes in the 
outer simulation domain can significantly contribute to 
the average energy. This is true even though the equatorial 
plane density and pressure are much lower here than at the 
peak of the ring current (which is typically inside of 4 R E ) 
[e.g., Liemohn et aL, 2001a, b]. Because of adiabatic energiz­
ation, the local average energy is much higher at the peak of 
the ring current than out near the simulation boundaries. 

A logical question to ask is whether there is observational 
evidence for step-function-like decreases in either convection 
or plasma sheet density, particularly the case of the density 
decreasing before the convection. An excellent example of 
this is the September 25, 1998 storm, which has this pattern 
of input decreases and also exhibits a clear two-phase Dst* 
decay [see Liemohn et aL, 1999, 2001a]. Whether this is a 
typical case or a rare occurrence is unknown. However, 
the authors of the O 'Brien et al. [2002] study are pursuing a 
follow-up to their statistical analysis of Dst decay [T.P. 
O'Brien, personal communication, 2004]. Specifically, they 
are investigating the timing of plasma sheet versus convec­
tion shut-offs and the resulting Dst time series. The result 
should be an observational test of this hypothesis. 

4.3. Comparisons and Caveats 

It should be noted that the total ion energy content of the 
hot ions in the inner magnetosphere can be related to the 
magnetic perturbation at Earth through the Dessler-Parker-
Sckopke (DPS) relation [Dessler and Parker, 1959; Sckopke, 
1966]. For the Earth, this relation is one nT of southward 
magnetic deflection for every 0.04 PJ of energy content (that 
is, multiply the energy content numbers by -25 to yield mag­
netic perturbation in nT). Because this introduces an extra 
layer of assumptions into the model results, the conversion is 
not performed here. Furthermore, the energy content results 
are relative numbers because the magnitude is scalable by the 
plasma sheet density for each hot ion species. Many studies 
use the DPS formula, however, with success at reproducing 
the observed magnetic perturbation [e.g., Kozyra et aL, 1998, 
2002; Jordanova et aL, 1998, 2003; Greenspan and 
Hamilton, 2000; Liemohn et aL, 2001a]. Therefore, a two-
phase decay in the ring current total energy content most 
likely produces a two-phase decay in the Dst index. 

Figures 2-6 showed energy loss rates from the various 
numerical experiments. It was noted that the particle loss 
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rates have a different relative relationship between flowout 
and charge exchange. In general, the energy loss rate is a 
more relevant quantity because it can be directly related to a 
change in Dst (through the DPS relation). However, the 
particle loss rate is sometimes important, especially when 
interpreting energetic neutral atom observations. Therefore, 
care must be taken to not confuse these two loss rates because 
they are not directly interchangeable. 

Walt and Voss [2001] concluded that wave-particle inte­
ractions elevate particle precipitation losses to a level capable 
of producing a rapid initial recovery of the ring current. 
Other studies have shown that wave-induced particle precip­
itation is a minor component of the total loss rate from the 
ring current [e.g., Jordanova et al., 1998, 2001; Soraas et al., 
2002, 2003; Khazanov et al., 2002, 2003b]. In fact, particle 
precipitation losses on the nightside from the injection 
process are often larger than the losses from wave-particle 
interactions [e.g., Jordanova et al., 2001; Soraas et al., 
2002]. The present study does not address wave-particle 
interactions as a source of two-phase decay, but if precipita­
tion is able cause this phenomenon, it is most likely only 
under rare and special circumstances. 

An alternative explanation for two-phase decay formation 
is the rapid reduction of the tail current. It has been shown 
that the tail current contributes up to a 25 nT decrease in the 
Dst index [e.g., Turner et al., 2000], which can be a signifi­
cant (but minor) fraction of the total perturbation during a 
magnetic storm. A sudden decrease in the tail current can 
therefore cause a sudden recovery of the Dst index [e.g., 
Feldstein et al., 2000; Ohtani et al., 2001]. Observationally, 
these recoveries from abrupt changes in the tail current are on 
the order of 20 nT [Friedrich et al., 1999; Ohtani et al., 
2001]. During a major storm with the minimum Dst at 
-200 nT or below, this is a minor perturbation to the overall 
recovery rate. It is significant, however, when examining the 
rapid fluctuations of the Dst index (or its one-minute-resolu­
tion counterpart, SYM-H). Furthermore, Liemohn [2003] 
showed that the commonly used DPS relation implicitly 
includes a truncation current when the plasma pressure just 
inside the outer boundary of the integration volume is 
nonzero. This truncation current is a crude approximation of 
the tail current, but the real issue is that the DPS relation 
overpredicts the perturbation from the currents inside the 
integration volume, and that this overprediction varies with 
time. Therefore, great care must be taken in equating changes 
in the Dst index with changes in the ring current. Specifically 
for this study, a two-phase decay in the Dst index may not be 
a two-phase decay in the ring current. 

It is necessary to explain some caveats to the general applic­
ability of these results. For instance, the initial condition for the 
presented simulations was essentially a steady-state solution 
for constant, high convection and high plasma sheet density. 

This neglects the radial diffusion of the high-energy particles 
into the inner magnetosphere from electric field fluctuations 
[e.g., Chen et al, 1993, 1994; Khazanov et al., 2004a, b]. 
Inclusion of this process would increase the high-energy por­
tion of the ring current ion distribution in the inner magnetos­
phere, and would alter the charge exchange loss lifetime 
(lowering it if 0 + is dominant, raising it if H + is dominant). The 
application of identical ion characteristics across the nightside 
is also not correct, but the injected ion flux is actually not iden­
tical because the radial drift at the outer boundary is local time 
dependent. In addition, even though the Volland-Stern model 
has been used successfully in modeling the storm-time ring 
current, more robust electric field models exist that include 
flow channels and other features for rapid access of the plasma 
sheet to the inner magnetosphere [e.g., Chen et al, 2003; 
Khazanov et al., 2003a; Jordanova et al., 2003; Fok et al., 
2003]. Moreover, Wygant et al. [1998] reported inner magne­
tospheric electric field measurements of up to 6 mV/m during 
storms, and substorm-associated amplitudes of up to 
20 mV/m. The former is probably from partial ring current -
driven feedback on the electric field [e.g., Ridley and Liemohn, 
2002; Fok et al, 2003], and the latter is probably from the mag­
netic field reconfiguration [e.g., Li et al., 1998]. The peak elec­
tric field of 1.4 mV/m is therefore small compared to these 
observed peak values. A more sophisticated electric field 
description that includes rapid access to the inner magnetos­
phere might yield a different distribution for the hot ions, 
resulting in a different loss rate. The Daglis et al. [2003] con­
clusion that 0 + can significantly contribute to a two-phase 
decay of the ring current is, therefore, compatible with the con­
clusion of this study given the proper electric field description 
in the inner magnetosphere. For the description chosen for this 
study, charge exchange is clearly not capable of producing a 
two-phase decay. Even with these caveats about the electric 
field model, the Kp = 9 simulation essentially fills the simula­
tion domain with ring current ions, and there was still no sign 
of a two-phase decay in the total energy content time series. 
Another caveat to mention is the use of a static dipole magnetic 
field in these simulations. This is certainly not correct, espe­
cially for large storms [e.g., Tsyganenko et al., 2003]. Inflation 
of the field will change the particle trajectories and energies, 
and therefore alter the loss rates. However, by applying the 
boundary condition at geosynchronous orbit, it is felt that a 
dipole field is not prohibitively incorrect. The results presented 
above, therefore, are qualitatively demonstrative of the relative 
contributions of flow-out and charge exchange to the decay of 
the storm-time ring current. 

5. CONCLUSIONS 

It was shown that a two-phase decay (a sharp transition 
between fast and slow recovery rates) of the ring current total 
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energy content is produced when the plasma sheet density 
is dramatically reduced several hours prior to a sudden reduc­
tion in the magnetospheric convection strength. The reverse 
situation, a convection strength reduction prior to a plasma 
sheet density decrease, does not produce a two-phase decay 
signature. A two-phase decay is not visible in the results for 
simultaneous reduction of these two input parameters. 
Moderate and strong convection strengths were applied, as 
well as a typical plasma sheet characteristic energy and an 
elevated energy (that is, a hot plasma sheet). 

The hypothesis was that the differential charge exchange 
rates between hot 0 + (fast) and hot H + (slow) can produce a 
two-phase decay in the ring current. The modeling results 
presented in this study refute this hypothesis. It was shown 
that a two-phase decay is formed when the loss lifetime is ini­
tially short (less than 10 hours) for some interval at the begin­
ning of the recovery phase, followed by a sudden transition to 
a much longer loss lifetime (at least double the previous 
value). Flowout loss was found to be the only process with 
sufficient intensity and variability to cause a sudden increase 
in the ring current energy loss lifetime. While charge 
exchange can yield loss lifetimes below 10 hours (for special 
configurations of the ring current), is not capable of produc­
ing a rapid transition in the loss lifetime. Charge exchange is 
an exponential attenuation of the distribution, with the 
shorter loss lifetime particles being removed first, followed 
by a gradual shift to dominance by the longer lifetime parti­
cles. This process cannot cause a sudden jump in the total 
loss lifetime. 

An additional finding is that the 0 + and H + charge 
exchange loss rates are often very similar, and the H + loss rate 
is actually larger than the 0 + loss rate in many of the simula­
tion results. This is because of the short loss lifetime for H + at 
low energies (below 40 keV), which are actually faster than 
the high-energy 0 + loss lifetimes. Low-energy H + ions are 
therefore rapidly removed from the inner magnetosphere at a 
rate that is equal to or higher than the rapid loss of high-
energy 0 + ions. This balance between the H + and 0 + charge 
exchange loss lifetimes further refutes the hypothesis that 
differential charge exchange can produce a two-phase decay. 
Even a delta-function in energy for the incoming plasma sheet 
particles would most likely not produce significant 
differential loss, because the L-shell dependence of the charge 
exchange loss lifetimes would yield a gradual transition in the 
total loss lifetime for the ring current energy content. 
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Substorm Associated Spikes in High Energy Particle Precipitation 

E. Spanswick 1 , E. Donovan 1 , W. L iu 2 , D. Wall is 3 , A. Aasnes 4 , T. Hieber t 1 , 
B. Jackel 1 , M. Henderson 4 , and H. Frey 5 

Using data from the 13 instrument C A N O P U S riometer array in north-central 
Canada, we have examined a large number of substorm events. Here, we focus on 
a substorm associated transient " sp ike" of significant absorption. We present a 
statistical analysis of temporal structure, propagation characteristics, and relative 
occurrence of absorption spikes seen with the C A N O P U S array. We also present 
examples of both isolated transient spike events and a single propagat ing event. 
Seen from any one station, the spike lasts several minutes. More globally, it typi­
cally takes tens of minutes to propagate across the C A N O P U S array. The propa­
gation is in general a combinat ion of azimuthal (ie., East or West) and poleward 
motion. Spikes are associated with the vast majority of substorms and at least 
some pseudobreakups. Simultaneous X-ray images confirm that the spike is a 
spatially localized region of high-energy precipitation and not, for example, a 
boundary. We discuss possible magnetospheric sources of this precipitation. 

1. INTRODUCTION 

There is contention over the nature of almost every major 
aspect of the onset. An important question is whether for­
mation of the Near Earth Neutral Line (NENL) leads or fol­
lows Current Disruption (CD) in the inner magnetosphere 
[see eg., Baker et al, 1996; Lui et al, 1996]. That this 
remains unresolved reflects the difficulty in the interpre­
tation of existing substorm onset observations. Onset takes 
place on the timescale of seconds. Onset is localized to some 
magnetospheric location, so the paucity of in situ obser­
vations means that we are almost always getting information 
from the "wreckage" that follows onset, rather than the onset 
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itself. The macroscale topological evolution in the late 
growth and early expansive phase sees major changes in pre­
cipitation, convection, currents, and other parameters on a 
time scale of minutes, which is unfortunately comparable to 
information communication times between different 
magnetospheric (ie., the CD and NENL) regions, and 
between the magnetosphere and the ionosphere. Thus even 
though we often have essentially global information from 
the ionospheric projection of substorm activity, and even 
when there is a clear sequence of recognized ionospheric 
onset signatures such as Pi2s, auroral breakup, and negative 
H-bays, it is not clear that this provides an unambiguous 
picture of the order of events in the magnetosphere. This is 
exacerbated by uncertainties in both the magnetic mapping 
and our understanding of the magnetospheric processes that 
give rise to those ionospheric signatures. 

Closure of the onset question is a fundamental objective in 
space science. An important research avenue in this context 
is to unambiguously identify the magnetospheric processes 
that correspond to various ionospheric signatures. During 
the time around onset, there are dramatic changes in both the 
high energy magnetospheric charged particle population, as 
well as high energy electron precipitation [eg., Baker et al, 
1981; Hdland et al, 1999]. Many onset related phenomena, 
such as current disruption and dipolarization, Bursty Bulk 
Flows (BBFs), thin current sheets, reconnection, and flux 
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ropes, can be expected to impact the transport, acceleration, 
and precipitation of high energy electrons. Tracking the 
evolution of the high energy magnetospheric charged particle 
population and high energy electron precipitation on a near 
global scale, as well as connecting any changes to onset 
related processes, is an important part of our arsenal of tools 
for attacking the substorm question. 

A Relative Ionospheric Opacity Meter (riometer) is a 
ground-based instrument that measures the intensity of cosmic 
radio noise. Riometers typically operate at 20 to 60 MHz. 
Significant absorption of the cosmic radio noise is indicated 
by a weaker than normal signal at a given right ascension, 
declination, and frequency. Absorption is attributed directly 
to enhanced ionization at altitudes where electron motion is 
collision dominated, and hence controlled in part by precipi­
tation of high energy (in the case of e~, >20 keV) particles. 
Baker et al. [1981] used Los Alamos National Laboratories 
(LANL) Charged Particle Analyzer satellite data and 
magnetically conjugate riometer data to demonstrate that 
during substorm injections, provided conditions for strong 
pitch angle scattering were met, riometer absorption is an 
excellent proxy for the geosynchronous >30 keV electron 
flux. Thus, while riometers lack the energy resolution of in 
situ particle detectors, they can provide more global coverage 
of substorm injections giving, for example, the radial extent 
and azimuthal evolution of the changes in the high energy 
electron population. 

Another prominent substorm signature in riometer data is 
the "absorption spike" (herein referred to as the "spike"). 
These events are characterized by a rapid and intense 
increase in absorption lasting for ~2-3 min at or around onset 
[see eg., Hargreaves et al, 1979; Nielsen et al., 1980; Baker 
et al., 1981; Hargreaves et al., 2001]. Hargreaves et al. 
[1997] used imaging riometer data to argue that spikes are 
spatially localized, elongated in the East-West direction, and 
have average ionospheric dimensions of roughly 150 km by 
70 km. For one event, Nielsen et al. [1982] showed that the 
spike was associated with a strong field aligned bi-directional 
anisotropy in GEOS-2 <100 keV electron fluxes. There have 
been a number of geosynchronous observations of field-
aligned tens of keV electron beams [Parks et al., 1977; 
Kremser et al, 1988]. For the few events studied in those two 
papers, the geosynchronous particle flux spike was at the 
beginning of an injection at the same satellite, and lasted 
several minutes. Although the temporal characteristics of 
these beams and their association with substorm onsets are 
reminiscent of the riometer spikes, a one to one correspon­
dence between the two phenomena has not been made. 
Previous studies of the spikes have utilized data from single 
imaging riometers or closely spaced broad-beam riometers 
with fields of view small in comparison to the spatial extent 
of the auroral substorm. The temporal characteristics of 

the spike as seen from an individual station have been 
explored with a limited number of events in earlier papers 
[see eg., Nielson 1978, Ranta et al. 1981]. Using imaging 
riometers, the propagation has been explored on a local scale 
by, for example Hargreaves et al. [1979] and Nielsen et al. 
[1980]. These studies led to contradictory conclusions, the 
first {Hargreaves et al.) being that the spike does not 
propagate, and the second that the predominant motion of the 
spike is northward. 

Here, we utilize data from the geographically extended 
CANOPUS array of single-beam (also called integrating) 
riometers to explore the temporal and spatial evolution 
of this substorm phenomenon. We use single station riome­
ter data from a large number of substorms to examine 
the temporal characteristics of the spike as seen at one 
station and the temporal relationship between the spike 
and injections and other onset related phenomena. We use 
multiple station data to explore the propagation of the spike 
across distances comparable with mesoscale auroral sub­
storm features (ie., several hours of local time and ten or 
more degrees of latitude). We also demonstrate, for one 
event, that the precipitation causing the spike is also 
detectable via satellite X-ray images. As we use a large 
number of substorms identified in more than a decade of 
CANOPUS riometer data, our statistical results are 
more comprehensive than those of previous studies (ie., the 
single station results, relationship to onset features) and 
our observations of the large-scale propagation of this feature 
are new. 

2. DATA 

We rely heavily on data from the single beam (ie., inte­
grating) CANOPUS riometers. These instruments are 
operated at 13 sites in north-central Canada (see map in 
Figure 1). Key components of the array are an East-West 
chain which extends roughly 4 hours of Magnetic Local Time 
(MLT) at roughly 67° invariant latitude, and a north-south 
chain (the "Churchill line") with coverage between ~60° and 
-80° invariant latitude. Details about the location and 
instrument complement of the CANOPUS sites are widely 
available (see eg., Rostoker et al. [1995]). These riometers 
are dual dipole broad-beam (-60°) antennae, operate at 
30 MHz, and collect data at 1 sample per second. The final 
data is post-processed down to a cadence of 1 sample every 
5 seconds. The raw 5 second data (signal strength in volts or 
dB) must be converted to dB absorption if comparison of the 
relative importance of two absorption sources (ie. spikes vs. 
injection) is required (we present data in both formats). 
The bottom panel of Figure 1 is a stack plot of riometer data 
(raw signal in dbs) from five CANOPUS stations. The spike 
is the transient feature highlighted by the gray swath and is 
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Figure 1. Locations of the CANOPUS riometer/magnetometer 
array and an example riometer spike event seen propagating 
azimuthally across the array. 

clearly evident in the top three curves, and less so in the 
bottom two. 

Ancillary data that we use comes from the CANOPUS and 
Geological Survey of Canada magnetometers, the CANO­
PUS Meridian Scanning Photometer (MSP) at Gillam, and 

geosynchronous magnetic field and charged particle data 
from the GOES and LANL satellites, respectively. As well, 
we use global images of ionospheric X-ray emissions from 
the Polar Ionospheric X-ray Imager Experiment (PIXIE) 
which is a multiple pinhole X-ray imager on the Polar satel­
lite (Imhof et al. [1995]). Specifically, we use data from 
the PIXIE front gas chamber detector, which is sensitive to 
2.5-9 keV photons. At Polar apogee, the spatial resolution of 
PIXIE is approximately 1000 km. 

3. OBSERVATIONS 

3.1. Riometer Substorm Signatures 

We carried out a survey of roughly 2000 days of data from 
the Churchill line magnetometers. This yielded over 3000 
nightside events wherein there was a sudden negative excur­
sion in the X-component of the ground magnetic field in the 
auroral zone.We examined the riometer data from these can­
didate substorms. We classified transient events consisting of 
a rapid (tens of seconds) increase in absorption that is 
followed by not more than several minutes of high absorption 
as seen from one station as spikes. We found that in most of 
the candidate substorm events, absorption signatures at a 
single station consisted of a spike, a spike embedded in or 
preceeding a longer injection signature (as defined in Baker 
et al. [1981]), an injection with no spike, or no signiature at 
all (see Figure 2). As in the case of geosynchronous injections, 
our survey indicated that the spike is an onset or expansive 
phase phenomenon. Further, events that cannot be classified 
in one of those four categories involve much more compli­
cated signatures, with for examples multiple spikes in the 
same injection, or more or less completely disordered 
signatures. Regardless, we found that these spikes are a 
repeatable signature and observed by at least one riometer 
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Figure 2. Classification of riometer substorm signatures seen for single injection events. 
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within the CANOPUS array for the vast majority of these 
substorms. In this section we present specific examples of 
absorption spikes and explore their general temporal 
structure, propagation characteristics, and MLT occurrence 
statistics. 

3.2. Case Studies 

We present data from two events. For the first event, we 
show three spikes observed by the Gillam riometer during a 
sequence of 2 pseudobreakups followed by an onset. For 
the second event, we show a spike as seen in 5 riometers and 
the PIXIE X-ray imager. The onset in the second event was 
preceded by a pseudobreakup. For our purposes, our opera­
tional definition of a pseudobreakup is a small activation 
which has some features of an onset, but lacks all the 
elements of a global substorm. In both cases, for example, 
the final activation that we call the onset results in a 
significant dipolarization seen at GOES at several hours or 
more away from the onset meridian. This definition is con­
sistent with the definition of McPherron [1991]. 

On September 29, 1996, there was a sequence of two 
pseudobreakups, followed by an onset. The stack plot (Plate 1) 
shows data from the Gillam MSP, the CANOPUS Churchill 
line magnetometers, GOES 8, and the Gillam riometer. 
The two pseudobreakups occur at -0505 and -0525 UT, 
while the onset occurs at roughly -0537 UT. As can be 
seen from the 557 nm Gillam MSP and Churchill line 
magnetometer data, auroral brightenings and electrojet 
enhancements accompany the pseudobreakups and the onset. 
There are at least four Pi2 bursts (Pinawa data, second panel 
from bottom), two of which accompany the pseudo-
breakups and a third the onset. The others (one occurs 
between -0515 and -0523) likely indicate pseudobreakups 
away from the Churchill Meridian. GOES 8 is located about 
two hours MLT East of the Churchill line. Comparison of the 
magnetic inclination at GOES 8 (in black) with its median 
value for the same local time and time of year (in red) shows 
stretching until 0540, after which there is a dipolarization 
back to (ostensibly) normal values. This, together with the 
Canadian Geological Survey magnetic field data from 
Poste-de-la-Baleine Quebec (not shown), is our basis for 
calling the 0537 UT activation an onset rather than a pseudo-
breakup. The bottom panel of Plate 1 shows the Gillam 
riometer data (db absorption). Gillam was the only station in 
the CANOPUS array to observe spikes. There are three 
spikes, each corresponding to the auroral brightenings. 
Again, two accompany pseudobreakups and the third the 
onset. There is no spike accompanying the large Pi2 burst 
between -0515 and -0523. The third spike is definitely 
followed by, and possibly preceded by, injection related 
absorption. 

In contrast to the transient localized spikes illustrated in 
the 960929 event, it is more typical to observe spike events 
propagating across the CANOPUS array. On May 25, 1998 
there was a pseudobreakup at approximately 0635 UT 
followed by an onset. Onset appears clearly in the Fort 
Simpson magnetometer (#2 in Plate 2) around 0642 UT. It is 
associated with Pi2 bursts in the Victoria magnetometer (sub­
auroral and in the same meridian as #2), and an auroral 
brightening seen in Polar UVI data (not shown). In GOES 9, 
there is a small dipolarization around the pseudobreakup, 
which stalls (there is even a brief period of increased stretch­
ing) and is followed by a larger one that starts at around 0642. 
Dipolarization is seen later in GOES 8. 

The top two panels of Plate 2 summarize the riometer and 
PIXIE X-ray data for this event. PIXIE observed an isolated 
region of precipitation over Fort Simpson at precisely the 
time of an absorption spike, this is also the exact time and 
location of onset. Another spike event is evident over the 
Churchill line some 10 minutes later when PIXIE again 
observed a localized patch of X-ray aurora. While the riome­
ter signatures in the intervening time stretch our definition of 
what we call a spike, there appears to be a propagation of a 
spike-like feature from Fort Simpson towards the Churchill 
line. Indeed the few PIXIE images from this time period 
(6:44 and 6:51) show little evidence of the spike. However 
the riometer signature suggests that there may have been a 
spatial and/or intensity change in the spike, both of which 
would cause it to fall out of PIXIE's observable range. 

Together, these two events highlight the following: (1) spikes 
accompany at least some pseudobreakups and onsets; (2) spikes 
propagate azimuthally over 100's of kilometers; (3) spikes are a 
consequence of spatially localized precipitation. 

3.3. Spike Characteristics 

During this study we compiled various data sets tailored to 
specific characteristics of the spike. In each case, we man­
ually identified spikes as sudden bursts of precipitation that 
were distinctly separate from the nominal absorption. All 
spikes were selected from time spans between 18 and 6 MLT. 
Every spike we have examined in detail is associated with a 
pseudobreakup or onset activation (note: this does not pre­
clude spikes not associated with substorms [see eg. 
Hargreaves et al., 1997]). 

Our first data set was adapted to investigate the temporal 
evolution of the spike. We selected 92 unambiguous events 
from the Gillam riometer and found that on average the 
"ramp up" time is around one minute. Some spikes can reach 
their maximum absorption in as little as 15 seconds, 
rendering them among the fastest developing signatures in 
riometer data. Typically spike related absorption will last for 
1-2 minutes and then decay at the same rate at which it 
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appeared, making the lifetime of the spike approximately 
2-3 minutes as seen in a single riometer. 

Viewed on a larger scale, spikes often appear in multiple 
instruments within minutes of each other. This represents the 
propagation of the spike across the array [Nielson, 1978] and 
indicates that the short duration of the spike seen in a single 
station is at least often a consequence of motion rather than 
growth. In our data set we found that propagation is exclu­
sively a combination of azimuthal (east-west) and poleward. 
We have yet to observe the equatorward motion of the spike. 

To quantitatively examine this motion we compiled our 
second data set which was selected to isolate those events 
that displayed clear propagation. We selected 75 examples in 
which the spike was seen in at least two riometers and in all 
cases was clearly distinguishable from the injection 
signature. In general this meant that the events were single 
spikes and larger than the injection itself. We also restricted 
ourselves to those events propagating along the east-west 
chain of instruments. Although spikes do propagate north­
ward, this motion is considerably harder to decouple from the 
injection and also tends to be shorter lived than the east-west 
motion. Using these criteria we are confident that we are 
monitoring the actual propagation of the spike and not the 
onset of multiple disturbances and/or the propagation/expan­
sion of the electron injection region. 

For each event identified we calculated velocities between 
adjacent pairs of riometers. Since it was typical to see spikes 
in 3-4 riometers consecutively this produced 2-3 velocities 
per event. We computed ionospheric velocities and also used 
a constant L shell of 6.6 (roughly the L-shell of the east-west 
chain) to crudely estimate the dipole equivalent equatorial 
plane velocity. This yielded a total of 200 samples, the results 
of which are seen in Figure 3. 
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Figure 3. Relative frequency of eastward and westward spike prop­
agation velocities. Dotted lines correspond to the average velocity 
of the dipolarization front at geosynchronous orbit (Liou et al. 
[2002]). 

The occurrence of both the east and westward velocities 
peak around 2-3 kilometers per second, and there are more 
westward travelling spikes than eastward. This east-west 
asymmetry may be a selection criteria artifact: we identified 
spikes as clearly distinguishable from accompanying (elec­
tron) injection signatures, which may have the effect of mak­
ing the fraction of actual spikes identified as spikes lower for 
eastward than westward travelling events. Our results for the 
spike velocity, on the other hand, are consistent with those 
reported by Liou et al. [2002] for the propagation of the 
dipolarization front. The mean values from that survey are 
also shown in Figure 3. 

Figure 4 shows the MLT occurrence of spike events at a 
magnetic latitude of 67°. This was derived from a blind 
survey of the Gillam riometer in which we identified all 
spikes occurring between - 6 and 6 MLT for 1989-1999. In 
total we cataloged 813 events that fit our criteria. We found 
that in general spikes are more likely to occur in the 3 hours 
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Figure 4. MLT occurrence of riometer spikes identified from the 
Gillam riometer. Comparisons with (B) the occurrence of disper­
sionless electron injection signatures seen at geosynchronous orbit 
[Thomsen et al, 2001], and (C) the location of substorm onset seen 
by IMAGE. 
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Plate 1. Stack plot summarizing ground (magnetometer, riometer, and photometer) and GOES (magnetic field inclination) data for 
the multiple spike event of 960929. The event is described in the text. Note that the Pinawa By data has been median filtered (three 
minute window) to show the Pi2 activity. As well, the 30 day median GOES 8 inclination was calculated based on four years of GOES 
8 data obtained between 0400 UT and 0600 UT, and within 14 days of September 29. This "baseline" ostensibly represents the incli­
nation of the quiet-time field at the GOES 8 location at appropriate MLT and dipole tilt. 



Plate 2. Comparison of magnetic and X-ray data for riometer spikes seen on May 15, 1998. Riometer spikes (high-lighted in gray), 
occupy a single pixel of the PIXIE imager. Smoothed PIXIES X-ray data (top) is from the front chamber (2.5-9 keV) and integrated 
over 1 minute. Magnetometer data for the east-west chain is also shown, as well as the magnetic inclination at GOES 8 and 9. 
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prior to local midnight but there is still a substantial popula­
tion of events which occur outside this region. When com­
pared to the occurrence of dispersionless electron injection 
regions [Thomsen et al., 2001], which we loosely associate 
with the onset of injections in the riometers (ie. as per the 
results of Baker et al. [1981]), there is a distinct difference in 
the shape of the two distributions (see B in Figure 4). 
Dispersionless electron injections peak in the hours after 
midnight whereas the spikes are distinctly a pre-midnight 
phenomena. In contrast, the occurrence of substorm onset 
appears to be contained within the distribution of spike 
occurrence (see Figure 4). Remember that our spike occur­
rence contains those events which were isolated as well as 
those which propagated to a particular location. It is not 
unlikely that the source region of the spike is in fact the 
substorm onset region and the broadened wings represent 
propagation. To test this hypothesis we sampled 40 events 
from the wings of the occurrence distribution, 19 from the 
dusk side and 21 from dawn. From these events, 17 of them 
exhibited clear propagation. In all cases the propagation was 
away from the midnight meridian, implying a motion of the 
spike away from substorm onset. 

4. DISCUSSION 

Using data from the 13 station CANOPUS riometer array 
we have examined a large number of spike events. The bulk 
properties of absorption spikes reported in this paper are 
summarized in the table below. 

Riometer spikes are associated with the majority of 
substorms and at least some pseudobreakups. Although we 
have not established a connection to the pseudobreakup, we 
have found clear examples of events where there is a one-to-
one correspondence. We have found that for single injection 
events, the riometer signature can be classified in terms of 

Riometer Spike Properties 

Occurrence - accompany the majority of substorms 
(also associated w/pseudobreakups) 

Spatial Scale - -100 km x 70 km [Hargreaves et al. 
1997] 

- associated w/localized X-ray emissions 
(PIXIE) 

Temporal - average "ramp up" time ~1 min. 
Structure - average lifetime -2-3 min. (single 

station view) 

Propagation - exclusively east-west and poleward 
Characteristics - can propagate across 100's of km 

- avg. east-west speed -2-3 km/s at 90 km 
altitude 

this spike (see Figure 2) which is a repeatable phenomena 
and distinctly separate from the typical riometer injection 
signature. In a single riometer, spikes appear as sudden bursts 
of absorption reaching their maximum in approximately 
one minute (72 event avg.). This absorption will last for 
-1-2 minutes before decaying. Spike events in general, may 
be isolated transient signatures (see Plate 1), or features that 
propagate across great distances (see Plate 2, Figure 1). 
X-ray images confirm that the spike is a spatially localized 
region of precipitation and corroborate the propagation from 
riometer-to-riometer. We found that average azimuthal veloc­
ities of the spike are -2-3 km/sec, at 90 km altitude 
(75 events: 200 samples). When projected to the equatorial 
plane for a dipole field, velocities are comparable to those 
reported by Liou et al. [2002] for the dipolarization front at 
geosynchronous orbit. We have also found that the MLT 
occurrence of spikes for a single riometer (813 spikes 
observed [1989-1999]) peaks in the premidnight sector but 
with a significant number of spikes observed towards dawn 
and dusk. Spikes in this flank population display motion 
away from the midnight meridian in all cases where propaga­
tion was detected. Comparison of spike occurrence to that of 
dispersionless electron injections reveals a westward shift of 
the spikes which is inconsistent with the notion of a typical 
riometer injection signature. The distribution of substorm 
onsets, however, appears to be encompassed in the spike 
occurrence (Panels B & C of Figure 4). 

We postulate that the riometer spike is in fact an onset 
related phenomena. The overlap in spike and onset occur­
rence conceivably represents the spike "source region". 
Spikes created in this fashion are also most likely those 
with the shortest ramp up times. Materializing in as little 
as 15 seconds, these spikes constitute the fastest signature 
associated with the substorm (J. Borovsky private communi­
cation). It also appears, from the few events we have looked 
at in detail, that the first occurrence of the spike is associated 
with the onset. In the simplest of events (ie. a single spike), 
this spike either decays quickly (see Plate 1) or propagates 
away from the onset region azimuthally and poleward (see 
Plate 2). Observations of Pi2 bursts, which also accompany 
at least some pseudobreakup and onset spikes (see Plate 4), 
as well as the similarity in propagation speed to that of the 
dipolarization front are all consistent with this hypothesis. 

Placing the spike at the time and location of onset adds this 
phenomena to the list of dynamic processes occurring during 
the substorm but provides little insight into possible magneto­
spheric sources. A number of processes could be responsible 
for producing a spatially localized disturbance of high energy 
electron precipitation, which then propagates away from the 
onset region. Major contenders are the dipolarization, thin 
current sheets, reconnection, turbulence, and BBFs. The 
dipolarization, for example, involves the shortening of flux 
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tubes on a time scale of several minutes which is long com­
pared to gyro and bounce periods of higher energy electrons. 
It can be shown that all electrons in this flux tube end up 
closer to field-aligned after the dipolarization, and that this 
should transport previously trapped electrons into the loss 
cone on a time scale comparable to the shortening of the flux 
tube. All of these electrons will precipitate, so a several 
minute long burst of high energy precipitation (seen at the foot-
point of the flux tube) would follow. We have compared the 
passage of the spike over the fields of view of our MSPs (Fort 
Smith and Gillam), focussing our attention on the 486 nm 
proton auroral emissions. Donovan et al. [2003] have argued 
that poleward motion of the equatorward boundary of those 
emissions indicates dipolarization in that meridian. Though 
we have not shown these results here (we plan a detailed 
study of a number of events as the basis for a follow up 
paper), we have found that the spike and poleward motion of 
the proton aurora do happen relatively close in time, but often 
separated by several or more minutes. 

The two case studies we presented support a connection 
between the spike and Pi2s in onsets and pseudobreakups. 
One phenomenological picture is that mid-tail reconnection 
spawns BBF-type flows that brake in the inner magneto­
sphere, initiating Pi2s, substorm current wedge, and other 
near-Earth phenomena (see eg., Shiokawa et al., [1998] and 
Fairfield et al., [1999]). The spike then, could be connected 
to reconnection, thin-current sheets, or some facet of the 
BBF flow structure. If this is the case, then the azimuthal 
propagation and radial localization of the spikes will provide 
valuable information in terms of our ultimate understanding 
of the connection between the mid-tail and inner magneto­
sphere during substorms. 

It is also possible that the spike is the same phenomena 
identified in geosynchronous particle data by Kremser et al. 
[1988], and Parks et al. [1977]. Again, this connection is 
attractive because of the similarity in behavior in time 
between the riometer and geosynchronous particle spike, and 
because the latter consists of field-aligned beams of high 
energy electrons and so should give a riometer signature. 
Again, this connection is weak at first glance because in the 
few events presented in those two papers the geosynchronous 
spike appeared to be at the very beginning of injections seen 
at the same satellite, and we sometimes see the spike embed­
ded (temporally) in the riometer signature of an injection (see 
Figure 2). It may be that a more comprehensive statistical 
study of the geosynchronous data will lead to similar exam­
ples in the geosynchronous spike. Further, we should be able 
to identify events where a satellite with pitch angle resolved 
high energy particle data is in the inner magnetosphere and 
magnetically conjugate to a riometer at the time of a spike 
observation (CRESS is one possibility that we will follow up, 
and there are others). Such conjugate observations would 

allow for a firm connection between the geosynchronous and 
riometer phenomena (or strong evidence to the contrary). 

Clearly future work on this phenomena is required. In addi­
tion to the CRESS-type study mentioned in the previous 
paragraph, we intend to follow this study up with an analysis 
of 10 or more events where the spike can be placed in time 
and space relative to other onset features (Pi2s, dipolarization 
seen in MSP and GOES data, injections, etc). Further work 
on this problem must involve simulations to explore specific 
mechanisms at play in the magnetosphere in terms of their 
ability to produce spatially and temporally localized high 
energy precipitation. Our overarching question is "what magne­
tospheric substorm associate process is most directly tied to the 
spike?". We believe that question is closeable with the results of 
a tractable amount of work. We further believe that this 
substorm feature is an important piece of the puzzle and war­
rants much more attention than it has received in recent years. 
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The precipitation of energetic ions and electrons into the upper atmosphere is a 
direct manifestation of their acceleration and pitch angle scattering in the magne­
tosphere. Electric fields inject/convect the particles from the tail plasma sheet 
towards the earth, and when closer to the Earth they spread in local t ime due to 
magnetic field forces. The electrons drift towards the morning sector and the ions 
towards the evening sector thus creating the ring current. Certain aspects of the ring 
current behavior can be revealed by the precipitating energetic protons. From these 
particles a proxy for the energy injection rate into the ring current can be estimated, 
and a ring current index which correlates highly with the pressure corrected D s t * 
can be calculated. The pitch angle distribution of the precipitating ring current pro­
tons is either isotropic with a filled loss cone, or anisotropic with an almost empty 
loss cone. In the isotropic zone the ring current protons are stable to wave growth. 
In the anisotropic zone, however, the protons are unstable to wave growth. Thus, 
there exists a fairly wide L-value interval equatorward of the isotropic zone with 
ample conditions for E M I C (electromagnetic ion-cyclotron) wave generation. 
In the anisotropic zone a number of wave-particle phenomena linked to the precip­
itating protons take place: enhanced proton pitch angle scattering manifested as 
intensity peaks at mid-latitudes, SAR arc formation, P e l and IPDP wave genera­
tion, and increased loss of relativistic electrons. A n important decay process for the 
ring current protons is through charge exchange. The ENAs (Energetic Neutral 
Atoms) from this process create a well defined belt or region of E N A and protons 
observed at low altitudes along the geomagnetic equator. This belt reveals impor­
tant aspects of the ring current such as: the ring current injection region, the drift 
of ring current particles, and convection losses of the ring current particles to the 
dayside magnetopause, and its asymmetric and symmetric behavior. 
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1. INTRODUCTION 

The aurora is created when energetic electrons and ions 
excite the atoms and molecules in the upper atmosphere. 
These atoms and molecules then emit light and aurora is dis­
played on the dark sky. The energetic charged particles in 
the magnetosphere are governed/take part in a number of 
processes. All these processes imprint their mark on the 
particle population. Thus by examining the particles, their 
energy and pitch angle distribution and their behavior in time 
and space, it is possible to gain some insight into the physi­
cal mechanisms that are operating. 

The main physical cause for the ground magnetic perturba­
tions at low latitudes, D s t , is the variability of the ring current 
composed of energetic ions and electrons encircling the Earth 
at altitudes of several Earth radii. Due to their larger mass the 
ions contribute by far the most to the ring current energy den­
sity. There have been many suggestions on how the ring cur­
rent particles are injected. For a review see Tsurutani and 
Gonzalez [1997] and McPherron [1997]. It is generally 
believed that the ring current is created by a combination of 
substorm particle injection and enhanced convection. When 
injected from the plasma sheet into the ring current, ions will 
be accelerated and precipitate to the atmosphere. During their 
injection ions are subjected to intense pitch angle scattering 
in the region of strong field line curvature that scatters or 
"demagnetizes" the protons [Sergeev et al, 1983]. An iso­
tropic pitch angle distribution with a filled loss cone is the 
result. This process is most intense in the midnight/evening 
sector. Using the "splash-catcher" model advocated by 
O'Brien [1964], where the loss cone is populated by some of 
the protons which are injected into the ring current, Soraas 
et al [2002] used the intensity of these precipitating protons 
as a measure for the ring current energy injection rate. 

Low altitude satellite observations give a magnified view 
of processes taking place within and close to the atmospheric 
loss cone. In the following we will concentrate on protons 
and discuss how observations of these particles at low alti­
tudes can reveal information on the ring current (RC). 

2. INSTRUMENTATION 

The present study uses observations from the MEPED 
instrument on board the NOAA 12 and 15 satellites. Protons 
with angles 10° and 80° with the local vertical are measured 
in three energy channels ranging from 30 to 800 keV, and 
electrons above 30, 100 and 300 keV are measured at the 
same angles. The MEPED instrument cannot distinguish 
between different ion types. We therefore use the term pro­
tons in this study. The NOAA 12 satellite DOME instrument 
can detect relativistic electrons with energies above about 
1.5 MeV whenever high energy protons with energies above 

13 MeV are not dominant. The orbits of both spacecraft are 
circular at an altitude of about 850 km. At this altitude the 
atmospheric loss cone above 50° geographic latitude is 
around 50°. The 10°detector thus looks well into the loss 
cone, while the 80°detector looks at trapped protons. A full 
description of the satellites and their instrumentation are 
given by Raben et al [1995] and Evans and Greer [2000]. 

3. PROTON INJECTION AND THE RING 
CURRENT INDEX 

Figure 1 shows data from a typical NOAA satellite pass 
during the recovery phase of a storm in March 1998. Protons 
with angles 10° (solid line) and 80° (dashed line) to the local 
vertical are each measured in three energy channels 30-80, 
80-250 and 250-800 keV 

Both the 10° and 80° protons have a well defined poleward 
boundary, where the particle intensities drop two orders of 
magnitude when the satellite enters the polar cap. On the equa­
torward side the 10° protons exhibit a clear boundary. The 
region where the proton intensities at 10° and 80° are about 
equal is well defined and marks the isotropic precipitation 
zone. The equatorward border of this zone is called the 
isotropic boundary (IB). Protons in the isotropic zone are sub­
jected to intense pitch angle scattering and those inside the loss 
cone will penetrate into the atmosphere and be lost. The pro­
tons thus exhibit two precipitation zones, one poleward zone 
where the pitch angle distribution is isotropic, and an equator-
ward one where the pitch angle distribution is anisotropic, that 
is with a partly filled loss cone. This precipitation pattern has 
been described in a number of papers [Hauge and Soraas, 
1975; Lundblad and Soraas, 1978; and others]. 

Plate 1 shows the intensity (color-coded) of protons pre­
cipitating into the evening sector from October 7 to 
November 6 in 1998. The measured proton intensities in each 
NOAA 15 pass are plotted vs. ILAT (invariant latitude) and 
time. The three top panels show protons well within the loss 
cone for three different energy channels. The three next pan­
els show the same energy channels for the 80° detector, and 
the bottom panel shows D s t . The data refer to evening/mid­
night, as this is the MLT (magnetic local time) sector that 
most directly exhibits the injection of protons into the ring 
current. 

The time period considered contains one large (-111 nT) 
and two smaller (-60 and -55 nT) geomagnetic storms. The 
intensity and latitudinal extent of the protons correlates with 
the D s t . Note that during every negative deviation in D s t there 
is increased proton precipitation and an equatorward move­
ment of the precipitation zone, indicating a deeper injection 
of protons into the magnetosphere. As the size of the distur­
bance increases the equatorward border moves to lower 
latitudes and the intensity of the precipitation increases. 
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Figure 1. Typical dusk-to-dawn NOAA pass in the Northern Hemisphere. Protons with angles 10° and 80° with the vertical are 
measured in three energy channels ranging from 30 to 800 keV The intensity of the 80° protons is shown by a dashed line, and the 
intensity of the 10° protons is shown by a solid line. 

As seen from the three top panels the precipitating 
protons exhibit a clear IB. Poleward of this boundary the 
precipitation is isotropic, and equatorward of it the proton 
pitch angle distribution is anisotropic. Plate 1 gives a clear 
picture of the two-zone structure of the protons observed at 
low altitudes. 

From Plate 1 it is seen that the intensity for both the 10° 
and 80° detectors exhibit a daily modulation, most prominent 
in the 80° detector. This behavior is due to the magnetic field 
control of the particles and that a satellite in low orbit 
observes particles on the same L-shell at different magnetic 
field strengths during the course of the day [Berg and Soraas, 
1972]. 

Soraas et al [2002] showed that the protons precipitating 
within the isotropic zone in the evening/midnight quadrant 
can be used as a proxy for the particle injection into the ring 
current. The injection rate Q(t) is not based upon solar wind 

parameters but directly on the observed proton precipitation 
rate. This is done under the assumption that the proton inten­
sity in the loss cone follows the rate at which protons are 
injected into the ring current. The protons in the loss cone do 
not merely represent a loss from the ring current but are, in 
fact, a measure of the proton injection rate into the ring cur­
rent. From the precipitating protons, Soraas et al [2002] 
derived a RC index (ring current index) which is not influ­
enced by magnetic fields generated by magnetopause, field-
aligned, and tail currents (as D s t is). The RC index should 
give a "true" picture of the proton energy content in the ring 
current. 

We will now show how the low altitude observations 
obtained during the larger October 1998 storm relate to D s t 

and the solar wind parameters measured by the Wind 
satellite. The relations between the different parameters are 
illustrated in Plate 2. 
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NOAA 15 Proton Flux at 10 det. in Southern Evening Sector — Oct 07 - Nov 06,1998 

NOAA 15 Proton Flux at 80 del in Southern Evening Sector — Oct 07 - Nov 06,1998 
90 J _ u _ . • _ 4 _ _ . -i „ 

Plate 1. Intensity of protons precipitating into the evening local time sector from October 7 to November 6 in 1998. Each NOAA 15 
orbit is plotted vs. ILAT and the observed proton flux is color-coded. The three top panels show precipitating protons in the energy 
channels 30 to 80 keV, 80 to 250 keV and 250 to 800 keV, and the following three channels give the same information for the mirror­
ing protons. The bottom panel shows D s t during this time. 
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Plate 2. Parameters related to the larger storm taking place on day 292 in 1998; in the top panel the D s t * and the ring current index, 
in panel 2 the proton injection rate Q(t), and in panel 3 the AE index. In the next four panels the interplanetary electric field compo­
nent Eyi the IMF Bz component, the solar wind density Nsw and velocity Vsw are shown. 
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In the top panel of Plate 2 the D s t * (the pressure corrected 
D s t ) and the RC index are shown. The correlation between the 
two ring current estimates is 0.94 for this 20-days period. The 
RC index is normalized to have the same average value as the 
D s t *. The two indices follow each other very well, and the six 
injection events taking place in the storm recovery phase are 
clearly seen in both indices. 

In panel two the injection rate Q(t) as estimated from 
NOAA 15 satellite observations is shown. There is a small 
increase in Q(t) on day 290 coinciding with a small decrease 
in D s t *. One day later there is a similar increase in the injec­
tion rate and a decrease in D s t *. On day 292 there are two 
large increases in the injection rate, and the D s t * decreases to 
-111 nT in the storm main phase. The storm has an initial fast 
recovery back to -50 nT during this period when the injection 
rate is reduced. It could be argued that this initial fast recov­
ery of the D s t * reflects a contribution from the cross tail cur­
rent, which has a rapid dynamic [Alexeev et al, 1996]. 
Subsequently the storm exhibits a slow recovery with multi­
ple proton injections each followed by a decrease in D s t *. 
During the 10-days recovery there are six distinct injection 
events with increased Q(t), each followed by a decrease in 
D s t *. The slow recovery of this storm is due to a HILDCAA 
(High Intensity Long Duration AE Activity) event [Tsurutani 
and Gonzalez, 1987], characterized by the prolonged 
AE activity displayed in panel three. This event and its 
HILDCAA behavior have been discussed by Sandanger et al 
[2004]. The AE activity is often taken as a measure for sub­
storm activity. The AE activity and the injection rate Q(t) 
have very similar time development and both increase for 
every one of the six decreases in D s t * during the storm 
recovery phase. 

In the next four panels of Plate 2 the interplanetary electric 
field component Ey, the IMF Bz component, the solar wind 
density Nsw, and velocity Vsw are shown. Notice the large 
positive Ey component and the intense AE activity during the 
storm main phase. This increased electric field and high sub­
storm activity transport particles from the plasma sheet and 
deep into the magnetosphere creating the main-phase ring 
current. 

3.1. Summary Ring Current Index 

The calculated RC index gives a good estimate for the 
D s t *. The correlation between the two quantities is high, indi­
cating that they vary in concert and that the ring current 
energy is for a large part due to protons being injected from 
the plasma sheet. It further shows that the corrected D s t * is 
a direct measure of the particle energy content in the ring 
current. The absolute energy content in the ring current, 
however, cannot be calculated by our method. In order to 
obtain the same average value as D s t * our estimate has to be 

normalized. Nevertheless, the normalizing factor calculated 
for different times is almost invariant. This indicates that the 
ring current and the proton precipitation are intimately con­
nected. Due to the good correlation between the estimated 
and measured D s t , it would be possible to use observations 
from the NOAA satellites to derive a space-based equivalent 
of the D s t index in near real-time without many of the prob­
lems associated with the ground-based D s t currently in use 
[Soraas et al, 2002]. 

4. THE STORM TIME EQUATORIAL BELT 

The production of ENAs by charge exchange of ring cur­
rent ions with neutral hydrogen in the geocorona was pre­
dicted by Dessler et al. [1961] and is an important loss 
process for the ring current. The energy range 20-200 keV 
includes the carriers of the major part of the ring current 
energy. The first observational data on ENA precipitation 
giving rise to low latitude protons was obtained in 1969 and 
1970 from the AZUR satellite [Moritz, 1972; Hovstadt et al, 
1972]. Moritz [1972] suggested that these ions at low L-values 
near the equatorial plane come from ENAs born in charge 
exchange of ring current ions. The ENAs originating from 
higher L-values may reach low altitudes where they are re-
ionized by charge exchange and become energetic ions 
trapped by the magnetic field. Tinsley [1981] has given a 
comprehensive review of these equatorial ions and some of 
their consequences for the equatorial atmosphere. 

Soraas et al. [2003] studied the STEB (Storm Time 
Equatorial Belt) for a number of geomagnetic storms. In this 
report we will consider the STEB behavior during a major 
geomagnetic storm. The intense (D s t = -358 nT) geomag­
netic storm starting on March 31, 2001, is an example of 
such a storm. Figure 2 display the observations of the parti­
cles measured at the magnetic equator arranged by the local 
time (LT) of observation. 

In the main phase of the storm the low L-value particles 
exhibit a clear LT asymmetry. The intensity in the mid­
night/evening sector is markedly higher than in the post-
noon/morning sector (two top panels). A delay in the 
appearance of the particles with LT is also apparent. The (30 
to 80 keV) particles appear simultaneously at 02 and 19 LT. 
There is, however, a delay before they appear in the morning 
sector (14 and 07 LT). As seen from the D s t index, the March 
storm exhibits the double main phase depression typical for 
large storms. This double structure is also clearly seen in the 
intensity of the low-latitude particles. It appears that the ring 
current injection region is more widespread in LT during 
the first RC injection than in the second one. The intensity 
in the first injection is about equal at 02 and 19, but the 
second injection is more concentrated around 19 LT. In the 
bottom panel the ratio between the intensities measured at 
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The STEB, (30 - 80) keV particles 

Day of year 2001 

Figure 2. The top four panels show how the intensity of trapped 
protons in the energy range 30 to 80 keV varies with time at low 
L-values through the March 31 storm. Each panel refers to a differ­
ent local time (LT), and data from both NOAA 15 and 16 are shown. 
The D s t index is in the fifth panel, and the bottom panel gives the 
ratio of the intensities measured at LT 19 and LT 07. To guide the 
eye a straight line is drawn at a ratio of 1 in the bottom panel. 

19 and 07 LT is shown. This ratio (an asymmetry indicator) 
exhibits large values at 06 and 18 UT on day 90 concurrent 
with the injection event seen in the D s t index. This occurs 
simultaneous with the large values of the asymmetry indica­
tor shown in panel five. The STEB thus responds to the 
asymmetric ring current. In the storm recovery phase the 
intensities at all local times decay in a similar fashion with 
about equal intensities, even though the evening intensity is 
slightly above the morning intensity. This probably indicates 

that there is a continuous injection of energy into the ring 
current also during the storm recovery phase. 

4.1. Summary STEB 

In Plate 3 the different aspects of our STEB observations 
have been illustrated. It shows how the particles in the storm 
main phase are injected from the tail and gradient/curvature 
drift through the midnight/evening sector to produce the 
asymmetric part of the ring current. While they drift and 
charge exchange, some ENAs are sent towards the low-alti­
tude equatorial region of the Earth, where they are ionized 
forming the STEB. During this phase of the storm the ring 
current is subjected to heavy convection loss. As time pro­
gresses the convection field disappears and the ring current 
develops into a symmetric belt that decays through charge 
exchange and wave-particle interaction. The ENA flux is a 
function of ring current intensity and its spatial distribution. 

The protons at low L-values will experience a rapid decay 
due to charge exchange processes in the dense geocorona. 
Because of their fast decay and slow azimuthal drift the pro­
ton intensity in the STEB is determined by their source, the 
charge exchange of ring current protons at larger L-values. 
The LT extension and intensity of the low latitude belt is thus 
an "image" of the ring current. From observations of the 
STEB the ring current injection region, its evolution through 
the evening/afternoon and into the morning sector, its asym­
metry during the initial and main phases, and its development 
into a symmetric ring current in the recovery phase of the 
storm can all be clearly seen and followed. 

Observations of STEB at several local times provide 
unique opportunities to follow the build up and decay of the 
ring current. Multiple satellites makes it possible to get a fair 
time resolution of the STEB and thus of the ring current. 

5. WAVE-PARTICLE INTERACTION 

During the recovery of geomagnetic storms, highly loca­
lized regions of enhanced proton (ion) precipitation can 
appear at mid-latitudes well inside the anisotropic precipita­
tion zone. The particle pitch angle distribution in these 
enhanced regions is most often anisotropic with maximum 
intensity perpendicular to the magnetic field [Soraas et al, 
1999]. 

In Figure 1 an example of increased proton intensity at 
mid-latitudes is shown. Such enhanced regions of precipita­
tion embedded in the anisotropic zone are most likely due to 
protons scattered by resonant wave-particle interaction at or 
near the plasmapause, as discussed by Lundblad and Soraas 
[1978], and represent a loss of ring current particles in the 
recovery phase of a geomagnetic storm. They further showed, 
using data from the ESRO I satellite, that these regions with 
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STORM TIME EQUATORIAL BELT (STEB) 
INITIAL PHASE /MAIN PHASE 

ASYMMETRIC RC and STEB 
or 06 

Plate 3. Schematics of the ring current behavior during the different phases of a geomagnetic storm, as revealed by the STEB. The LT 
for the NOAA 15 and 16 orbits are shown. 
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increased proton precipitation were closely connected with 
SAR arc formation. 

Yahnina et al. [2003] have done studies relating these mid-
latitude enhancements to geomagnetic pulsations of Pc 1 and 
the IPDP (Intervals of Pulsations with Diminishing Periods) 
types. Both Pel and IPDP pulsations are believed to be the 
electromagnetic ion-cyclotron waves generated in the equa­
torial plane by the unstable proton angular distribution. These 
waves scatter energetic protons in pitch angle, so those 
authors concluded that the precipitation patterns at mid-lati­
tudes are the particle counterparts of ion-cyclotron waves. 

These observations of particles and waves support the 
Cornwall et al. [1970, 1971] theory for the generation of ion-
cyclotron waves and SAR arc formation. It was suggested by 
Thorne and Kennel [1971] that ion-cyclotron waves can pre­
cipitate relativistic electrons in the E ~1 MeV range. If this 
theory is applicable, one would expect to observe relativistic 
electrons collocated with the increased proton precipitation 
taking place in the anisotropic zone. 

An example of such a collocation of protons and relativis­
tic electrons is shown in Figure 3. The event took place on 
day 207 during the recovery phase of a -50 nT geomagnetic 
storm that had its main phase on day 204. The three panels in 
the figure display from the top: electrons with energies 
>30 keV, relativistic electrons with energies >1500kev, and 
protons in the energy range 30 to 80 keV The protons shown 
in the bottom panel exhibit the mid-latitude enhancement 
typical for the storm recovery phase. This enhancement 
occurred in both hemispheres at the same ILAT (63°) and at 
approximately the same MLT (~ 06). 

The >1500 keV electrons exhibit increased precipitation in 
the region of anisotropic proton precipitation. The relativistic 
electron precipitation starts immediately equatorward of the 
IB (isotropic boundary) in both hemispheres and is confined 
within the region of anisotropic proton precipitation. In the 
Southern Hemisphere the relativistic electrons exhibited a 
very narrow peak displaying a sudden intensity increase of 
nearly an order of magnitude above its uniform background 
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Figure 3. Morningside NOAA 12 pass from north to south (crossing the Equator). The three panels display from the top; electrons 
with energies >30 k e y omnidirectional relativistic electrons with energies >1500 k e y and protons in the energy range 30 to 80 keV 
In panels one and three the flux of 80° particles is shown with a dashed line, and the 10° particles with a solid line. 
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precipitation level. In the Northern Hemisphere the relativis­
tic electrons also exhibit a peak in precipitation, but not as 
pronounced as in the conjugate hemisphere. The increased 
precipitation of relativistic electrons is coincident with the 
increased loss of protons. The >30 keV electrons show no 
direct spatial resemblance to the protons or the >1500 keV 
relativistic electrons. 

5.1. Summary Waves and Particles 

Relativistic electrons execute nearly circular drift orbits 
around the Earth in the L-value range 3 to 7. These orbits are 
within the region of the ring current protons. Both the 
isotropic and the anisotropic zones are traversed by these 
electrons during their drift. Observations support the conclu­
sion that there is an almost one-to-one correspondence 
between the precipitation (loss) of relativistic electrons and 
the anisotropic proton precipitation. 

In the anisotropic zone the protons are unstable to wave 
growth. The instability causes pitch angle diffusion, particle 
precipitation and the generation of ion-cyclotron waves. Thus 
there exists a fairly wide L-value range equatorward of the 
isotropic zone with ample conditions for EMIC wave gener­
ation. According to Thorne and Kennel [1971] one should 
expect relativistic electrons to be parasitically scattered into 
the loss cone by ion-cyclotron waves generated at or near the 
plasmapause by the unstable proton population. It is in the 
midnight/evening MLT sector that the proton drift paths 
intersect the plasmapause and they are expected to be 
strongly unstable. Our observations show that there can be 
intense precipitation of relativistic electrons collocated with 
the proton precipitation peak also in the morning sector, and 
it is interesting to observe that the relativistic electron pre­
cipitation can take place over the whole anisotropic proton 
zone; a fairly wide region in L-value. 

Proton precipitation in the anisotropic zone can also exist 
without any evidence of relativistic electron precipitation, 
but on the other hand, whenever relativistic electron preci­
pitation is present it is always embedded in the anisotropic 
proton zone. The close correspondence between protons 
and relativistic electrons suggests that the electrons are 
scattered into the loss cone by EMIC waves. Spatial peaks in 
proton precipitation have been shown to be associated with 
SAR arc formation [Lundblad and Soraas, 1978], the 
plasmapause, and Pel and IPDP wave generation [Yahnina 
et al., 2003]. During the recovery phase of the storm the 
location of the proton peak moves towards higher ILAT in 
accordance with the plasmapause [Soraas et al., 1999]. 
This later observation further strengthens the connection 
between precipitation of relativistic electrons and EMIC 
waves generated at the plasmapause and in the anisotropic 
proton zone. 
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The variation of Earth's magnet ic field at the equator, as monitored by the Dst 
index, can stay below its quiet day value for days. This can happen after storms 
resulting in a very slow recovery of the Dst index, or it can happen in the absence 
of a storm. Such "anomalous" behaviour is observed during periods with contin­
uous auroral activity called High-Intensi ty Long-Dura t ion Cont inuous A E 
Act iv i ty—HILDCAA. N O A A satellite data is used to investigate the radial depth 
of particle injections into the ring current and its dependence on fluctuations in the 
interplanetary magnet ic field. It is found that the particle injections are sufficient 
to delay the recovery of the Dst during H I L D C A A events. It is further found that 
the particle injections during H I L D C A A events are closely connected with Alfven 
fluctuations in the interplanetary magnet ic field Bz component . 

1. INTRODUCTION 

The HILDCAA phase of the storm is characterized by 
fluctuations in the solar wind magnetic field Bz component 
simultaneous with continuous high AE activity through the 
recovery phase of the storm or during no storm periods with 
reduced Dst. During HILDCAA events the Dst index does 
not exhibit the "normal" recovery back to its quiet-day zero-
level value. A working definition of a HILDCAA event is; 
a maximum of AE > 600 nT, continuous AE > 200 nT, dura­
tion > 2 days, and the event is not associated with the storm 
main phase [Tsurutani and Gonzalez, 1987]. 

The Inner Magnetosphere: Physics and Modeling 
Geophysical Monograph Series 155 
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Variations of Earth's magnetic field at the equator, is mea­
sured with the Dst index, which can stay negative for several 
days. The depression is mostly attributed to the ring current, 
but it also depends on other current systems in the magne­
tosphere such as magnetopause, tail and auroral currents. It 
is well established that the magnetic effect of the ring current 
is proportional to the energy content of the charged particles 
generating it [Dessler and Parker, 1959; Sckopke, 1966]. 
Soraas et al. [2002] have developed a ring current index 
based on the precipitation of protons into the evening side 
upper atmosphere. The precipitating protons give a good 
estimate of the ring current injection rate. By comparing the 
newly developed ring current index with the pressure cor­
rected Dst* index, Soraas et al. [2004] determined that the 
depressed Dst* index during HILDCAAs could to a large 
degree be accounted for by the ring current alone, not influ­
enced by other current systems. 

249 
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In this paper we will use NOAA (National Oceanic and 
Atmospheric Administration) satellite data to determine the 
depth of the particle injections into the RC and its relation to 
Bz variations during three HILDCAA events. 

2. DATA SOURCES 

We will use solar wind data from the ACE satellite, geo­
magnetic activity indices provided by the World Data Center 
in Kyoto, and proton data from the low-altitude satellite 
NOAA-12. The polar satellite NOAA-12 is orbiting Earth 
at an altitude of 815 km. The orbital plane of NOAA-12 is 
in the local evening/morning sector (see Figure 1). The 
orbital period is around 103 minutes. We are using data 
from the MEPED (Medium Energy Proton and Electron 
Detector) instrument. MEPED measures protons and elec­
trons at angles of 0° and 90° with the local vertical. We are 
concentrating the analysis on precipitating protons as 
observed by the 0° detector. A full description of the NOAA 
spacecraft and the MEPED instrument is given by Raben 
etal. [1995]. 

The precipitating protons observed at low altitude reflect 
the proton intensities at higher altitude at various locations in 
the radiation belt. The precipitating protons that the 0° proton 
detector observe at high geomagnetic latitudes, originate 
from the inner part of the ring current. In both cases the 
intensity of the precipitating protons mirrors the proton 
population in the magnetosphere, and their variations reflect 
injections of protons into the ring current. 

3. THREE HILDCAA-EVENTS IN 1998 

Figure 2 displays observations during two geomagnetic 
storms from April 1998, Figure 3 displays a storm from 

August 1998, and Figure 4 shows a storm in October 1998. 
All these storms exhibit HILDCAA activity. The three 
Figures all have four panels. The first panel gives the Bz com­
ponent of the solar wind magnetic field measured by the ACE 
spacecraft. The second and third panels give the AE and Dst 
indices. The last panel exhibit the precipitating proton data 
from the NOAA-12 satellite. Each satellite pass is plotted 
versus L and time, and the observed proton flux is plotted 
with a logarithmic gray scale code. The proton flux from 
channel 1 (30-80 keV) illustrate the depth and intensity of 
proton penetration in the L = 3 to L = 9 range. 

3.1. HILDCAA Event in April 1998 

The period covers the days 113 to 120 in year 1998 (April 
23 to April 30). The Dst index has two minima during this 
period, one on day 114 and the other on day 116. The Dst 
index reaches -70 nT on day 114 and -60 nT on day 116. 
The main phase of the first magnetic storm is at the begin­
ning of day 114. The recovery phase starts at the end of day 
114, but the Dst index shows a very slow recovery and stays 
almost constant at -40 nT for about two days. After the sec­
ond storm at the end of day 116, the Dst index requires 
almost three days to recover to the quiet day value. 

The AE index is high and variable through the recovery 
phase of both storms and these periods are marked 'HILD­
CAA at the top panel of Figure 2. The interplanetary mag­
netic field Bz component fluctuates around zero with several 
intervals as low as - 7 nT throughout the first HILDCAA 
period. Through the second HILDCAA period, Bz is also 
fluctuating but with - 3 nT as the lowest value. 

During the main phase of the two storms the protons are 
injected deep into the evening side magnetosphere as evident 
from the intensity observed inside L = 4. It is only during 

I L A T / M L T footprints 

00:00 00:00 

Figure 1. IL AT/ML AT footprint of the NOAA-12 spacecraft. Southern Hemisphere to the left, and Northern Hemisphere to the right. 
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Figure 2. The Bz component of the solar wind, AE and Dst indices are given in the first three panels. Given in the last panel are NOAA-
12 proton fluxes measured in the evening side of the Northern Hemisphere, for April 23-30, 1998. The proton fluxes, shown with a 
logarithmic grayscale, are plotted versus L and time. The intensity variations through the different L-values reflects the depth and 
intensity of proton penetration into the radiation belt. 

the main phase of the storms that protons are injected to those 
low L-values. In the outer region of the ring current there is a 
continuous particle injection, both in the main phase and dur­
ing the HILDCAA period of the storms. 

3.2. HILDCAA Event in August 1998 

The period in Figure 3 is from day 237 to day 248 in year 
1998 (August 25 to September 5). On day 239 there is a large 
geomagnetic storm and the Dst reaches -150 nT. The recov­
ery phase of the storm shows a Dst index that slowly returns 
to quiet day values. The HILDCAA period with high AE 
index through the recovery phase is marked in the first panel. 
The main phase of the storm is coincident with two intervals 
of B z negative that last for almost one day. The largest nega­
tive B z value is - 1 5 nT. In the HILDCAA phase of the storm, 
B z is fluctuating around zero with an amplitude of a couple of 
nT and a characteristic period of about 12 hours. 

The lowest panel of Figure 3 show proton injections to 
below L = 3 during the main phase of the storm. The injec­
tion penetrates from the outer part, through the middle part 

reaching the inner part of the ring current. Throughout the 
HILDCAA period, the proton injections are concentrated in 
the outer part of the ring current with small injections into its 
central part. 

3.3. HILDCAA Event in October 1998 

In Figure 4 we show data from day 291 to day 304 (October 
19 to November 1) in year 1998. The storm starts with the B z 

component reaching down to - 1 8 nT and staying at that value 
for valmost half the day 292. The Dst index goes down to 
-120 nT during the main phase, and requires six days to 
recover to the quiet day value. The AE indices are high 
throughout the recovery phase of the storm, and the HILD­
CAA period, as shown in the upper panel. During the main 
phase we observe proton injections into the inner part of the 
ring current. During the storm main phase the polar caps 
widens as the poleward boundary of the proton precipitation 
resides down to lower ILAT values. Throughout the HILD­
CAA period, proton injections are observed only into the 
outer region of the ring current. 
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Figure 3. The Bz component of the solar wind, AE and Dst indices are given in the first three panels. Given in the last panel are NOAA-
12 proton fluxes measured in the evening side of the Northern Hemisphere, for August 25-September 5, 1998. The proton fluxes, 
shown with a logarithmic gray scale, are plotted versus L and time. The intensity variations through the different L-values reflects the 
depth and intensity of proton penetration into the radiation belt. 

Soraas et al. [2002] use observations of proton precipita­
tion measured by low-altitude polar-orbiting NOAA satellites 
to derive a space-based Dst index in near real time. A para­
meter Q(t) is used to estimate the energy injection rate into 
the ring current based on the total power of precipitating 30 
to 800 keV protons in the midnight/evening local time sector. 
Figure 5 demonstrates the good correspondence between the 
calculated RC index [Soraas et al, 2004] and the Dst index 
for the October 1998 event. We conclude, therefore, that the 
reduced Dst index during HILDCAA is, to a large degree, 
accounted for by the ring current alone and not influenced by 
other current systems. 

4. Bz FLUCTUATIONS IN THE SOLAR 
WIND AND PARTICLE INJECTIONS INTO 

THE RING CURRENT 

A Fourier analysis of Bz for the August 1998 HILDCAA 
interval shows a clear 12-15 hour periodicity. Bruno et al 
[1985] have investigated the Alfvenic character of the solar 
wind fluctuations and found evidence for the existence of 

Alfven waves with periods up to 15 hours in the trailing edge 
of the high speed solar wind streams. 

The origin of the Alfven waves is unknown. Hollweg 
[1978] has concluded that the waves are remnants from heat­
ing processes occurring in the solar corona. Large amplitude 
nonlinear Alfven waves are always found to be present in 
high speed streams emanating from coronal holes [Tsurutani 
et al, 1994]. Tsurutani and Gonzalez [1987] observed wave 
trains following high-speed streams and density enhance­
ments during two HILDCAA events in August 1978 and May 
1979. 

Tsurutani et al. [2004] have shown that auroral expansion 
phases are present during HILDCAA events. However, by 
using UVI images from the Polar spacecraft, they found that 
there is a lack of an one-to-one correspondence between sub­
storm expansion phases and AEI-AL enhancements. They 
advocate that a likely explanation for this is that the south­
ward component of the interplanetary magnetic field (of 
Alfven waves) cause magnetic reconnection and drive 
enhanced westward auroral electrojets. Soraas et al [2004] 
put forward the hypothesis that the plasma injection into 
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Figure 5. Proton power, Q(t), calculated from NOAA-12 measurements at the evening side of the Southern Hemisphere, the Dst index 
and the calculated RC index for the October 1998 event. 

the magnetosphere during HILDCAA is due to magnetic re­
connection between the Alfven waves and the magnetopause 
field. 

In order to test this hypothesis we have done a comparison 
between fluctuations in the Bz component of the solar wind 
magnetic field and the Q(t) parameter. Soraas et al [2002] 
have shown that Q(t) is a good proxy for the proton injection 
rate into the ring current. The results of this exercise are 
shown in Figure 6. The figure consist of three panels one for 

each HILDCAA period considered. The injected power into 
the outer part of the ring current (the black filled area) are 
compared with the negative Bz component (the gray filled 
area). In all cases there is a clear correspondence of particle 
injections and negative excursions in the Bz component. 
There seems to be a slight delay between the negative Bz 

excursion and the injected particles. This is as expected both 
because of the time delay between the ACE observation 
and the magnetopause, and also the additional time delay 
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between dayside merging and the particle injections from the 
nightside plasmasheet. The time delay reflects processes that 
could be of importance for the geoeffectiveness. 

5. CONCLUSIONS 

The calculated ring current index, a proxy for the ring 
current energy content, fits well with the Dst* index. From 
this it is concluded that the reduced geomagnetic field and 
slow recovery during HILDCAA events are mainly due to 
particle injection into the ring current from the nightside 
plasmasheet. 

It is shown that there is a direct correspondence between 
negative fluctuations in the Bz component of the interplane­
tary magnetic field and particle injections into the nightside 
ring current. Fluctuations in the Bz component of the inter­
planetary magnetic field give rise to field line merging at the 
front side of the magnetosphere and a convective electric 
field at the night side, driving the plasma sheet particles into 
the ring current. The duration of the Bz negative phases are 
not long enough to drive a magnetic storm. 

The interplanetary magnetic field fluctuations have been 
examined [Tsurutani and Gonzalez, 1987] and shown to be 
Alfven waves propagating outward from the Sun. The fluctu­
ations are more or less continuous, and the southward 

components of the long period waves cause HILDCAAs 
[Tsurutani and Gonzalez, 1987; Tsurutani et al, 1990; 
Tsurutani et al, 2004]. 

The proton injections as seen in the bottom panel for all the 
cases are well correlated with the AE-index. These panels 
further show that HILDCAA events are associated with par­
ticles injected into the outer part of the ring current. The 
injected protons penetrate deep enough into the ring current 
to have an influence on the Dst index, but their energy con­
tent and their depth of penetration is not large enough to 
cause a magnetic storm. 
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What Defines the Polar Cap and Auroral Oval Diameters? 

Igor I. Alexeev 

Skobeltsyn Institute of Nuclear Physics, Lomonosov Moscow State University, Moscow, Russia 

A dependence of the polar cap magnet ic flux on the solar wind dynamic pres­
sure is studied. The model calculations of the relation of the polar cap to the polar 
oval magnet ic fluxes at the ionospheric level are presented. For quiet conditions a 
comparison of the theoretical results with data have shown a good agreement. The 
model calculations give us a possibility to find not only the average polar cap 
magnetic flux but also the extreme values of the polar cap and auroral oval mag­
netic fluxes. These values can be reached in the course of the severe magnet ic 
storm. The scaling law for the polar cap diameter changing for different subsolar 
distances is demonstrated. 

INTRODUCTION 

The polar cap magnetic flux or, in other words, 
magnetotail lobe flux is one of the key parameters which 
control the magnetospheric dynamics. As pointed out by 
McPherron, 1970, 1991, an increase of the magnetic flux in 
the magnetotail is connected with the substorm growth 
phase. After it, the magnetosphere goes to a metastable state, 
and an impulsive sporadic release of the excess energy 
become possible. 

Determination of morphology of an open-closed field line 
boundary is one of the main problems of magnetospheric 
physics today [Raeder et al., 1998]. It becomes rather 
essential since the global images in far UV obtained onboard 
the Polar, IMAGE and TIMED satellites make it feasible to 
receive an instant picture of the intensity of the upper 
atmospheric emissions. This intensity to a good accuracy 
can be thought to be proportional to the total energy of 
precipitating particles. Moreover, observations in several 
spectral ranges enable to separate the proton and electron 
precipitation regions [Mende et al., 2003]. 

The particle flux measurements by the DMSP satellites 
during several decades make it feasible to obtain a statistical 
pattern of the fluxes in the polar regions. These fluxes are 
associated directly with the polar cap structure. Thus, the 
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open field line region is identified as a region free of the 
precipitating energetic particle fluxes. In the polar cap 
energetic particles are absent, and the polar rain formed by 
the soft particle precipitations appear. 

The magnetic field morphology in the polar region 
defines the zone of zero geomagnetic cut-off which is filled 
with solar cosmic ray particles during periods of increasing 
flux events associated with the solar flares. Detection of the 
equatorial boundary of a zone filled with the 1 MeV solar 
protons also marks the polar cap diameter. However, these 
measurements are feasible only during periods of the flux 
in the interplanetary space exceeding significantly a back­
ground level. 

Detection of the atmospheric 6300^4 line luminousity by 
onground photometers enables a definition of the polar cap 
boundary as the polar border of luminousity with intensity 
higher than 110 R [Blanchard et al., 1997]. Data obtained by 
the CANOPUS photometers [Blanchard et al., 1997] were 
compared with the region of open field lines determined 
using the MHD simulation results [Rae et al., 2003]. In this 
paper all magnetic field lines have been separated into two 
types: closed lines haven two points of intersection with the 
Earth's surface in the both hemispheres, and open ones 
stretched into the interplanetary space. So, in this case the 
polar cap boundary is the boundary between the two-type 
magnetic field lines. 

In spite of seeming simplicity of the above definition 
it cannot be thought undoubted. Firstly, it is not clear, 
to what type one should assign field lines going to large 
distances from the region under consideration? Secondly, 
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the theta aurora observed for the northern IMF, the 
polar cap arcs, and other aurora emissions observed 
towards the pole from the auroral oval [0stgaard, 2003] 
indicate that the polar cap can be considered free of 
aurora only approximately. No one of the above mentioned 
"markers" of the polar cap can be thought undoubted 
(see Mende et aL, 2003). 

Following [Rae et aL, 2003], in the present paper use is 
made of the definition of the polar cap as a region of open 
field lines stretching to the interplanetary space through the 
magnetopause (in the open magnetospheric model), or 
through the perpendicular section of the distant night-side 
tail (in the closed magnetospheric model). This definition has 
been used by Coroniti and Kennel, 2003. However, unlike 
[Coroniti and Kennel, 2003], we take into account variation 
of the magnetic flux in the magnetotail due to non-zero BZ 

component of the magnetospheric field normal to the tail 
current sheet plane. 

Following [Schultz, 1997], the polar cap size is deter­
mined using model magnetic flux bookkeeping. Schultz, 
1997 analysed the influence of the ring current on the polar 
cap diameter using a simple model including the geo­
magnetic dipole and uniform southward magnetic field. 
Hereafter, the paraboloid model [Alexeev et aL, 1996, 
2003] is used. It enables obtaining an instantaneous 
configuration of the magnetosphere at various parameters 
of the solar wind and different phases of geomagnetic 
activity. After performing rather simple scale transformaions 
using magnetic flux bookkeeping, the relation between 
solar wind dynamical pressure and the size of the open field 
line region is obtained. Moreover, assuming i?z-component 
at the equatorial magnetosphere to be positive, the maxi­
mal sizes of the equatorward boundary of the auroral oval 
are obtained. These sizes can be attained during extremal 
magnetic storms. 

CALCULATION OF MAGNETIC FLUXES IN THE 
CLOSED MAGNETOSPHERE 

First of all the closed model of the magnetosphere is 
considered neglecting reconnection of the magnetospheric 
magnetic field and the IMF (BN = 0 at the magnetopause). 
Let us show, that if the geomagnetic dipole is assumed 
to be screened by the solar wind plasma, the magnetic 
flux through the equatorial plane region located between 
the magnetopause and the Earth's surface remains almost 
constant independently of the magnetopause form and size. 

Let us start with consideration of a flat magnetopause 
located at a distance Rx from the dipole center. It is assumed 
for simplicity that the geomagnetic dipole is formed by the 
currents flowing over the surface of a sphere with the radius 
RE (RE is the Earth's radius equal to 6378 km). Inside the 

sphere of RE the magnetic field is southward. It is uniform 
equaling 2B0 = 60286 nT. 

Figure 1 shows the cross-section of this magnetospheric 
model. We assume that magnetic field upstream the 
magnetopause (at x > Rx) is zero. At x < Rx it is a sum of 
the geomagnetic dipole field and the image dipole field. 
The image dipole is located upstream at the point* = 2 ^ and 
has magnetic moment equal to the geomagnetic dipole 
moment ME= B0R3

E = 30143 nTR3

E. In this case the field 
at the subsolar point is BS = 2Bd(Rx) = 2ME/R3. The field 
of currents on the magnetopause screening the dipole field 
(the Chapman-Ferraro currents) at the Earth's center is 
BL = B0R3

E /SR3. All magnetic field lines intersect the sphere 
surface twice in the southern and northern hemispheres. 
Also all field lines intersect equatorial plane. It occurs once 
outside the sphere RE and at the other time inside the sphere 
RE. The magnetic flux through the equatorial plane to 
the right of the magnetopause, O e , is equal to an opposite-
sign magnetic flux within the sphere RE induced by the 
uniform field 

-2B0+Bi=B0(-2+ 

Thus, to an accuracy up to terms BXIBQ~Q.6-\0~A for 
Ri~l0RE, the equatorial flux in the magnetosphere O e is 
equal to O^, where = 2B0nR2

E = 7704.5 MWb is the 
geomagnetic dipole magnetic flux through one of the 
hemispheres. 

The same expression for the magnetic flux O e can be 
obtained by direct integration of the BZ component of the 

10 0 -10 -20 -30 -40 
X(Re) 

Figure 1. Meridional plane magnetospheric cross section. Magnetic 
field lines are shown. 
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magnetospheric magnetic field over the equatorial magneto­
spheric cross section: 

O e = J JBzdydx = JRd(/>jdRBz 

2 °0 

JRdtjdRB, =®d 1 
R 3 A (1) 

\6R i J 

where Bz is defined by the expression: 

B=M 
f 1 P 

R3 + R3 
(2) 

•2 y 
R = ̂ Jx2 + and i?2 = ^ ( x - 2RX)2 + j ; 2 are the distances 

to the geomagnetic dipole and to the image dipole in the 
equatorial plane. Cartesian coordinates are related with 
the spherical ones relations x = R cos 0 and y = R sin (j). 

In the similar manner, using the fact that the magnetic 
fluxes through magnetospheric equatorial cross section 
and those within the sphere of RE, are equal one can obtain 
an expression of the equatorial magnetic flux O e for an 
arbitrary closed magnetospheric model. This magnetic 
flux is controled by the magnetopause current magnetic field 
strength at the Earth's center, Bi'. 

A . 
2Ba 

= 7704.5 MWb. (3) 

For a spherical magnetopause the field of Chapmen-
Ferraro currents at the Earth's center is B, = IB, 

In the framework of the paraboloid model [Alexeev, 2003]: 

B, =-Ba^r* 20 " E nT. (4) 
2 n Rl ^lOARl ^ 
- £ n - f « 2 0 nT. 
3 0 R3 R3 

Here R{ = 10ARE is the distance to the subsolar point calcul­
ated from the pressure balance: 

B] = 2p0p, or Bs = n T ' h e r e P i n n P a ' (5) 

For the pressure p = 2 nPa the field is Bs = 70.9 nT 
and Ri = lOARE, since Bs = kMElR3. In the paraboloid 
model the coefficient k of the field amplifying at the 
subsolar point is equal to 2.44. It has an intermediate 
value between k = 3 for a sphere and k = 2 for a plane 
magnetopause. It should be noted that the value very close 
to 2.44 has been obtained in the paper Mead and Beard, 
1964. 

MAGNETIC FIELD IN THE POLAR CAP 

All magnetic field lines intersect the equatorial plane in the 
magnetospheric models which do not include magnetotail 
current sheet. In these models open field lines are absent. It 
is also true for the magnetospheric models in which the cur­
rent sheet does not continue to the infinity but is bounded at 
some antisunward distance from the Earth. In these models 
the polar cap is also absent. 

Let us bear in mind, following Coroniti and Kennel, 1972 
that at large distances the magnetopause becomes tangential 
to the solar wind flux direction. The magnetic field in the tail 
lobes is determined by the balance between lobe magnetic 
field and thermal pressure of the magnetosheath plasma. 
Correspondingly, the current density in the tail current sheet 
tends to some constant value at x ^ - o o . The lobe magnetic 
field flux, Ohbe9 tends also to the constant value, Ooo, at 
x ^ - o o . Mapping this flux to the ionospheric level, the polar 
cap magnetic flux, 0 ^ c = Ô , is obtained (see Figure 2). In 
this case the Eq. (3) can be rewritten as 

A 
2B, :0 +0> =0, + ®PS+®k*e> (6) 

here = Oiobe, and the total equatorial magnetic flux, Oe, is 
divided on two parts: the closed field lines magnetic flux in 
the trapping particle region, O/^j, and the closed field line 

•30 -35 

Figure 2. Closed paraboloid model. The noon-midnight cross sec­
tion are shown. 0>head marked the closed field lines in the trapping 
particles regions. Ops noted the auroral oval field line region, and 
Q>i0be marked the lobe field line bundle. 
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magnetic flux in the plasma sheet or auroral oval region, <f)PS 

(see Figure 2). 
Unlike to a popular opinion that the magnetotail appears 

due to reconnection of the IMF and the magnetospheric 
magnetic field, the above consideration shows that current in 
the magnetotail and the polar cap appear in the closed mag­
netospheric model [Alexeev et aL, 1998] as well. Here non-
ideal flow past the magnetopause by the solar wind plasma 
should be taken into account. This non-ideality reveals itself 
in the fact that the plasma partially penetrates into the 
magnetosphere inspite that Bn = 0 everywhere on the magne­
topause. This effect is stronger in the night equatorial mag­
netosphere, where VB _L B and the particle drift velocity is 
normal to the magnetopause. The solar wind particles 
penetrate the magnetospheric dawn flank then fly away to the 
dusk side and form the magnetotail plasma sheet. They also 
serve as the current carier in the tail current sheet which 
create a bundle of the lobe magnetic field lines. 

Of course, this scheme ignores many important processes, 
but we consider it as a helpful idea. Let us examine quiet 
conditions when the energy flux into the magnetosphere is 
small and being balanced by a quiet level of energy losses. It 
is natural to assume here that the magnetic flux in the mag­
netotail lobes is equal to the magnetic flux through the 
magnetosphere equatorial plane beyond a circle of radius Rx. 
This flow is obtained in a model taking into account only 
dipole and its screening Chapman-Ferraro currents. The cir­
cle of radius Rx is chosen because it approximately coincides 
with the outer boundary of closed drift orbit. It is a last orbit 
which do not cross the magnetopause neglecting the electric 
field of magnetospheric convection. Geomagnetic field lines 
intersecting the equatorial plane behind the circle of radius 
R\ are already pushed into the night side by the plasma flow 
and they can form the magnetotail lobes without additional 
energy input. 

Let us calculate this flux <3)et at the geocentric distances 
Rm>R>Rh where Rm is the distance to the magnetopause. 
We suggest that it is equal to a quiet flux in the polar cap. As 
before, integration of Bz over the equatorial plane yields: 

*„=/ jBzRd^>dR = 0 d ^ l - - j (7) 

The d>et value corresponding to a quiet Rx = 10ARE is 
508.55 MWb. This value is assumed to determine the size of 
the polar cap at the ground state of the magnetosphere. 

An increase of the energy input into the magnetosphere 
due to reconnection of the magnetospheric field with the 
IMF leads to increase of the current in the magnetotail, field 
in the magnetotail lobes, and the polar cap magnetic flux. 
This increasing is restricted by two processes. Firstly, an 
excessive increase of current in the magnetotail can lead to 

a situation when a negative magnetic flux associated 
with the field of the magnetotail current system can 
exceed the positive flux <&et associated with the dipole and 
the Chapmen-Ferraro currents at Rm>R>Rx. In this case 
somewhere in the equatorial plane the sign of Bz is reversed 
with subsequent forming of a neutral line, the stability being 
broken with subsequent ejection of a plasmoid in the 
antisolar direction. Secondly, too close coming of the current 
sheet front edge to the Earth (in the trapped particle zone) 
leads to a disruption of the current sheet inner edge with 
subsequent closure of the current through the ionosphere. 

The second process is not considered in the present paper. 
Let us calculate the upper boundary for the polar cap and 
polar oval diameters proceeding from the requirement for the 
magnetic flux crossed the equatorial plane to be positive. For 
this it should be known how the tail current system magnetic 
flux is distributed between the magnetosphere core (between 
the dayside magnetopause and the inner edge of the plasma 
sheet) and the plasma sheet (beyond the inner edge). In 
Figure 3 the tail current system field lines at the noon-
midnight plane are shown. The magnetopause field line and 
the field line which bounded the current sheet field line 
bundle are noted by heavy solid curves. Inside of the region 
limited by the dotted curve in Figure 3 the tail current sheet 
is placed. 

Calculations show that the flux through the core, Ohead, is 
approximately a half of the total magnetic flux going to the 
infinity, O^. Saying more correctly, in a wide range of Rx and 
R2 C#2 is a distance to the inner edge of the magnetotail 
current sheet) the ratio to Ohead changes slightly from 

X(Re) 

Figure 3. The tail current system magnetic field lines are shown. 
One can see that the total magnetic flux is distributed in equal parts 
on the core magnetosphere and on the plasma sheet. The tail current 
sheet is placed inside the dotted curve. 
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2.1 to 2.33. It is correct for Ry and R2 bigger than 4-5 RE and 
lesser than 14 RE. A value of the ratio Ooo to Q>head> used 
below is 2.29. 

Thus, for a quiet magnetosphere the magnetic flux through 
the polar cap is 

® = O — E - = 508.55 MWb. (8) 
3R 

Here the magnetic flux through the polar oval is 0.56 
O p c = 286.5 MWb. In our consideration this flux is equal to 
the magnetic flux through the magnetotail current sheet. 
Correspondingly, the summary magnetic flux polewards 
from the oval equatorial boundary is 785 MWb. The both 
fluxes are inversely proportional to the magnetosphere 
characteristic scale Rx or, finally, to the 6th-power root from 
the solar wind dynamical pressure (see Figure 4). During 
extremal increases of the solar wind plasma pressure up to 
28 nPa, when the magnetopause intersects the geostationary 
orbit, these values increase by a factor of 1.55 up to 790 MWb 

1500 

450 \ i » i < 1 i i » » \ » I • » 1 i » » i | » » i i i » i » » 1 
0 10 20 30 

Solar wind pressure, nPa 

Figure 4. The dependence of the polar cap magnetic flux on solar 
wind dynamic pressure are shown. Dashed curve demonstrates the 
quiet time polar cap magnetic flux when IMF Bz~0. Solid curve pre­
sents the disturbed time polar cap magnetic flux when IMF Bz « 0. 

for the polar cap flux and up to 1216 MWb for the summary 
auroral and polar cap flux. 

It is known that the magnetospheric field 2?z-component 
decreases during the substorm growth phase. The magnetic 
field becomes more tail-like. Assuming Bz = 0 in the 
magnetotail current sheet or, in other words, assuming the 
polar cap boundary and the equatorward oval boundary to 
coincide, one can obtain the upper limit for the tail current 
intensity at which neutral lines can not exist in the 
magnetosphere. Here the maximal value is <f)pc = 908 MWb. 
Increasing of the dynamical pressure up to 28 nPa can make 
this limit to be equal to 1411 MWb. 

In Figure 4 the polar cap magnetic flux dependence on 
solar wind pressure are shown. The quiet time (IMF Bz = 0) 
polar cap magnetic flux dependence on solar wind pressure 
is given by dashed curve. The disturbed time (IMF Bz < < 0) 
polar cap magnetic flux when Bz in the tail equal to zero is 
shown by solid curve. 

Thus, even during huge disturbnces the polar cap boundary 
cannot move down below a circle of radius 25°. However, by 
moving the inner edge of the current sheet earthward the sum­
mary flux through the auroral oval and through the cap can 
increase to 2472 MWb (by a factor of 1.78). The maximal oval 
diameter is 69°. If the dayside boundary is assumed to move 
down to 70°, the midnight boundary of the auroral oval can 
move down to latitudes about 41°: During severe distur­
bances, auroras are observed in night hours at these latitudes. 
For polar auroras to move down to latitudes of 23° reported in 
the paper [Tsurutani et aL, 2003] either extremely high (never 
observed earlier) plasma pressure is necessary, or the 
observed auroras are induced by other (non-auroral) particles. 

CONCLUSION 

Appearance of the magnetotail is interpreted to be a result of 
penetration of magnetosheath ions in the magnetotail from its 
dawn equatorial flank. Lobe magnetic field flux is formed by 
the geomagnetic field lines pushed to the magnetotail due to 
the field deformation by the arriving solar wind flux. The 
current sheet inner edge is thought to be the line of constant 
field B = const = Bs starting at the magnetospheric subsolar 
point. The magnetic flux in the magnetotail lobes is then 
inversely proportional to a distance to the subsolar point Rx 

or to a 6-power root from the solar wind dynamical pressure 
(p~l/6). The magnetic flux in the polar cap (or in the magneto­
tail lobes) 508.55 MWb corresponds to the quiet conditions 
(p = 2 nPa and R{ = 10.1 RE). The polar cap angular dimension 
is here equal to 14.88° which is in a good accordance with 
observations (see, e.g., discussion in Alexeev et aL, 1996). 

The analisis of a relation between the magnetic flux 
in the magnetotail lobes and the flux of field lines 
closed through the magnetotail current sheet made for the 
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magnetotail current system enables calculation of the total 
flux from the equatorward boundary of the polar oval to 
the pole. This flux also depends on Rh equaling 785 MWb for 
the quiet solar wind. The oval diameter is 18.61°. If the day-
side cusp latitude is assumed to be 78° under quiet condi­
tions, the the nightside equatorial boundary is found at 65°. 
An increase of solar wind dynamical pressure and accumula­
tion of energy in the magnetotail results in growing dimen­
sions of the polar cap and oval. As the magnetospheric field 
£ z-component is required to be positive, maximal dimensions 
of the polar cap and oval are restricted by the maximal angu­
lar diameter of the oval being about 70°. 

To connect unambiguously the magnetospheric structures 
with the phenomena at the ionospheric altitudes (boundaries of 
atmospheric luminousity, boundaries of precipitation of 
diffrent-energy particles, boundaries of penetration of the solar 
cosmic rays etc.), it is insufficient to understand quasi-stationary 
structure of the magnetospheric magnetic field. One should 
know much about convective electric field in the magnetos­
phere, field-alighned electric fields which are rather strong dur­
ing disturbances at the auroral latitudes, particle interaction with 
the MHD waves, etc. Quasi-stationary large-scale structure of 
the magnetic field is a rather significant organizing factor deter­
mining morphology of many magnetospheric processes. 
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Modeling Inner Magnetospheric Electric Fields: 
Latest Self-Consistent Results 

Stanislav Sazykin 1 , Robert W. Spi ro 1 , Richard A. Wolf 1, Frank R. Toffoletto 1 , 
Nikolai Tsyganenko 2 , J. Goldste in 3 , and Marc R. Hai rs ton 4 

This paper presents some of the latest results of self-consistent numerical mod­
eling of large-scale inner-magnetospheric electric fields obtained with the Rice 
Convection Model (RCM). The R C M treats plasma drifts, electric fields, and cur­
rents in the inner magnetosphere self-consistently in the quasi-static (slow-flow) 
approximation under the assumption of isotropic pitch-angle distribution. Event 
simulations of the magnetic storm of March 3 1 , 2001 are used with two newly 
available R C M input models : an empirical model of the storm-time magnetos­
pheric magnetic field, and an empirical model of the plasma sheet. Results show 
that the effect of severe distortion of the magnetic field during very large magnetic 
storms improves the ability of the R C M to predict the location of Sub-Auroral 
Polarization Stream (SAPS) events, although there is not perfect agreement with 
observations. Weakening of shielding by region-2 Birkeland currents during times 
of severe magnetic field inflation also improves comparison of the RCM-computed 
plasmapause location with data. Results of simulations with plasma boundary 
sources varying in response to measured solar wind inputs show that the plasma 
sheet may become interchange unstable under certain geomagnetic conditions. 

1. INTRODUCTION 

The large-scale physics of the inner magnetosphere can 
be investigated theoretically by solving time-dependent 
equations of particles drifting in an electric field self-
consistently calculated from the current-continuity equation 
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and a time-dependent assumed magnetic field [e.g., Wolf, 
1983], an approach known as "convection modeling" [e.g., 
Harel etaL, 1981a,b]. 

The Rice Convection Model (RCM), a numerical code 
based on the quasi-static (slow-flow) approach [Wolf, 1983] 
and the theoretical tool of choice for this work, has been 
used extensively to explain or illuminate many observed 
large-scale dynamical phenomena in the inner magnetos­
phere (e.g., shielding by region-2 Birkeland currents of the 
low-latitude region from the main effects of magnetospheric 
convection, the formation and decay of the storm-time ring 
current, the shape of the plasmapause, generation of subau­
roral ion drift or polarization jet electric fields), and to study 
the possibility of interchange instability in the inner plasma 
sheet [e.g., Toffoletto et aL, 2003; Sazykin et aL, 2002]. 

Based on more than 30 years of extensive modeling and 
comparisons with observations, our understanding of the elec­
trodynamics of this part of the magnetosphere is better than 
ever, though it is not without gaps. In this paper, we highlight 
several unresolved issues related to large-scale storm-time 
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magnetospheric and ionospheric electric fields, and we present 
some of our latest results bearing on these issues. The results 
presented below are from RCM numerical simulations of the 
magnetic storm that took place on March 31, 2001. 

Among the unresolved issues in the physics of the inner 
magnetosphere and magnetosphere-ionosphere coupling are 
the rapid westward flows that are observed equatorward of 
the diffuse aurora, typically in the dusk-midnight sector. 
Using instruments carried by early Russian spacecraft, 
Galperin et al. [1974] first discovered strong (>50 mV/m), 
narrow (-1° latitude) poleward ionospheric electric fields 
in this region and called them "polarization jets". They were 
independently reported in the U.S.A. [e.g., Smiddy et al., 
1977; Maynard, 1978; Spiro et al, 1978] and termed SAID 
(Sub-Auroral Ion Drift) events by Spiro et al. [1979]. 
Recently, the term SAPS (Sub-Auroral Polarization Stream) 
was introduced to describe somewhat wider regions of less 
intense westward flow that occur in the same general region, 
primarily in major storms [Foster and Burke, 2002]. 

Southwood and Wolf '[197'8] proposed a mechanism for gen­
eration of enhanced subauroral electric fields that involves clo­
sure of dusk-side region-2 Birkeland currents across a region 
of low conductivity. Event simulations with the RCM [Harel 
et al., 1981a,b] showed sub-auroral electric field structures 
consistent with in-situ electric field measurements and in 
agreement with the Southwood and Wolf '[197'8] explanation. 

Despite this early (and subsequent) success in predicting 
observed SAPS, many event simulations have shown that the 
RCM has a tendency to predict SAPS that are weaker than 
those observed, with latitudinal locations that tend to be pole­
ward of the observed SAPS. In this paper, we examine two of 
the three factors that we identify as being responsible for this 
discrepancy: the magnetic field model used with the RCM, 
and temporal variability in plasma sheet density and 
temperature during storms. The third relevant factor relates to 
details of the auroral contribution to the conductivity tensor 
at the equatorward edge of the diffuse aurora, which we will 
not address here. The same RCM simulations are also used to 
compare RCM-computed plasmapause shapes and locations 
with those derived from the Extreme Ultraviolet (EUV) 
imager on board the IMAGE spacecraft as an indication of 
how accurate the overall RCM-computed subauroral convec­
tion electric field is. Finally, initial results regarding electric 
field structures due to the interchange instability in the 
plasma sheet are presented and discussed. 

2. MODEL AND EVENT DESCRIPTIONS 

2.1. Rice Convection Model 

As the RCM physics and numerical methods have been 
described by, among others, Harel et al. [1981a], fffr/f [1983], 

Sazykin et al. [2002], and Toffoletto et al. [2003], our descrip­
tion here will be the minimum necessary for understanding 
of the results below. 

In the slow-flow, closed-field-line region of Earth's mag­
netosphere, each chemical species s (s - {1,2,3} for e~, H + , 
0 + ) of charge qs is assumed to be isotropic in pitch angle. 
At the model boundary, each species is assumed to have a 
K = 6 distribution function. The distribution function is 
divided into Ks "channels" in terms of invariant energy A, 
which is related to kinetic energy W through the flux-tube 
volume V-\ds/B as Xks = WkyV2/3 and remains invariant 
along drift trajectories. The particle content rjks in channel s, 
expressed in terms of number density nks as r\ks = nks-V, is 
another invariant except for source and loss terms. In the 
absense of plasma production, the evolution of rjks is gov­
erned by an advection equation: 

3 B x V ( 0 + ( A M / ^ ) F " 2 / 3 ) 

Bl Ilk,* ~ ^k,s (1) 

where Lks represents plasma loss mechanisms. The present 
runs include ion loss by charge-exchange and electron loss by 
precipitation. The electrostatic potential CP satisfies the cur­
rent conservation equation 

V-(-I-V(<Z>-<P c)) =-WVxVP 
B 

(2) 

where Qc transforms to a frame rotating with the Earth, and 
the field-aligned current on the right-hand side is expressed 
in terms of gradients of total particle pressure P and flux tube 
volume V. 2, the conductance tensor, includes contributions 
from both solar EUV (based on the IRI-90 empirical model) 
and from self-consistently estimated auroral electron preci­
pitation at 30% of the strong pitch-angle scattering limit. 
There are no field-aligned potential drops. 

The RCM solves HSKS equations (1) and equation (2) iter-
atively, stepping in time. The main inputs to the model are the 
electric potential on the poleward boundary ("polar cap" 
potential) for (2) and the number density and temperature of 
particles at the poleward boundary for (1), which is assumed 
to be the only source of particles. 

2.2. Magnetic Field Model 

Equations (1) and (2) include the magnetic field, a quantity 
that is not calculated in the model but is instead a time-
dependent input to it. Previously, for event studies we 
have used the theoretical magnetic field model of Hilmer 
and Voigt [1995] (HV). However, HV does not adequately 
represent inflation of the innermost magnetosphere during 
large disturbances, possibly contributing to the discrepancy 
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between the observed and RCM-predicted location and 
strength of subauroral electric field structures. Here, we pre­
sent first results from using the new storm-time magnetic 
field model of Tsyganenko et al. [2003] (T03S); this mag­
netic field model is based on data from 37 large magnetic 
storms and was constructed to account for large distortions of 
the inner (L < 10) magnetosphere during storms. 

2.3. Plasma Sheet Boundary Conditions 

Since we neglect source terms such as ion outflow from the 
ionosphere in (2), the only source of particles into the 
modeling region (and therefore the storm-time ring current) 
is represented by the high-L boundary condition on rj. Due to 
the scarcity of in-situ central plasma sheet data, the RCM has 
typically been used with constant boundary conditions. 
However, it is known that plasma sheet properties are directly 
correlated with solar wind properties. Therefore, for results 
presented here we have used the empirical plasma sheet 
model of Tsyganenko and Mukai [2003] to specify the num­
ber density and temperature of particle species at (-13R E,0,0) 
(GSM coordinates) as a function of solar wind density, 
velocity, and interplanetary magnetic field (IMF) Bz 

component. These values are assumed to be constant in local 
time along the boundary. 

2.4. Magnetic Storm of March 31, 2001 

A coronal mass ejection and related interplanetary shocks 
produced a large magnetic storm that started early on 
March 31, 2001. Figure 1 shows the solar wind dynamic pres­
sure and the GSM z-component of the IMF measured by 
SWEPAM and MAG instruments on board the ACE spacecraft 
(time-shifted to the sub-solar magnetopause location), together 
with the SYM-H index taken to represent Dst. Extreme solar 
wind conditions, including high dynamic pressure and large 
negative IMF Bz, occurred intermittently and produced 
extreme magnetospheric conditions, e.g., cross-polar cap 
potential drop in excess of 200 k y strong ring current, dayside 
magnetopause earthward of geosynchronous orbit, and 
plasmapause locations inside 2 R E at some local times. 

During most of the day on March 30, the magnetic field 
below 66° latitude is quasi-dipolar. The degree of magnetic 
field distortion during the main phase of the storm can be 
seen in the equatorial mapping of lines of constant magnetic 
latitude and longitude. Figure 2 shows this mapping at 
~08:30 UT, which is the time SYM-H reached its minimum 
value. The 56° magnetic latitude line that maps to L = 3.2 in 
a dipole field maps to 7 R E at midnight in the disturbed field. 
The dominance of the tail current contribution to the Dst 
[Skoug et al., 2003] is consistent with the field representation 
byT03S. 

M a r c h - 3 1 - 2 0 0 1 

h - 2 0 r 
H - 4 0 t 

Figure 1. 5-min averaged solar wind dynamic pressure P d y n , Dst 
(SYM-H) index, and the IMF Bz component for March 31, 2001. 
^dyn and IMF B7 are from ACE time-shifted measurements. 
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Figure 2. Mapping of lines of constant magnetic latitudes (inner­
most at 50°, step is 2°) and longitudes (step is 15°) to the equatorial 
plane using T03S magnetic field model, for ~08:30 UT on March 
31, 2001 (time of Dst minimum). 

The polar cap potential drop used as an input to the RCM 
was initially calculated from 5-minute averages of ACE solar 
wind and IMF data using the empirical relations of Boyle 
et al. [1997]. Since the polar cap potential apparently satu­
rated at around 200 kV based on DMSP ion drift data 
[Hairston et al., 2003], we have modified the expressions of 
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Boyle et al. so that if the potential drop exceeds 150 kV, the 
potential is reduced linearly to saturate at 200 kV 

Electric field measurements derived from DMSP drift 
meter and Millstone Hill incoherent-scatter radar data 
showed large subauroral electric field structures, which we 
identify as SAPS events. Simultaneous observations of total 
electron content (TEC) structures coincident with the plasma­
spheric tails observed with the extreme ultraviolet (EUV) 
imager on board the IMAGE spacecraft, and subauroral 
electric field structures, have been reported by Foster et al. 
[2002]. 

3. RESULTS 

We present results from three RCM simulations of this 
event. In the first two, we kept the plasma boundary condi­
tion constant throughout the event and varied the magnetic 
field model, using first the HV magnetic field model and 
then the T03S magnetic field model. Since T03S was found 
to improve our predicted electric fields (see below), a third 
simulation was done with T03S and with a time-varying 
plasma sheet boundary condition based on the empirical 
expressions of Tsyganenko and Mukai [2003]. 

3.1. Subauroral Electric Fields 

Figure 3 compares the RCM-computed westward ion drift 
velocity (corresponding to poleward-directed electric field 
component perpendicular to B) in the ionospheric frame, 

MLT - 2 1 
N o r t h e r n Hem. 

RCM-HV 

- 1 0 0 0 

Figure 3. Westward ion drift (poleward electric field) component 
measured by the DMSP F15 ion drift meter along its trajectory for 
the pass that started at 15:06 UT, northern hemisphere (thick); RCM-
computed ion drift component along the same trajectory (~21 MLT) 
obtained with T03S (solid thin) and HV (dashed) magnetic field. 

obtained with HV and T03S magnetic fields. Superimposed 
is DMSP data along the spacecraft trajectory. 

A SAPS, apparent as a secondary (equatorward) peak in 
the electric field, was seen by the DMSP ion drift meter and 
was also predicted by the RCM in both cases. While the loca­
tion of the SAPS is in much better agreement with data in the 
T03S case, the magnitude of the peak is higher. A similar 
conclusion can be drawn from Figure 4, which is for roughly 
the same MLT in the subsequent pass, but in the southern 
hemisphere. A large uncertainty not addressed in these cal­
culations (but the subject of ongoing research) is the depen­
dence on details of the sub-auroral conductance distribution. 
Inaccuracies in our conductance model may well be respon­
sible for the quantitative inaccuracy in our predictions of 
peak velocity in the SAPS. 

3.2. Plasmapause 

With launch of the IMAGE spacecraft and the subsequent 
availability of EUV He + 30.4 nm emission-based images of the 
plasmasphere, a new diagnostic tool has become available for 
indirect determination of the partially-shielded convection 
electric field in the innermost part of the magnetosphere. In the 
RCM, the location of the plasmapause is calculated by solving 
equation (2) for an electron energy "channel" with X = 0 (cold) 
particles, which ExB drift in a time-dependent electric field. 
We compare this computed boundary shape with the plasma­
pause shape derived from EUV images based on gradients of 
the emission intensity as first reported by Foster et al. [2002] 
and subsequently verified by Goldstein et al. [2003]. 

Skoug et al. [2003] reported EUV plasmapause images for 
this storm. According to their analysis, the initial pre-storm 

2 0 0 0 
MLT - 2 1 
S o u t h e r n Hem. 

RCM-HV 

- 1 0 0 0 50 55 
MLAT 

Figure 4. Same as Figure 3 but for the subsequent southern hemi­
sphere pass. 
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RCM: U T = 1 6 : 4 0 : 0 0 3 1 - M a r - 2 0 0 1 RCM: U T = 1 6 : 4 0 : 0 0 3 1 - M a r - 2 0 0 1 

X G S M X G S M 

Plate 1. Comparison of the RCM-computed plasmapause boundary calculated with HV (left panel) and T03S (right panel), at 
16:40 UT. The location of the boundary is shown by filling the entire plasmasphere with orange color. Contour lines are instantaneous 
flow lines for cold (X = 0) particles. Superimposed on both plots is the location of the plasmapause derived from EUV image data 
(blue symbols). 

U T = 1 2 : 4 0 3-31-2001 UT=12 :40 3-31-2001 

X G S M X _ G S M 

Plate 2. Structure of the ionospheric potential (left) and Birkeland currents (right) characteristic of the interchange instability, at 
12:40 UT. Both quantities are mapped to the equatorial plane. Contour step for the potential is 5 kV Currents are in jiA/m 2. 
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shape of the plasmasphere was approximately circular, with 
the size of L ~ 4, and an indication of the a plasmaspheric tail 
at dusk. Our calculations at 00 UT on 3/31/2001 are in 
good agreement with the these observations. During the 
main phase of the storm, EUV images indicated a very 
strong plasmasphere contraction, to within L ~ 2 [Skoug et al, 
2003]. Unfortunately, the quality of images during this 
period (03-07 UT) precluded derivation of the plasmapause 
location. 

However, IMAGE-derived plasmapause locations were 
once again obtained for a period starting at ~15:30UT. In 
Plate 1, we compare the IMAGE-derived shapes with those 
computed by the RCM using the HV and T03S magnetic 
field models. We should note that the algorithm for deriving 
EUV plasmapause locations is somewhat subjective, with the 
error estimated to be 0.1 to 0.4 R E [Goldstein et aL, 2003]. 
Both RCM calculations and the data show a large plasma­
spheric tail (plume) extending from the post-dusk plasma­
pause to the dayside magnetopause. While the dayside 
plasmapause location is more sensitive to the assumed distri­
bution of the potential on the high-latitude boundary of the 
modeling region, the nightside plasmapause shape is mostly 
affected by the prompt-penetration electric field. In our 
experience, when compared to EUV data, the RCM tends to 
predict a larger plasmasphere on the nightside, especially 
near dusk. The discrepancy is larger for the HV case; with the 
T03S calculation giving better agreement with data. 

The size of the plasmasphere is controlled by the strength 
of the convection and the effectiveness of region-2 Birkeland 
currents in shielding the subauroral latitudes from the con­
vection electric field. Since for this storm, the plasmasphere 
was observed within L « 2, inflation of the magnetic field 
does not seem important. The shielding is weaker in the T03S 
case, allowing stronger electric fields on the nightside and 
thus making the plasmasphere smaller. Analysis of figures 
such as Plate 1 throughout the storm (not shown) leads us to 
conclude that the second discrepancy regarding larger bulge 
on the duskside is a persistent feature. Thus the RCM predic­
tions for both the SAPS and the dusk-midnight plasmapause 
lie at higher L than the observations indicate. 

3.3. Interchange Instability in the Plasma Sheet 

Extreme variations of the solar wind and IMF parameters 
during this magnetic storm led us to investigate the suscepti­
bility of the plasma sheet to the interchange instability. Skoug 
et al. [2003] reported geosynchronous in-situ particle obser­
vations of the plasma sheet being very close to the Earth and 
with number densities increasing more than a factor of 10 
during the storm. The possibility of the inner edge of the 
plasma sheet and ring current becoming interchange-unstable 
has been demonstrated in an event simulation by Sazykin 

et al. [2002] (see also references therein). Solar wind control 
of the conditions for the interchange instability was discussed 
by Golovchanskaya et al. [2002]. 

When we allowed the RCM plasma sheet boundary condi­
tions to vary in response to changing solar wind conditions, 
we found three intervals of interchange instability of the 
magnetosphere lasting from 30 min to 2 hours. An example 
of the resulting highly-structured electrostatic potential and 
field-aligned current patterns is shown in Plate 2. The pri­
mary physical effect of the interchange instability is to trans­
port low-content flux tube "bubbles" earthward through the 
plasma sheet by forming elongated "fingers". An interesting 
consequence of this situation is its possible relevance to the 
formation of auroral arcs [Golovchanskaya and Maltsev, 
2003]. 

4. SUMMARY 

RCM simulations of the major magnetic storm of March 
31, 2001 were used to compare RCM-computed electric 
fields with in-situ and remote sensing measurements. 

The degree of inflation of the magnetic field controls the 
strength of the overall subauroral electric field, which can be 
seen in its influence on the shape and location of the plasma­
pause. Use of the T03S magnetic field model results in the 
RCM-computed nightside plasmapause being in a better 
agreement with IMAGE EUV data. 

The inflation of the magnetic field also strongly affects the 
strength and the latitudinal location of the SAPS electric 
fields structures. Using T03S, which is arguably a better 
storm-time magnetic field model, results in the RCM pre­
dicting SAPS that are stronger and located more equator-
ward. This partially resolves the previous discrepancy 
between RCM-predicted and observed SAPS electric fields, 
although full agreement is still not achieved. 

When the plasma sheet boundary condition is allowed to 
vary during the storm, model results indicate that the plasma 
sheet may become interchange unstable under certain solar 
wind conditions, although the details depend on several 
assumptions made in the calculations. 
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Comparison of MHD Simulations of Isolated 
and Storm Time Substorms 

M. Wiltberger 1 , S.R. Elkington 2 , T. Gui ld 3 , D.N. Baker 2 , and J.G. Lyon 4 

The Lyon-Fedder-Mobarry global magnetohydrodynamic simulation has been 
used to model the magnetosphere during a variety of solar wind conditions. Early 
work with the simulation was concentrated on model ing isolated substorms and 
the global characteristics of magnet ic storms. In this paper we will compare the 
results from simulations of isolated substorms to those occurring during magnet ic 
storms. The substorm which occurred on August 27, 2001 was a fairly typical iso­
lated substorm which had extensive set of satellite and ground based observations. 
The L F M simulation of the interval agrees with some of these observations. The 
simulation results also show that thin current sheets develop during the growth 
phase of substorms and are disrupted, in part, by flows originating the in mid-tail 
region prior to ionospheric signatures of substorm onset. Fur thermore, detailed 
analysis of the energy parti t ioning in the magnetotai l shows the transfer of energy 
from the lobes into the p lasma sheet occurs a few minutes before substorm onset. 
The magnet ic storm which began on March 3 1 , 2001 was one of the largest 
magnet ic storms during this solar cycle. In this storm-time interval a very large 
substorm occurred with an onset at 0630 UT. Results from this simulation agree 
with some observations made by the constellation of spacecraft present during this 
substorm. Comparison between the simulation results for these two events indi­
cates that storm-time and isolated substorms share the same essential features, 
development of intense thin current sheets during growth phase, disruption of this 
current sheet linked to activity in the mid-tail region, and rapid recovery phases . 
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1. INTRODUCTION 

Study of substorms has been a focus of magnetospheric 
physics since their discovery by Akasofu [1964]. Initial work 
in understanding these events placed the onset, driven by 
magnetic reconnection, in the near Earth region [Hones, 
1979]. Later observations indicated that reconnection was 
not occurring in the near Earth region and that substorm 
onset may not be directly caused by reconnection [Lui et al., 
1992; Lopez et al, 1993]. Baker et al. [1996] presents an 
excellent summary of the revision made to Near Earth 
Neutral Line (NENL) model and to account for the new 
observational evidence. While some controversy still 
remains the basic features of substorm, e.g. growth phase, 
explosive release, onset in the near Earth region, magnetic 
reconnection in the mid-tail region, etc., have obtained wide 
spread acceptance. 
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One of the issues which allows for the controversy to con­
tinue is the lack of simultaneous observations throughout the 
magnetosphere during the onset of the substorm. A possible 
solution to this problem is to examine events within a global 
simulation. Lyon et al [1998] showed that it was possible to 
use a global magnetohydrodynamic simulation to reproduce 
the growth, multiple onset, and recovery of an substorm 
which occurred on March 9, 1995. Raeder and McPherron 
[1998] used their MHD simulation to study the formation of 
the substorm current wedge and the dipolarization of the 
magnetic field at substorm onset. Coupling between the mid-
tail region and the near Earth region via flow channels was 
seen in the December 10, 1996 substorm simulation con­
ducted by Wiltberger et al. [2000]. While none these simul­
ations includes an accurate model for reconnection physics, 
they are capable of reproducing the basic features of a 
magnetospheric substorm and providing a global picture into 
the physics of the magnetosphere. 

The loading-unloading nature of the substorms has 
been determined to be a fundamental part of the pheno­
menon [Vassiliadis et al., 1995]. An interesting question 
raised by Baumjohann et al. [1995] was to determine the 
difference in this process of substorms which occurred 
during storm times and those that occurred outside of a 
magnetic storm. They concluded that only substorms which 
occurred during the main phase of the storm, as opposed to 
substorms occurring later in the storm interval, show the 
same characteristics as isolated substorms and the NENL 
model. 

In this paper we present the results from two LFM simul­
ations of magnetospheric substorms. The next section of the 
paper provides a brief summary of the LFM magnetospheric 
model and the parameters that were used for each of the 
simulations. In the third section we present the results from 
the 0630 UT substorm on March 31, 2001 during a very 
strong storm interval. Section 4 presents the results from an 
isolated substorm which occurred shortly after 0400 UT on 
August 27, 2001. A comparison of the two substorm simula­
tions is included in section 5. We end the paper with some 
brief conclusions about the simulation of storm time and 
isolated substorms with the LFM. 

2. CODE DESCRIPTION 

The LFM consists of two linked simulations [Fedder et al., 
1995a; Fedder and Lyon, 1995; Mobarry et al, 1996] for 
modeling the interaction of the solar wind, the magneto­
sphere, and the ionosphere. The ideal magnetohydrodynamic 
MHD equations [Chen, 1984], numerically solved by the 
partial donor method [Hain, 1977, 1987], are used to model 
solar wind and magnetospheric plasmas. The ionosphere is 
simulated by solving a height integrated current continuity 

equation that has been coupled via empirical relationships to 
the magnetospheric simulation. 

The MHD equations are solved in a region containing the 
solar wind and the magnetosphere. For the results discussed in 
this paper this region is essentially a cylinder 100 R^ in radius 
and 380 R^ long. The X axis extends from the sunward bound­
ary at X = 30 RE to the anti-sunward boundary X = -350 RE 

The computational grid for the LFM has been adapted to place 
optimal resolution regions known a priori to be important, 
e.g. the magnetopause, magnetotail, etc. In the high resolution 
substorms studies the cells in the magnetopause region are 
approximately 0.25 RE long and cells in the solar wind are 
typically between 1.0 RE and 1.5 R^. In the lower resolution 
storm studies these cells are between 2 and 3 times larger. 

Although we are solving the ideal MHD equations, which 
are nondissipative, the effects of finite cell size produce a 
numerical proxy for resistivity and viscosity. The merging of 
magnetic fields occurs when oppositely directed magnetic 
fields are convected into a computation cell and the numeri­
cal averaging within the cell results in annihilation of the 
magnetic flux which is not possible within the context of 
ideal MHD. The resulting numerical resistivity is important 
only in regions where this "forced reconnection" situation 
scenario is possible. The work of Fedder and Lyon [1987] and 
Fedder et al. [1995a] showed that the subsequent rate of 
reconnection is largely controlled by the physical boundary 
conditions rather than the numerical method. The cross polar 
cap potential, which is an indirect measure of the global 
reconnection rate, shows little variation with increased 
resolution. This leads us to conclude that the grid resolution 
is not controlling the rate of reconnection. 

An ionospheric simulation supplies the inner boundary 
condition for the MHD solution in the magnetosphere. The 
solution in the ionosphere is done by integrating the contin­
uity equation for current over the height of the ionosphere to 
obtain a two dimensional potential equation for magneto­
sphere - ionosphere coupling, 

V 1 . J 1 = V 1 . Z . V ± 0 = J - 6 . (1) 

Here J± is the height integrated current perpendicular to 
the magnetic field, O is the ionospheric potential, S is the 
height integrated anisotropic conductivity tensor. We have 
used the JL = S • E form of Ohm's law to obtain the relation­
ship between the field aligned currents (FAC) and the iono­
spheric potential in equation 1. The numerical solution for 
the ionospheric parameters strongly depends on the height-
integrated conductivity tensor. This tensor includes empirical 
models for the effects of solar UV ionization and electron 
precipitation. The detailed empirical model for calculating 
the anisotropic conductivity tensor in the LFM is presented 
by Fedder et al. [1995b]. 
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The inner boundary of the MHD domain is a sphere 
between 2 and 3 R^ in radius. The location is chosen as 
balance between the rapid increase in the Alfven velocity 
as the altitude decreases, which leads to very short time steps, 
and the likelihood of activity extending to low latitudes in the 
ionosphere. The field-aligned currents are determined at 
the inner magnetospheric boundary and are then mapped 
instantaneously along dipole field lines to the ionosphere. 
The ionospheric solution for E is then mapped back to this 
boundary and used to define the boundary condition for the 
plasma velocity. Since the small cells in the high resolution 
substorm studies already require small time steps, and the 
substorm onset isn't likely to occur at low latitudes, we use a 
3 RE inner boundary. In contrast, the lower resolution storm 
studies need to extend the ionospheric boundary to lower 
latitudes due to expansion of the auroral oval outside its 
typical domain. 

3. MARCH 31st 2001 STORM 

Several solar flares and coronal mass ejections (CME) 
occurred on the Sun during late March 2001. A very power­
ful eruption on March 29 led to a 'halo' CME which eventual 
had a significant impact on the Earth's magnetosphere 
[Baker et al., 2002a]. The solar wind observations made by 
the ACE satellite from its LI monitoring position are shown 
in Figure 1. A density enhancement late on March 30 t h pre­
ceded the arrival of an interplanetary shock at 0030 UT 
during which time the solar wind velocity increased to 
approximately 600 [km/s]. This velocity increase was followed 
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Figure 1. The solar wind data from ACE which was used to drive 
the LFM simulation for this interval. The dashed (gray) line in the 
Bx panel indicates the modified value of this parameter as described 
in Section 2. 

by another increase at 0200 UT to greater than 700 [km/s]. 
The second velocity increase was also accompanied by a high 
solar wind number density and resulted in a significant solar 
wind ram pressure. The magnetic field structure after the pas­
sage of the interplanetary shock is quite complicated as indi­
cated by the large rapid changes in IMF orientation. 
Immediately after the shock passage Bz was northward with 
a strength of nearly 40 [nT]. Bz undergoes several oscilla­
tions between ±40 [nT] in the period between the shock 
arrival and 0530 UT. After this time the IMF Bz remains 
strongly southward, —50 [nT], for several hours. Since we 
used initial ACE data to drive this simulation the V 7 and V z 

components were set to zero. In addition, the simulation used 
the blue line in Figure 1 as the Bx in order to satisfy the 
numerical constraints, see Wiltberger et al. [2000] for a 
detailed explanation, on the front boundary. 

As expected these solar wind conditions led to a very large 
geomagnetic storm. The Dst index, seen in Figure 2, reached 
a minimum value near -360 [nT] around 09 UT on March 
31 s t . Global MHD simulations of the magnetosphere with 
isotropic pressures and temperatures do not contain sufficient 
physics to produce and maintain the strong ring current 
implied by the Dst index, but Chen et al. [1995] suggest using 

••Be

2(t)-Be

z(t = 0)9 (2) 

where Be

z is the equatorial magnetic field, as a proxy for the 
Dst index in the MHD simulation results. The cyan line in 
Figure 2 shows the results of this calculation taken from 
X = - 5 RE. The simulation captures the compression feature 
shortly after midnight on the 31 s t , but never produces the large 
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Figure 2. This figure shows a comparison between the WDC provi­
sional Dst (black) and the simulation index (gray) as defined as the 
difference between the equatorial Bz at time t and a reference time. 
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response seen in the index. The MHD simulation shows an 
initial decrease in the near Earth magnetic field which is 
caused by pressure driven currents within the inner magneto­
sphere which can be described by MHD. However, these 
currents recover much more rapidly than the real ring current, 
so the exponential decay features are not seen in the 
simulation results. 

There were also a large number of substorms during this 
interval. Figure 3 compares the WDC provisional AL/AU 
index with the results from the LFM simulation. This interval 
includes four large substorms ( A L < - 1 0 0 0 [nT]), one very 
large substorm (AL < -2500 [nT]), and several moderate 
substorms. The simulation results, shown by the cyan line 
in Figure 3, were calculated by finding the maximum iono­
spheric current in a sector surrounding midnight as the source 
term in a simple application of Ampere's Law. The simulation 
shows substorms occurring throughout the vast majority of 
the storm, but the magnitude of the AL index is not in very 
good agreement with the observations. Initially the substorms 
are equal or slightly larger than the observations, but by the 
0630 UT substorm the response is significantly smaller in the 
LFM. It is worth noting that the simulated index continues to 
show substorm responses out until 1900 UT substorm, but 
clearly misses the 0500 UT substorm on April 1. We believe 
that the decreasing intensity of the substorm strength is a 
reflection of the depletion of plasma within the magnetotail 
which occurs in the simulation during prolonged periods of 
strong driving because the lack of plasma limits the ability of 
the simulation to produced the stretched magnetic field 
configuration required for large substorms. 

The bottom panel of Figure 3 shows a blowup of the AU and 
AL indices for the first twelve hours of March 31. Of particular 
interest is the substorm whose onset is clearly seen at 0630 UT 
in the AL index. Baker et al. [2002a] used a vast array of 
magnetospheric spacecraft, including CLUSTER and POLAR, 
to provide both a 'telescopic' and 'microscopic' view of the 
processes occurring in this storm time substorm. The simulated 
AL index shows an excellent agreement with the onset time of 
this substorm. Unfortunately, this agreement is not indicative 
of the simulation capturing onset time within minutes. The 
usual practice in using the LFM is to determine a correction 
factor between simulation time and UT by assuming ballistic 
propagation of the solar wind from the ACE observation point 
to the Earth, but during intervals like this one, long duration 
with significant variation in solar wind speed, this method 
results in an average correction factor with a great deal of 
uncertainty. In order to facilitate comparison with satellite 
observations and the ion injection study by Elkington et al. 
[this issue] the correction factor has been adjusted to make the 
simulated substorm onset time agree with the observations. 
This adjustment results in an approximately 20 minute change 
from the average which is not unreasonable given the high vari­
ability of the solar wind speed during this period. 

In Figure 4, simulation results are compared with the 
GOES 10 observations. As discussed by Baker et al. [2002a] 
GOES 10 was located at 22 LT and showed a dipolarization 
at 0630 UT. The Bx and B 7 features are consistent with 
the spacecraft begin inside the substorm current wedge at 
onset. The B z from the LFM simulation shows the dipolari­
zation of the magnetic field at 0630 in good agreement with 
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Figure 3. The top panel in this figure shows a comparison 
between the provisional WDC AU/AL data (black) and the simul­
ation results (gray) for the entire magnetic storm interval. The 
bottom panel shows the same data for the first twelve hours of 
March 31st. 
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Figure 4. Simulation results (gray) are compared against GOES 10 
observations (black). The simulation dipolarization characteristics 
compare well with GOES Bz observations. The simulated Bxand BY 

components do not place with location within the SCW as seen in 
the observations. 
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the observations. The B^and BY results are not in qualitative 
agreement with the observations and show that the location 
of the GOES 10 satellite was not within the simulated sub­
storm current wedge. In addition, the simulated Bx does not 
show the recovery after the substorm that the observations 
indicate. This implies that the simulated plasma sheet was 
significantly depleted by the enhanced convection. 

The strength of global modeling lies not within comparisons 
to individual satellite observations, but in visualizing vast 
portions of the magnetosphere at the same time. The left col­
umn in Plate 1 shows the evolution of the current sheet dur­
ing the 0630 substorm. The cut of JY in the XZ plane five 
minutes prior to substorm onset in the top row shows the 
presence of an intense region of cross tail current embedded 
inside the plasma sheet. The middle row depicts the structure 
of current sheet in the XY plane at substorm onset. This fig­
ure shows a clear disruption of the current sheet concentrated 
in the premidnight sector consistent with the conclusions 
drawn by Baker et al. [2002a]. The high intensity wings 
located at 7 ~ ±10 R^ are actually the magnetosheath which 
has been pushed very far Earthward by the combination of 
strong ram pressure and southward IMF. The state of the cur­
rent sheet five minutes after substorm onset is shown in the 
bottom row of Plate 1. The disruption of current within 
the plasma sheet has expanded past midnight and well 
into the dawn sector, disrupting most of the intense current 
sheet that existed prior to substorm onset. 

In summary, the LFM clearly produces substorms during 
this geomagnetic storm which was driven by very geoeffec-
tive solar wind conditions. The detailed analysis of this event 
is complicated by extreme solar conditions and the over­
lapping phenomena. The 0630 UT substorm is clearly seen in 
the simulated AL index and GOES 10 data. The global pic­
ture illustrated by the current sheet shows a substorm whose 
onset was located Earthward of -10 R^ and well into the 
premidnight sector. 

4. AUGUST 27, 2001 SUBSTORM 

An isolated magnetospheric substorm occurred early on 
August 27, 2001 and was monitored by a constellation of 
satellites. Baker et al. [2002b] used these numerous obser­
vations to determine that magnetic reconnection began in the 
mid-tail region, before the signatures of current disruption or 
auroral onset were observed, leading them to conclude that 
magnetic reconnection was the causative driver for this sub­
storm. WIND observations of the solar wind were used to 
drive a high resolution simulation of the magnetosphere for 
this interval. These conditions include a fairly typical solar 
wind density (~5 [#/cc]) and velocity (-400 [km/s]), with 
a several hour period of southward IMF (~5 [nT]) which 
preceded the onset of the substorm. 

The onset of the substorm was seen in CANOPUS 
magnetometer observations, which have been used to con­
struct a set of CU and CL indices in the same fashion as the 
AU and AL indices. The ionospheric currents within the 
LFM were used to drive a Biot-Savart based calculation 
described in Wiltberger et al. [2003] to determine magnetic 
perturbations for the individual stations within the 
CANOPUS magnetometer chain. A comparison of CU/CL 
indices and those determined from the simulation are shown 
in Figure 5. The observations clearly indicate substorm onset 
at 0408 UT, while the simulation places the onset of the sub­
storm eight minutes later at 0416 UT. Unlike the March 3 1 s t 

event we did not adjust the ballistic correction factor to make 
the simulated onset times align with the observations. In the 
simulation the expansion phase of the substorm does not pro­
duce as large a magnetic perturbation as observations would 
indicate, but Shepherd and Shubitidze [2003] have shown 
that local ground conductivities not included in the LFM 
model can affect the determination of the perturbation mag­
netic field. The simulated substorm undergoes a prolonged 
recovery phase which is shorter than the real substorm 
recovery phase. 

A comparison between the CLUSTER 2 magnetic field 
measurements and the LFM results is shown in Figure 6. 
The spacecraft was located at (-19, - 2 , -1) in GSM coordi­
nates. The high Bx values in comparison with BY and B z show 
that the spacecraft was located in the outer parts of a thick 
plasma sheet. At 0401 UT the magnetic field strength in each 
of the three components dipped briefly, which is interpreted 
by Baker et al. [2002b] as an encounter with the reconnection 
line which formed Earthward of the spacecraft and moved 
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Figure 5. Simulated CU/CL results (gray) are compared with obser­
vations from CANOPUS stations (black). The simulation onset time 
of 0416 UT is marked with the long dashed line while the observed 
onset time at 0408 is shown with short dashed line. 
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Plate 1. Visualizations for the current sheet (J 7 ) structure during the March 31, 2001, (left) and August 27, 2001, (right) substorms. 
The top row shows XZ structure 5 minutes before onset, the middle row shows XY structure at onset, and the bottom row show XY 
structure 5 minutes after onset. In each of the XY cuts the plasma flow velocity is shown with the arrows. 
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Plate 2. Frame from scientific visualization showing the lobes (blue) and the plasma sheet (red). The lobes are defined by P < 0.01 nPa 
and p < 0.2 #/cc. 
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Figure 6. Simulation results (gray) are compared with Cluster 2 
magnetic field observations (black). The simulation does not repro­
duce the encounter with the reconnection site seen in the cluster 
observations. 

tailward as the expansion phase progressed. The LFM fields 
do not show any encounter with the reconnection site in the 
simulation. Examination of the global structure of the simu­
lated magnetosphere places the CLUSTER 2 location approx­
imately 5 RE Earthward of the last closed field line in that 
sector. An attempt to displace the satellite's position further 
tailward in the simulation did produce an encounter with a 
tailward moving plasmoid, which means that sector in which 
reconnection began in simulation was not the same. 
Unfortunately, attempts to reproduce the magnetic structure 
seen by the CLUSTER 2 spacecraft by moving the location of 
the spacecraft within the simulation where unsuccessful. 

The right hand column of Plate 1 illustrates the evolution 
of the current sheet in the simulation during this substorm. In 
the top row we see the current structure in the XZ plane five 
minutes prior to onset indicated by the simulated CL index. 
The strongest portion current sheet extends from X = -10RE 

to X = - 1 5 R # is embedded inside a weaker and broader 
current profile. At substorm onset (middle row), a disruption 
of the current sheet is occurring along the X axis near -11 R^ 
in a very limited local time sector. The arrows shown on top 
of the current show the structure of the plasma flow within 
the magnetotail. A burst of flow from the midtail region 
(25 R^) propogates into the inner magnetotail leading to the 
disruption of the cross tail current in the midnight sector. The 
bottom panel of Plate 1 shows the status of current sheet 
five minutes later. The current intensities within the entire 
magnetotail have been reduced in strength with structure 
remaining roughly the same as the simulated CL onset time. 
The propagation of multiple flow bursts from the mid-tail 
into the near-Earth region caused the disruption the current 

sheet. This disruption leads to the CL index onset and can be 
interpreted as the reconnection region being the causative 
agent for the onset of the substorm in the simulation results. 

The high resolution simulation combined with the isolated 
nature of this event allows us to examine the energy partition­
ing in the magnetotail during the evolution of the substorm. 
The first step in this process is illustrated in Plate 2. The back­
ground of the plate shows F x i n the XZ plane at 0337 UT dur­
ing the growth phase of the substorm. The blue translucent 
surface defines the lobes of the magnetotail by selecting 
regions which have P > 0.01 nPa and p > 0.2#/cc. Automatic 
determination of the plasma sheet is conducted by searching 
in the magnetotail for regions with j5 < 0.5 and T>\ keV The 
plasma sheet is shown by the red translucent surface in Plate 2. 
Given these definitions, it is possible to step through the time 
history of the simulation and extract the plasma parameters 
inside both of these domains. Once this data has been 
extracted it is used to compute the total magnetic, kinetic, 
thermal energy within each domain. Figure 7 shows the parti­
tioning of energy during the evolution of the substorm. The 
blue line indicates the lobe magnetic field energy while the 
green line is the sum of the kinetic and thermal energies in the 
plasma sheet. Both regions show an increase in energy start­
ing around 0245 UT which continues until approximately 
0315 UT, at which time both regions show a decrease in 
energy. We do not interpret this reduction in energy as a sub­
storm onset because there is not clear transfer of energy from 
the lobe into the plasma sheet. At 0409 UT the lobe magnetic 
energy begins to show a significant reduction while the 
plasma sheet shows an increase indicating the transfer of 
energy stored in the magnetotail into the plasma sheet and the 
beginning of the substorm process in the magnetotail. This 
transfer of energy precedes the simulated CL onset by 7 min­
utes, another sign that within the simulation, reconnection in 
the mid-tail region precedes the disruption of current in the 
near-Earth region and the auroral onset of the substorm. 

In summary, the LFM simulation of the August 27, 2001 
interval produced a substorm which had characteristics simi­
lar to the actual event. The auroral onset as indicated by the 
CL index was several minutes later than the actual event and 
was also smaller in magnitude. The simulation did not repro­
duce the encounter with the reconnection that was observed 
by the CLUSTER 2 spacecraft. Both the structure of the cur­
rent sheet and partitioning of energy within the magnetotail 
indicate that reconnection in the mid-tail preceded the dis­
ruption of current in the near-Earth region, and was probably 
the causative agent for the onset of the substorm. 

5. DISCUSSION AND CONCLUSIONS 

The previous sections have shown that the LFM can be 
used to simulate both isolated substorms and storm time 
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Figure 7. The partitioning of energy between the magnetic energy 
in the lobe (black) and the thermal and kinetic energy in the plasma 
sheet (gray) is plotted for the interval around substorm onset. The 
result show a clear transfer of energy from the lobe into the plasma 
sheet approximately 8 minutes prior to onset time determined from 
the simulated CL index. 

substorms. The simulation results show several similarities 
between these two classes of events, along with some minor 
differences. We believe that the characteristic features of 
substorms within the simulation, e.g. current sheet thinning, 
disruption preceded by mid-tail activity, and formation of 
the substorm current wedge, are essentially the same between 
storm-time and isolated substorms. Improvements to the 
LFM model will be required to increase quantitative agree­
ment with observations and to deal with some of the prob­
lems shown the simulation results for of both classes of 
substorms. 

Plate 1 can be used to compare and contrast the structure 
of the current sheet during these two events. In the top row, 
five minutes before the respective onsets, we can clearly see 
that both simulations have developed intense thin current 
sheets which are embedded inside larger current sheets. The 
current sheet for the March 31, 2001 event is both signifi­
cantly stronger and more Earthward than the current sheet in 
the August 27, 2001 event. This difference is due largely to 
the March 3 1 s t event occurring within the very strong driving 
of the magnetic cloud passage. The onset sector in the March 
event was located very far into the premidnight sector while 
the disruption of current in the August 2 7 t h event was in the 
midnight sector. The local time propagation of the disruption 
sector was also more clear in the March 31, 2001 substorm. 
The linkage to the magnetotail was more evident in the 
August 27, 2001, in part, because the state of the magnetotail 
prior to the onset was quieter, allowing for easier detection of 
the coupling process. Both simulations show the formation 
of an intense current sheet which is disrupted by the onset 

of the substorm via strong flows from the midtail region into 
the inner magnetosphere. 

An important issue to consider in the comparison between 
the simulations of isolated substorms and storm-time sub­
storms is the inability of the LFM to accurately model the 
development and persistence of the ring current. The role of 
the ring current in the substorm process is not completely 
understood. It is suspected that the development of the ring 
current will push the onset location earthward and encourage 
stronger growth phase. Simulation results from the 
December 10, 1996 substorm presented in Wiltberger et al. 
[2000] showed that while the ring current strength was not 
well represented the location and timing of the substorm was 
well captured. However, analysis of the role of the ring cur­
rent in the simulation will be dramatically improved by the 
implementation of new model which embedded the Rice 
Convection Model inside the LFM [Toffoletto et al.9 2004]. 
The RCM will provide a multi-fluid representation of the 
inner magnetosphere and allows to investigate role of a 
strong ring current in the substorm process. 

The ionospheric currents are used to construct auroral 
electrojet indices for determining both the onset time of the 
substorms and characteristics of their evolution. In both 
classes of events the simulation indices show the features of 
a growth phase, sudden onset, expansion phase, and recovery. 
The onset times can be within a few minutes of the actual 
onset time with the difference being due to a combination 
of timing errors and the nature of reconnection within 
the simulation. The peak intensity of the electrojet index is 
often underestimated for both classes of substorms. This is 
due in part to the simple method of calculating the simulated 
AL which depends upon only the maximum of the ionos­
pheric current and not the entire ionospheric current distrib­
ution. The August 2 7 t h event along with other isolated 
substorm simulations [Lyon et al., 1998; Wiltberger et al., 
2000], clearly show that the recovery phase can be much 
shorter than the actual event. In addition, the intensity of sub­
storms in the later phases of the magnetospheric storm are 
significantly less intense than the actual events. 

We believe that improving the agreement with the auroral 
indices requires better modeling in the magnetosphere, which 
is in turn driving the ionosphere. The weak late storm-time 
substorms in the LFM are due in part to the large reduction 
of plasma within the magnetotail during prolonged periods of 
strong convection. This strong convection leads to a loss of 
plasma to the magnetopause. Some of this lost plasma is 
replaced by ionospheric outflow. This outflow may also play 
a role in extending the length of the recovery phase in the 
isolated substorm simulations. The current magnetosphere -
ionosphere coupling within the LFM is limited to electro-
dynamic phenomena. In order to test these hypothesis we will 
need to include mass flow in the model. 
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A first step in including ionospheric outflow into the LFM 
is to improve the quality of the ionospheric model used with 
in the simulation. The Thermosphere Ionosphere Nested Grid 
(TING) [Wang et al, 1999] model is a variant of the 
Theremosphere Ionosphere Global Circulation Model [Roble 
and Ridley, 1994] developed at NCAR, which provides a 
three dimensional model of the thermosphere ionosphere 
system. We have begun the process of using this model to 
replace the ionospheric portion of the LFM simulation 
[Wiltberger et al, 2004]. This new ionospheric module can 
provide information about the mass, momentum, and energy 
of plasma at the ionospheric foot point which can be input 
into an empirical acceleration model and used as an mass 
input in the magnetosphere. Advanced multifliud (electon 
and multiple ion species) numerics will be required to 
incorporate this plasma into the bulk of the magnetospheric 
simulation. 

In conclusion, we have used the Lyon-Fedder-Mobbary 
global magnetohydrodynamic model of the magnetosphere -
ionosphere system to simulate and contrast a storm-time 
substorm with an isolated substorm. The results show that 
substorms which occur inside of a magnetic storm show the 
same fundamental characteristics as isolated substorms. 
Comparison with actual substorm events is essential in 
determining weaknesses in the model and testing possible 
solutions to these problems. 
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A n empirical model is presented in order to describe the pi tch angle distri­
butions of H + particles in inner magnetosphere . The data analysis is based on 
three-year observations made by the A M P T E / C C E / C H E M instrument in the 
energy range 1-300 keV and in the L-shell range 3-9, using the average proton 
fluxes with A E < 100 nT. The model consists of a mult i-parametric functional 
form, that depends on pi tch angle, energy, L-shell and a few independent factors. 
The factors are determined for every magnet ic local t ime. This is the first model , 
able to accurately reproduce the average proton pitch angle distributions in the 
whole inner magnetosphere , revealing interesting statistical features. Many of 
these features have been already evidenced by previous studies and can be 
explained by processes theoretically interpreted. Fur thermore, the model outlines 
some new features never analyzed before. 

1. INTRODUCTION 

Generally, the inner magnetospheric particle circulation is 
studied for reconstructing the longitudinal drift paths, driven 
by electric and magnetic fields, originating the ring current. 
Usually, both simulations and data analyses focus on studies 
related to the equatorial plane, where the ring current inten­
sifies. Generally, the ion drift motions have been widely 
investigated, but important peculiar aspects related to the 
pitch angle distributions (PAD) still need to be clarified, 
like: i) MF drift shell splitting [e.g.: Roederer, 1967], ii) EF 
drift shell splitting [Korth et al, 1983], iii) magnetopause 
shadowing [e.g.: West et aL, 1973]. 

Ejiri [1978] stated that lower pitch angle particles pene­
trate deeper in the magnetosphere. The PAD with minimum 
value at 90°, called butterfly distributions, observed during 
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storm injection at low energies (<30 keV) and at geosyncro-
nous orbit may be a signature of the ExB filter mechanism 
[Candidi et al. 1984; Orsini and Candidi, 1986] as well 
as of field-aligned acceleration processes [Mauk, 1986]. 
Takahashi and lyemori [1990] traced the charged particles 
motion in a distorted dipolar magnetic field, finding different 
trajectories for particles at different initial pitch angle and 
energy, so that with decreasing pitch angle these drift more 
and more dawnward. In fact, at low pitch angles the westward 
oriented magnetic field gradient drift is less effective, whereas 
the ExB drift, eastward oriented, keeps constant. The ring 
current model developed by Fok et al. [1995] uses the 
AMPTE/CCE/CHEM proton data as initial condition and 
defines the initial PAD by fitting the data with a two-
parameter function. The authors found that the pitch angle 
anisotropy is higher in the inner regions than in the outer 
regions; furthermore, the anisotropy increases during both 
recovery phases and quiet times [see also Lui and Hamilton, 
1992]. Generally, fresh particles, convected from the plasma 
sheet, have more isotropic PAD. On the contrary, long time 
resident particles exhibit anisotropic PAD essentially for 
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two reasons: i) they have different trajectories in the inner 
magnetosphere according to their pitch angle, originating 
both butterfly or pancake PAD; ii) they are affected by charge-
exchange loss processes (acting on low energy ions that reach 
low altitudes at high latitudes, where the geocoronal density is 
higher) or by pitch angle scattering and wave-particle interac­
tions (acting on high-energy particles, [Fok et al, 1996], 
mainly at higher latitudes), thus generating pancake PAD. 
Sibeck et al. [1987a] presented a statistical study of tens-keV 
PAD for ions; Sibeck et al [1987b] and Chen et al. [1998] 
analyzed specific PAD observed during disturbed periods. 

A more complete analysis of PAD could be useful for the 
knowledge of the inner magnetospheric circulation. In fact, 
Takahashi et al. [1997], noticing that the drift shell splitting 
of the injected particles (caused by day-night magnetosphere 
asymmetry) could be back-traced, suggested to use the dis­
persive injection observations near noon outside the geosyn-
cronous orbit as a tool for remote sensing the timing and 
extension of the boundaries of substorm injections. Recently, 
Anderson and Takahashi [2000] stated that in the day side a 
reverse pitch angle dispersion is registered during moderate 
Kp at higher distances. They explained this dispersion with 
the deformation of the day side magnetosphere that reduces 
the gradient and curvature drifts especially at higher pitch 
angles; so that the simulations of this effects during injection 
events could allow testing magnetic field models. 
Furthermore, an accurate analysis of the evolving PAD could 
be a tool for the interpretation and deconvolution of the ENA 
images taken by IMAGE; actually, such images are a combi­
nation of ENA generated along line of sights by ions at dif­
ferent pitch angles. 

In this paper, we present an empirical model based on a sta­
tistical analysis of the H + PAD in the inner magnetosphere. 
This model is the most global model describing the PAD and 
involves the widest range of energies. It is obtained by using a 
data set derived from AMPTE/CCE/CHEM data, first 
presented by Orsini et al. [1994], taken between 1985 and 
1987, as described in Section 2. The model describes the H + 

PAD via a functional form which best-fits the experimental 
data. The best-fit method, described in Section 3, is similar to 
that presented by Milillo et al. [2001] for analyzing the 90° 
proton fluxes. In Section 4, the main characteristics of the PAD 
globally observed in the inner magnetosphere are described. 

2. DATA SET 

The ion energy spectra collected between January 1985 
and June 1987 by the CHEM (Charge-Energy-Mass) spec­
trometer [Gloeckler et al, 1985] on board AMPTE/CCE 
satellite provided a full coverage of the equatorial inner mag­
netosphere. We use a data set [Orsini et al, 1994] obtained 
by averaging the proton fluxes (F) as a function of energy (E), 

L-shell, MLT and pitch angle (a) according to three different 
AE activity levels. For the development of the presented 
model the 90° pitch-angle normalized fluxes, in the L-shell 
range 3-9, in the energy range 1-300 keV are analyzed. In 
Table 1, the independent quantities as well as their relative 
ranges are listed. 

Aiming to address those geomagnetic activity conditions 
that were most frequently observed during the AMPTE/ 
CCE/CHEM operative time (that is, around solar minimum), 
we have selected CHEM measurements at AE < 100 nT. As 
stated in Milillo et al [2001], the data selection according to 
low AE index implies that storm time global physical 
processes, like large scale plasma convection and ring current 
development, are present in the data base. On the other hand, 
transient and localized substorm events (characterized by 
AE > 100 nT) have been excluded from the data-set, since 
they could potentially mask the global scale effects we want 
to analyze. It is worthwhile to stress that the obtained data-set 
is not simply an average of the magnetospheric proton distri­
butions, neither a reproduction of any actual magnetospheric 
configuration corresponding to a precise storm phase. By 
excluding the periods with AE > 100 nT, this data-set repro­
duces an average of the most probable status of the magne­
tosphere during solar minimum. 

In Plate 1 the color-coded proton fluxes vs L-shell, 
log(energy), and pitch angle for eight MLTs (0000, 0300, 
0600, 0900, 1200, 1500, 1800, 2100) are shown as examples 
of the used data set. Preliminarily, the presence of bad data or 
background noise has been checked. 

• Milillo et al [2001] identified two signals in the low 
energy low Z-shell ranges, respectively described by a 
Lorentzian function (Lor) and by a Gaussian function 
(Gl), probably due to background noise caused by ener­
getic electrons impacting the sensor, and/or due to spo­
radic events not excluded with the selection related to the 
AE index. Hence, we have excluded the data where 
FI(Lor+Gl)< 1.5. 

• We have excluded distributions where fluxes exhibit val­
ues below F = 2000 (cm 2 s sr keV)" 1 , considering this as 
a typical statistical error of the data set. 

• We have excluded the PAD strongly asymmetric, 
assumed to be affected by background noise or instru­
ment malfunctions. 

Table 1. Model Variables and Ranges of Validity. 

normalized flux f 
magnetic local time h 00-23 
Z-shell I 3-9 
energy e = log(£[eV]) 3.18-5.5 
pitch angle a [rad] 0-71 
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Plate 1. Color-coded proton fluxes vs Z-shell, log(energy), and pitch angle for MLT: 0000, 0300, 0600, 0900, 1200, 1500, 1800, 2100. 
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• Since the data set seems generally not well defined at 
low energy for L-shells lower than the position of the Lor 
function, we have excluded these data, keeping the high 
energy signal. 

• Finally, we have excluded few scattered points not con­
sistent with the global trend of the data. 

3. DETERMINATION OF THE FUNCTIONAL FORM 

In order to best-fit the experimental data with a functional 
form, we have applied a method as adopted by Milillo et al. 
[2001], by using a least square minimization procedure. The 
coefficient of linear correlation r 2 is obtained by maximizing 
the following expression: 

rz=l-
' m I m ^ 

X ^ . ^ . - z , ) 2 / £ w ; ( z . - z ) 2 

1 = 1 I =j 1 
(1) 

where m is the number of points, zy is the data value, Zj is the 
estimated value, z is the mean of the data value and Wj is the 
weight. The factors characterizing the best-fit functional 
form are obtained by minimizing the square of residuals. 
The errors are computed as standard errors. 

According to a step by step procedure, we have first exam­
ined the PAD at energies eb L-shells lb and MLTs hb by a 
2-dimensional best fit. For the used data we have adopted the 
weight Wj= 1. A two factor functional form of pitch angle a 
has been derived. At this point, these factors assume discrete 
values for each eb lb ht (section 3.1). 

Aiming to find an analytical dependence of these factors 
on both e and /, we have first studied the factor profiles 
versus e (section 3.2). The adopted weight used in this case is 
the inverse of the square of the relative standard error of each 

f \ 2 

Pj factor: w = 

Then, we have fitted the 3-D distributions by including the 
new functional form of a and e. The new factors have been 
analyzed in a similar way as a function of /, hence obtaining 
a functional form of a, e and / able to describe the PAD for 
every ht (section 3.3). 

In a future study we will include the analysis of the derived 
factors as a function of h, hence obtaining a single function 
describing the PAD in the inner magnetosphere. 

3.1. The Pitch Angle Distributions 

After a global inspection of the PAD present in the data 
base, we have realized that together with the pancake, the 
butterfly and the isotropic distributions, intermediate PAD 
are also observed (see Figure 1). 

These distributions are best fitted by the following two-
coefficients functional form: 

f(a) = A- cosj^a - — | + B • cos 

-A-B+\ 

2-\a 

(2) 

The last terms are added in order to verify the condition: 
/ ( 7 C / 2 ) = 1 . 

Figure 1 shows a comparison between data points and best-
fit function. Generally, the first coefficient A relates with low 
pitch angle profiles, while B better describes higher pitch 
angles. In particular: 

• the pancake PAD is obtained by A and B > 0 (Fig. la); 
• the butterfly PAD is obtained by A and B < 0 (Fig. lb); 
• the isotropic PAD is obtained by A and 5 - 0 ; 
• intermediate PAD, like pancake around 90° and butterfly 

around 0° correspond to A < 0 and B > 0 (Figure lc); 
while butterfly around 90° and pancake around 0° corre­
spond to A > 0 and B < 0 (Figure Id). 

3.2. The Energy Dependence 

In order to derive the A and B dependence vs energy, we 
have analyzed the normalized fluxes at 10° pitch angle f10. In 
Figure 2, some examples of the trend of f10 vs energy are 
shown. It can be noticed that where f10 is greater than 1 the 
PAD are roughly butterfly, where it is close to 1 the PAD are 
isotropic and where it is less than 1 the corresponding PAD 
are pancake. 

The energy trend of the normalized 10° pitch angle fluxes 
can be described trough an exponential function: 

Ex = Ec.exp(-(e-3.l%).ER) (3) 

b (h=00 e=3.33 1=7.25) 

d (h=03 e=4.51 1=7.25) 

0 30 60 90 120 150 180 
pitch angle 

30 60 90 120 150 180 
pitch angle 

Figure 1. Samples of normalized PAD: data (circles) and model 
(lines), a) pancake (A > 0, B > 0); b) butterfly (A < 0, B < 0); c) and d) 
intermediate distributions described with A < 0, B > 0 and A > 0, 
B < 0, respectively. 
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Figure 2. Samples of plots of normalized field-aligned flux vs energy: 10° pitch angle data (points) and 0° pitch angle model (lines), 
a) a single step function is recognizable; b) two steps functions are identifiable in the outer dusk sector. 

and a step function (Logistic Dose Response): 

Sj. = d 
(4) 

where Ec, ER, d, As, Ps and Is are parameters (>0) to be deter­
mined by the best fit technique. 

Neglecting the difference between the flux at a = 0° and at 
a = 10°, we have compared these fluxes to the function (2) 
at a = 0°: 

f(a = Q) = Z=-A-2B+ 1 =EX-S< (5) 

Since in the previous analysis we found that the PAD are 
mainly described by the A coefficient, while the modulation 
of the pancake at intermediate energy is better described by 
the B coefficient, we have assumed: 

u f 

A = l-E„ 
(6) 

By expanding function (2) by equations (6), we have 
obtained: 

f(a) = [l-EJ-cos(a-^y^Sf 

x cos 2- a 
(7) 

Now, the normalized fluxes are described for every lt and 
ht as a function of a and e by means of 6 parameters. 

In the analysis of each lt and ht we have noticed that, while 
in the inner regions the step function disappears, in the dusk 

region at lf between 6 and 9 two step functions can be recog­
nized (for instance see Figure 2b). Hence, in this region equa­
tion (5) becomes: 

Z=-A-2B+\ = EX-Sfl-Sf2 

and equation (7) depends on 9 parameters: 

f(a) = [1 - Ex] • cos| a -1 ] + ±-[Sfl + Sf2] 
2 J 2 

(5b) 

x cos f 2 - f a - | l W - i [ S / 1 + S / 2 ] 
(7b) 

In Plate 2, the obtained functions at different ht for 
6 < / < 7 and / > 7.5 are shown together with the absolute dif­
ferential fluxes obtained by applying the present results to the 
empirical model of MUUlo et al. [2001]. 

3.3. The L_shell Dependence 

The analysis of the new set of 6 parameters (9 in the outer 
dusk region) vs / by using the best fit procedure, has pro­
duced a new functional form of 13 (19) parameters. The 
functional form in / of each of the 6 (9) parameters is shown 
in Table 2. The numerical values of the parameters, not 
shown here, have been computed for every ht. Generally, r2 

is greater than 0.75. 

Table 2. Functional Dependence on / of the Model Parameters. 

A EC 
ECA • exp ( - ( / - 3)) + ECB + ECc-l 

A ER ERU + ERB • / 
B d da + db • I 
B As d-[ASa • exp (-(/ - 3))+Asb+ASc • /] 
B Ps Psa + Psb-l 
B Is ha 



Plate 2. 3-D plots of normalized fluxes (left sides) and log of differential fluxes (right sides) as a function of a and e at different MLTs 
(as indicated at the center) and for two L-shell intervals: 6 < / < 7 (red frames) and / > 7.5 (blue frames). 
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4. DISCUSSION AND CONCLUSIONS 

In this section, the main global features of the PAD as evi­
denced by the model are outlined, by dividing the magneto­
spheric regions in: inner regions, and outer regions (night, 
day, dawn and dusk sides, respectively). 

4.1. PAD in the Inner Regions (3.0 <l< 5.5) 

In these regions generally the magnetic field is roughly 
dipolar, the electric potential lines are closed and the particle 
trajectories during quiet periods are mainly closed at all ener­
gies. Being the particles basically "old", the loss processes 
have deformed the isotropic PAD of the fresh particles. It fol­
lows that the PAD in these regions are generally pancake 
(as already described by Sibeck et al. [1987a]), independently 
on MLT. 

In these regions the data set includes only fluxes in the high 
energy range (see Section 2), that is, the diffused population 
described by the G3 function in Milillo et al. [2001]. We find 
that these PAD are mainly described by parameter A, and that 
the pancake distributions are more pronounced at higher 
energies (given by the trend of the Ex function) and higher 
distances (in fact, generally Ec decreases with / up to / = 5, 
where it reaches its minimum). This reflects the action of the 
pitch angle dependent diffusion law: according to the theory 
[Ejiri, 1978], low pitch angle particles diffuse deeper and 
deeper with decreasing energy. 

Where the low energy range data are available, we can see 
that the PAD gradually pass from pancake at high energies to 
almost butterfly at low energies. At lower energy, these dis­
tributions are related to the convected population (functions 
CO + G2 in Milillo et al. [2001]). 

4.2. PAD in the Outer Regions (5.5 <l< 9.0) 

Due to magnetic field asymmetries and open electric 
equipotential lines, the effects of MF drift shell splitting, EF 
drift shell splitting and magnetopause shadowing become 
more important in these regions. For this reason PAD MLT 
asymmetries are evident and can be noticed in Plate 2. In the 
following, the main asymmetries are described and explained 
in terms of particle trajectories. 

4.2.1. Day-night asymmetry, i) At E> lOkeV the night 
side fluxes, generally, exhibit more isotropic distributions 
with respect to the day side where the PAD are usually pan­
cake (compare in Plate 2 the high energy distributions at MLT 
0000 and 1200). This could be the effect of the night side pen­
etration of fresh particles that in the day side have longer res­
idence times, ii) At E< 10 k e y while in the night side the 
PAD are butterfly, around noon the distributions are pancake 

(compare in Plate 2 the low energy distributions at MLT 0000 
and 1200). The observed butterfly PAD could be explained 
through particle precipitation directly from the polar regions: 
generally, ions of solar wind or ionospheric origin ExB drift 
across the tail lobes in the anti-sunward direction, and evetnu-
ally they reach the plasma sheet, at a distance which depends 
on the ion initial energy. The particles at very low energy pre­
cipitate directly in the inner equatorial regions through the 
mentioned mechanism [Candidi et al. 1984; Orsini and 
Candidi, 1986] or through field aligned acceleration [Mauk, 
1986]. This flux adds to the convected isotropic flux resulting 
in the observed butterfly distributions. 

In the model, Ec - d (approximately Z at low energies) 
describes these asymmetries at low energies, being higher in 
the night side than in the day side (see Figure 3 a). 

4.2.2. Dawn-dusk asymmetry, iii) Usually, the PAD at 
E > 10 keV are pancake at dawn, and almost isotropic at dusk 
(compare in Plate 2 the high energy distributions at MLT 
0600 and 1800). Particles at these energies drift westward at 
all pitch angles, hence the PAD of the convected particles are 
isotropic in the dusk sector, and they progressively become 
pancake while the particles drift through the day side toward 
dawn [Takahashi and lyemori, 1990; Sibeck et al., 1987a]. 
iv) On the contrary, at lower energies the PAD are butterfly 
at dawn and remain almost isotropic or slightly pancake at 
dusk (compare in Plate 2 the low energy distributions at MLT 
0600 and 1800). This anisotropy could be explained as the 

—1 
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• + • 
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0 6 12 18 24 
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Figure 3. Quantity Ec - d (a) and parameter ER (b) averaged between 
/ 5.5 and 9.0 plotted versus MLT. 
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result of the EF drift shell splitting [Takahashi and Iyemori, 
1990] and with the eastward drift of the particles injected in 
the night side as described in point ii). 

At dawn, the abrupt transition from butterfly at low energy 
to pancake at high energy is described by higher values of the 
ER parameter in these regions (Figure 3b). 

4.2.3. Other features, v) In the pre-dawn outer regions 
(/ > 7.5), at E > 80 keV PAD deviate from the general trend of 
the night-dawn side distributions described in points i and iii. 
In fact, in this region the observed PAD assume a clear butter­
fly profile (see in Plate 2 the high energy distributions at MLT 
0300, / > 7.5). This feature could be the signature of the 
region-2 current that should be field aligned at pre-dawn and 
post-dusk. We have inspected the post-dusk sector, where such 
features should be observed as well. At MLT 1900-2200 the 
distributions at these energies are mainly isotropic or only 
slightly butterfly (see in Plate 2 the high energy distributions at 
MLT 2100, / > 7.5). Anyway, these less pronounced butterfly 
PAD could be caused by superposition of other effects, like the 
circulation of convected particles. This can be seen by com­
paring the absolute fluxes at MLT 0300 and 2100 at high 
energy and distance in Plate 1. The detailed mechanism by 
which the field aligned current could produce a butterfly PAD 
has yet to be investigated. This feature is evident in the model 
by a deviation from the general trend of the parameter Ps the 
position of the step function, that at higher distances and at 
these MLTs is found at higher energies. Presently, the derived 
functional form does non reproduce this deviation. The 
description of the global magnetospheric proton flux 
distributions is not greatly affected by this neglect, since this is 
a very localized phenomenon (noticeable only between MLT 
0200 and 0400 at / > 7.5) and involves distributions at very low 
flux (<10 5 (cm 2 sr keV s)" 1). Nevertheless, since it is an inter­
esting feature that could intensify during disturbed periods, it 
will be analyzed and added to the model functional form in a 
future study, vi) In the outer regions at a specific energy 
(dependent on distance and MLT) the PAD exhibit isotropic or 
less pronounced pancake profiles, described by the step func­
tion Sf (section 3.2). As shown in Figure 4, this specific energy, 
described by the parameter Ps, generally increases at lower dis­
tances. Furthermore, this parameter exhibits a clear MLT 
trend: it increases clockwise giving the impression of a spiral 
shape. In fact, starting in the inner regions from the night-dusk 
sector with a value of 3.5 log(eV), Ps reaches values close to 
4 log(eV) in the day side; it is almost constantly 4.2 log(eV) 
between 1 = 5 and 9 in the dawn side and increases up to values 
close to 5 log(eV) in the night side inner regions; finally, at 
dusk, after a complete circle, the second step function is 
noticeable at higher distances with energy of 5.2 log(eV). This 
feature seems to be correlated to the convected particle circu­
lations, in fact the E > 30 keV particles escape in the dusk 

Figure 4. Grey-scaled /-MLT polar map of the P s parameter 
defined for 5 < / < 9. The circle at / = 1 with the night side in bold 
is also indicated. 

flank, while the 5 < E < 30 keV particles penetrate deeper and 
circulate around the Earth acquiring more energy by approach­
ing intense magnetic field regions. Where the electric 
equipotential lines are closed, fresh particles, are not seen. 
Hence, the last closed paths of the particles are highlighted by 
this step function. This interesting trend needs a more accurate 
analysis that will be done in a further paper. 
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Magnetospheric dynamics were investigated during the moderate magnet ic 
storm on June 25-26, 1998 and the severe magnet ic s torm on October 21-23 , 1999. 
Two models : event-oriented model , and theoretical paraboloid model were used to 
estimate the relative contributions from the ring, magnetotai l and magnetopause 
currents to the Dst-index. The calculations were based on the "official" procedure 
of Dst calculations. The quiet t ime level and quiet t ime contributions from differ­
ent current systems were subtracted from the horizontal component of magnetos­
pheric magnet ic field calculated for each modeled storm event and for each model 
separately. We used the magnet ic field increase of 3 0 % in order to take into 
account the effect of induced Earth currents. It was established that the ring cur­
rent contribution to the Dst is comparable with the tail currents ' for the moderate 
storm, but it dominates during the severe magnet ic storm. The magnet ic flux 
through the tail lobes is determined by the level of the substorm activity and the 
magnetospheric size. It is shown that it approaches m a x i m u m values ("saturates") 
during moderately disturbed conditions, and does not demonstrate the significant 
growth for more strong magnet ic storms. 

1. INTRODUCTION 

Dynamics of storm-time magnetospheric current systems 
is still one of the open questions of magnetospheric physics. 
In spite of the many investigations carried out in recent 
years, an understanding of all the magnetospheric processes, 
which take place during magnetic storms, has not been 
achieved. Too many questions remain unanswered, such as 
that of magnetospheric currents' relative contributions to Dst 
during a magnetic storm. The tail current role in the mag­
netic storm development is of special interest [Campbell, 
1973; Alexeev et al, 1996]. 

The Inner Magnetosphere: Physics and Modeling 
Geophysical Monograph Series 155 
Copyright 2005 by the American Geophysical Union 
10.1029/155GM31 

An analysis carried out on the base of satellite measure­
ments [Greenspan and Hamilton, 2000; Ohtani et al, 2001; 
Skoug et al, 2003] shows that tail current can be responsible 
for a significant part of Dst variation. Unfortunately, the 
experimental investigations of this problem do not allow to 
quantitatively estimate the relative contribution of the mag­
netospheric magnetic field sources to Dst. 

Nowadays, research of storm-time current systems based 
on experimental data analysis is often supplemented by 
global magnetospheric modeling. Several studies estimated 
the contributions of Dst sources based on model calculations 
[Maltsev et al, 1996; Alexeev et al, 1996; Dremuchina et al, 
1999; Turner et al, 2000; Alexeev et al, 2001; Kalegaev 
et al, 2001; Ganushkina et al, 2002; 2003]. However, dif­
ferent researchers mean different things by Dst contributions 
originated from magnetospheric sources. As a result, the 
authors of different investigations represent physically 

293 
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different quantities by the term "tail current contribution to 
Dst". Adequately representing the Dst profile, these investi­
gations often give different estimations for contributions of 
the magnetic field sources to Dst even for the same event. The 
differences between results obtained with different models 
can be very large (for the magnetic storm on 9-12 January, 
1997, the tail current contribution, DT, is about 25% of Dst 
for T96 model [Turner et al., 2000], while DT~Dst for parab­
oloid model [Alexeev et al, 2001]). It was shown in Alexeev 
et al, [2001] that they are most likely due to different 
approaches used in D^-sources calculations. Up to date, the 
derivation procedure of the contribution to Dst from the mag­
netospheric magnetic field sources has not been described in 
details. On the other hand, there is no reason to suggest that 
we obtain the same maximum tail current/ring current relative 
contribution for different storms. There exists evidence that 
tail current role changes depending on the magnetic storm 
intensity [Turner et al, 2001; Ganushkina et al, 2003]. 

In this study, we investigate the magnetospheric current 
systems dynamics during two storm events, a moderate storm 
on June 25-26, 1998 when Dst reached -120 nT and an 
intense storm on October 21-23, 1999 with Dst dropped to 
-250 nT. On the base of the official method of Dst derivation 
from measurements, we describe in details the correct proce­
dure for Dst and Dst sources calculations by any model of 
magnetospheric magnetic field. Following this procedure, we 
calculate the tail current/ring current relative contributions to 
Dst for storms of different intensities by the paraboloid 
model of the magnetosphere. The event-oriented model by 
Ganushkina et al, [2003] is used to verify the obtained 
results. Based on calculations in the framework of the parab­
oloid model, we explain saturation of the magnetic flux 
through the tail lobes, when the tail current contribution to 
Dst approaches maximum values for moderately disturbed 
conditions and does not increase with further disturbance 
development. The ring current becomes the dominant Dst 
source during strongly disturbed conditions. 

2. METHOD OF Dst DERIVATION 
FROM THE MODELING 

One of the key goals of our investigation is to provide a 
method for correct calculation of the Dst sources using the 
magnetospheric models, consistent with the official proce­
dure of Dst derivation. In this study we propose that magne­
topause currents (CF), ring current (RC), and the tail current 
(TC) are the main contributors to Dst: 

Dst = DR + DT+DCF, (1) 

where DR, DT, and DCF are RC, TC, and CF contributions 
to Dst, respectively. 

The partial ring current (PRC) is an important asymmetri­
cal magnetic field source, which can contribute to Dst. 
Although the PRC-related magnetic field perturbations in the 
inner magnetosphere may be significantly large, especially 
during the magnetic storm's main phase, its contribution to 
Dst is relatively small [Tsyganenko et al, 2003]. Moreover, 
the PRC location has not been sufficiently studied, and it is 
difficult to separate the PRC from the other magnetic field 
sources. In our calculations we propose that PRC contribu­
tion to Dst is a part of DR, as was used in [Ganushkina et al, 
2003; Tsyganenko et al, 2003]. 

It was established that magnetospheric magnetic field vari­
ations produce terrestrial induced currents, preventing the 
external magnetic field penetration inside the Earth. Just as 
in the [Greenspan and Hamilton, 1999] study we use the 
value of 30% for the magnetic field increase due to induced 
currents, which, on average, is in good accordance with the 
investigations of [Hakkinen et al, 2002]. The Earth's currents 
induced by different magnetospheric magnetic field sources 
are proposed to be included to the corresponding terms on 
the right side of (1). 

Based on the official procedure of Dst derivation from the 
measurements [Sugiura and Kamei, 1991], we propose a 
method of Dst calculation in terms of magnetospheric mod­
els. It consists of three steps: 

1. Calculation of the magnetic field horizontal component 
variation (SH^t)) (originated from the external (magne­
tospheric) and corresponding induced currents) at each 
location reporting to Dst observatories; 

2. Calculating of the quiet magnetic field variation during 
the quietest day of the month (SHf (t)), and subtracting 
them from 8Ht(t) for each observatory; 

3. Determination of the Dst, averaging the normalized to 
the equator differences between storm-time and quiet-
time magnetic field variations at the reporting stations 
for each hour: 

Dst(t) = - ffSH,(0-SH*(0)/cos(0,.), (2) 
• z = 1 

where 6t are latitudes of observatories. 
The proposed procedure also may be generalized to unam­

biguously describe Dst sources when the magnetic field 
model enables calculation of the magnetic field of different 
magnetospheric current systems. It allows us to compare the 
contributions of different sources to Dst obtained in terms of 
different models. 

The Dst index presented by (2) may be rewritten as 



KALEGAEV AND GANUSHKINA 295 

where the 8H(t) and 8Hq(t) are averaged over the equator 
storm-time and quiet-time variations of the magnetospheric 
magnetic field. The quiet-time level is a feature of the model, 
e.g. it is about zero for the paraboloid model. That is why the 
simple magnetic field calculation at the Earth's center used 
in [Alexeev et aL, 1996] gives a good agreement with Dst. 
However, the magnetic field sources have nonzero quiet day 
variations. 

Representing storm-time and quiet-time variations as a 
sum of the contributions produced by all the magnetospheric 
current systems, one can obtain 

Dst = 8HR - 8Hq

R + 8HT - 8Hq

T + 8HCF - 8Hq

CF (4) 

Using (1) one can suggest that DT= 3HT - 8Hq

T. We will 
determine the other Dst sources (DR and DCF) as result of 
subtraction of the corresponding quiet-time variation from 
storm-time one. 

3. DESCRIPTION OF STORM EVENTS 

Figure 1 shows the solar wind conditions and interplane­
tary magnetic field (IMF), as well as the geomagnetic indices 

during magnetic storms on June 25-26, 1998 and on October 
21-23, 1999. 

On June 25, 1998 the IMF Bz shows a sudden jump to more 
than +15 nT from the level o f -13 nT at 2300 UT (Figure la). 
The solar wind dynamic pressure had several peaks around 
8-10 nPa. The AL index reached a peak value of -1000 nT 
around 0255 UT on June 26. The Dst index started to 
decrease at the beginning of June 26 and reached -120 nT 
around 0500 UT. 

During the intense storm on October 21-23, 1999 IMF Bz 

turned from + 2 0 nT to -20 nT at about 2350 UT on 
October 21 and dropped down to -30 nT around 0600 UT on 
October 22 (Figure lb). Solar wind dynamic pressure showed 
two main peaks, a 15 nPa peak around 2400 UT on October 21 
and a 35 nPa peak around 0700 UT on October 22. There 
were several peaks in the AL index reaching -1000 nT-1500 nT. 
The Dst index dropped to -230 nT at 0600-0700 UT on 
October 22. 

4. STORM-TIME MAGNETIC FIELD MODELS 

Based only on the measurements, we can not explicitly 
distinguish the contributions from different magnetospheric 
current systems, which are contained in the ground magnetic 
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Figure 1. The IMF Bz, solar wind dynamical pressure, AL and Dst indices during June 25-26, 1998 moderate (a) and October 21-23, 
1999 intense (b) storm events. 
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field. However, we can estimate them using the modern mag­
netospheric models, which can provide a separate calculation 
of the magnetospheric magnetic field sources. There are: the 
last Tsyganenko model, T01 [Tsyganenko, 2002a,b], the 
paraboloid model, A2000 [Alexeev et al, 1996; Alexeev et al, 
2001], and the event-oriented model, G2003 [Ganushkina 
et al, 2002, 2003]. 

In this study we use the paraboloid magnetospheric 
model A2000, which allows to investigate the storm-time 
dynamics of different current systems, as well as of their 
parameters. The paraboloid model of the Earth's magnetos­
phere [Alexeev, 1978; Alexeev et al, 1996; Alexeev et al, 
2001] is based on an analytical solution of the Laplace equa­
tions for each large-scale current system in the magnetos­
phere with a fixed shape (paraboloid of revolution). The 
paraboloid model takes parameters of magnetospheric 
current systems (intensities and locations) as input. There 
are: the geomagnetic dipole tilt angle y/, the magnetopause 
stand-off distance R u the distance to the inner edge of the tail 
current sheet R 2 , the magnetic flux through the tail lobes O^, 
the ring current magnetic field at the Earth's center br, and 
the maximum intensity of the field-aligned current Ty. These 
input parameters depend on the solar wind, IMF, and geo­
magnetic indices and can be determined from empirical data 
using submodels. 

Several types of studies require an accurate representation 
of the magnetospheric configuration during a specific event. 
For such cases, event-oriented modeling is of key importance 
[Ganushkina et al, 2002, 2003]. We use calculations in terms 
of this model to verify the results obtained by global magne­
tospheric model A2000. Event-oriented models contain free 
parameters whose values are evaluated from observations for 
each time period separately. Free parameters in the G2003 
model are the radial distance of the westward ring current 
(Rowest) a n d partial ring current (Ropart) and the maximum 
current densities for westward (Jowest) and partial (Jopart) r m g 
currents, the amplification factor for the tail current (ATS), 
and the additional thin current sheet intensity (Antc). By vary­
ing the free parameters we found the set of parameters that 
gives the best fit between the model and the in-situ magnetic 
field observations. The magnetic field measurements along 
the Goes 8,9, Polar, and Geotail orbits were used to compute 
the G2003 model parameters for the magnetic storms under 
consideration. The details of the fitting procedure can be 
found in (Ganushkina et al., 2002). 

5. MODEL Dst INDEX AND ITS SOURCES 

The quiet days for the two storm events were June 17, 
1998 and October 20, 1999 for the June 25-26, 1998 and 
October 21-23,1999 storms. The average quiet time Dst were 
-0.58 nT and 2.74 nT, respectively. 

Figure 2 shows the quiet time variations of the magnetic 
field calculated at the Earth's surface from the magnetopause 
current (dashed line, marked by "mp"), ring current (thick 
line, marked by "rc") and tail current (thin line, marked by 
"tc") together with the total modeled variation 8Hq(t) (line of 
circles) for June 17, 1998 (left) and October 20, 1999 (right) 
using (a) the A2000 paraboloid model, and (b) the G2003 
event-oriented model. The ground induced currents effect 
(30% of the variation) was taken into account in all 
calculations. 

We can see that the amplitudes of the calculated variations 
8Hq(t) are about 8-10 nT for both models (see the bottom 
panels). The average values are about - 5 nT for both events 
in terms of A2000 and about 0 nT and 2.5 nT in terms of 
G2003. Thus, the magnetic field variation calculated at the 
Earth's surface by these models during quiet conditions are 
negligible in comparison with storm-time variation which 
can be taken as Dst (see [Alexeev et al, 1996]). However, the 
contributions from the individual current systems to Dst are, 
of course, not zero, as we can see from the top panels. 

Figure 3 shows the model contributions and total Dst dur­
ing June 25-26, 1998 and October 21-23, 1999 storm events 
calculated by A2000 model. We can see the contributions 
from the magnetopause current (dashed line, marked by 
"DSF"), ring current (thick line, marked by "DR") and tail 
current (thin line, marked by "DT') (top panel) together with 
the observed Dst (thick line) and the modelled Dst (thin line) 
(bottom panel) for June 17, 1998 (a) and October 20, 1999 
(b). The ground induced currents effect (30% of the varia­
tion) was taken into account in the calculations. The quiet-
time contributions from the different current systems are 
subtracted from the model magnetic field variations. 

Figure 4 shows the model contributions and total Dst dur­
ing June 25-26, 1998 (a) and October 21-23, 1999 (b) storm 
events calculated by G2003 model in the same format as in 
Figure 3. In general, both models provide Dst, which is in 
good agreement with the observed Dst index. 

During the moderate storm on June 25-26, 1998, the 
A2000 and G2003 models show that the tail current begins to 
develop before the ring current. Its contribution to the Dst 
index almost follows the drop of the total Dst. During the 
storm main phase, the tail current gives a slightly larger con­
tribution to Dst than the ring current. During the recovery 
phase, the ring current remains more enhanced than the tail 
current, although the G2003 model provides even more tail 
current contribution than the A2000 model. 

The situation is quite different for the intense storm on 
October 21-23, 1999. The tail current develops first, when 
Dst begins to decrease in a manner similar to the tail current 
behavior during the moderate storm. During the storm maxi­
mum, the ring current is the dominant contributor to the Dst 
index. 
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Figure 2. Quiet time variations of the magnetic fields from the magnetopause current (dashed line, marked by mp), ring current (thick 
line, marked by rc) and tail current (thin line, marked by tc) together with the total modeled variation 5H*(t) (line of circles) for June 
17, 1998 (left) and October 20, 1999 (right) using (a) the A2000 paraboloid model, and (b) the G2003 event-oriented model. 
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Figure 3. Dst sources (top panel), together with the observed Dst (thick line) and the modelled Dst (thin line) (bottom panel) for June 
25-26, 1998 (a) and October 21-23, 1999 (b) magnetic storms calculated by A2000 model. 
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June 25-26, 1998 October 21-23, 1999 
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Figure 4. The same as in the Figure 3 calculated by G2003 model. 

6. DISCUSSION 

The event-oriented G2003 model, which is based on 
empirical data, gives excellent results in reproducing 
Dst, and confirms the results obtained by the global 
model A2000. 

We can see that the tail current plays a significant role in 
the magnetic storm development. Computations of the tail 
current's contribution to Dst using the A2000 and G2003 
models, show that during a storm, maximum DT can 
approach values comparable with the ring current contribu­
tion to Dst. Detailed investigation of tail and ring current 
dynamics shows that the tail current's (as well as other mag­
netospheric currents') contribution to Dst varies during a 
magnetic storm. Both models demonstrate similar behavior 
of the Dst sources: the tail current begins to develop earlier 
than the ring current and starts to decay while the ring 
current continues to develop. The magnetotail global 
changes during the magnetic storm are controlled mostly 
by the solar wind and the IMF, but are accompanied by 
sharp variations associated with substorm-related processes. 
The G2003 model reproduces the tail current development, 
which correlates well with the substorm-associated ALIAE 
index. Clear correlation of the tail current contribution to 
Dst with the substorm activity is also apparent in the 
results obtained from the A2000 model. The tail current 
development in that model is controlled by the magnetic flux 

through the tail lobes (which is the same as polar cap mag­
netic flux): 

_ _ ALnRf (2R2 " ,~ 
0 = 0() -I + 1 (?) 

00 0 1 2 \ Rx 

The geocentric distance Rx to the subsolar point is a function 
of the solar wind dynamic pressure and IMF Bz component 
[Shue et al, 1998]. The distance to the inner edge of the tail 
current sheet R2 is obtained by mapping the equatorward 
boundary of the auroral oval at midnight, as given by 
[Starkov, 1993], to the equatorial plane. O0 = 400MWb is the 
magnetic flux through the tail lobes during quiet conditions. 
The A2000 model parameterization is described in details by 
Alexeev et al. [2001]. 

The calculations show that the relationship between tail 
and ring currents depends on the magnetic storm intensity. 
Both models give tail current contribution to Dst comparable 
with the ring current contribution during a moderate storm, 
but ring current becomes the dominant contributor to Dst 
during an intense storm (see also [Ganushkina et al., 2003]). 
Apparently, the magnetic flux through the tail lobes 
"saturates" during extremely disturbed conditions, while the 
ring current continues to develop. In particular, we can see 
that ALIAE index approaches similar values during both the 
moderate and the intense storms under consideration 
(see Fig. 1). The polar cap area also does not demonstrate a 
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significant growth during intense storms, compared to mod­
erate ones. That is why we obtained the approximately equal 
maximum DT values during the different storms. 

We believe the saturation effect is the result of global mag­
netospheric morphology. The polar cap size is (theoretically) 
limited by the Earth's hemisphere area. The magnetic flux 
through the polar cap/tail lobes 

&„=2BQ%Rlsm2epc 

approaches the maximum value of about 3000 MWb for the 
polar cap radius 6pc = 40°, evidently an overestimated value 
(here B0 is the dipole magnetic field at the equator, R E is the 
Earth's radius). 

Figure 5 shows the magnetic flux through the tail lobes 
calculated by (5) for AL = -2000 nT depending on parameters 
Ri and R2. Actually, for the reasonable values of Rx and R2, Ox 

can not exceed the upper value of 2500 MWb. Figure 6 
represents the magnetic variation at the Earth's surface, 
calculated using the paraboloid model. We can see, that in 
terms of the paraboloid model, 200 nT is the upper value 
for DT 

Turner et al. [2003] studied the energy content in the storm 
time ring current. They found that the ratio of the total 
plasma energy content in the dayside to Dst*, the solar wind 
dynamic pressure corrected Dst, falls twice when Dst* 
changes from 0 to -100 nT. It means that for moderate 
storms, DR and DT are about of the same order, which is 
in agreement with our results. On the basis of these two 
studies, one can postulate that the tail current gives a 
negligible contribution to quiet-time Dst, but during moder­
ate storms, TC produces a contribution to on-ground mag­
netic field comparable with that of the ring current. Under 

5 6 7 8 9 10 11 12 

Ri 

Figure 5. The magnetic flux through the tail lobes distribution cal­
culated by paraboloid model for AL = -2000 nT depending on Rl 

(distance to the subsolar point), and R2 (distance to the inner edge 
of the tail current sheet). 

5 6 7 8 9 10 11 12 

Figure 6. The magnetic variation at the Earth's surface distribution 
calculated by paraboloid model for AL = -2000 nT depending on Rx 

(distance to the subsolar point), and R2 (distance to the inner edge 
of the tail current sheet). 

moderately disturbed conditions, TC saturates, approaching 
the maximum possible values, while the ring current still 
remains undeveloped. During severe storms, ring current 
continues to develop, while tail current has already reached 
the maximum value. 

7. CONCLUSIONS 

The A2000 and G2003 models showed that during 
moderate storm, the tail and ring current contributions are 
comparable. All the models showed that the tail current 
developed before the ring current when the Dst started to 
decrease. During the recovery phase, the ring current stays 
more enhanced than the tail current. 

The tail current contribution to the Dst index computed 
from the A2000 and G2003 models changes during the whole 
magnetic storm. It correlates with substorm activity and 
approaches its maximum during substorm onset times. On 
the other hand, the ring current correlates with the total Dst, 
and its maximum tends to be near the Dst maximum. We can 
see that different magnetospheric currents are controlled by 
different parameters, which determine their dynamics during 
storm times. 

In general, all the models confirm the assumption that the 
tail current magnetic field can be sufficiently large to provide 
a significant contribution to the Dst variation [Alexeev et al, 
1996]. However, A2000, and G2003 models demonstrate 
different tail current development during magnetic storms of 
different intensities. Whereas during a moderate storm the 
tail current and ring current have approximately equal 
maximum contributions to Dst, during a strong magnetic 
storm the ring current becomes the major contributor to Dst. 
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A Back-Tracing Code to Study the Magnetosphere Transmission 
Function for Primary Cosmic Rays 

Pavol Bobik 1 , Mat teo Bosch in i 2 , 3 , Davide Grandi 3 , Mass imo Gervas i 3 , 4 , 
Elisabetta Micelot ta 3 , and Pier-Giorgio Rancoi ta 3 

We have developed a code to reconstruct the Cosmic Rays trajectory in the Earth 
magnetosphere. This code solves the Lorentz equation and propagates a particle 
backward in t ime. The total magnetic field is evaluated by using the International 
Geomagnet ic Reference Field (IGRF) 2000-2005 and the external magnet ic field 
Tsyganenko-96. This code has been used both for a simulation of randomly gen­
erated inputs and for the analysis of the AMS-01 experiment data taken during the 
STS-91 Space Shuttle mission in June 1998. By a full spectrum simulation we 
have separated the pr imary Cosmic Ray component from the secondary one pre­
sent at the altitude of A M S orbit (400 km) . We have built the transmission func­
tion in the magnetosphere for 1998 for several regions with different geomagnet ic 
latitude. The same simulation has also been performed for the magnet ic conditions 
of the year 2005, the expected starting t ime of the long-duration A M S - 0 2 data tak­
ing. Then we have est imated the variation of the transmission function with t ime 
and obtained the pr imary Cosmic Ray flux at the altitude of 400 k m starting from 
the flux at 1 AU as predicted by the C R E M E 9 6 model . 

1. INTRODUCTION 

The transmission function TF($R) of the magnetosphere 
describes the probability that a particle with rigidity 9?, com­
ing from outside, reaches a point inside the magnetosphere. 
The results depend on the particles incoming direction, posi­
tion and time, besides the rigidity. Models of magnetosphere 
currently available [Tsyganenko and Stern, 1996] allow to 
obtain accurate particle tracing inside the magnetosphere, and 
therefore to get a precise evaluation of the transmission func­
tion. The probability approach of the transmission function is 
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suitable particularly to smooth out the effect of discreteness 
during the computation. This approach can be applied both to 
discrete rigidity steps of a single place [Bobik et aL, 2001a] 
and to discrete geographical positions on the Earth surface 
[Bobik et aL, 2003]. In the present paper we use the transmis­
sion function (TF hereafter) to describe the probability for a 
range of rigidities from 9t - A9? to 9? + A$R. In particular we 
consider the AMS experiment energy bins [Alcaraz et aL, 
2000a] for the geographic regions covered by AMS orbit. 

To evaluate the TF we use the calculation of trajectories in 
the geomagnetic field for a set of points at the AMS orbit 
excluding the South-Atlantic anomaly region. Following the 
Liouville theorem, if the cosmic ray flux is isotropic outside 
the magnetosphere, the flux in a random point inside the 
magnetosphere is the same in all the directions allowed for 
primaries, while it is zero in the forbidden directions 
[Vallarta, 1961]. Back-tracing calculation of the TF is based 
on the assumption that, at 1 AU, cosmic rays are isotropically 
distributed in space. Besides this approach applies only to 
primary particles, i.e. particles coming from outside the 
magnetosphere. Around the cut-off rigidity we find the 
transition region of the TF: primary particles with rigidity 
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lower than cut-off can not reach the respective point of obser­
vation, while trajectories of very high energy particles are 
unaffected. Besides, trajectories forbidden to primaries could 
be populated by secondary particles, i.e. particles produced 
or scattered inside the magnetosphere, in particular in the 
highest shells of the atmosphere. 

Back-tracing method [Smart et al, 2000, Bobik et al., 
2001b] is based on the inversion of charge sign (Zq) and 
velocity vector (v) in the equation of motion for a particle 
with relativistic mass m in a magnetic field B: 

m • dv/dt = Zq [v x B] ( i ) 

In our simulation we have used as external geomagnetic 
field the Tsyganenko96 model [Tsyganenko and Stern, 1996] 
(http://www-istp.gsfc.nasa.gov/Modeling/T96.html) and as 
internal geomagnetic field the IGRF model (DGRF 2000-
2005) [Barton, 1997] (for a full description see web page: 
http://www.ngdc.noaa.gov/IAGA/wg8/table 1 .txt). 

2. THE TRANSMISSION FUNCTION 

2.1. Calculation 

We evaluate the TF by back-tracing simulated particles. 
Starting positions of back-tracing cover a complete sphere at 
an altitude of 400 km (following the AMS orbit). This grid of 
points has been built in order to have the same elementary 
shooting surface. For every position in the grid, starting direc­
tions are uniformly distributed in a 2n outgoing hemisphere. 

In this way we have built the transmission functions for the 
different regions of the AMS orbit. Thus we have obtained a 
set of 10 transmission functions. In table 1 these geomagnetic 
regions are defined, using the Corrected Geomagnetic (CGM) 
latitude. In order to compare results with the AMS-01 experi­
mental data we have reproduced the experimental conditions: 

Table 1: AMS-01 Geomagnetic Regions, Divided by Absolute 
Value of Geomagnetic (CGM) Latitude 0 M (rad). 

AMS-01 Regions 

Region Number Geomagnetic Latitude 

Region 1 0 M < 0.2 
Region 2 0.2 < 0 M < 0.3 
Region 3 0.3 < 0 M < 0-4 
Region 4 0.4 < 0 M < 0.5 
Region 5 0.5 < 0 M < 0.6 
Region 6 0.6 < 0 M < 0.7 
Region 7 0.7 < 0 M < 0.8 
Region 8 0.8 < 0 M < 0.9 
Region 9 O . 9 < 0 M < 1.0 
Region 10 1.0 < 0 M 

1) Geographical polar regions have been excluded, i.e., 
-51.6° < l a t i tudes+ 51.6°; 

2) The South-Atlantic anomaly region has been excluded; 
3) The particles incoming directions are restricted to a cone 

of 32° from the detector axis, which is pointing at the 
geocentric zenith; 

4) Energy bins have been defined equal to the bins used in 
AMS-01 data analysis. 

For each point of the grid and for every rigidity $R we eval­
uated the ratio of the number of allowed trajectories over the 
number of all the directions. A trajectory is allowed when it 
crosses the boundary of the magnetopause or of a sphere with 
a radius of 25 Re (in the night-side tail). Besides we consider 
a trajectory as forbidden (for primaries) when it intersects the 
upper atmosphere (at 40 km altitude) or if it is confined 
inside the magnetosphere for more than 10 seconds. This 
ratio is the probability for particles with rigidity 9? to reach 
this point starting from outside the magnetosphere. This ratio 
is then averaged over every point for each AMS region and 
for each rigidity bin and becomes the transmission function 
for a particle with rigidity 9? inside the actual AMS region. 
Such a wide region for the average is able to smooth out the 
complex structure of penumbra changing from position to 
position and with rigidity [Bobik et al., 2001a]. 

2.2. Results 

In Figure 1 the TF evaluated for some of the geomagnetic 
regions of AMS orbit is shown. Calculation has been performed 
taking into account the geomagnetic conditions present during 
the AMS-01 observations (June 2-12, 1998): solar activity 
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Figure 1. Transmission Function for AMS-01 regions 1,5,6, and 10, 
evaluated for June 1998 (see the text for details). 
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parameters have been averaged over the 10 days of the AMS-01 
flight, while the chosen simulation time is June 8 (1998) at 
10:00 am (UT). Geomagnetic regions are numbered according 
to table 1. As expected high values of the TF extend at lower 
energy by increasing the geomagnetic latitude. In fact close to 
the polar regions charged particles can easily reach a low orbit. 

We can also evaluate the TF at the starting time of AMS-02 
long duration flight on ISS, October 2005, as previously sched­
uled. In fact the models of the magnetosphere (IGRF/DGRF 
and Tsyganenko96) can be extrapolated for the next years. We 
used solar activity parameters (BY, Bz, Dst and Pdyn) as mea­
sured in the same conditions during the solar cycle 21. Same 
conditions mean: negative solar field polarity (A < 0), declining 
phase, and sunspot number 5 < N S S < 4 5 . These conditions 
happen between June 1984 and June 1986. Therefore the values 
of the solar activity parameters have been averaged over this 
time interval. In Figs. 2-3 we compare the results for the region 
10 and region 1 for the time periods of June 1998 (AMS-01) 
and October 2005 (AMS-02). The observed variation of the 
TF is mainly due to the interaction of the Earth magnetic field 
with the Interplanetary Magnetic Field, at the magnetopause. 
As expected, the major change occurs for region 10, where low 
rigidity particles are involved. Minor changes are due to the 
long term variation of the Internal Geomagnetic Field. 
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Figure 3. Transmission Function for AMS-01 region 1, evaluated 
for June 1998 and October 2005. 

[Alcaraz et al., 2000b]. We have evaluated the primary proton 
spectra at the Space Shuttle orbit (Ssso) combining the mea­
sured AMS-01 cosmic proton spectrum (S1AU) with the TF 
computed for the region Ith \ 

3. PRIMARY PARTICLES' SPECTRA (2) 

3.1. Primaries in AMS-01 Region 

The AMS-01 experiment has measured the spectrum of 
protons in the 10 geomagnetic regions, obtaining the spec­
trum of cosmic protons in the energy range: 0.22-200 GeV 

Results are presented in Figure 4. A comparison of these 
primary spectra with the spectra measured at the Space 
Shuttle orbit [Alcaraz et al., 2000a] is shown in Figure 5. 
Here a population of low rigidity secondary protons is pre­
sent together with particles of primary origin. 
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Figure 2. Transmission Function for AMS-01 region 10, evaluated 
for June 1998 and October 2005. 
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Figure 6. Primary proton spectra at AMS orbit (region 10) for June 
1998 and October 2005. 

By this comparison it is possible to separate the secondary 
component from the cosmic protons. The low rigidity cut-off 
of primaries is sharper than corresponding measured spec­
trum. This is an indication of the presence of secondary pro­
tons with energy above the dip. 

3.2. AMS-02 Spectra in 2005 

Estimations of the proton flux at 1AU for the next years 
can be obtained using the CREME96 model [Tylka et al, 
1997] (web page: http://crsp3.nrl.navy.mil/creme96). 

However CREME96 is not taking into account some of the 
effects of CR propagation in the solar cavity. For this reason 
we have studied a normalization procedure able to reproduce 
available data within few percent [Bobik et al, 2004]. The 
uncertainty for the predicted fluxes is larger at energy lower 
than few GeV because of the large solar modulation. For 
higher energy the accuracy of the predicted flux is not an 
issue. 

Using the TF and CREME96 models, both evaluated for 
October 2005, and equation (2) we obtain expected AMS-02 
primary spectrum for 2005 in the several geomagnetic 
regions, following the prescriptions listed in section 2. 
Actually the AMS-02 angular sensitivity is extended up to 
a cone of 45° from the detector axis, but we have evaluated 
the TF restricted to a cone of 32° from the geocentric 
zenith, in order to compare results with 1998 AMS-01 
measurements. 

A comparison of the primary proton spectra at the Space 
Shuttle (or ISS) orbit (~ 400 km altitude) for the region 10, 
evaluated for October 2005 and for June 1998 is shown in 

Figure 6. The predicted flux of primary protons during 2005 
is significantly lower than during 1998 for an energy higher 
than 180 MeV, due to solar modulation variations.Conversely 
a higher magnetospheric transmission during October 2005 
than in June 1998 in region 10, as shown in figure 2, pro­
duces a higher proton flux for the AMS-02 spectrum for 
particles with energy lower than 180 MeV A comparison of 
the primary proton spectra at the Space Shuttle orbit for the 
region 1, evaluated for October 2005 and for June 1998 is 
shown in Fig. 7. In region 1, due to the higher energy of the 
involved particles, the flux variations are extremely reduced. 

0.1 1 10 

T [GeV] 

Figure 7. Primary proton spectra at AMS orbit (region 1) for June 
1998 and October 2005. 
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CONCLUSIONS 

The method of the magnetospheric transmission function 
in combination with measured (AMS-01) and simulated 
(CREME96) cosmic protons spectra has been successfully 
used to obtain the flux of primaries in several geomagnetic 
regions inside the magnetosphere. As AMS-01 has shown, 
measured spectra of protons at Space Shuttle orbit are conta­
minated by a population of secondaries. This method can be 
used to disentangle the contribution of primary protons to the 
measured spectra. Predictions for future experiments are also 
possible because both geomagnetic models and modulated 
proton model can be extrapolated. 

Furthermore this method can be used to recover cosmic ray 
spectra outside the magnetosphere, starting from measured 
primary spectra in near Earth orbit, by inverting the relation 
(2). This method is restricted to energies higher than cut-off 
rigidity, in fact below the cut-off the TF is null and the pro­
cedure fails. An independent spectrum of primaries can be 
obtained from AMS-01 flux data through the separation by 
back-tracing of the measured particles (Micelotta et al., pri­
vate communication). Finally the same procedure can be 
applied to every measured spectrum of primary Cosmic Rays 
inside the magnetosphere. In fact the transmission function 
can be evaluated if the experimental conditions are known: 
time, position, and attitude of the experiment. 
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Investigation of 3D Energetic Particle Transport Inside Quiet-Time 
Magnetosphere Using Particle Tracing in Global MHD Model 

X. S h a o 1 ' 2 , Shing F. F u n g 1 , L. C. Tan 3 , K. Papadopoulos 4 , M. Wiltberger 5 , and M. C. F o k 6 

Due to the presence of a magnetic field min imum in the outer cusp region, ener­
getic particles drifting toward dayside may experience large scale transport toward 
high latitude. Some particle maybe trapped at high latitude and then be scattered 
back. These particle orbits are termed as Shabansky orbits [Shabansky, 1971]. 
Particle trajectories inside the magnetosphere can be grouped into three classes: 
bouncing around the equator (trapped), going through Shabansky orbit or being ele­
vated at dayside, and lost. Characterizing these three types of particle trajectory and 
their dependence on solar wind conditions can help understand the trapping and loss 
of energetic particles in the radiation belt. We developed 3D test-particle tracing 
codes to investigate particle transport in global M H D model magnetosphere. In the 
code, protons are traced with full-motion and electrons are traced with guiding-
center approximation. In this paper, we lay out the framework of studying the trap­
ping and lost regions systematically and effects of the enhancement of the solar wind 
velocity on these regions. We derived the so-called Shabansky Orbit Accessibility 
Map (SOAM) for both electrons and protons to visualize the three orbital character­
istic regions as a function of the particle's initial position and pitch angle inside 
quiet-time magnetosphere. 

1. INTRODUCTION 

Because of its potentially hazardous space environment 
effects on space systems, the radiation belt (RB) has been a 
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key subject of studies in space physics. Understanding the 
transport of energetic RB particles is important in character­
izing the radiation belt. In situ measurements have revealed 
that the cusp is a region of weak or depressed magnetic field 
[e.g. Fung et al, 1997]. The presence of a local magnetic 
field minimum in the outer cusp can lead to off-equator 
transports along the Shabansky orbit [Shabansky 1971]. 
Therefore, particle trajectories inside the magnetosphere can 
be grouped into three classes: (a) bouncing around the equa­
tor (fully-trapped); (b) going through Shabansky orbit or 
significantly gaining latitudes on the dayside (Shabansky-
orbit); and (c) being lost. 

Recent studies [Sheldon et al, 1998; Chen et al, 1998; 
Trattner et al, 2001] led to a controversy regarding the role 
of the cusp in producing radiation belt particles. Sheldon 
et al [1998] reported the trapping of the energetic electrons 
(30 keV to ~2 MeV) in the outer cusp region and suggested 
the possible diffusive filling of the electron radiation belts 
from the cusp. Chen et al [1998] reported cusp energetic 
particle (CEP) (several hundred keV ions) events and 
suggested that the cusp region can be a major particle 
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acceleration region of the magnetosphere. But, the accelera­
tion mechanism is not identified. Trattner et al. [2001] 
provided an alternative explanation that the cusp energetic 
particles (up to several hundred keV ions) might be acceler­
ated at the quasi-parallel bow shock, then transported down­
stream and enter the cusp along newly reconnected field lines 
or some other entry mechanism. For ions with energy above 
150keV/e, the magnetosphere itself might circulate these 
particles to the cusp through Shabansky orbit. In order to 
understand the populating of the cusp with energetic parti­
cles, we need first to understand the circulation of energetic 
particles in the magnetosphere. We intended in this paper 
not to discuss about the cusp or shock region acceleration, 
but rather to characterize the three types of trajectory of 
magnetospheric particles and quantify the accessibility 
of Shabansky orbit. 

At present, a number of particle-tracing based radiation 
belt models exist [Li et al, 1993, Elkington et al, 2002]. 
These test particle-based radiation belt models trace particles 
either in an empirical magnetospheric model or in a 2D cut-
plane from global MHD simulations. For relativistic elec­
trons, off-equatorial transport was neglected. These models 
are not applicable to studying the accessibility of high lati­
tude regions by magnetospheric particles. On the other hand, 
Delcourt and Sauvaud [1999] focused on the 3D transport of 
energetic protons in an empirical magnetic field model and 
demonstrated the populating of the cusp and boundary layers 
by energetic (hundreds of keV) equatorial particles (mainly 
protons). But it is not clear what the dependence on the ini­
tial launching location and pitch angle is for particles being 
able to access the dayside high latitude region. Therefore, we 
still do not have a clear picture about classifying the three 
types of particle trajectory. 

Recently, we developed a 3D particle tracing code to trace 
energetic particles in Lyon-Fedder-Mobbary (LFM) global 
MHD model [Fedder et al, 1995]. The global MHD model 
provides the particle tracing code with self-consistent electric 
and magnetic (EM) fields in the magnetosphere. In this 
paper, we show that by tracing a limited number of test par­
ticles from different locations and initial pitch angles, we can 
obtain the so-called Shabansky Orbit Accessibility Map 
(SOAM), with which we can study the grouping of the three 
types of particle trajectory. In this paper, we focused on the 
3D transport of radiation belt particles inside the quiet-time 
magnetosphere formed with constant northward IMF. 

In following sections, we first introduce our model of RB 
particle transport and validations of the codes. Then, using 
the model, three types of particle trajectory in the magnetos­
phere are identified for both energetic electrons and protons. 
SOAMs are constructed to understand the dependence of 
trapping, Shabansky-orbit and lost of the energetic particles 

on the initial launching location and pitch angle during 
different constant solar wind speeds. 

2. SIMULATION MODELS 

2.1. Overall Architecture of the Particle Transport Model 

The newly developed radiation belt particle transport 
model utilizes the Lyon-Fedder-Mobbary (LFM) global 
MHD model [Fedder et al, 1995] to provide EM fields in 
the magnetosphere and a 3D relativistic particle tracing 
code to study the spatial-temporal evolution of energetic RB 
electrons and protons in an evolving magnetosphere. 

2.2. Global MHD Model 

The electric and magnetic fields used to feed the 3D parti­
cle tracing code are taken from the LFM global MHD model 
[Fedder et al, 1995; Guzdar et al, 2001]. The core module 
of the LFM model is a three dimensional code that solves the 
ideal MHD equations in a conservative form. These equa­
tions are discretized and solved on a cylindrical staggered 
mesh, typically 60 R E in radius and 330 R E long, containing 
the solar wind and the magnetosphere. A spider web type 
computational grid places maximal resolution (0.2 to 0.4 R E ) 
on physically critical locations such as the bow-shock region 
and the inner magnetosphere. The code uses diffuse solar 
wind matching conditions along the outer edges of the com­
putational domain. This permits time dependent solar wind 
parameters as input conditions. A simple supersonic outflow 
condition is used in the outer anti-solar boundary. The inner 
boundary is located on a geocentric sphere of radius 3 R E , 
where the magnetospheric solution is matched to the solution 
of the ionospheric module. The ionospheric module repre­
sents the ionosphere and its coupling to the magnetosphere 
and solves a 2D height-integrated electrostatic potential 
equation. 

2.3. 3-D Particle Tracing Models 

Because the gyro-radius of energetic (a few hundred keV 
to MeV) electrons and protons in the Earth's magnetosphere 
differs by orders of magnitude, we developed different algo­
rithms to trace motions of energetic electrons and protons. 
Namely, protons are traced with full motion and electrons are 
traced with guiding-center approximation. 

2.3.1. Full momentum tracing for relativistic protons. 
Delcourt and Sauvaud [1999] show that for relativistic 
protons, full-momentum tracing is needed because in the 
compressed inner magnetotail and dayside cusp region, 
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the ratio between the gyro-radius of energetic (several hun­
dred keV) protons and the gradient and curvature scale of the 
local magnetic field (sr = max(| pV(ln B)\,\pb • Vb\)) is large 
so that the magnetic moment (first adiabatic invariant) is not 
conserved. Typical criterion for the conservation of the first 
adiabatic invariant is er < 0.187 [Chirikov, 1987]. For exam­
ple, for a 500 keV proton with 90 degree pitch angle, the 
gyro-radius is about 0.32 R E in a typical magnetic field of 
magnitude 50 nT at X — 7 . 5 R E inside the magnetosphere. 
Local gradient scale and curvature scale can be <0.6 Re, 
resulting sr > 0.53 so that the magnetic moment is not con­
served. Therefore, we trace the energetic proton by solving 
the full motion equations: 

d(ym V)/dt = q[E + VxB] 

d(ym c2)/dt = qV *E 

(1) 

(2) 

where y =1/ y]l-(V I cf, V is the particle velocity. 
The numerical scheme used to integrate the motion is sim­

ilar to those used in particle codes [Birdsall and Langdon, 
1991], namely a time-centered leap-frog scheme. Particle 
velocity (Vn±l/2) is defined at half time step and 
particle position (fn±l) is defined at integer time step. 

Let u=yV and consequently (y)2 = 1 + (u/c)2, the motion 
equation can be written in the discretized form as 

- n + l / 2 „-?w-l/2 = ^ [E" + - L (S»+1/2 + u-1'2) x B" ] (3) 
m 2y" 

Here, the velocity in the VxB term of equation (1) is 
treated with the Crank-Nicholson method. By rearranging 
Equation (3) and assuming un~l/2, En, Bn, and yn~V2 are 
known, we get equation (4) for un+1/2 : 

(un+V2 + (q8tlm)(U2yn)Bn xun+l12) 

= un~l/2 + (q8t/m)[En + (l/2yn)un-l/2 x Bn] 
(4) 

which can be easily solved with a linear equation 
solver. The particle position can be updated with 
fn+l = fn + Vn+1,2St = rn + un+l/28t/yn+l/2. The advancing 

time step is about 1/180 of proton gyration period. 

2.3.2. Guiding-Center approximation for relativistic 
electrons. To trace energetic electrons using guiding-center 
approximation, we need to ensure that fields vary slowly in 
both space and time when compared to the particle's gyro-
radius and gyro-period, or that the first adiabatic invariant is 
conserved. The MHD wave field varying time scale is on the 

order of second, which is much larger than the gyro-period of 
electrons, typically can be 0.001 second. The spatial criterion 
for the conservation of the first adiabatic invariant is given by 
sr < 0.187. As an example, the gyro-radius of MeV electron 
in 50 nT magnetic field is 0.015 R E and the MHD simulation 
magnetic field variation scale is larger than 0.2 R E (smallest 
grid resolution). This implies that in the absence of 
VLF higher frequency waves the first adiabatic invariant 
of relativistic electrons are mostly conserved in the inner 
magnetosphere. 

The guiding-center motions of relativistic electrons are 
given by [Northrop, 1963]: 

d{ymeV)ldt = -e[E + V xB]-MVB/y 

d(ymec2) 
dt 

= -eVn 

P M dB 
>E + —, 

y dt 

(5) 

(6) 

where M = P ±

2 /(2meB) and y = \/^\-{V/cf. Here Vg is 
the electron guiding-center velocity, V is the magnitude of 
the electron velocity, and PL is the electron momentum 
perpendicular to the local magnetic field. 

Equation (5) differs from the guiding-center motion equa­
tion presented in Northrop [1963] (Equation 1.12 in Northrop 
[1963]) with gamma factor being added to account for rela­
tivistic effects. As noted in Northrop [1963], Equation (5) is 
the most original guiding center motion equation. The guiding 
center velocity equations for parallel and perpendicular com­
ponents, which consist of E x B, gradient, curvature and par­
allel drift, can be derived from Equation (5) following 
procedures similar to those in Northrop [1963]. The advan­
tage of using Equation (5) to describe the guiding center 
motion is that the parallel and perpendicular guiding center 
velocity is treated as an integrated entity and we don't 
need to project the velocity to the magnetic field back and 
forth during the calculation, which can otherwise be sources 
of numerical errors. Equation (6) has been averaged over elec­
tron gyro-period and is valid when EJB « c (c is the speed 
of light), which is true for the electric field of MHD origin. 

The numerical scheme used to integrate the guiding-center 
motion equation is again time-centered leap-frog scheme. 
The particle guiding-center velocity ( F g

n ± 1 / 2 ) is defined at 
half time step and the particle position (fn±l) is defined at 
integer time step. 

Similarly, let ug -yVg, the guiding-center motion equation 
(6) can be discretized as 

un

g

+l/2 -un

g~l/2 =-(8t/me)(M/yn)VBn 

-(e8t/me)[En + (1/2yn)(un

g

+l/2 + r 1 / 2 ) x F ] 
(7) 
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Here, the guiding velocity in the Vg x B term in Equation (6) 
is treated with Crank-Nicholson method. Rearranging 
Equation (11), we can get the equation about ug

+V2 : 

un

g

+V2 -(e8t/me)(l/2yn)Bn xun

g

+l/2 =un

g-y2 

i < 8 ) 

-(e8t/me)[En +—-un

g~V2 x Bn]-(8t / me)(M / yn)VBn 

2yn 

which can be easily solved. Once u n

g

y i is solved, the 
particle guiding-center position can be updated with 

= fg

n + Vg

n+V28t = rg

n + un

g

+l/28t/yn+l/2. The advancing 
time step is adaptive and adjusted according to the parallel 
velocity along the magnetic field line. 

2.3.3. Interpolation of MHD EM field and code validation. 
There can be two sources of error: the error originated form 
the numerical schemes used to integrate the particle motion 
equations and the error originated from further interpolation 
of the MHD field value to the particle location. Global MHD 
simulation outputs provide the EM field on the grid cells. We 
need to interpolate EM field to the particle location. For elec­
tric field, simple eight-point linear interpolation is used. For 
magnetic field, two kinds of interpolation have been tested: 
(a) interpolate and get the perturbed field at the particle loca­
tion and then add the dipole field value back; (b) simple 
eight-point interpolation of the B field on the MHD grid. 

Here, we present some results to benchmark the 3D particle-
tracing codes. We traced particles with different initial 
energy, pitch angle and L, in a dipole field with no electric 
field. We tested the two interpolation schemes mentioned 
above. Scenario (a) essentially uses a smooth dipole field in 
our testing case and helps understand the error originated 
from the integration scheme. Scenario (b) is used to under­
stand the error from the linear interpolation. 

For relativistic protons, the particle motion is followed one 
complete circuit in local time with the full-motion tracing 
scheme. The error between initial and final energy is zero, as 
has been shown in Birdsall and Langdon [1991] that the trac­
ing scheme conserves the particle energy. The relative errors 
between the initial and final values of the first, second adia­
batic invariants are recorded. The first adiabatic invariant M 
is gyro-period-averaged to remove the first-order gyro­
frequency variation in the instant value of M (due to the field 
inhomogeneity). The second adiabatic invariant is calculated 
with the integral J = (j) pf/ds over full bounces during the 
tracing. For 90 degree pitch angle particle, we use the maxi­
mum off-equator deviation in Z as the error measure. Table 1 
summarizes our results. In general, the numerical scheme of 
motion equation integration conserves M and J within 0.05% 
in scenario (a) and within 0.5% in scenario (b). Scenario (a) 
performs better than scenario (b). 

Table 1. Relative errors with the tracing code for 20- and 500-keV 
protons with 45 and 90 degree pitch angle at L = 5 and 10 in a 
dipole field using interpolation scheme (a) interpolation of the 
perturbed field; (b) interpolation of magnetic field directly. M and J 
denote the first and second adiabatic invariant. Subscripts 0 and f 
denote the initial and final (after one orbit around the Earth) values. 
For 90 degree pitch angle particle, the error | Z | m a x is listed. 

Mf-M0 Mf-M0 df d0 df dQ 

M 0 M 0 Jo Jo 

E 0 
Equ in in or | Z | m a x Or | Z | m a x 

L keV p. a. (a) (b) in (a) in(b) 

5 20 90 4.4 x 10~5 1.6 x 10- 4 10- 9 Re 10" 5 Re 
5 20 45 2.3 x 10" 6 1.6 x 10- 3 <10~ 6 4 x 10~4 

10 20 90 8.7 x 10- 5 3.9 x 10- 4 10" 9 Re 10- 6 Re 
10 20 45 3.0 x 10- 6 4.5 x 10" 3 <io-6 2 x 10- 4 

5 500 90 1.6 x 10- 6 1.3 x 10" 5 10- 9 Re 10- 7 Re 
5 500 45 3.4 x 10- 4 4.0 x 10" 3 6 x 10- 6 5 x 10- 4 

10 500 90 <10~ 6 8.8 x 10- 4 10- 9 Re 10- 6 Re 
10 500 45 1.8 x 10" 4 1.2 x 10- 3 2 x 10- 5 3 x 10" 4 

For relativistic electrons, the motion is similarly followed 
with the guiding-center tracing scheme (see section 2.3.2). 
The first adiabatic invariant is always conserved. The energy 
is also conserved throughout the tracing. Table 2 summarizes 
results. In general, the numerical scheme of integrating 
guiding-center motion equation conserves second adiabatic 
invariant J within 0.05% in scenario (a) and within 0.7% in 
scenario (b). Again, scenario (a) performs better than sce­
nario (b). In actual simulations for both electrons and pro­
tons, we use the interpolation scheme (a) and only interpolate 
the perturbed magnetic field. 

In the MHD simulation, the inner boundary is located on 
a geocentric sphere of radius 3 R E . When particles go across 

Table 2. Relative errors with the tracing code for 50- and 1000-keV 
electrons with 45 and 90 degree pitch angle at L = 5 and 10 in a 
dipole field using interpolation scheme (a) interpolation of the 
perturbed field; (b) interpolation of magnetic field directly. See 
Table 1 caption for further info. 

E 0 , Equ. 

df Lq df do 

L keV p. a. or | Z | m a x in (a) or | Z | m a x in (b) 

5 50 90 6.3 x 10- 8 Re 9.3 x 10- 4 Re 
5 50 45 <10" 6 2.8 x 10- 3 

10 50 90 1.3 x 10- 7 Re 6.6 x 10- 5 Re 
10 50 45 <10~ 6 2.0 x 10" 3 

5 1000 90 6.3 x 10- 8 Re 1.2 x 10 - 4 Re 
5 1000 45 <10~ 6 6.3 x 10~3 

10 1000 90 1.3 x 10- 8 Re 2.7 x 10- 7 Re 
10 1000 45 4.6 x 10~4 6.0 x 10- 4 
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this boundary and enter the inner region, dipole field is 
switched on and the electric field is assumed to be zero. We 
also note that the co-rotation electric field is not included in 
the simulation since it has little effects on energetic particles 
for L > 6 regions. On the other hand, when particles are trans­
ported to the flank or magnetopause and meet the magnetic 
field line with invalid mirroring condition (i.e. open field 
lines), these particles will be transported away and hit the 
simulation outer boundary. When the particle exits the outer 
boundary, we mark the particle as being lost. 

3. THREE TYPES OF PARTICLE TRAJECTORY IN 
THE MAGNETOSPHERE 

The tracing codes were applied to identify the typical tra­
jectories of energetic protons and electrons in a quiet-time 
Earth's magnetosphere. In this case, a steady state model 
magnetosphere is formed with a constant northward 
IMF = 5nT, solar wind velocity = 400 km/s, density = 5 /cc, 
and thermal speed = 40 km/s. The ionospheric conductivity 
= 5 mho. This idealized quiet-time magnetosphere has been 
studied by Guzdar et al. [2001]. Some features of the quiet-
time magnetosphere are: the closed magnetotail length is 
around X = - 3 8 R E in the north-south plane; presence of cusp 
region reconnection consistent with Kessel et al. [1995]; 
four-cell ionospheric convection pattern consistent with 
Kennel [1985]; the ionospheric cross polar cap potential is 
around 8 kV; and the magnetospheric electric field is weak 
(<0.04 mV/m at geosynchronous orbit in the equatorial 
plane). The ionospheric four-cell potential pattern and the 
associated equipotentials in the equator simulated from the 
global MHD model [Guzdar et al, 2001] are consistent with 
the empirical models based on observations [Kennel, 1995]. 

Plate 1 shows three types of trajectory, namely trapped, 
Shabansky-orbit, and lost, for energetic protons inside the 
steady state magnetosphere. The protons are launched at the 
night side along SM X axis. Plate 1A shows the trajectories 
of trapped protons. An 80 keV proton (white trace) launched 
from X = - 6 R E with 90 degree equatorial pitch angle drifts 
clockwise and remains in the equatorial plane (perturbations 
in Z within 0.002 R E ) . The blue trace represents orbit of an 
80 keV proton launched at x = - 8 R E with initial pitch angle 
45 degree. It shows that the proton bounces around the 
equator while drifting clockwisely. Figure 1A shows conser­
vation of the second adiabatic invariant vs. azimuthal angle 
along particle trajectory for protons in Plate 1 A. 

Plate IB shows a 500 keV proton with 67.5 degree initial 
equatorial pitch angle executing the Shabansky orbit. Due to 
the existence of the cusp magnetic field minimum, the proton 
moves off toward high latitudes, instead of bouncing around 
the equator, and is trapped at high latitudes for a while. Then, 
the particle falls back to bouncing around the equator after 
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Figure 1. (A): The second adiabatic invariant vs. azimuthal angle for 
the trapped protons in Plate la. (B): Details for the particle experi­
encing Shabansky orbit in Plate lb. In (B), top panel shows the 
evolution of the gyro-phase averaged latitude along the particle 
trajectory; second panel shows the gyro-phase averaged first adia­
batic invariant along the particle trajectory; third panel shows the 
gyro-phase averaged magnetic field magnitude along the particle tra­
jectory; bottom panel shows the second adiabatic invariant vs. time. 

passing the dayside sector. To have a better understanding 
about the details of the proton executing Shabansky orbit, the 
evolutions of the first and second adiabatic invariants are 
shown in Figure IB. The top panel in Figure IB shows the 
evolution of the gyro-phase averaged latitude along the parti­
cle trajectory. The vertical dashed lines indicate when the 
particle goes through high-latitude region. The second panel 
in Figure IB shows the evolution of the first adiabatic invariant 
M. The first adiabatic invariant is again gyro-phase averaged. 
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A 

B C 

Plate 1. Three types of proton motion trace in steady state magnetosphere with northward IMF. The protons are launched at the night 
side along SM X axis. (A) White trace: orbit of an 80 keV proton launched from X = - 6 Re with pitch angle = 90 degree. Blue trace: 
orbit of an 80 keV proton launched at x = - 8 Re with pitch angle = 45 degree. The background is the log of the density on the 
Z = - 5 R E plane. The red lines are the last closed field lines of the magnetosphere. The X, Y, and Z axis' are in SM coordinate. Ticks 
on the axis are 5 Re apart. (B) 500 keV proton trajectory launched at X = -10.0 Re with pitch angle = 67.5 degree, showing that the 
proton experiences Shabansky orbit. (C) 500 keV proton trajectory launched at X = -11.6 Re with pitch angle = 75 degree, showing 
the proton being lost. 
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A 

Plate 2. Typical trajectories for 1 MeV electrons launched from the night side inside a steady state magnetosphere. (A) Blue trace: 
orbit of 1 MeV electron launched at X = - 8 R E , pitch angle = 45 degree. White trace: orbit of 1 MeV electron launched at X = - 6 R E , 
pitch angle = 90 degree. The red lines, background and axis's are defined the same as those in Plate la. (B) electron launched at 
X = -11.0 Re, pitch angle = 55 degree, showing that the electron experiences Shanbansky orbit. (C) electron launched at X = -12.1 Re, 
pitch angle = 65 degree, showing the electron being lost. 
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We can see that the first adiabatic invariant is not conserved 
at the high latitude region and when the proton falls off to 
bouncing around the equator at the dayside, the first adiabatic 
invariant changes from 11800eV/nT to HOOOeV/nT. The 
third panel in Figure IB shows the evolution of the gyro-
phase averaged magnetic field strength experienced by the 
proton and further illustrates the violation of the first adia­
batic invariant in the high latitude region. The maximum 
magnetic field strength at the mirroring point (marked with 
horizontal lines) changes from 42.5 nT to 45.5 nT when the 
particle passes the high-latitude region. The bottom panel in 
Figure IB shows the varying of the second adiabatic invari­
ant (from 6 . 5 x l 0 " 1 3 t o 8 . 3 x l O - 1 3 kgm 2/s) when the proton 
goes through the high latitude region. Note the second adia­
batic invariant is calculated by integrating over full bounces 
which are identified with the particle parallel velocity chang­
ing from - to + (start), + to - and - to + (end) in the simulation. 
Since local field curvature in the cusp region is comparable 
to the proton gyro-radius, the first and second adiabatic 
invariants are not conserved [Young et al, 2002]. The viola­
tion of the first and second adiabatic invariants as the ener­
getic proton going through Shabansky orbit was previously 
shown by Delcourt and Sauvaud [1999]. Plate lc shows a 
500 keV proton trajectory experiencing loss. 

Plate 2 shows three types of trajectory for RB electrons 
traced inside the same steady state magnetosphere. Plate 2A 
shows that the electrons are stably trapped around the equa­
tor and drift counter-clockwise around the Earth. Plate 2B 
shows the trajectory of lMeV electron experiencing the 
Shabansky orbit. Plate 2C shows the trajectory of an electron 
being lost. Top panel of Figure 2 shows evolutions of the sec­
ond adiabatic invariant for the trapped electrons in Plate 2A 
and the Shabansky-orbit electron in Plate 2B. For the trapped 
electrons, the second adiabatic invariant is conserved. For the 
Shabansky-orbit electron, the second adiabatic invariant 
changes to a lower value in the high latitude region and 
returns to initial value after falling back to bouncing around 
the equator at the dayside. In the guiding-center tracing, the 
first adiabatic invariant is conserved and the maximum mag­
netic field magnitude along the particle trajectory should be 
constant. This is illustrated in the second panel of Figure 7 
To understand the origin of the Shabansky orbit, the magnetic 
field magnitude along two magnetic field lines threading 
through the electron trajectory are plotted in the bottom 
panel of Figure 2. The electron is originally trapped around 
the equator in the potential well formed on the field line (1). 
The appearance of two field-strength minimums along the 
field line (2) and the increased equatorial magnetic field 
magnitude (larger than the field-strength at the electron 
mirroring point) cause the violation of the second adiabatic 
invariant. The electron is transported to the high latitude and 
trapped in the upper part of the field line (2). But, after 
the electron exits being trapped at the high-latitude region, 
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Figure 2. Top panel: the second adiabatic invariant vs. azimuthal 
angle for electrons in Plate 2a, b. Middle panel: The magnetic field 
magnitude along the trajectory of the electron experiencing 
Shabansky orbit (see Plate 2b). Bottom panel: showing changes in 
the magnetic field configuration when electron transits from being 
equatorially trapped to being trapped at high latitude. The magnetic 
field magnitude along two magnetic field lines threading through 
the electron trajectory are plotted. The horizontal dashed line at 
|B| = 40.3 nT indicates the mirroring point. Square diamonds mark 
mirroring points along each magnetic field line. 

the second adiabatic invariant returns to its initial value. In 
this sense, it is conserved. These results are consistent with 
p ^ r W p i c t u r e depicted in Shabansky [1971]. 

4. SHABANSKY ORBIT ACCESSIBILITY MAP 

By tracing particle trajectories, we can determine the fate 
of a particle (trapped, Shabansky-orbit, or lost) as function of 
initial position and equatorial pitch-angle of the particle. We 
introduce in this section the Shabansky Orbit Accessibility 
Map (SOAM) to determine the accessibility of the trapping, 
Shabansky-orbit and lost regions for particles originated 
from the tail. Plate 3A illustrates the configuration we used 
to derive the SOAM. In Plate 3A, pink dots along the X axis 
(from X = - 6 to -14 Re) on the night side represent initial 
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positions of energetic particles being launched. The black 
lines on the dayside form two planar boundaries of a 3D 
sector (-45 degree < azimuthal angle < 45 degree), inside 
which we sum and average the latitude of the energetic pro­
tons. Here, 0 degree azimuth is along the sun-Earth line 
toward the sun. For electrons, the sector is smaller with 
-22.5 degree < azimuthal angle < 22.5 degree. Particles are 
initially launched every 0.1 R E along the night X axis with 
pitch angle varying from 90 to 10 degree in 2.5 degree incre­
ment. Particles experiencing Shabansky orbit are transported 
either above or below the magnetic equator. When construct­
ing the SOAM, we use the absolute value of the average 
latitude in the dayside sector. 

We first construct the SOAM for a quiet-time magneto­
sphere with northward IMF as described in section 3. Top 
panel of Plate 3B shows the corresponding noon-midnight 
plane of the quiet-time model magnetosphere. We refer to 
this configuration as magnetosphere A. Plate 4A and 4B 
show SOAMs we derived for 500 keV protons and lMeV 
electrons initially launched along the X axis (X = - 6 to -14 Re) 
down the tail, respectively. 

The SOAM shows the average dayside latitude vs. initial 
launching position and equatorial pitch angle of energetic 
particles. If the particle experiences bounce motion about 
the equator, then the average latitude = 0. The white region 
in the SOAM denotes the part of phase space from which 
particles will be lost. The colored region between the trap­
ping and the lost region is the Shabansky-orbit region. From 
the SOAM, we can infer the average dayside latitude attained 
by a Shabansky-orbit particle. For example, a 500 keV proton 
launched at X = -10.1 R E with 67.5 degree pitch angle have 
an average latitude of 50 degree on the dayside; a 1 MeV 
electron launched at X = -11 .8 R E with a pitch angle of 
55 degree can have 55 degree in latitude. 

We can see from Plate 4A and 4B that the overall structure 
of SOAMs for energetic electrons and protons are similar. 
Both maps show that particles with all pitch angles launched 
from X > - 8 R E along the tail X axis will be stably trapped 
around the equator. The Shabansky-orbit region has a con­
caved decaying slope. The general trend is that the electrons 
or protons launched further down the tail and with larger 
pitch angle are more susceptible to be transported to the 
Shabansky orbit on the dayside or to be lost. The initial 
launching position dependence of dividing the trapping, 
Shabansky-orbit, and lost regions can be explained by the 
fact that particles with same pitch angle launched further 
down the tail drift in larger geocentric radius and have easier 
access to the Shabansky -orbit or magnetopause regions. The 
pitch-angle dependence of dividing the three regions can be 
understood through the effect of drift-shell splitting accord­
ing to Roederer [1970]. Due to the day-night asymmetry 
of the Earth's magnetic field, the particle drift orbits are 
pitch-angle dependent or disperse radially for different 

pitch-angles. In general, for particles launched from the same 
location down the tail, the larger the pitch angle the larger is 
the geocentric radius of the particle orbit intersected with the 
equator on the dayside. Roederer [1970] uses the first two 
adiabatic invariants of particles, namely the magnetic moment 
and the parallel motion integral, to explain the drift-shell 
splitting and didn't consider the effect of the Shabansky orbit. 
After taking the Shabansky orbit into account, there appears 
a transition region in SOAM. But the general trend in SOAM 
can still be explained by drift-shell splitting. 

We can still see significant differences in fine structures 
between the SOAM of energetic electrons and that of protons 
in Plate 4 A, B. The transition regions of trapping, Shabansky-
orbit and lost for high energy protons in SOAM are more 
sporadic (or chaotic) and mixed than those of electrons. At 
high field line curvature regions, e.g. night side compressed 
inner tail and dayside high latitude cusp regions, the gyro-
radius of the energetic protons is comparable to the field line 
curvature. In these regions, energetic protons suffer scatter­
ings of the first and second adiabatic invariants [Young et al, 
2002]. These scatterings, coupled with effects of drift shell 
splitting, move particles chaotically to different orbits, which 
in turn is shown in the chaotic transition region in SOAM. 
Numerical discretization errors can also contribute to the 
complexity in the SOAM of energetic protons. On the other 
hand, the electron gyro-radius is much smaller than the field 
line curvature and transition region is smoother. 

We also derived the SOAMs for protons and electrons 
in a more compressed magnetosphere to assess their depen­
dences on the solar wind speed. The magnetosphere is driven 
with solar wind speed = 600 km/sec, IMF Bz = 5 nT and 
density = 5 /cc. This steady state magnetosphere is called 
magnetosphere B. Bottom panel of Plate 3B shows the corre­
sponding noon-midnight plane configuration of the magne­
tosphere. The magnetotail in this case extends to X = -48 R E 

and is more stretched. The current sheet is more compressed 
and moves closer to Earth. Plate 4C and 4D show the SOAMs 
for 500 keV protons and 1 MeV electrons, respectively. As 
we can see, there still exist three regions, namely trapping, 
Shabansky-orbit and lost regions. Higher solar wind velocity, 
however, causes the Shabansky-orbit region to move closer to 
Earth. In order to be stably trapped for all pitch angles, both 
electrons and protons need to be launched from X > -6.8 R E 

along the tail X axis. In Plate 4C, there is a truncation region 
at initial launching X < -12 Re. In this region, the trapping 
and Shabansky-orbit regions are truncated and most protons 
will become lost. The appearance of the truncation region can 
be attributed to two factors. (1) In a more compressed tail, the 
cross tail drift velocity (in Y direction) of the proton is larger 
which moves the proton closer to the magnetopause on the 
flank and makes it easier to be lost. (2) in regions of high 
field line curvature, i.e. in a more compressed tail at mid­
night, the gyrophase-dependent scatterings of the first 
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A 

Plate 3. (A) Illustration of deriving SOAM. (B) View in the north-south plane of the magnetosphere with northward IMF. Red and 
white lines are the closed, open magnetic field lines, respectively. The background is the log of density. X, Z axis' point toward the 
sun and north, respectively. The magnetosphere is driven with northward IMF = 5 nT, and (top panel in B) velocity = 400 km/s; 
(bottom panel in B) velocity = 600 km/s. 
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Plate 4. SOAM derived for 500 KeV protons and 1 MeV electrons in steady state magnetosphere. In all panels: the horizontal axis 
and vertical axis are the initial launching location down the tail and equatorial pitch angle, respectively. The color map is the average 
elevated latitude at the dayside. Panel (A): SOAM for 500 KeV protons and Panel (B): SOAM for 1 MeV electrons in magnetosphere 
A driven with SW velocity = 400 km/s (see top panel in Plate 4B); Panel (C): SOAM for 500 KeV protons and Panel (D): SOAM for 
1 MeV electrons in magnetosphere B driven with SW velocity = 600 km/s (see bottom panel in Plate 4B). 
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and second invariants are prominent [Young et al., 2002]. 
These scatterings can move particles chaotically to different 
orbits during their drifts to the noon regions and the trunca­
tion region (X < -12 R E ) in Plate 4c looks mixed. 

5. SUMMARY 

We present a model to simulate the 3D trasport of magne­
tospheric energetic particles. The model combines a global 
MHD model and 3D particle tracing codes. Energetic protons 
are traced with full motion and electrons are traced with guid­
ing-center approximation. Using the computational model, we 
identified three types of particle trajectory, namely trapped, 
Shabansky-orbit and lost, in a quiet-time magnetosphere. We 
also derived Shabansky Orbit Accessibility Map (SOAM) for 
both energetic electrons and protons inside a quiet-time mag­
netosphere with northward IMF to quantify the dependence of 
the three regions on the initial launching position and pitch 
angle. The general trend is that energetic electrons or protons 
launched further down the tail and with larger pitch angle are 
more susceptible to the Shabansky orbit on the dayside or to be 
lost. The transition from trapping to Shabansky-orbit and to the 
lost region for energetic protons is more sporadic and mixed 
than those for electrons. This is mainly due to the much larger 
gyro-radii of protons. We also derived the SOAMs in a more 
compressed quiet-time magnetosphere, in which the stretching 
of the tail causes the Shabansky-orbit region to move closer to 
Earth. Combining 3D particle tracing and global MHD simu­
lation provides an integrated view of 3D energetic particle 
transport inside Earth's magnetosphere. 

In the current computational model, atmospheric loss cone 
is not included. The SOAM will be affected in the bottom 
part below pitch angle = 1 0 degree if the loss-cone effects 
are included. Future work will be to study dependence of 
SOAMs on multi-parameters of the solar wind conditions 
and during magnetic storm and substorm events, and the 
populating the cusp by energetic particles. 
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