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PREFACE

Epigenetics is considered by many to be the “new genetics” because many biological 
processes are controlled not through gene mutations, but rather through reversible and 
heritable epigenetic phenomena ranging from DNA methylation to histone modiications 
to prions. Epigenetic processes occur in diverse organisms and control a vast array of 
biological functions, such as tissue/organ regeneration, X-chromosome inactivation, stem 
cell differentiation, genomic imprinting, and aging. Epigenetic aberrations underlie many 
diseases, including cancer and disorders of the immune, endocrine, and nervous systems; 
clinical intervention is already in place for some of these disorders and many novel 
epigenetic therapies are likely on the horizon.

Handbook of Epigenetics: The New Molecular and Medical Genetics is the irst comprehensive 
analysis of epigenetics, and summarizes recent advances in this intriguing ield of study. This 
book will interest students and researchers in both academics and industry by illuminating 
the evolution of epigenetics, the epigenetic basis of normal and pathological processes, and 
the practical applications of epigenetics in research and therapeutics.
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CHAPTER

Epigenetics: The New 
Science of Genetics
Trygve O. Tollefsbol1,2,3,4,5

1Department of Biology, University of Alabama at Birmingham, AL 35294
2Center for Aging, University of Alabama at Birmingham, AL 35294
3Comprehensive Cancer Center, University of Alabama at Birmingham, AL 35294
4Nutrition Obesity Research Center, University of Alabama at Birmingham, AL 35294
5Comprehensive Diabetes Center, University of Alabama at Birmingham, AL 35294, USA

INTRODUCTION

The term epigenetics was irst introduced in 1942 by Conrad Waddington and was deined 
as the causal interactions between genes and their products that allow for phenotypic 
expression [1]. This term has now been somewhat redeined and although there are many 
variants of the deinition of this term today, a consensus deinition is that epigenetics is the 
collective heritable changes in phenotype due to processes that arise independent of primary 
DNA sequence. This heritability of epigenetic information was for many years thought to 
be limited to cellular divisions. However, it is now apparent that epigenetic processes can 
be transferred in organisms from one generation to another [2–3]. This phenomenon was 
irst described in plants [4] and has been expanded to include yeast, Drosophila, mouse and, 
possibly, humans [5–7].

THE BASICS OF DNA METHYLATION AND HISTONE 
MODIFICATIONS

In most eukaryotes DNA methylation, the most studied of epigenetic processes, consists of 
transfer of a methyl moiety from S-adenosylmethionine (SAM) to the 5-position of cytosines 
in certain CpG dinucleotides. This important transfer reaction is catalyzed by the DNA 
methyltransferases (DNMTs). The three major DNMTs are DNMT1, 3A and 3B and DNMT1 
catalyzes what is referred to as maintenance methylation that occurs during each cellular 
replication as the DNA is duplicated. The other major DNMTs, 3A and 3B, are known more 
for their relatively higher de novo methylation activity where new 5-methylcytosines are 
introduced in the genome at sites that were not previously methylated. The most signiicant 
aspect of DNA methylation, which can also inluence such processes as X chromosome 
inactivation and cellular differentiation, is its effects on gene expression. In general, the  
more methylated a gene regulatory region, the more likely it is that the gene activity will 
become down-regulated and vice versa although there are some notable exceptions to this 
dogma [8]. Chapter 2 of this book reviews the mechanisms of DNA methylation, methyl-CpG  
recognition and demethylation in mammals. Recent advances have highlighted important 
roles of UHRF1 and DNMT3L that are required for maintenance and de novo methylation, 
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respectively, and the potential inclusion of 5-hydroxymethylcytosine with 5-methylcytosine 
in expressing the impact of DNA methylation on the genome.

Chromatin changes are another central epigenetic process that have an impact not only on 
gene expression, but also many other biological processes. Posttranslational modiications of 
histones such as acetylation and methylation occur in a site-speciic manner that inluences 
the binding and activities of other proteins that inluence gene regulation. The histone 
acetyltransferases (HATs) catalyze histone acetylation and the histone deacetylases (HDACs) 
result in removal of acetyl groups from key histones that comprise the chromatin. These 
modiications can occur at numerous sties in the histones and are most common in the 
amino terminal regions of these proteins as reviewed in Chapter 3. In general, increased 
histone acetylation is associated with greater gene activity and vice versa. By contrast, 
methylation of histones has variable effects on gene activity where lysine 4 (K4) methylation 
of histone H3 is often associated with increasing gene activity whereas methylation of lysine 
9 (K9) of histone H3 may lead to transcriptional repression. There is also considerable 
crosstalk between DNA methylation and histone modiications [9] such that cytosine 
methylation may increase the likelihood of H3-K9 methylation and H3-K9 methylation may 
promote cytosine methylation.

ADDITIONAL EPIGENETIC PROCESSES

Among the most exciting advances in epigenetics have been the discoveries that many 
other processes besides DNA methylation and histone modiications impact the epigenetic 
behavior of cells. For instance, non-coding RNA (Chapter 4) including both short and 
long forms, often share protein and RNA components with the RNA interference (RNAi) 
pathway and they may also inluence more traditional aspects of epigenetics such as DNA 
methylation and chromatin marking. These effects appear to be widespread and occur in 
organisms ranging from protists to humans. Prions are fascinating in that they can inluence 
epigenetic processes independent of DNA and chromatin. In Chapter 5 it is shown that 
structural heredity also is important in epigenetic expression where alternative states of 
macromolecular complexes or regulatory networks can have a major effect on phenotypic 
expression independent of changes in DNA sequences. The prion proteins are able to switch 
their structure in an autocatalytic manner that can not only inluence epigenetic expression, 
but also lead to human disease. The position of a gene in a given chromosome can also 
greatly inluence its expression (Chapter 6). Upon rearrangement, a gene may be relocated 
to a heterochromatic region of the genome leading to gene silencing and many other 
gene position effects have been described, some of which may also lead to various human 
diseases. Polycomb mechanisms are another relatively new aspect of epigenetics that control 
all of the major cellular differentiation pathways and are also involved in cell fate. Polycomb 
repression is very dynamic and can be easily reversed by activators and they also raise the 
threshold of the signals or activators required for transcriptional activation which places 
these fascinating proteins within the realm of epigenetic processes (Chapter 7). Therefore, 
although DNA methylation and histone modiications are mainstays of epigenetics, recent 
advances have greatly expanded the epigenetic world to include many other processes such 
as non-coding RNA, prions, chromosome position effects and Polycomb mechanisms.

EPIGENETIC TECHNOLOGY

Many of the advances in epigenetics that have driven this ield for the past two decades can 
be traced back to the technological breakthroughs that have made the many discoveries 
possible. We now have a wealth of information about key gene-speciic epigenetic changes 
that occur in a myriad of biological processes. In Chapter 8, gene-speciic techniques for 
determining DNA methylation are reviewed. These methods include bisulite sequencing, 
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methylation-speciic PCR (MSP) and quantitative MSP. These techniques can be applied 
not only to mechanisms of epigenetic gene control, but to diagnostic processes as well. In 
addition, there have been important breakthroughs in analyses of the methylome at high 
resolution. Microarray platforms and high-throughput sequencing have made possible 
new techniques to analyze genome-wide features of epigenetics that are based on uses 
of methylation-sensitive restriction enzymes, sodium bisulite conversion and afinity 
capture with antibodies or proteins that select methylated DNA sequences. Techniques 
such as restriction landmark genomic sequencing (RLGS), methylation-sensitive restriction 
ingerprinting, methylation-speciic digital karyotyping, targeted and whole genome bisulite 
sequencing, methylated DNA immunoprecipitation (MeDIP) and the methylated-CpG island 
recovery assay are reviewed in Chapter 9. Mechanisms for lysine 9 methylation of histone H3 
are reviewed in Chapter 10 and chromatin immunoprecipitation (ChIP) and chromosome 
conformation capture (3C) are covered in Chapter 11. The 3C-based method allows analyses 
of the spatial proximity of distant functional genomic sites to render a three dimensional 
view of the genome within the nucleus itself. Since there has been much information derived 
from epigenomic approaches, methods to analyze data from ChIP-on-chip and ChIP-seq, for 
example, are becoming increasingly important and are delineated in Chapter 12. There is no 
question that developments in the tools for assessing epigenetic information have been and 
will continue to be important factors in advancing epigenetics.

MODEL ORGANISMS OF EPIGENETICS

Epigenetic processes are widespread and much of our extant knowledge about epigenetics 
has been derived from model systems, both typical and unique. The ease of manipulation 
of eukaryotic microbes has facilitated discoveries in the molecular mechanisms of basic 
epigenetic processes (Chapter 13). In these cases epigenetics may play a key role in genomic 
protection from invasive DNA elements and in identifying the importance of gene silencing 
mechanisms in evolution. Drosophila is a mainstay model in biology in general and the 
epigenetics ield is not an exception in this regard. For example, Chapter 14 offers a number 
of examples of transgenerational inheritance in Drosophila and this model system also shows 
promise in unraveling the evolutionary aspects of epigenetics. Probably the most useful 
model system in epigenetics to date is the mouse model (Chapter 15). Randy Jirtle and 
colleagues review numerous different mouse models that are important in many epigenetic 
processes such as transgenerational epigenetics and imprinting and these models have 
potential in illuminating human diseases such as diabetes, neurological disorders and 
cancer. Plant models (Chapter 16) are of great importance in epigenetics due in part to 
their plasticity and their ability to silence transposable elements. RNAi silencing in plants 
has been at the forefront of epigenetics and plant models will likely lead the way in several 
other epigenetic processes in the future. Thus, model development, like the advances in 
techniques, have made many of the most exciting discoveries in epigenetics possible for a 
number of years.

METABOLISM AND EPIGENETICS

Epigenetics is intricately linked to changes in the metabolism of organisms and these two 
processes cannot be fully understood separately. S-adenosylmethionine (SAM) is a universal 
methyl donor and drives many epigenetic processes (Chapter 17) and the importance of 
SAM in epigenetic mechanisms is vast. Metabolic functions can also inluence the chromatin 
which is a major mediator of epigenetic processes (Chapter 18). It is now apparent that 
various environmental inluences and metabolic compounds can regulate the many enzymes 
that modify histones in mammals. Thus, metabolic processes impact DNA methylation and 
chromatin remodeling, the two major epigenetic mediators, and it is likely that this relatively 
new ield will continue to advance in an exponential manner.



4

CHAPTER 1  

Epigenetics: The New Science of Genetics

FUNCTIONS OF EPIGENETICS

The functions of epigenetics are indeed numerous and it would be next to impossible to 
do complete justice in one book to this ever-expanding ield. However, Chapters 19–25 
illustrate a few of the many different functions that epigenetics mediates. Stem cells rely in 
part on signals from the environment and epigenetic mechanisms such as DNA methylation, 
histone modiication, and microRNA (miRNA) have central roles in how stem cells respond 
to environmental inluences (Chapter 19). Regenerative medicine is dependent upon stem 
cells and skeletal muscle regeneration (Chapter 20) involves key changes in the epigenome 
that regulate gene expression in muscle progenitors through chromatin as well as microRNA 
epigenetic changes. It has been known that epigenetics is important in X chromosome 
inactivation for quite some time although advances in this area are continuing to move 
rapidly. It is now apparent that X chromosome inactivation is regulated not only through 
the genes Tsix and Xist, but also pluripotency factors that affect Xist expression (Chapter 21). 
Genomic imprinting, likewise, has been known to be epigenetic-based for many years, but 
discoveries in this area of epigenetics continue to move at a rapid pace. Genomic imprinting 
is not limited to mammals but also occurs through analogous processes in plants and 
invertebrates and it can occur in speciic tissues or during critical developmental stages 
(Chapter 22). Profound new discoveries have recently occurred in the area of the epigenetics 
of memory processes. Recent exciting discoveries have shown that gene regulation through 
epigenetic mechanisms is necessary for changes in adult brain function and behavior based 
on life experiences (Chapter 23). Moreover, new drugs that impact epigenetic mechanisms 
may have future uses in treating or alleviating cognitive dysfunction. Transgenerational 
inheritance (Chapter 24) is also a form of memory based in part on epigenetics in that early 
life experiences that impact epigenetic markers can greatly inluence adult health and risk 
for diseases. In addition, the aging process is a form of epigenetic memory and experience, 
in that our genes are epigenetically modiied from our parents and also during our entire 
life spans, that can signiicantly impact the longevity of humans as well as our risk for the 
numerous age-related diseases, many of which are also epigenetically-based (Chapter 25). 
It is therefore apparent that epigenetics inluences a number of different functions and it is 
highly likely that many additional functions of epigenetics will be discovered in the future.

EVOLUTIONARY EPIGENETICS

Although many think of epigenetic processes as being inherent and static to a speciic 
organism, it is apparent that epigenetics has been a major force behind the evolutionary 
creation of new species. Chapter 26 reveals that epigenetic mechanisms have a major 
inluence on mutations. The evolutionary impact of epigenetics is in full force even 
today with the ever-changing environment that can modulate gene expression through 
epigenetic processes. For example, rapid changes in diet and the modern lifestyle as well 
as environmental pollution are undoubtedly impacting not only the human epigenome, 
but also the evolution of many of the more primitive species that in turn greatly affect the 
environment.

EPIGENETIC EPIDEMIOLOGY

Dietary factors are highly variable not only between individuals, but also among human 
populations and various nonhuman species. Many studies have shown that diet has a 
profound effect on the epigenetic expression of the genome and therefore on the phenotype. 
DNA methylation is the epigenetic process that has been most often associated with diet and 
changes in the diet may not only induce varying epigenetic expressions, but, paradoxically, 
a changed diet may also transix epigenetic changes that can then be transferred to the next 
generation in a stable manner (Chapter 27). Environmental agents other than diet also 
impact the epigenome. For example, Chapter 28 reviews the many environmental agents 
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that can lead to alterations in the epigenome thereby inducing toxicity or carcinogenesis. 
Moreover, invasion by foreign agents can inluence the epigenome (Chapter 29). Viruses 
and bacteria, for example, play a major role in altering the epigenetic expression of the 
genome and these processes may lead to human diseases such as cancer. Chapter 30 by 
Walter Doerler and colleagues illustrates details of the role of adenovirus type 12 (Ad12) in 
reshaping the hamster genome and they also provide analyses of the human FMR1 promoter 
that is impacted by DNA methylation in the fragile X syndrome. Drugs also reshape the 
epigenome, which has opened the new ield of pharmacoepigenomics. It is clear that certain 
populations respond differently to drugs and much of this variation may be explained by 
epigenetic factors (Chapter 31). Thus, epidemiological factors have great importance in 
epigenetics and this is inluenced by diet, environmental agents, infections, drugs and likely 
many other factors as well.

EPIGENETICS AND HUMAN DISEASES

For the medical community, a major interest in epigenetics stems from the role of epigenetic 
changes in the etiology, progression and diagnosis of human diseases. Cancer has long been 
associated with epigenetic alterations, and DNA methylation, chromatin modiications, and 
RNA-dependent regulation have all been shown to affect the incidence and severity of cancer 
(Chapter 32). Many immune disorders such as systemic lupus erythematosus (SLE) and 
rheumatoid arthritis as well as autoimmune disorders such as multiple sclerosis have been 
associated with epigenetic aberrations (Chapter 33) and epigenetic processes have also been 
linked to brain disorders (Chapter 34). In the latter case, the Rett syndrome, Alzheimer’s 
disease, Huntington’s disease and even autism to name a few have been associated in at 
least some way with epigenetic alterations. Even schizophrenia and depression may have 
an epigenetic basis in their expression. System metabolic disorders may also be related to 
epigenetic aberrations. For example, obesity, gestational diabetes and hypertension can 
inluence the fetal chromatin and lead to an increased incidence in adult disease later in life 
(Chapter 35). Since genomic imprinting is based on epigenetic mechanisms, it may come 
as no surprise that defects in imprinting can lead to a number of human diseases (Chapter 
36). The Prader–Willi syndrome, Angelman syndrome, Silver Russell syndrome and many 
other imprinting disorders such as transient neonatal diabetes mellitus are due to imprinting 
disorders that are based on epigenetic defects. Therefore, the number of diseases impacted 
by epigenetic processes is large and advances in the treatment of these disorders will likely 
depend in part on breakthroughs in epigenetic therapy.

EPIGENETIC THERAPY

Although there are many epigenetic therapies that are in use and on the horizon, histone 
modifying drugs have probably received the most attention in the clinics. Chief among 
these are the histone deacetylase (HDAC) inhibitors. Vorinostat (Zolinza), for example, has 
been approved by the Food and Drug Administration for use in the treatment of patients 
with cutaneous T-cell lymphoma (Chapter 37). Many different HDAC inhibitors have been 
developed and it is likely that signiicant improvements will occur for HDAC inhibitors as 
well as many other drugs that can normalize aberrations in not only histone modiications, 
but also DNA methylation and perhaps some of the many other epigenetic processes that 
have been discovered.

CONCLUSION

Advances in understanding the basic mechanisms of DNA methylation and histone 
modiications have raised the ield of epigenetics well beyond original expectations. This 
area of research has also signiicantly expanded horizontally with the illumination of other 
epigenetic processes such as non-coding RNA, prion changes and Polycomb mechanisms 
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and it is likely that additional epigenetic processes will be discovered in the not too distant 
future. A major driving force in epigenetics has been the outstanding development of new 
technology that has not only served to stimulate new discoveries, but has also expanded 
the ield by allowing for novel discoveries possible only through the use of these new tools. 
Advances in new model organisms for understanding epigenetic processes have also greatly 
stimulated this ield of study. We now know that epigenetics is not only intricately associated 
with metabolism, but also functions in stem cell behavior, X chromosome inactivation, 
tissue regeneration, genomic imprinting, the transfer of information through generations, 
neurological memory processes and even the aging of organisms. Epigenetics has also 
played roles in evolution and has served as a molecular driver of mutations. Moreover, the 
changing environment is currently reshaping the evolution of many organisms through 
plastic epigenetic processes. Epidemiological factors such as diet, environmental exposure, 
microbial infections and drugs are also inluencing our daily lives through epigenetics. 
Diseases that have been associated with epigenetic processes range from schizophrenia to 
cancer and the list of these diseases is rapidly expanding. Fortunately, the ield of epigenetic 
therapy is also expanding and the hope is that the future will see many novel treatments for 
the numerous diseases that are derived from epigenetic defects.
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INTRODUCTION 

The control of transcription initiation in mammalian cells can be very broadly divided 
into three categories: intrinsic promoter strength and availability of core transcription 
machinery [1–3], the actions of promoter- or regulon-speciic transcription factors (positive 
and negative) [4–6], and the control of DNA accessibility by altering chromatin structure 
[6–8]. This latter category, including posttranslational modiications to histones and 
postreplicational modiication of DNA, is the focus of recent extensive studies. Nucleosomes 
are the fundamental building blocks of eukaryotic chromatin, and consist of ~146 base 
pairs of DNA wrapped twice around a histone octamer [9]. A variety of protein-modifying 
enzymes (including methyltransferases, MTases] is responsible for histone modiication, 
primarily at their lexible N-termini [10–12]. Here, we summarize the most recent structural 
and biochemical advances in the study of mammalian DNA MTases and their associated 
protein factor(s), and will touch on the functional links between histone modiication and 
that of DNA. 

In mammals and other vertebrates, DNA methylation occurs at the C5 position of cytosine 
(5mC), mostly within CpG dinucleotides (Fig. 2.1A), with the Dnmt enzymes using a 
conserved mechanism [13] that has been studied best in the bacterial 5mC MTase M.HhaI 
[14–18]. Briely, this mechanism involves MTase binding to the DNA, eversion of the target 
nucleotide so that it projects out of the double helix (“base lipping”), covalent attack of a 
conserved Cys nucleophile on cytosine C6, transfer of the methyl group from S-adenosyl-
L-methionine (AdoMet) to the activated cytosine C5, and the various release steps. This 
methylation, together with histone modiications, plays an important role in modulating 
chromatin structure, thus controlling gene expression and many other chromatin-
dependent processes [19]. The resulting epigenetic effects maintain the various patterns 
of gene expression in different cell types [20]. Epigenetic processes include genomic 
imprinting [21], gene silencing [22,23], X chromosome inactivation [24], reprogramming 
in transferred nuclei [25,26], and some elements of carcinogenesis [27]. 

Handbook of Epigenetics: The New Molecular and Medical Genetics. DOI: 10.1016/B978-0-12-375709-8.00002-2 
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DNA methylation is also associated with phenomena such as DNA repair [28], initiation 
of sexual dimorphism [29], progression through cell division checkpoints [30], and 
suppression of the huge number of transposable and retroviral elements in the mammalian 
genome [31–33]. 

MAMMALIAN DNA MTases 

In mammals, Dnmts include three members, in two families that are structurally 
and functionally distinct (Fig. 2.2A). The Dnmt3a and Dnmt3b establish the initial 
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FIGURE 2.1 

     DNA cytosine methylation, hydroxylation, and demethylation. (A) The question mark indicates possible activity of DNA 

demethylases                [150 – 155] . (B) Conversion of 5       mC to 5       hmC in mammalian DNA by the MLL fusion partner TET1  [129] . (C) It 

is currently unknown whether 5hmC is an end product or an intermediate in active DNA demethylation. The question mark 

indicates a possible MTase-assisted removal of the C5-bound hydroxymethyl group  [131] (Please refer to color plate section) 

CpG methylation pattern de novo, while Dnmt1 maintains this pattern during 
chromosome replication [34] and repair [35] (Fig. 2.2B). As beits a maintenance MTase, 
Dnmt1 has a 30–40-fold preference for hemimethylated sites [discussed in refs 36 and 
37]. However, this division of labor is not absolute, as Dnmt1 activity is required for 
de novo methylation at non-CpG cytosines [38], and perhaps to an extent even in 
CpG islands [39,40]. 

The Dnmt3 family includes two active de novo Dnmts, Dnmt3a and Dnmt3b, and one 
regulatory factor, Dnmt3-Like protein (Dnmt3L) [41] (Fig. 2.2A). Dnmt3a and Dnmt3b have 
similar domain arrangements: both contain a variable region at the N-terminus, followed 
by a PWWP domain that may be involved in nonspeciic DNA binding [42,43], a Cys-rich 
3-Zn binding domain (comprising six CXXC motifs), and a C-terminal catalytic domain. 
The amino acid sequence of Dnmt3L is very similar to that of Dnmt3a and Dnmt3b in the 
Cys-rich 3-Zn binding domain, but it lacks the conserved residues required for DNA MTase 
activity in the C-terminal domain. 

Dnmt3L IS A REGULATORY FACTOR FOR DE NOVO DNA 
METHYLATION 

The phenotype of Dnmt3L knockout mice is indistinguishable from that of a Dnmt3a germ-
cell-speciic conditional knockout, with both having altered sex-speciic de novo methylation 
of DNA sequences in germ cells and dispersed retrotransposons [44–47]. These results 
indicate that Dnmt3a and Dnmt3L are both required for the methylation of most imprinted 
loci in germ cells. Dnmt3L co-localizes and co-immunoprecipitates with both Dnmt3a and 
Dnmt3b [48], and enhances de novo methylation by both of these MTases [49–53]. The 
minimal regions required for interaction between Dnmt3L and Dnmt3a (or Dnmt3b), and 
for stimulated activity, are in the C-terminal domains of both proteins [50–54], as illustrated 
by the structure of the complex between C-terminal domains of Dnmt3a and Dnmt3L [55] 
(Fig. 2.3A). 
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FIGURE 2.2 
Schematic representation of Dnmt1 and Dnmt3. (A) Roman numerals refer to conserved motifs of DNA MTases [156]; 

motif IV includes the Cys nucleophile that forms a transient covalent bond to C6 of the target cytosine. (B) Maintenance vs. 

de novo methylation. The rectangular segments are substrate sequences (usually CpG), and the small ball shapes represent 

methyl groups on the cytosines. Following replication or repair, the duplex is methylated on one strand only. (C) The first domain 

structure of Dnmt1 (residues 350–599; PDB 3EPZ) [89] contains targeting sequence association with replication foci [88]. 

(Please refer to color plate section) 

Both Dnmt3a and Dnmt3L C-terminal domains have the characteristic fold of Class I 
AdoMet-dependent MTases [56]. However, the methylation reaction product S-adenosyl-L-
homocysteine (AdoHcy) was found only in Dnmt3a and not in Dnmt3L. This is consistent 
with Dnmt3a being the catalytic component of the complex, while Dnmt3L is inactive and 
unable to bind AdoMet [52,53]. The overall Dnmt3a/Dnmt3L C-terminal complex is ~16nm 
long, which is greater than the diameter of a 11-nm core nucleosome (Fig. 2.3A). This 
complex contains two monomers of Dnmt3a and two of Dnmt3L, forming a tetramer with 
two 3L-3a interfaces and one 3a-3a interface (3L-3a-3a-3L). Substituting key non-catalytic 
residues at the Dnmt3a-3L or Dnmt3a-3a interfaces eliminates enzymatic activity, indicating 
that both interfaces are essential for catalysis [55]. 

DIMERIC Dnmt3a SUGGESTS DE NOVO DNA METHYLATION 
DEPENDS ON CpG SPACING 

Among known active DNA MTases, Dnmt3a and Dnmt3b have the smallest DNA 
binding domain (though it is absent altogether in Dnmt3L). However, dimerization 
via the 3a-3a interface brings two active sites together and effectively doubles the DNA-
binding surface. Superimposing the Dnmt3a structure, onto that of M.HhaI complexed 
with a short oligonucleotide [14], yielded a model such that the two active sites are 
located in the DNA major groove and dimeric Dnmt3a could methylate two CpGs 
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FIGURE 2.3 
A model of interactions between Dnmt3a-3L tetramer and a nucleosome. (A) A nucleosome is shown, docked to a 

Dnmt3L-3a-3a-3L tetramer (3a-C in green; 3L full length in gray). The position of a peptide derived from the sequence 

of the histone H3 amino terminus (purple) is shown, taken from a co-crystal structure with this peptide bound to Dnmt3L 

[71]. Wrapping the tetramer around the nucleosome, the two Dnmt3L molecules could bind both histone tails from one 

nucleosome. The amino-proximal portion of Dnmt3a is labeled as N (for N-terminal domain), PWWP domain, and CXXC 

domain. By analogy to Dnmt3L, the CXXC domain of Dnmt3a might interact with histone tails from neighboring nucleosomes. 

(B) The Dnmt3a dimer could in theory methylate two CpGs separated by one helical turn in one binding event. (C) Structure 

of Dnmt3L with a bound histone H3 N-terminal tail (orange) [71]. (D) The PWWP domain structure of mouse Dnmt3b, rich in 

basic residues [42]. (Please refer to color plate section) 

separated by one helical turn in one binding event (Fig. 2.3B). A periodicity in the 
activity of Dnmt3a on long DNA substrates revealed a correlation of methylated CpG 
sites at distances of 8–10 base pairs, and the structural model of oligomeric Dnmt3a 
docked to DNA may explain this pattern [55]. Similar periodicity is observed for the 
frequency of CpG sites in the differentially-methylated regions of 12 maternally-
imprinted mouse genes [55]. These results suggest a basis for the recognition and 
methylation of differentially-methylated regions in imprinted genes, involving 
detection of both CpG spacing and nucleosome modification (see next section). Zhang 
et al. (2009) analyzed the methylation status of a large number of CpG sites (total 
of 580,427) of chromosome 21 and found that CpG DNA methylation patterns are 
correlated with the CpG periodicity of nine base pairs [57]. More recently, an 8–10 base-
pair periodicity has also been evident for non-CpG methylation in embryonic stem cells 
[58]. Non-CG methylation disappeared upon induced differentiation of the embryonic 
stem cells, and was restored in induced pluripotent stem cells. Similarly, a 10-bp 
correlation of non-CpG DNA methylation by Arabidopsis thaliana DRM2 (which is related 
to mammalian Dnmt3a) has been observed [59]. 
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Dnmt3L CONNECTS UNMETHYLATED HISTONE H3 LYSINE 4 TO DE 
NOVO DNA METHYLATION 

DNA methylation and histone modiications are intricately connected with each other 
[60–62]. In fact, genome-scale DNA methylation proiles suggest that DNA methylation 
is better correlated with histone methylation patterns than with the underlying genome 
sequence context [62]. Speciically, DNA methylation is correlated with the absence of 
H3K4 methylation and the presence of H3K9 methylation. Methylation of histone H3 
lysine 4 (H3K4) [63] has been suggested to protect gene promoters from de novo DNA 
methylation in somatic cells [64,65]. There have been reports of an inverse relationship 
between H3K4 methylation and allele-speciic DNA methylation at differentially methylated 
regions [57,62,66–69]. More recently, AOF1 (amine-oxidase lavin-containing domain 1), a 
homolog of histone H3 lysine 4 demethylase (LSD1), has been shown to be required for de 
novo DNA methylation of imprinted genes in oocytes [70], suggesting that demethylation of 
H3K4 is critical for establishing the DNA methylation imprints during oogenesis. 

The mammalian de novo DNA methylation Dnmt3L-Dnmt3a machinery could translate 
patterns of H3K4 methylation, which are not known to be themselves preserved during 
chromosome replication, into heritable patterns of DNA methylation that mediate 
transcriptional silencing of the affected sequences [71]. Dnmt3a is fully active on 
nucleosomal DNA in vitro [72]. Dnmt3a2 is a shorter isoform of Dnmt3a, predominant in 
embryonic stem cells and embryonal carcinoma cells and detectable in testis, ovary, thymus, 
and spleen, that is also required for genomic imprinting [73]. Dnmt3a2 and Dnmt3b, 
along with the four core histones, were identiied as the main in vivo interaction partners of 
epitope-tagged Dnmt3L [71]. Peptide interaction assays showed that Dnmt3L speciically 
interacts with the extreme amino terminus of histone H3; this interaction was strongly 
inhibited by H3K4 methylation, but was insensitive to modiications at other positions [71]. 
Co-crystallization of Dnmt3L with the amino tail of H3 showed this tail bound to the Cys-
rich 3-Zn binding domain of Dnmt3L (Fig. 2.3C), and substitution of key residues in the 
binding site eliminated the H3-Dnmt3L interaction. These data suggest that Dnmt3L is a 
probe of H3K4 methylation, and if the methylation is absent then Dnmt3L induces de novo 
DNA methylation by docking activated Dnmt3a2 to the nucleosome. 

Mouse ES cells that lack the H3 lysine 9 (H3K9) MTases Suv39h1 and Suv39h2 show 
slight demethylation of satellite DNA [74]. G9a and GLP (G9a-like protein) – two related 
euchromatin-associated H3K9 methyltransferases [75] – have been implicated in DNA 
methylation at various loci, including imprinting center [76,77], retrotransposons and 
satellite repeats [78], a G9a/GLP target promoter [79], and a set of embryonic genes [80]. 
In ilamentous fungi Neurospora, the H3K9 methyltransferase DIM-5 is required for DNA 
methylation [81–84], whereas in Arabidopsis the H3K9 methyltransferase KRYPTONITE is 
required for DNA methylation [85]. This suggests an evolutionarily-conserved silencing 
pathway in which H3K9 methylation correlates with DNA methylation. However, how H3K9 
methylation contributes to DNA methylation is not clear, particularly in mammalian cells. 
G9a interacts directly with Dnmt1 during replication [86]. In addition, the G9a ankyrin 
repeat domain has been suggested to interact with Dnmt3a [80,87], a possible way for G9a 
to induce de novo DNA methylation [78]. 

A STRUCTURAL FRAGMENT OF Dnmt1 

At the time of this writing (August, 2009), one domain structure is available (Fig. 2.2C) 
for part of the large 183 kDa Dnmt1 protein. The region (residues 350–599 of human 
Dnmt1) was initially identiied as a novel targeting sequence association with replication 
foci [88]. This sequence has the properties expected of a targeting sequence in that it is not 
required for enzymatic activity, prevents proper targeting when deleted, and, when fused to 
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-galactosidase, causes the fusion protein to associate with replication foci in a cell cycle-
dependent manner. The domain structure, solved by the Structural Genomics Consortium 
at Toronto (PDB 3EPZ) [89], adopts a mainly  structure in the N-terminal half and a helix 
bundle in the C-terminal half (Fig. 2.2C). 

Dnmt1 itself is subject to posttranslational modiications, including phosphorylation 
(Ser515 in mouse Dnmt1) [90,91] and methylation (Lys142 in human Dnmt1) [92]. 
Methylation of Dnmt1 at Lys142, mediated by Set7 (a protein lysine methyltransferase), 
resulted in its decreased stability [92]. Reciprocally, enhanced Dnmt1 methylation in the 
background of total deletion of LSD1 (a protein lysine demethylase) correlates with reduced 
Dnmt1 stability in vivo and progressive loss of DNA methylation [93]. Furthermore, it was 
hypothesized that polymers present on PARP-1 (PARylated poly(ADP-ribose) polymerase 1) 
interact noncovalently with Dnmt1, preventing Dnmt1 enzymatic activity. In the absence 
of poly(ADP-ribosyl)ation of PARP-1, Dnmt1 is free to methylate DNA; if, in contrast, 
high levels of PARylated PARP-1 persist, Dnmt1 will be stably inhibited, preventing DNA 
methylation [94]. 

THE SRA DOMAIN OF UHRF1 FLIPS 5-METHYLCYTOSINE OUT OF 
THE DNA HELIX 

An accessory protein UHRF1 (ubiquitin-like, containing PHD and RING inger domains 1) 
targets Dnmt1 to hemimethylated replication forks (and presumably repair sites) [95–97]. 
The murine ortholog of this protein is also known as NP95 (nuclear protein of 95kDa) 
[98–100]; the human ortholog is called ICBP90 (inverted CCAAT binding protein of 
90 kDa) [101]. 

The crystal structure of the SET and RING associated (SRA) domain of UHRF1 in complex 
with DNA containing a hemimethylated CpG site was recently determined [102–104]. They 
reveal that the SRA domain lips the 5-methylcytosine (5mC) completely out of the DNA 
helix (Fig. 2.4A,B) and is positioned in a binding pocket with planar stacking contacts, and 
both Watson-Crick polar hydrogen bonds and van der Waals interactions speciic for 5mC 
that distinguishes 5mC from cytosine. The structure also suggests an explanation for the 
preference for hemimethylated sites. In the major groove side, a backbone carbonyl oxygen 
is close to the C5 ring carbon of the unmethylated cytosine, forming a CO…H-C hydrogen 
bond. The addition of a methyl group to C5 of the unmethylated cytosine would cause a 
steric clash between the methyl group and SRA. 

BASE FLIPPING MECHANISM 

Base lipping is a conserved mechanism that is widely used by nucleotide modifying 
enzymes, including DNA MTases [13,14], DNA repair enzymes [105–108], and RNA 
modiication enzymes [109]. This mechanism, irst discovered in the bacterial 5mC MTase 
M.HhaI [14], involves enzyme binding to the DNA and eversion of the target nucleotide so 
that it projects out of the double helix and into the active-site pocket. The SRA domain is the 
irst-discovered non-enzymatic sequence-speciic DNA binding protein domain that uses the 
base lipping mechanism in its interaction with DNA. 

There is no apparent sequence or structural similarity between the SRA and the DNA MTase 
domain (or of DNA repair enzymes). However, the phosphodiester backbone pinching 
[110] due to extensive protein-phosphate contacts surrounding the lipped nucleotide, the 
use of two loops to approach DNA from the major and minor grooves simultaneously, 
and the binding of the lipped base in a concave pocket are analogous to the DNA MTases 
(Fig. 2.5A,B) [111]. Furthermore, enzymes use base lipping to gain access to a DNA base 
to perform chemistry on it, but the SRA domain probably uses base lipping to increase its 
protein-DNA interface and to prevent the SRA domain from linear diffusion away from the 
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UHRF1 – a multi-domain protein. (A) Schematic representation of UHRF1 and its homolog UHRF2. (B) Structure of SRA-DNA 

complex. The 5mC flips out and is bound in a cage-like pocket. (C) Five domain structures are currently available. (Please refer 

to color plate section) 

site on the DNA. This may be particularly important for the SRA domain, as its recognition 
sequence is only two base pairs. The surface area buried at the SRA-DNA interface is 
increased approximately 70% from what is buried at the MBD1-DNA interface [104] that 
does not involve base lipping [112,113] (Fig. 2.5C). 

The 5mC base lipping by the SRA domain might also provide a more general mechanism 
to distinguish the methylated parental strand from the unmethylated daughter strand, an 
ability particularly important for mismatch repair if an error occurs during DNA replication. 
Supporting this hypothesis, the expression of ICBP90 (the human ortholog of UHRF1) is 
deregulated in cancer cells [114], and mouse UHRF1-null cells are more sensitive to DNA 
damaging agents and DNA replication arrest [99]. We therefore suggest that the SRA-DNA 
interaction (through recognition and lipping of the 5mC) serves as an anchor to keep 
UHRF1 at hemimethylated CpG site where it recruits Dnmt1 for maintenance methylation, 
and perhaps other proteins such as DNA repair enzymes for mismatch repair. 

UHRF1-HISTONE INTERACTIONS 

Besides the SRA domain, the Structural Genomics Consortium at Toronto has solved 
three additional domain structures by X-ray crystallography (Fig. 2.4C): the N-terminal 
ubiquitin-like domain (PDB 2FAZ [115]) and the tandem tudor domain with and without 
bound histone H3K9me3 (PDB 3DB3 and 3DB4 [116] for human UHRF1), and the 
C-terminal RING domain (PDB 1Z6U [117] of human UHRF2), whereas the RIKEN 
Structural Genomics/Proteomics Initiative at Japan solved an NMR structure for the PHD 
domain of human UHRF2 (PDB 2E6S [118]). Individual domain functions have been 
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FIGURE 2.5 
Comparison of base flipping by the SRA domain and HhaI methyltransferase. (A,B) DNA structures bound by HhaI (A) or 

SRA (B) show a flipped nucleotide. The intercalating amino acids are shown in each case. Structures of HhaI (A) and SRA (B) 

show the two opposite-side DNA-approaching loops. (C) NMR structure of MBD1-DNA (top) and X-ray structure of MeCP2-

DNA (bottom) showed MBD domain inserts a beta-hairpin through the DNA major groove. The methyl-binding domains of 

MBD1 [112] and MeCP2 [113], instead of using a base-flipping mechanism, recognize changes in hydration of the major 

groove of a fully methylated CpG rather than detecting methyl groups directly. (Please refer to color plate section) 

suggested for the PHD that may be involved in histone H3 tail binding [98,101], and for 
the RING domain that may confer E3 ubiquitin ligase activity on histones [98]. The new 
structure of the tandem tudor domain bound with histone H3 tail contains three structured 
H3 residues, H3R8-H3K9me3-H3S10 (PDB 3DB3). 

REPLICATION-COUPLED CROSSTALK BETWEEN DNA 
METHYLATION AND HISTONE MODIFICATIONS 

The fact that UHRF1 contains modules, within the same polypeptide, recognizing both 
DNA silencing marks (via the SRA) and histone silencing marks (via the tudor and/or PHD) 
suggests it may be a key component to couple the preservation of histone-modiication 
through the cell cycle with maintenance DNA methylation (Fig. 2.6). We hypothesize that 
UHRF1 brings the two components (histones and DNA) carrying appropriate markers (on 
the tails of H3 and hemimethylated CpG sites) ready to be assembled into a nucleosome 
after replication. In this context the missing key experiment is whether these domains 
act independently or in a cooperative fashion. For example, does binding of UHRF1 SRA 
domain to hemi-methylated DNA improve the binding of UHRF1 tudor and/or PHD 
domains to histone tail? Furthermore, the E3 ubiquitin ligase activity [98], residing in 
the C-terminal RING domain, may add an additional level of modiication, such as H2A 
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FIGURE 2.6 
Hypothetical model of UHRF1-mediated replication-coupled crosstalk between DNA methylation and histone 

modifications. Existence of both silencing mark readers recognizing DNA (via the SRA) and histone (via the tudor and/or PHD) 

facilitates the idea of maintenance and conversion of epigenetic silencing marks on both DNA and histone modifications. 

ubiquitylation that is enriched with inactive genes [119]. In a separate note, a recent study 
suggested Polycomb proteins remain bound to chromatin and DNA during DNA replication 
in vitro [120]. Retention of Polycomb proteins through DNA replication may contribute to 
maintenance of transcriptional silencing through cell division. 

DNA DEMETHYLATION VIA HYDROXYLATION? 

5-hydroxymethylcytosine (5hmC) has long been noted in bacterial phage DNA [121–125], 
and its presence in mammalian cells [126] was believed to be a by-product of oxidative DNA 
damage [127]. Recently, using isolated relatively homogeneous populations of Purkinje 
and granule neuronal nuclei of adult mouse brains, Kriaucionis and Heintz found that 
signiicant fractions (~40%) of cytosine nucleotides correspond to 5hmCs, the amount of 
which inversely correlates with 5mC and nuclear heterochromatin in neurons [128]. Even 
more fascinating, a conserved mammalian-speciic family of TET (ten-eleven translocation) 
proteins that converts 5mC to 5hmC (Fig. 2.1B) was identiied [129]. One of these 
proteins, TET1, is fused to the MLL protein in a subset of acute myeloid leukemia patients. 
Overproduction of TET1 in human cells led to the appearance of 5hmC. A concomitant 
reduction in DNA 5mC indicated that 5hmC is an oxidation product of 5mC. 5hmC was 
detected in ES cells and this percentage decreased with RNAi knockdown of TET1. The 
surprising inding of a 5mC oxidation pathway raises numerous questions, such as whether 
oxidation of 5mC is an important epigenetic modiication, either as an end product or as 
an intermediate in active DNA demethylation, as supported by the presence of 5hmC DNA 
excision repair glycosylase [130]. It is intriguing to note that bacterial 5mC MTase M.HhaI 
can promote the reverse reaction in vitro – the removal of formaldehyde from 5hmC to yield 
the unmodiied cytosine [131] (Fig. 2.1C). New lines of research will likely be catalyzed by 
the presence of 5hmC in mammalian DNA. 
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DNA DEMETHYLATION VIA GLYCOSYLATION? 

A recent study reported that MBD4 [132], a protein containing an N-terminal methyl-CpG-
binding domain (MBD) and a C-terminal glycosylase domain [133], is phosphorylated via 
protein kinase C (PKC) by parathyroid hormone stimulation [134]. Phosphorylated MBD4 
promotes incision of methylated DNA through glycosylase activity, and a base-excision 
repair process seems to complete DNA demethylation in the MBD4-bound promoter. Such 
parathyroid-hormone-induced MBD4 phosphorylation and subsequent DNA demethylation 
and transcriptional derepression are impaired in Mbd4(–/–) mice. 

Dnmt2, AN ENIGMATIC DNA METHYLTRANSFERASE HOMOLOG 

No review on mammalian DNA methylation will be complete without mention of Dnmt2, 
a small protein of 391 residues in human, initially identiied based on its conservation of 
sequence motifs to known DNA cytosine-C5 methyltransferases [135,136]. Targeted deletion 
of Dnmt2 gene indicated Dnmt2 is not required for global de novo or maintenance methylation 
of DNA in embryonic stem cells [137]. Baculovirus-expressed Dnmt2 protein failed to 
methylate DNA in vitro [137], whereas bacteria-expressed Dnmt2 showed no detectable 
activity in one study [138] or residual activity towards DNA in another study [139]. Structure 
of human Dnmt2 is closely related in overall structure to M.HhaI [138], a bacterial DNA 
methyltransferase. In 2006, Goll et al. revealed that human Dnmt2 methylates cytosine 38 in 
the anticodon loop of aspartic acid transfer RNA (tRNAAsp) [140]. The function of tRNAAsp 

methylation by Dnmt2 is highly conserved, as human Dnmt2 protein restored methylation 
in vitro to tRNAAsp from Dnmt2-deicient strains of mouse, Arabidopsis thaliana, and Drosophila 
melanogaster [140]. Not surprisingly, human Dnmt2 methylates RNA cytosine-C5 using a DNA 
methyltransferase-like catalytic mechanism [141], because of high sequence and structure 
conservation as well as identical chemistry between DNA cytosine and RNA cytosine. 

In parallel, study in Drosophila revealed that depletion of dDnmt2 had no detectable effect 
on embryonic development, whereas overexpression of dDnmt2 resulted in signiicant 
genomic DNA hypermethylation at CpT and CpA dinucleotides [142]. A weak but signiicant 
activity for Dnmt2 was detected in a non-CpG dinucleotide context in lies overexpressing 
mouse Dnmt2 [143]. More recently, Phalke et al. showed that dDnmt2 controls 
retrotransposon silencing in Drosophila somatic cells [144]. Loss of dDnmt2 eliminates 
histone H4 lysine 20 (H4K20) trimethylation (mediated by Suv4-20) at retrotransposons 
and impairs maintenance of retrotransposon silencing. The new study uncovers a previously 
unappreciated role of dDnmt2 in DNA methylation in retrotransposon silencing and 
telomere integrity in Drosophila [144] and will help to resolve the Dnmt2 enigma [145] and 
whether two substrates are better than one [146]. 

CONCLUSION AND PERSPECTIVES 

The experimental characterizations of Dnmts and their associated protein factors are 
providing a rapidly and convergent picture of the kinetic mechanisms (activities of 
oligomers [147]), binding partners (UHRF1-Dnmt1 [95,96] and Dnmt3L-Dnmt3a [55]), 
chromatin recognition [62] (histone binding such as H3K4me0 [71] and H3K9me3 [74]), 
RNA-directed DNA methylation [148,149], methylation-dependent regulation (by protein 
lysine methyltransferases G9a/GLP [78–80] and by protein lysine demethylase LSD1 [93]), 
and the discovery of 5hmC in mammalian genome [128,129]. However, understanding the 
basis for establishing, maintaining, and disturbing DNA methylation patterns will require 
a much better understanding of the union between structure and function in the Dnmts 
and their associated protein factors than we currently possess. Without understanding the 
interactions and spatial relationships between their modular domains, or whether inter-
domain interactions contribute to target speciicity, it is not possible to construct a temporal 
sequence of events or causal relationships in gene silencing. 
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INTRODUCTION

The term “epigenetic” was irst introduced by Conrad Waddington in 1942 to describe “The 
interactions of genes with their environment that bring the phenotype into being”. Currently, it 
includes all features such as chromatin and DNA modiications that are heritable and stable over 
rounds of cell division, but do not alter the nucleotide sequence within the underlying DNA [1]. 
Over the years, a wide variety of products and events have been lumped into epigenetics. These 
include paramutation, bookmarking, imprinting, gene silencing, X chromosome inactivation, 
position effect variegation, reprogramming, transvection, infection agents like prions, maternal 
conditioning, RNA interference, non coding RNA, small RNAs, DNA methylation and chromatin 
modiications. In this chapter, we will focus on epigenetic mechanisms involving histone 
modiications and recent development establishing a link between chromatin modiications 
(with an emphasis on acetylation and methylation) and cellular processes such as transcription 
and DNA repair.

HISTONE MODIFICATIONS

In all eukaryotes, chromatin is a highly condensed structure that forms the scaffold of 
fundamental nuclear processes such as transcription, replication and DNA repair [2]. Chromatin 
exists in at least two conceptually distinct functional forms: a condensed form during mitosis 
and meiosis that generally lacks DNA regulatory activity, called heterochromatin; and a looser 
decondensed form, which provides the environment for DNA regulatory processes, called 
euchromatin. Nucleosomes are the building blocks of chromatin and they represent two turns 
of genomic DNA (147 base pairs) wrapped around an octamer of two subunits of each of 
the core histones H2A, H2B, H3, and H4. The amino-terminal portion of the core histone 
proteins contains a lexible and highly basic tail region, which is conserved across various 
species and is subject to various post-translational modiications (Fig. 3.1). The structure 
of chromatin fulils essential functions, not only by condensing and protecting DNA, but 
also in preserving genetic information and controlling gene expression [3]. However, given 
its compacted structure, chromatin hinders several important cellular processes including, 
transcription, replication, and the detection/repair of DNA breaks [4,5]. Therefore, chromatin 
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must be irst made relaxed to allow access of cellular machineries to chromatin DNA. This 
leads to one of the most fundamental questions in biology – how is chromatin remodeled? 
A part of the answer resides in the fact that cells have evolved cellular mechanisms that alter 
the structure of chromatin. These activities include ATP-dependent nucleosome mobilization 
(chromatin remodeling) and post-translational histone modiications.

Chromatin modiications can occur through covalent additions to histones. Histone  
amino-terminal tails are most frequently targets of modiications. There are at least  
60 different residues on histones where modiications have been detected and it is likely that 
this number is underestimated; emergence of new techniques will, without any doubt, help 
identify new target residues and new modiications. There are, to date, at least eight different 
types of histone modiication: acetylation, methylation, phosphorylation, ubiquitination, 
sumoylation, ADP ribosylation, deimination, and proline isomerization [6–8]. Traditionally, 
two mechanisms are thought to govern the function of these modiications. First, these 
different marks could affect the nucleosome-nucleosome or DNA-nucleosome interactions 
through the addition of physical entities or by changing histone charges. Second, different 
marks could represent a docking site for the recruitment of speciic proteins which could 
result in different cellular outcomes. Additionally, numerous reports raised the possibility 
that all these modiications are combinatorial and interdependent and therefore may form 
the “histone code”, which means that combination of different modiications may result in 
distinct and consistent cellular outcomes [9,10]. The molecular mechanisms, the role, and 
the interdependence of these modiications will be discussed in the following paragraphs.

FIGURE 3.1 
Schematic representation of a nucleosome and major histone modifications. Post-translational modifications of 

histones occur primarily on N-terminal tails of core histones (H2A, H2B, H3, and H4) and include acetylation, methylation, 

phosphorylation, and ubiquitination. Note that several lysines (e.g. Lys 9) can be either acetylated or methylated.
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Proline Isomerization

Isomerization is deined as the transformation of a molecule into a different isomere. 
Isomerization of proteins was irst described in 1968 [11] and it was shown to dramatically 
affect protein conformation by disrupting the secondary structure of polypeptides. It can 
adopt two distinct conformations: cis or trans. Isomerization occurs spontaneously, but 
enzymes called proline isomerases have evolved in order to accelerate switching between 
different conformations (cis-trans). The irst evidence that histones can be isomerized was 
reported in 2006 [12] when Frp4 was identiied as a histone isomerase of prolines 30 and 38 
(P30 and P38) on histone H3 tail [Fig. 3.1]. The conformational status of P38 is necessary 
for the induction of lysine 36 of histone H3 (H3K36) methylation and its isomerization 
appears to inhibit the ability of Set2 to methylate H3K36.

Sumoylation

Sumoylation consists in the addition of a “Small Ubiquitin-related MOdiier protein” 
(SUMO) of ~100 amino acids. Similar to ubiquitination, SUMO is always covalently attached 
to other proteins through the activities of members of an enzymatic cascade (E1-E2-E3). 
Histone sumoylation was irst reported in 2003, when Shiio et al. found that H4 can be 
modiied by SUMO and they suggested that this modiication leads to the repression of 
transcriptional activity through the recruitment of HDACs and HP1 proteins [13]. Recently, 
it was demonstrated that all four core histones can be sumoylated in yeast [Fig. 3.1]. The 
putative sumoylation sites were identiied as K6/7 and to a lesser extent K16/17 of H2B, 
K126 of H2A, and all four lysines in the N-terminal tail of H4. Histone sumoylation has 
a role in transcription repression by opposing other active marks such as acetylation and 
ubiquitination [14].

Ubiquitination

Ubiquitin is a 76 amino acid protein highly conserved in eukaryotes. Ubiquitination 
(or ubiquitylation) refers to the post-translational modiication of the -amino group 
of a lysine residue by the covalent attachment of one (monoubiquitination) or more 
(polyubiquitination) ubiquitin monomers. Typically, polyubiquitination marks a protein 
to be degraded via the 26S proteasome, whereas monoubiquitination modiies protein 
function.

Histone H2A was the irst histone identiied to be ubiquitinated [15]. Later on, H2B (K119, 
K120 (K123 in yeast) and K143), H3 and H1 were also reported to be ubiquitinated [16] 
[Fig. 3.1]. Histones appear to be mostly monoubiquitinated, although H2A and H2B may 
be polyubiquitinated [17,18]. As for non-histone proteins, histones ubiquitination consists 
of formation of an isopeptide bond between the C-terminus of ubiquitin and a lysine 
side chain of histone by sequential actions of E1 activating, E2 conjugating, and E3 ligase 
enzymes. E2 and E3 play a crucial role in specifying the protein to be ubiquitinated. E3-ligases 
mostly belong to HECT (Homologous to E6AP-C Terminus) or RING (Really Interesting 
New Gene) protein families. H2BK123 speciic E2 in yeast, Rad6 was the irst histone E2 to 
be identiied at the beginning of the century [19]. Rad6 activity is combined to the RING 
inger E3 ligase, Bre1. Homologous of Rad6, Rhp6 in drosophila and HR6A/B in humans, 
as well as homologous of Bre1, Brl1 in Drosophila and RNF20 in humans were also shown 
to be involved in H2B ubiquitination [20–24]. Histone H2A ubiquitination is dependent 
on the Polycomb repressive complex 1 (PRC1); PRC2 set up the H3K27me3 marks that are 
recognized by the PRC1 complex which would ubiquitinate H2A and silence gene expression. 
At least two members of the PRC1 complex, RING1b (also known as Rnf2) and BMI1, were 
found to form a heterodimer that ubiquitinates H2A [25–29]. The PRC1 complex is formed 
of four core proteins that include the PcG proteins Polycomb, Polyhomeotic, Posterior sex 
combs (PsC) and RING (also known as sex comb extra), in addition to many other proteins 
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[30–32]. Ortholog of PRC1 and RING1b also exist in complexes distinct from PRC1 and these 
are the RING-associated factor (dRAF) in D. melanogaster and bCL6 corepressor (bCoR) in 
mammals. These PRC1-like complexes can also ubiquitinate H2A [26,33]. The addition of the 
ubiquitin moiety to histones is reversible through the activity of deubiquitinating enzymes 
that consist of ubiquitin C-terminal hydrolases and ubiquitin-speciic processing proteases 
(UBPs). Sixteen UBPs have been identiied so far in yeast. These UBPs differ by the length 
of their amino-terminal part that confers their speciicity [34,35]. The best studied UBPs are 
UBP8 and UBP10 that are speciic for H2B. UBP8 belongs to the SAGA complex [36–38] and 
orthologs were found in Drosophila (Nonstop) and in human (USP22) and they were both 
involved in H2B deubiquitination in the context of the SAGA complex [39–42]. UBP10 activity 
is SAGA-independent but SIR-dependent and its orthologs in higher eukaryotes are still to be 
deined [43–45].

Ubiquitinated H2A at K119 (uH2A) was shown to be important for transcriptional activation 
and several active genes were shown to contain a high percentage of uH2A [46,47,48]. 
Surprisingly, uH2A was also linked to transcription inhibition [48,49,50,51]. Similarly, 
ubiquitination of H2B was linked to both activation and inhibition of transcription 
[35,52]. The ambiguity on the role of the mono-ubiquitinated H2B (uH2B) in transcription 
regulation was mostly due to the lack of speciic antibodies. However, the elaboration of 
a suitable anti-uH2B monoclonal antibody by using a branched peptide as an antigen 
partially clariied this matter and opted for a positive correlation between uH2B-K120 and 
gene expression. Indeed, this antibody was used in ChIP-Chip experiments on tiling arrays 
and the results showed a preferential association of uH2BK120 with the transcribed regions 
of highly expressed genes [53]. As this mark is not associated to distal gene promoters but 
rather to transcription start site (TSS) and further to gene bodies of active genes, it was 
suggested that it is linked to transcription elongation rather than initiation. Further proof of 
the correlation of uH2B with active transcription came from an elegant biochemical study 
performed in Tom Muir’s laboratory. In this study, the authors used two traceless orthogonal 
expressed protein ligation (EPL) reactions to chemically and speciically ubiquitinate 
H2BK120 incorporated into chemically deined nucleosomes. The results showed a direct 
activation of H3-K79 methylation by hDot1L, a mark related to gene activation [54].

Histone ubiquitination may affect other histone modiications. For example, histone 
deacetylase 6 (HDAC6) was shown to bind to ubiquitin through its zinc-inger domain. 
H3K4 and H3K79 methylation was shown to be dependent on Rad6-mediated H2BK123 
ubiquitination [54–58]. The effect of ubiquitination on histone methylation can explain its 
role in both activation and inhibition of transcription. For instance, it has been proposed 
that ubiquitination of H2B occurs mostly in euchromatin leading to H3K4 and H3K79 
methylation, which would prevent Sir proteins from association with active euchromatic 
regions, thereby restricting Sir proteins to heterochromatic regions to mediate silencing [59]. 
At the same time in euchromatin, the ubiquitination would activate the transcription by 
methylating H3K4 and by facilitating the transcriptional elongation [60,61].

ADP-ribosylation

ADP-ribosylation is a post-translational modiication deined by the addition of an ADP-
ribose moiety onto a protein using NAD as a substrate. If the transfer takes place on an 
amino-acid acceptor, it is referred to as mono- or poly-(ADP-ribosyl)ation (PARation) and 
if it occurs on an acetyl group it is called O-acetyl-ADP-ribosylation. Mono(ADP-ribosyl)
ation is mediated by ADP ribosyl transferases (ART) and the enzymes responsible for the 
PARation are the poly(ADP-ribose) polymerases (PARPs) [62,63]. All core histones and 
linker histone H1 are subjects to mono(ADP-ribosyl)ation either in response to genotoxic 
stress or in physiological conditions depending on the cell cycle stage, proliferation activity, 
and degree of terminal differentiation [64,65]. PARation can also be detected on the 
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majority of histone types. There seems to be some speciicity in the activity of PARP proteins 
on histones; for example PARP1 seems to preferentially poly(ADP-ribosyl)ate the linker 
histone H1 whereas PARP2 prefers core histones. In response to single strand break (SSB), 
PARP1 and PARP2 poly(ADP-ribosyl)ate the C- and N-terminus of histones H1 and H2B 
leading to the relaxation of the chromatin structure facilitating the access of single strand 
break repair (SSBR)/base excision repair (BER) factors to the site of damage. This has been 
explained, at least in part, by the fact that PARation of histones leads to their removal from 
the chromatin. The removal of histones results in the opening of the chromatin structure 
(the same mechanism leads to transcriptional activation). Moreover, PAR is used for tagging 
the region affected by DNA damage allowing adequate response of the cell according to 
the extent of damage signaled by the presence of PAR moieties. On the other hand, recent 
studies indicated that PARP-dependent ribosylation in response to DNA damage may induce 
local chromatin condensation rather than relaxation. Indeed, PAR moieties are recognized 
by the macrodomain of the histone variant macroH2A1.1. This would lead to a transient 
condensation or looping, increase phosphorylation of H2AX at the sites of break and 
reduced recruitment of Ku70/80 leading to altered DNA damage response [66]. It is dificult 
to reconcile this last study with the rest of the literature on the role of PARP in DNA repair. 
The obvious explanation is that Poly(ADP-ribosyl)ation leads to a quick and transient 
compaction of the chromatin that would protect the DNA from additional damage and 
this is rapidly reversed allowing DNA repair to take place. This hypothesis is supported by 
the quick and transient nature of the PAR-macroH2A1.1 interaction-dependent chromatin 
condensation that is gradually lost after the reduction of Poly(ADP-ribosyl)ation levels.

The role of mono- and poly(ADP-ribosyl)ation in DNA repair and transcription may be 
explained by their interaction with other chromatin modiications in the context of the 
“histone code”. For example, Mono-ADP-ribosylation on H4 seems to occur preferentially 
when H4 is hyperacetylated and mono-ADP-ribosylation of histone H1.3 on arginine  
33 (R33) may reduce cyclic AMP-dependent phosphorylation of Serine 36 (S36) [67].

Phosphorylation

Protein phosphorylation represents the addition of a phosphate (PO4) group to a 
protein molecule. Phosphorylation is catalyzed by various speciic protein kinases, 
whereas phosphatases mediate removal of the phosphate group. Histones can also get 
phosphorylated and the most studied sites of histone phosphorylation are the serine 10 
of histone H3 (H3S10) that is deposited by the Aurora-B kinase during mitosis (Fig. 3.1) 
and S139 (129 in yeast) of H2A variant, H2AX, DNA damage-dependent phosphorylation 
by ATM and ATR. H2AX could be additionally phosphorylated on tyrosine 142. H4 (S1) 
and linker histone H1 (S18, S173, S189, T11, T138, and T155) were also shown to be 
phosphorylated by the CK2 and DNA-PK respectively.

ROLE OF HISTONE PHOSPHORYLATION IN TRANSCRIPTION REGULATION

The relationship between histone phosphorylation and gene expression is far from being 
totally understood. The phosphorylation of H3S10 (H3S10P) was initially linked to 
chromosome condensation and segregation during mitosis and meiosis [68,69]. The role of 
this mark during mitosis was investigated in detail in a study performed in the laboratory of 
David Allis [70]. The authors followed the status of HP1-, - and - during mitosis. These 
proteins are recruited via interaction with H3K9me3 and lead to heterochromatinization. 
However, during mitosis, these marks are ejected from chromatin even though H3K9me3 
marks are preserved. The study demonstrated that the addition of the H3S10P mark is 
responsible for the eviction of these proteins. It was proposed that this would lead to better 
recruitment of players necessary for proper condensation and segregation of chromosomes, 
although this hypothesis awaits experimental conirmation. The role of H3S10P in 
chromatin condensation suggests that it should be involved in transcriptional repression; 
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however, evidence has accumulated indicating that this mark has rather an important role 
in transcriptional activation of genes in various organisms. For instance, induction of heat-
shock genes in Drosophila is concomitant to a high increase of H3S10P [71,72]. On the other 
hand, dephosphorylation of H3S10 is carried out by a phosphatase called PP2A (Protein 
Phosphatase 2A) and results in the inhibition of transcription [72]. Additionally, H3S10P 
was shown to be important for the activation of NFKB-regulated genes but also “immediate 
early” genes such as c-fos and c-jun. This phosphorylation is proposed to induce the 
accumulation of phosphor-binding protein 14-3-3 [73]. Genome-wide ChIP-Chip analysis in 
budding yeast has shown that several kinases are not only present in the cytoplasm but also 
on the chromatin of speciic genes [74], which suggests that the kinase signal transduction 
cascade could have direct effect on gene expression by phosphorylating the histones of 
speciic genes or gene promoters [8].

ROLE OF HISTONE PHOSPHORYLATION IN DNA REPAIR

Beside its role in chromosomal condensation and transcription, phosphorylation of histones, 
in particular phosphorylation of H2AX, has a role in DNA damage response and DNA repair. 
Rapid phosphorylation of H2AX, at serine 129 (H2AX) by the PI3K kinases at double strand 
break (DSB) sites, is one of the irst and most easily detectable DNA damage signaling post-
translational events. It anticorrelates to the phosphorylation of Tyrosine (Y) 142 of H2AX. 
Indeed, recent studies have shown that H2AX-Y142 is constitutively phosphorylated under 
physiological conditions by the activity of WSTF (Williams–Beuren syndrome transcription 
factor) and is dephosphorylated in response to DNA damage via the activity of Eya tyrosine 
phosphatase in correlation to the increase in serine phosphorylation. The kinase activity 
of WSTF as well as the phosphatase activity of Eya shown to be important for the early 
recruitment of phospho-ATM and MDC1 to sites of DNA damage, thus privileging DNA 
repair over apoptosis [75,76]. H2AX can be detected over kilobases (in yeast) or megabases 
(in mammalian cells) from sites of DSBs [77,78] and is required for the retention/
accumulation of repair proteins [79,80,81]. H2AX also plays a role in cohesion binding to 
a large region around DSB, an event thought to be important for sister chromatid cohesion 
in post-replicative repair [82,83]. Interestingly, H2AX is required for the recruitment of the 
NuA4 histone acetyl-transferase (HAT) complex (yeast homolog of mammalian TIP60) to 
sites of DNA DSBs induced by HO endonuclease [80]. The recruitment of this HAT complex 
to H2AX is mediated by Arp4 and leads to acetylation of chromatin surrounding the break 
site, thereby facilitating eficient repair of DNA damage [80]. As well as being a component 
of NuA4 HAT complex, Arp4 is a subunit of the ATP-dependent chromatin remodeling 
complex INO80/SWR1. It was shown that INO80/SWR1 is also recruited to H2AX around 
DNA breaks and its remodeling activity seems to be required for the repair of DNA DSBs 
[80,84,85]. Hence it would appear that cells can utilize the activities of both histone 
modifying and remodeling complexes in order to facilitate DNA repair.

The precise role of H2AX in DSBs is still under debate. Originally, it was suggested that 
the phosphorylation of H2AX is essential for the recruitment of DNA repair enzymes [86] 
through their BRCT (BRCA1 COOH Terminal) domain [87]. However, a study by Celeste 
et al., changed our understanding on the role of H2AX by demonstrating that DNA repair 
proteins, including Brca1 and Nbs1, are recruited to DNA breaks even in the absence of 
H2AX. On the other hand, the presence of H2AX is essential for the formation of IRIF 
(Irradiation-Induced Foci) [79], indicating that the role of H2AX phosphorylation may be 
dispensable for the original recruitment of DNA repair factors but indispensable for the 
accumulation/retention of these factors at DNA break sites. DNA break-associated histone 
phosphorylation can also occur on H4S1 through the activity of Casein Kinase II (CK2) 
in response to DNA damage and this facilitates double strand break (DSB) repair via 
nonhomologous end joining (NHEJ) [88]. A study from Côté’s laboratory demonstrated 
that this phosphorylation coincides with a decrease in acetylation, suggesting that it occurs 
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after H4 deacetylation and that these events may regulate chromatin restoration after repair 
is completed [89]. Finally, linker histone H1 is found to be phosphorylated by PI3K family 
member DNA-PKcs, and this phosphorylation is required for eficient DNA repair by NHEJ 
[90–92].

Methylation

Protein methylation is a covalent modiication that represents the addition of a methyl group 
from the donor S-adenosylmethionine (SAM) on carboxyl groups of glutamate, leucine, and 
isoprenylated cysteine, or on the side-chain nitrogen atoms of lysine, arginine, and histidine 
residues [93]. However, histone methylation occurs only on arginines and lysines. Arginines 
can be mono- or dimethylated whereas lysines can be mono-, di- or trimethylated [8]. 
Arginine methylation can be either symmetrical or asymmetrical.

The enzymes responsible for histone methylation are grouped into three different classes: 
[1] the lysine-speciic SET domain-containing histone methyltransferases (HMT) involved 
in methylation of lysines 4, 9, 27, and 36 of histone H3 and lysine 20 of histone H4; [2] 
non-SET domain-containing lysine methyltransferases involved in methylating lysine 79 of 
histone H3; and [3] arginine methyltransferases involved in methylating arginines 2, 17, and 
26 of histone H3 as well as arginine 3 of histone H4 [Fig. 3.1].

Whereas most covalent histone modiications are reversible, until recently it was unknown 
whether methyl groups could be actively removed from histones. The irst histone 
demethylase to be discovered was LSD1, which mainly demethylates H3K4 but could also 
demethylate H3K9, when it is present in a complex with the androgen receptor [94,95]. 
A low of other related enzymes were subsequently discovered and classiied into two 
families of histone lysine demethylases: JMD2 and JARID1 families. The JMD2 (Jumonji C 
(JmcC)-domain containing proteins) family includes JHDM3A (Jumonji C (JmjC)-domain-
containing histone demethylase 3A; also known as JMJD2A); JMJD2C/GASC1 [96], which 
can both demethylate H3K9 and H3K36 [97–99]; and JMJD2B [100] and JMJD2D [101] 
which demethylate H3K9, JHDM1 (JmjC domain-containing histone demethylase 1) 
(demethylates H3K36) and UTX [97,98,102–104]. JARID1 proteins include RBP2, PLU1, 
SMCY/Jarid1ds and SMCX [105,106]. Histone arginine methylation marks were shown to be 
reversible. The irst report about arginine demethylation suggested that methylated arginines 
on histones H3 (R3) and H4 (R17) are converted into citrulline via the activity of the human 
“peptidylarginine deiminase 4” protein, Pad4; this process was called “demethylimination or 
deimination” because the methyl group is removed along with the imine group of arginine 
[107,108]. Pad4 can deiminate multiple arginine sites on histones H3 (R2, R8, R17, and 
R26) and H4 (R3) [107]. Beside its function as an intermediate in the histone demethylation 
process, deimination has been involved in the estrogen signaling pathway [109]. On the 
other hand, a direct histone arginine demethylase, namely JMJD6, was recently identiied 
and was found to belong to the JMD2 family [110].

ROLE OF HISTONE METHYLATION IN TRANSCRIPTION REGULATION

The methylation mark on histones could be related to activation, elongation, or repression 
of gene expression, For example, H3K4me, me2 and me3 have been found on active 
promoters and linked to transcription initiation and elongation [60,61,111–113] whereas 
HK36me2/me3 have been correlated to transcription elongation [10,60,114–116]. To obtain 
a more detailed picture on histone methylation distribution along genes, ChIP-Chip and 
ChIP-seq experiments were performed and showed that H3K4me3 peaks at 5’ ends and at 
promoter proximal regions of active genes, H3K4me2 peaks at active gene bodies whereas 
H3K4me is enriched at the 5’ end of active genes. On the other hand H3K36me2/3 marks are 
enriched in active gene bodies and mostly at the 3’ end of active genes [114,117–123]. The 
precise underlying mechanism of H3K4me-dependent transcription regulation is still not 
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clear. One possibility would be that histone modifying complexes or chromatin remodeling 
factors, such as Taf3 [124], could recognize and bind to the methylation mark through 
their PHD (Plant Homeo Domain), thus activating the transcription. H3K36 methylation 
marks are then recognized by the chromodomain of the Eaf3 subunit of The Rpd3S 
HDAC [120,125–128]. This would lead to the deacetylation of gene bodies and thus prevent, 
transcription initiation at cryptic sites of gene bodies. Methylation of H3K79 was also 
implicated in transcription activation and elongation [129]; however, this should be taken 
carefully, because it is based mainly on the fact that this mark was related to the activation 
of HOXA9 and that it limits the spreading of heterochromatin by preventing Sir2 and Sir3 
from spreading into euchromatin. Moreover, detailed genome-wide study showed that while 
both H3K79me2 and H3K79me3 are enriched in gene bodies in yeast and Drosophila, only 
Drosophila H3K79me2 correlates with active transcription [122,130].

Three lysine methylation sites are connected to transcriptional repression: H3K9, H3K27, 
and H4K20. Very little is known regarding the repression functions of H4K20 methylation 
compared to a large number of studies on the two other repressive marks. Methylation 
of H3K9 is carried out by SUV39H1 and SUV39H2 in humans (its homolog Clr4, 
cryptic locus regulator 4, in Schizosaccharomyces pombe, and Su(var)3–9, suppressor of 
position-effect variegation, in Drosophila). These HMT have been shown to contain an SET 
domain. SET domain usually contains 130–140 amino acids and is a common feature of 
Trithorax (Thx) and Polycomb (PcG) group proteins which are involved in transcriptional 
activation and repression, respectively. Su(var)3–9 and its homologs were shown to be 
important for proper heterochromatin formation. These indings suggest a role for H3K9 
methylation in gene silencing through correct heterochromatin folding [131,132]. It is 
now well established that HP1 recognizes methylated H3K9 through its chromodomain, 
contributing in part to the formation of heterochromatin. How are H3K9me2/3 and 
subsequent heterochromatinization initially targeted to DNA sequences? Two mechanisms 
could serve as the initial trigger for H3K9me: DNA-binding factors such as transcription 
factors or RNAi. Evidence for direct targeting of H3K9me by RNAi came irst from studies 
on the core RNAi machinery which includes Dicer (Dcr), Argonaute (Ago) and RNA-
dependent RNA polymerase (RdRP) in S. pombe [133]. Later, several studies on different 
organisms demonstrated the role of RNAi in heterochromatin establishment [134–144]. 
The involvement of transcription factors such as Atf1, PCR1, and Taz1 in targeting 
heterochromatinization was also reported [145–149]. Although H3K9me was traditionally 
linked to repression, a recent study showed that H3K9me3 could be located in the gene 
bodies of active genes along with HP1 [150]. This observation led to the currently used 
model where H3K9me within the coding regions is activator whereas H3K9me in the 
promoters is repressive. H3K27 methylation has been implicated in the silencing of HOX 
gene expression. There are also indications that the same mark would be involved in the 
inactivation of the X chromosome and silencing during genomic imprinting. Interestingly, 
ChIP-Chip and ChIP-seq studies in ES cells indicated that some of the genes which are not 
expressed in ES cells have both repressive (H3K27me3) and active (H3K4me3) marks at their 
promoters, forming the so-called “bivalent domains”. Along differentiation, bivalent domain 
genes are resolved into monovalent by getting rid of one associated mark and thus get either 
stably activated or stably repressed. Therefore, these bivalent domains were thought to keep 
genes repressed at a certain developmental window but poised for activation in another 
subsequent developmental stage [111,151,152].

Arginine methylation was thought to be an activation mark as suggested by the fact that 
protein arginine methyltransferases are recruited to promoters by transcription factors [153]. 
One example of promoters regulated by histone arginine methylation is the pS2 promoter, 
a downstream target in the ER (Estrogen Receptor) pathway. Indeed, Metivier and colleagues 
showed that the transcription of this gene goes ON/OFF in a very controlled and speciic 
fashion forming cycles of activation [154]. The activation of pS2 transcription correlated 
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with the recruitment of protein arginine methyltransferase 1 (PRMT1) and Cofactor 
Associated Arginine Methyltransferase 1 (CARM1) recruitment. However, recent studies 
from the same group as well as another group found that these activation cycles could 
actually result from cycles of DNA methylation/demethylation and were probably not due 
to arginine methylation marks [155,156]. We now know that the arginine methylation effect 
on transcription could be either activating or repressive and depends on the type of arginine 
methyltransferase (RMT) involved [157]. For example, type I RMT, which include CARM1, 
PRMT1, and PRMT2 and generate monomethyl-arginine and asymmetric dimethyl-arginine 
derivatives, are involved in activation, while type II arginine methyltransferase PRMT5, which 
generates monomethyl-arginine and symmetric dimethyl-arginine derivatives, is involved 
in repression [158–164]. On the other hand, PRMT5 was shown to be associated with 
transcriptional repression. It associates with mSin3/HDAC and Brg1/hBrm and it is recruited 
to genes involved in control of cell proliferation (e.g. c-Myc target gene: cad and tumor 
suppressors: ST7 and NM23) in correlation with their repression [165,166].

ROLE OF HISTONE METHYLATION IN DNA REPAIR

The role of histone methylation in the DNA damage response and DNA repair is less clear 
than the role of histone acetylation and phosphorylation; however, the involvement of 
lysine methylation, in processes other than transcriptional regulation, has recently received 
considerable attention. Methylation of H4 by Set9 histone lysine methyltransferase functions 
to localize Crb2, a DNA damage sensor and checkpoint protein in Schizosaccharomyces pombe, 
to sites of DNA damage hence increasing cellular survival following genotoxic stress [167]. 
Crb2 recruitment to DNA repair foci is dependent on the recognition of methylated H4K20 
via the double tudor domains of Crb2 [168]. Subsequently, ionizing radiation-induced DNA 
damage generates nuclear foci at sites of DNA repair, which contain methylated H4K20 and 
the cell-cycle checkpoint protein Crb2 [167]. Similarly, the mammalian homolog of Crb2, 
53BP1, also binds methylated H3 at sites of DNA DSBs [168,169]. Interestingly, Crb2 and 
53BP1 do not recognize the trimethyl form of K20, which may indicate a different role of 
this modiication in response to DNA damage.

Acetylation

Acetylation describes a reaction that introduces an acetyl functional group into an organic 
compound. Both histones and non-histone proteins can be acetylated. Histone acetylation 
consists in the transfer of an acetyl group from acetyl-CoA to the lysine -amino groups 
on the N-terminal tails of histones. This enzymatic activity is catalyzed by enzymes called 
histone acetyltransferases (HATs). The acetyl-CoA recognizes a speciic domain within HATs 
called AT domain, Arg/Gln-X-X-Gly-X-gly/Ala. HAT enzymes often exist in multisubunit 
complexes that count one HAT catalytic subunit, adapter proteins, several other molecules 
of unknown function and, in many cases, a large scaffold protein called TRRAP. Acetylation 
can occur on speciic lysines in all four histones (H3, H4, H2B, and H2A) [Fig. 3.1]. 
Hyperacetylation of histones is considered as a hallmark of transcriptionally active regions. 
Studies also revealed that the role of acetylation is not exclusively related to transcription, 
but can affect other DNA-based cellular processes such as DNA repair and replication.

CLASSIFICATION OF HATs

Two classiications can be used to separate HATs.

First Classification

This divides HAT complexes into two big classes based on their suspected cellular origin and 
functions: A-type and B-type HATs. A-type HATs are nuclear enzymes that catalyze acetylation 
on already deposited histones in the context of the chromatin. B-type HATs are cytoplasmic 
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enzymes and thought to be responsible for the acetylation of newly synthesized histones 
leading to their transport from the cytoplasm to the nucleus where they are deposited onto 
newly replicated DNA [170,171].

Second Classification

Instead of classifying HATs based on their cellular localization, modern classiication uses 
structural criteria such as the presence or absence of chromodomains, bromodomains, and 
zinc inger domains. This classiication separates the HATs into two major families: Gcn5-
related acetyltransferases (GNATs) and the MYST (for ‘MOZ, Ybf2/Sas3, Sas2, and Tip60)-
related HATs. To these families, we can add p300/CBP HATs, the general transcription 
factor HATs which include the TFIID subunit TAFII250, and the nuclear hormone-related 
HATs: SRC1 and ACTR (SRC3). The classiication of these different families is not based 
on functional criteria. Due to space restriction, only complexes based on the second 
classiication will be detailed in the following.

GNAT SUPERFAMILY

All the GNAT superfamily members share structural and sequence similarity to Gcn5. This 
superfamily is characterized by four regions with different degrees of conservation (labeled 
A to D) spanning over 100 residues. These regions were irst deined by the comparison 
between Gcn5 and B-type Hat1. Motif A, also called AT domain, contains an Arg/Gln-
X-XGly-X-Gly/Ala sequence and is shared with other HAT families. It is the most highly 
conserved and is important for acetyl-CoA recognition and binding. Tridimensional 
structure of this motif is highly conserved in all 15 GNAT proteins crystallized so far [172]. 
The C motif is found in most of the GNAT family acetyltransferases but not in the majority 
of known HATs. The GNAT superfamily contains over 10,000 members distributed in all 
kingdoms of life including histone acetyltransferases (HATs) but also nonhistone AT (see 
http://supfam.mrc-lmb.cam.ac.uk/SUPERFAMILY). The most relevant HATs of this family 
are: Gcn5, PCAF, Hat1, Elp3, and Hpa2.

MYST SUPERFAMILY

The MYST family was named after its founding members: MOZ, Ybf2/Sas3, Sas2, and Tip60 
[173]. These proteins are grouped together on the basis of their close sequence similarities 
and their possession of a particular acetyltransferase homology region (part of motif A of the 
GNAT superfamily) that binds Acetyl-CoA [174], in addition to a zinc inger domain called 
C2HC (C-X2-C-X13-H-X-C), and a “E-R” motif (Esa1-Rpd3), both needed for the enzymatic 
activity and for the substrate recognition [175]. Recently, additional members of this 
family were identiied including Esa1 in yeast, MOF in Drosophila, and HBO1 and MORF in 
mammals. Despite their structural similarities, the members of this superfamily have various 
functions in various organisms. They resemble those of the GNAT family as both have an 
AT domain [176], but differ by the fact that they have different C- and N-termin, leading to 
different substrates. In addition, MYST family members possess either a chromodomain or 
an additional zinc inger domain termed the PHD domain [177,178].

p300/CBP

p300 and CBP are often referred to as a single entity, since the two proteins are considered 
as structural and functional homologs and both proteins were subsequently shown be 
functionally interchangeable. But the two proteins diverge in several functional and 
structural properties. Indeed, some studies identiied phosphorylation residues which are 
speciic for each of the two proteins [179]. Another difference is that, in response to ionizing 
radiation (IR), p300, but not CBP, is important for apoptosis induction (probably through 
the activation of p53) [180]. In addition, whereas both proteins are necessary for apoptosis 
and G1 arrest of F9 embryo carcinoma cells, differentiation and induction of the cell cycle 
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inhibitor p21/Cip1 critically depends on p300, while induction of p27/Kip1 requires CBP 
[181]. The most striking divergence comes from loss of function studies showing that 
individual knockouts of each of the two proteins resulted in two different phenotypes 
[182,183]. The speciicity of the acetyltransferase activity of both proteins may explain, at 
least in part, the different functions between the two proteins. For instance, CBP was recently 
shown to have a preference for acetylating K12 on histone H4, while p300 preferentially 
acetylates K8 on histone H4 in vivo [184]. However, both proteins were shown to be able 
to acetylate H3K56 in collaboration with ASF1A histone chaperone. Another histone 
chaperone, CAF1, is needed for the incorporation of H3K56Ac into the chromatin, notably 
in response to DNA damage [185]. Other studies showed that H3K56 can be acetylated in 
the cytoplasm by Gcn5-containing HAT complex called HatB3.1 prior to its transport to 
the nucleus [186,187], which makes Gcn5 both nuclear and cytoplasmic. Another HAT-like 
complex in yeast, called Rtt109p, was also deined as responsible for H3K56 acetylation in 
the cytoplasm [188]. P300/CBP are large proteins (~300 kDa) containing more than 2400 
residues. Four interaction domains have been characterized throughout their sequence. 
These include a bromodomain motif [189,190], which is also found in several other HATs 
such as Gcn5 and PCAF. P300/CBP have homologs in most metazoas but not in inferior 
eukaryotes including yeast. They were irst identiied as transcriptional adaptors for many 
different transcription factors that directly contact DNA-bound activators. In vitro studies 
seem to indicate that p300/CBP preferentially acetylate K12 and K15 of H2B, K14 K18 
and K56 of H3K5, and K8 of H4 [191]. HAT proteins have also been directly implicated in 
transcriptional activation brought about by hormone signals. The HAT activity of human 
coactivators ACTR, SRC-1, and TIF2, which interact with nuclear hormone receptors, 
conirms the involvement of acetylation in yet another system of transcriptional regulation 
and deines a unique family of HATs. The members of this family share several similarities 
including HAT domain in the C-terminus, and an N-terminal, basic helix-loop-helix/PAS 
region [192], as well as receptor and coactivator interaction domains.

HAT COMPLEXES

Most HAT enzymes, alone, are not able to acetylate histones in the context of nucleosomes. 
However, when present in multisubunit complexes, these enzymes become more stable 
and more histone-type speciic. Furthermore, the substrate of the HAT enzyme may change 
according to the HAT complex to which it belongs. This modiication in speciicity is further 
conirmed by the fact that distinct HAT complexes having distinct substrate speciicity may 
share common subunits. For instance, TRRAP is shared between several HAT complexes, and 
STAGA and TFTC complexes share all their subunits except some high molecular weight TAFs 
which are not part of STAGA. HAT complexes were puriied in both humans and yeast, were 
functionally equivalent in the two organisms, and were divided into several families.

Between all HAT complexes, GNAT or SAGA-like HAT complexes (SAGA, SLIK, PCAF, 
STAGA, TFTC) are unique by the fact that they contain TAFs. The enzymatic subunit of 
these complexes can be represented by Gcn5 or PCAF. To date, two complexes belonging 
to this group have been discovered in yeast (SAGA and SALSA/SLIK) and three in humans 
(PCAF, STAGA, TFTC). It is important to note that GNAT or SAGA-like complexes may 
exist in lies and in mice [193,194]. Subunits of these complexes include Ada proteins, Spt 
proteins, TAFs, SAP130, and TRRAP. NuA3 (nucleosomal acetyltransferase of histone H3) 
is one of the yeast HAT complexes identiied in the study carried out by Grant et al. [195]. 
It is a 500-kDa complex and it exclusively acetylates histone H3 in nucleosomes. Peptide 
sequencing of proteins from the puriied NuA3 complex identiied Sas3, a MYST protein 
involved in silencing, as the catalytic HAT subunit of the complex. NuA3 also contains the 
TBP-associated factor, yTAF(II)30. In addition, Yng1 was identiied as a subunit of NuA3: 
it belongs to PHD inger-containing proteins and was recently found to interact with 
H3K4me3. The interaction between Yng1 and H3K4me3 seems to promote NuA3 HAT 
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activity at K14 of H3 and transcription at a subset of targeted ORFs [196]. In vitro studies on 
NuA3, like those on Ada, indicated that both complexes failed to interact with activation 
domains or to activate transcription in a speciic way [197,198]. NuA4 (nucleosomal 
acetyltransferase of histone H4)/TIP60 complex is another yeast HAT complex identiied 
by Grant et al. [195] (complex 2), at the same time as SAGA, NuA3, and ADA. Its human 
homolog is called TIP60 [199]. As with Gcn5, NuA4 and TIP60 enzymes are able to acetylate 
histones H4, H3, and H2A when in free form but they are not capable of acetylating histones 
folded into nucleosomes and their activities seem to depend on the presence of other 
proteins in the context of multisubunit complexes. These complexes also seem to restrict 
their activities to histones H4 and H2A [199]. A homolog of these complexes was also 
recently identiied in Drosophila (dmTIP60) [193,200].

Further studies identiied three new complexes that share several subunits of the TIP60/
NuA4 complex. The irst two complexes have been identiied in humans in vivo and they are 
very similar to TIP60: these are the p400 complex [201] and another complex that contains 
TRRAP-BAF53-TIP48-TIP49 [202]. P400 is deprived of any HAT activity but can hydrolyze 
ATP [193]. The second complex has a HAT activity; however, the enzyme responsible for 
this activity is still not deined. The third complex was identiied in yeast, and it represents 
a sort of “mini” NuA4 complex containing only three subunits (Tip60p/NuA4-Ing3-Epc1). 
This complex is termed “Piccolo NuA4” and its homolog also exists in humans and seems to 
represent the catalytic core of TIP60 [203].

HISTONE DEACETYLASES

There are three distinct families of histone deacetylases: the class I and class II histone 
deacetylases, and the class III NAD-dependent enzymes of the Sir family. They are involved 
in multiple signaling pathways and are present in numerous repressive chromatin complexes. 
Similarly to HATs, these enzymes do not appear to show much speciicity for a particular 
acetyl group. However, yeast enzyme Hda1 seems to have higher speciicity for H3 and H2B 
whereas Hos2 is speciic for H3 and H4. The ission yeast class III deacetylase Sir2 and its 
human homolog SirT2 preferentially deacetylate H4K16ac [204]. Recent reports indicated 
that Sir2/SirT2 is also able to deacetylate H3K56 [185].

ROLE OF HISTONE ACETYLATION IN TRANSCRIPTION REGULATION

The “traditional” role of histone acetylation is transcription regulation. The irst evidence 
of the involvement of HATs in transcription dates back to 1964, when it was observed that 
chromatin regions of actively transcribed genes tend to have hyperacetylated histones [6]. 
The addition of acetyl groups to histone tails was proposed to neutralize the histone charge, 
which weakens histone-DNA interaction, relaxing the chromatin structure and facilitating the 
access of transcription machinery [205]. For example, work from Craig Peterson’s laboratory 
demonstrated that the incorporation of H4K16Ac into nucleosomal arrays impedes the 
formation of compacted chromatin ibers and prevents the ATP-mediated chromatin 
remodeling factors from mediating nucleosome sliding [206,207]. In addition, two other 
mechanisms by which histone acetylation facilitates transcription have been proposed. 
First, there is evidence that histone acetylation may serve as a speciic docking site for the 
recruitment of transcription regulators [208–211]. Second, histone acetylation may also 
act in combination with other histone modiications (methylation, phosphorylation, and 
ubiquitination) to form the “histone code” that dictates biological outcomes including gene 
transcription [9,212]. HAT complexes from both GNAT and MYST families were shown to be 
recruited to activator-bound nucleosomes resulting in transcriptional activation [89,213,214]. 
The recruitment of SAGA leads to acetylation of promoter-proximal H3, whereas recruitment 
of NuA4 results in a broader domain of H4 acetylation (．3 kbp) [214]. This hyperacetylation 
of histones was linked to transcription activation [215], and NuA4-dependent acetylation of  
histone H4 was shown to affect transcription of speciic genes such as His4, Lys2 [216], 
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ribosomal proteins, and heat-shock proteins [217]. Arabi and colleagues have shown that 
TRRAP (a subunit of many HAT complexes) is recruited by c-Myc to the promoters of Pol I 
transcribed genes. The recruitment of TRRAP leads to increased histone acetylation, followed 
by recruitment of RNA polymerase I and activation of rRNA transcription [218]. Interaction 
between several activators and Tra1 (yeast homologs of TRRAP) cofactor was demonstrated 
in yeast and this interaction is essential for eficient transcriptional activation [219]. For 
example, c-Myc binding correlates with regions of acetylated histones [220]. The effect of 
Myc oncoproteins on chromatin structure was studied in more details by Knoepler and 
coworkers, who found that c-Myc and N-Myc are involved in the widespread maintenance 
of active chromatin, probably through upregulation of GCN5 [221]. In mammals, TRRAP 
has also been implicated in the regulation of transcription. For instance, TRRAP activates 
the transcription of target genes through the recruitment of Tip60 and Gcn5/PCAF to their 
promoters, thus acetylating histones H4 and H3, respectively [222,223]. H3K56Ac was also 
implicated in transcriptional activation. H3K56 residue is facing the major groove of the 
DNA within the nucleosome, so it is in a particularly good position to affect histone/DNA 
interactions when acetylated [224–226].

ROLE OF HISTONE ACETYLATION IN DNA REPAIR

While the role of HAT enzymes in transcriptional regulation is well established [227–229], 
a plethora of recent reports has also implicated HATs and histone acetylation in DNA 
damage detection and DNA repair. TATA box-binding protein-free TAFII (TFTC), a complex 
containing Gcn5 HAT, appears to preferentially acetylate histone H3 in nucleosomes 
containing UV-damaged DNA in mammalian cells [230], whereas STAGA (SPT3-TAFII31-
GCN5L acetyltransferase), another Gcn5 containing HAT complex, associates with 
UV-damage-binding factor [231]. Yeast strains with mutations in the N-terminal tail of 
histone H4, a subject for acetylation, were shown to be deicient in both DNA DSB repair 
and replication-coupled repair, and Esa1 (catalytic component of the yeast NuA4) was found 
to be responsible for this acetylation. Tip60 (mammalian homolog of Esa1) was also shown 
to be important in DNA DSB repair following genotoxic stress [199]. In addition, mutations 
in Yng2, a component of the yeast NuA4 HAT complex, results in hypersensitivity to and 
ineficient repair of DNA damage caused by genotoxic agents that induce replication fork 
stall [232]. Finally, mutations in either speciic lysine residues in histone H3 or the yeast 
acetyltransferase HAT1 result in hypersensitivity to DNA DSB-inducing agents [233].

Mechanistic data for the role of acetylation in DNA repair has arisen from several recent 
reports. Binding of the NuA4 HAT complex at sites of DNA damage and site-speciic histone 
H4 acetylation were found to occur concomitantly with histone H2A phosphorylation after 
induction of DSBs [80,90]. Additionally, histone H3 acetylation is an abundant modiication 
of newly synthesized histones and defects in this acetylation result in sensitivity to DNA 
damaging agents that cause DNA breaks during replication [224]. Furthermore, localized 
histone H3 and H4 acetylation and deacetylation is triggered by homology directed repair 
of DSBs. Consistent with this inding, Gcn5 and Esa1 HATs are recruited to chromatin 
around a DSB induced by HO endonuclease in yeast [234]. Alongside histone modiication 
on the amino-terminal tails of histones, histone core modiications also play a role in DNA 
repair. This is exempliied by the role of H3K56 acetylation in response to DNA damage. 
In budding yeast acetylation of H3K56 is deposited on newly synthesized histones during 
S phase and disappears in G2. However, in the presence of DNA damage the deacetylases 
for H3K56, Hst3, and Hst4 (two paralogs of Sir2) are downregulated and the modiication 
persists [235,236]. The Rtt109 enzyme, which acetylates H3K56, has recently been implicated 
in genome stability and DNA replication [225,237,238]. Furthermore, recent evidence has 
revealed that histone acetylation by TRRAP/TIP60 HAT is important for recruitment/loading 
of repair proteins to sites of DNA DSBs and homology-directed DNA repair [239]. These 
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indings lead to a model in which induction of DSBs leads to the recruitment of the TIP60/
NuA4 complex to DSBs and concomitant acetylation of H4 N-terminal tails [4,240].

SUMMARY AND PERSPECTIVES

Research on chromatin modiications is a newly emerging ield that holds the promise of 
further advancing our understanding of tumorigenesis and facilitating the development of 
novel strategies to prevent, diagnose, and treat cancer. Chromatin modiications act in a 
coordinated and orderly fashion to regulate cellular processes such as transcription, DNA 
replication, and DNA repair. These processes may be regulated by TRRAP/HAT and there is 
an intimate and self-reinforcing cross-talk and interdependence between histone-modifying 
complexes and other histone-modifying activities such as acetylation, phosphorylation, and 
methylation.

Consistent with the critical function of histone modiications in key cellular processes, a 
large body of evidence has suggested that these complexes are intimately linked to human 
pathologies. Most notably, recent genetic and molecular studies have directly implicated 
histone modiications and histone-modifying complexes in human cancer. The fact 
that epigenetic alterations are, in contrast to genetic changes, reversible, has important 
implications for human cancer treatment as aberrant histone modiications are potential 
molecular targets for therapeutic intervention in human malignancies.
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INTRODUCTION

Non-protein-coding RNAs (ncRNAs) are RNAs that are transcribed from DNA but are 
not translated into proteins. Many are functional and are involved in the processing and 
regulation of other RNAs such as mRNA, tRNA, and rRNA. Processing-type ncRNAs include 
small nuclear RNAs (snRNAs) involved in splicing, small nucleolar RNAs (snoRNAs) that 
modify nucleotides in rRNAs and other RNAs, and RNase P that cleaves pre-tRNAs. Other 
small ncRNAs such as microRNAs (miRNAs) and short interfering RNAs (siRNAs) are 
involved in the regulation of target mRNAs and chromatin. Although many of these latter 
ncRNA classes are grouped under the term RNA interference (RNAi), it has become clear 
that there are many different ways that ncRNAs can interact with genes to up-regulate or 
down-regulate expression, to silence translation, or guide methylation [1–3]. Adding to 
these classes are long ncRNAs (typically ．200 nt) that have also been implicated in gene 
regulation [4]. All of these ncRNAs form a network of processes, the RNA-infrastructure 
[2] that spans the cell not only spatially as RNAs move across the cell, but also temporally 
as the RNAs regulate gene processes during the cell cycle. Thus, the regulation of RNA 
processes may not only be transcriptional or translational, but also from their biogenesis 
and processing pathways [2]. However, when talking about gene regulation, it is RNAi that 
immediately comes to mind (especially in multicellular organisms) and it appears that 
RNAi-based ncRNAs and some longer ncRNAs have roles in epigenetic processes [5]. Some 
of these roles have been known for some time (e.g. X-chromosome inactivation [6] and gene 
imprinting [7]) but other roles in non-developmental mechanisms and cancer are only just 
coming to light.

We can cover only some of these mechanisms here but further reviews are available [5,7–10]. 
Although work in this area has clearly concentrated on mammalian examples there are many 
interesting mechanisms coming to light from non-mammalian species which we will cover 
to a small extent here. Presently we can divide the epigenetic-related classes of ncRNAs into 
two main groups; the long ncRNAs, and short ncRNAs including miRNAs, siRNAs, and Piwi-
interacting RNAs (piRNAs). This chapter reviews both the long and short classes of ncRNAs 
involved in epigenetic regulation: those that generally act as cis-acting silencers, but also as 
trans-acting regulators of site speciic modiication and imprinted gene-silencing (Table 4.1). 
As the examples in the following sections will show, we are still very much in the early days 
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of investigating how many characterized ncRNAs work to regulate processes such as RNA 
editing and methylation.

SHORT ncRNAs AND EPIGENETICS

RNAi is a mechanism by which short double-stranded RNAs (dsRNA) are used for sequence-
speciic regulation of gene expression, where some of the nucleotides on the ncRNA bind 
to either the coding or promoter region of an mRNA. This binding interferes with normal 
mRNA processing and consequently silences the expression of the mRNA. The three major 
classes are microRNA (miRNA), short interfering RNA (siRNA) and Piwi-interacting RNA 
(piRNA) which differ in their biogenesis and modes of target regulation [11] (Fig. 4.1). 
Although best known for roles in regulating mRNA transcripts, these short ncRNAs are also 
directly involved in other cellular processes including chromatin-mediated gene silencing 
and DNA rearrangements [2,12]. We will go through each class in turn highlighting how 
they are different, and review recent studies that indicate their use in epigenetics.

TABLE 4.1 ncRNAs Discussed in This Chapter and Their Abbreviations

ncRNA Length Short Description Suggested 
Reviews and 
Examples

miRNA Micro RNA 21–23 nt ssRNA folds into dsRNA 
structure; after processing 
and binding to RISC complex 
they target mRNAs to regulate 
translation.

Reviews 
[12,13,15,25] 
Figure 4.1A 
Rtl1 [16–19] 
Figure 4.2 
miR-290 [20,21]

siRNA Short 
interfering 
or silencing 
RNA

20–25 nt Regulate a specific gene using 
complementary sequence. 
Post-Transcriptional Gene  
Silencing (PTGS) and 
Transcriptional Gene Silencing 
(TGS) pathways. Plants also  
use RNA-directed DNA 
methylation (RdDM).

Reviews [9,25–28] 
Figure 4.1B
FLC gene [9,31,32]

piRNA Piwi-
interacting 
RNA

27–30 nt Interact with PIWI proteins  
for chromatin regulation  
and transposon silencing.  
Scan RNAs (scnRNAs) are  
a type of piRNA.

Reviews [33–36] 
Figure 4.1C

XiRNAs XCI 
inactivation 
linked small 
RNAs

24–42 nt Produced from Xist and Tsix 
long ncRNAs, required for 
controlling methylation of the 
future inactive X chromosome 
and of the Xist promoter  
region on the future active  
X chromosome.

XiRNAs in XCI 
[45,51,52] 
Figure 4.3

Long 
ncRNAs

．200 nt Many have specific targets  
and are critical for X 
chromosome inactivation in 
mammals (XCI), meiotic sex 
chromosome inactivation 
(MSCI), RoX (RNA on X)  
+system in insects, and Hox 
gene regulation.

XCI [40,41,45, 
49,52] 
Figure 4.3 
MSCI [54,55] 
RoX [56–58] 
HOX [63,65] 
Figure 4.4
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miRNAs are perhaps the most well known of the regulatory ncRNA classes, and the general 
miRNA processing pathway is shown in Figure 4.1. Yet we cannot assume that all miRNAs 
within one species will regulate their genes in the same way in another species. Studies 
have shown that not only can a single miRNA down-regulate expression of hundreds of its 
target genes [13], but some miRNAs use alternative methods of down-regulation, such as 
accelerated deadenylation of the polyA tail [14]. Other studies revealed that animal miRNAs 
can induce translational up-regulation, and that some plant miRNAs can function as 
translational inhibitors contrary to their original functional descriptions [reviewed in  
Ref. 15]. However, miRNAs are not merely regulating mRNA targets, but are also involved in 
intricate mechanisms that involve feedback, self-regulation and in some cases methylation.

An example (Fig. 4.2) comes from the mouse Dlk1-Dio3 region in which three protein genes, 
i.e. delta-like 1 (Dlk1), retrotransposon gene (Rtl1), and Dio3, are expressed exclusively from 
the paternal chromosome [16]. On the maternal chromosome these protein-coding genes are 
normally repressed, and several other transcripts are produced including one antisense to the 
Rtl1 gene. Regional imprinting of Rtl1 is predetermined by the methylation status of the nearby 
intergenic differentially methylated region (IG-DMR), which is methylated in the paternal 
chromosome, but not in the maternal. The maternally inherited unmethylated  
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FIGURE 4.1 
Processing pathways of small regulatory ncRNAs. (A) miRNAs are initially single-stranded RNAs (ssRNAs) produced via 

transcription or through splicing, which fold into stem-loop structures to form imperfect double-stranded RNA molecules 

(dsRNAs). These are then processed by the RNase III endoribonuclease (generally Dicer) before being denatured. One of the 

RNA strands (usually the less stable of the two) binds to the RNA-induced silencing complex (RISC), which then binds to a 

specific target mRNA that contains sequence complementary to the miRNA, to induce either cleavage or degradation, or 

block translation. (B) siRNAs are produced as dsRNAs, and can enter the Post-Transcriptional Gene Silencing (PTGS) pathway, 

which leads to mRNA degradation in the cytoplasm, or the Transcriptional Gene Silencing (TGS) pathway involved in chromatin 

modification. (C) piRNAs are ssRNAs produced in clusters and cleaved to individual units through an as yet undefined 

processing mechanism. They then bind to PIWI proteins to induce epigenetic regulation and transposon control.
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state of IG-DMR is essential for maintaining the repression of the protein-coding genes and  
for the expression of the antisense transcript [16,17]. The Rtl1as (antisense) transcript (also 
known as antiPeg11) forms hairpin structures from which after processing, miRNAs are 
released including miR-127 and miR-136 [18]. These miRNAs are located near 2 CpG islands 
in the Rtl1 transcript, and regulate the expression of Rtl1 in trans by guiding RISC-mediated 
cleavage of any maternal transcript. Aberrant epigenetic reprogramming of miR-127,  
miR-136, or Rtl1 result in late-fetal and/or neonatal lethality [19].

miRNAs have also been shown to be important in stem-cell self-renewal and differentiation 
(reviewed in Ref. 12). There are two types of stem cell, tissue stem cells (which include 
somatic and germline cells which develop, maintain, and repair tissues in developing and 
adult organisms), and embryonic stem cells (ES) which develop from an embryo to give rise 
to the fetus. Self-renewal (or self-replication) in tissue cells results in asymmetrical division, 
whereby one daughter cell retains the stem-cell properties, and the other daughter cell is 
committed to a differentiated function. This behavior is controlled inter-cellularly (between 
cells by cell signalling), as well as intra-cellularly through epigenetic, transcriptional, 
translational, and post-translational mechanisms. Recently, miRNAs have been found to 
be important players in controlling stem-cell fate and behavior. One example is the mouse 
miR-290–295 miRNA cluster, a group of miRNAs that share a 5’ proximal AAGUGC motif 
[20]. The expression of this cluster increases during pre-implantation development and 
remains high in undifferentiated ES cells, but then decreases after ES cell differentiation 
[20]. The miR-290 miRNAs act as post-transcriptional regulators of retinoblastoma-like 
2 (Rbl2), which in turn acts as a transcriptional repressor of DNA methyl transferases 
(DNMTs), Dnmt3a and Dnmt3b. DNMTs epigenetically silence OCT4, a key transcription 
factor of ES cell renewal and differentiation [20,21]. Repression of Dnmt3a and Dnmt3b 
results in hypomethylation of the genome and especially the telomeres, leading to the 
appearance of long telomeres and increased telomere recombination. Alternatively, if Dicer 
is knocked out, miRNAs are depleted and the methylation of the Oct4 promoter is severely 
impaired during differentiation [20]. Many other candidate targets of the AAGUGC seed-
containing miRNAs have been identiied as well as many indirectly regulated targets [20], 
but it remains to be seen how other aspects of self-renewal and differentiation are affected 
by the miR-290 cluster.
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This is only one example of many that show how miRNAs are directly or indirectly regulating 
key self-renewal or differentiating genes by either directly or indirectly affecting methylation 
processes. It is also possible for a miRNA to regulate another miRNA. An example of this 
action is miR-184, which negatively regulates miR-205 in human epithelial cells. Interfering 
with miR-205 dampens the Akt signaling pathway and is associated with a marked increase 
in keratinocyte apoptosis and cell death [22]. Current research (e.g. 22–24) is inding that 
more and more of such miRNAs are subjected to feedback from their target genes, and serve 
as a warning that what may appear at irst to be “simple” regulation of an mRNA by an 
miRNA, may in fact have hidden features only revealed upon a detailed investigation of a 
mechanism.

As with miRNAs there are many subclasses of siRNAs that can be processed either as  
sense–antisense pairs (e.g. bidirectional promoter produced; Fig. 4.1 – siRNA pathway A),  
or as double-stranded transcripts which are subsequently cleaved by Dicer (Fig. 4.1 – 
siRNA pathway B) [25]. siRNA-based mechanisms have been well-studied in plants and 
ission yeast [9,26]. Although at irst siRNAs in animals were mostly considered to be from 
foreign DNA or RNA (i.e. viral-induced exo-siRNAs), recent studies have characterized 
many more endogenously encoded siRNAs (endo-siRNAs) that appear to have a role in 
transposon control [reviewed in Ref. 27]. However, concentrating on the more well-known 
mechanisms in plants, one group of endo-siRNAs are the RDR2-dependent siRNAs which 
are preferentially associated with transposons, retroelements, and repetitive DNA, but also 
appear to guide methylation of speciic DNA regions [26]. In plants, ission yeast, and to a 
small extent in mammals [28], both the transcriptional (TGS) as well as post-transcriptional 
gene silencing (PTGS) pathways are activated by dsRNAs. With the PTGS pathway, siRNAs 
direct mRNA degradation in the cytoplasm with no epigenetic incidence. However, TGS acts 
in the nucleus and is associated with chromatin modiications that silence transcription, and 
are maintained throughout the phases of the cell cycle [9].

In ission yeast more complicated models have been characterized. During TGS, the 
RITS (RNAi-Induced Transcriptional Silencing) complex is similar to RISC in containing 
Argonaute, but (unlike RISC) RITS localizes exclusively to the nucleus and contains at least 
one chromatin-binding module called a chromodomain [9]. Bound to a siRNA it mediates 
sequence speciic heterochromatin formation and histone methylation. Recent models 
propose that RITS and RDRC (RNA-directed RNA polymerase Complex) are recruited to the 
site of intended heterochromatin formation when their associated siRNAs bind to a nascent 
RNA being transcribed at that site [29]. Thus, the binding of RITS to chromatin initiates 
heterochromatin formation which in turn results in TGS. Assembly of heterochromatin at 
a given genomic site comes with a heritable silencing of transcription. In ission yeast this 
mechanism is widely used to regulate heterochromatin formation, and a positive-feedback 
loop involving RDRP couples siRNA production to chromatin modiications [9].

In plants, siRNAs are involved in RNA-directed DNA Methylation (RdDM), which was 
irst observed in viroid infected tobacco plants where sequences similar in sequence to 
the viral genes became methylated [30]. The exact mechanism for RdDM has not yet been 
characterized but in a general model [9], the plant speciic RNA Polymerase IV is (somehow) 
recruited to a target genomic site; once there it synthesizes an ssRNA which RDR2 uses as a 
template to construct dsRNA that is processed by DCL3 (plant dicer) into siRNAs that bind 
AGO4 proteins. An AGO4 protein bound to an siRNA is thought to form a complex with 
PollVb and DRM2 to guide DNA and chromatin methylation at the target genomic region 
[9,26]. One example is the FLC gene (Flowering locus gene C), a key MADS box transcription 
factor with key cell differentiation roles similar to that of HOX in animals. FLC gene 
expression is low during lowering in Arabidopsis thaliana, maintained by the Polycomb group 
of silencing proteins. A transposon in an intron of FLC is believed to nucleate formation of 
silent chromatin by attracting DNA and H3K9 methylation [9,31]. siRNAs complementary to 
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the 3’ end of the FLC gene have now been detected and their accumulation requires DCL2, 
RDR2, and PolIVa [32]. However, the siRNAs do not depend on the transposon but instead 
on antisense transcription of FLC 3’ UTR by a mechanism that is not yet clear [9].

The use of piRNAs (PIWI-interacting RNAs) in epigenetic processes is (like the siRNAs) 
only just coming under detailed investigation. Although also found in mammals and 
some ciliates piRNAs have been studied in greater detail in Drosophila melanogaster, in both 
germline and, more recently, soma cells [33,34], where they play critical roles in transposon 
“control” (i.e. preventing transposon activation and hence keeping the levels of transposons 
interrupting genes to a minimum) [35]. Drosophila piRNAs reside in clusters usually within 
heterochromatin or at heterochromatin–euchromatin boundaries. These piRNA clusters are 
repeat-rich regions composed of ancient fragmented transposon copies representing all major 
classes and element families [35]. Unlike miRNAs and siRNAs, piRNAs are not produced by 
“Dicing” (Fig. 4.1), but mainly by bi-directional promoters and what is known as the “ping 
pong” cycle of biogenesis and ampliication. This cycle is initiated by primary piRNAs arising 
from piRNA clusters. Those piRNAs that are antisense to expressed transposons identify 
and cleave their targets, resulting in a set of new sense piRNAs in an AGO3 complex termed 
secondary piRNA. The AGO3-bound piRNA targets any transposon target that contains 
antisense transposon sequences. This cleavage then generates additional antisense piRNAs and 
the cycle can continue. This forms an effective small ncRNA-based transposon immune system.

piRNAs are now being proposed as possible vectors for carrying epigenetic inheritance 
[36]. An example comes from Drosophila strains that differ in the presence of a speciic 
transposon, where crosses produce sterile progeny (hybrid dysgenesis), but only if the 
transposon is paternally inherited. Maternally inherited piRNAs are thought to play a role in 
this transposon silencing [36]. Both PIWI and Aubergine (Aub) proteins are deposited into 
developing oocytes and accumulate in the pole plasm suggesting a mechanism of transfer of 
maternal piRNAs into the germ lines of their progeny [36]. piRNA clusters alone have been 
shown to be insuficient to inactivate some transposons within a single generation. Instead 
maternally inherited siRNAs appear to prime the “resistance”-type control system at each 
generation to achieve full immunity. It is also thought that, since environment can inluence 
the content of maternal small RNA populations, these RNAs could epigenetically alter the 
phenotype of progeny [35].

In mammals, transposon control by TGS occurs using PIWI-type proteins Milli and 
Miwi2 (Line-1 non-LTR), and IAP (LTR) retrotransposons, along with DNA methylation 
during embryogenesis in male germ cells (prospermatognia) [35]. Like AGO3, Mili binds 
preferentially to piRNAs corresponding to transposon sense strands while Miwi2 contains 
mainly antisense piRNAs. piRNAs in prospermatogonia are derived from transposon rich 
piRNA clusters. There is evidence for a ping-pong ampliication cycle as seen in Drosophila, 
but as yet its involvement in epigenetic inheritance is not characterized. Although the 
transmission of phenotype via piRNAs has only been demonstrated to date in Drosophila, the 
accumulation of small RNAs in the oocytes of other species is known and opens the way for 
this phenomenon to be more widespread [35].

LONG ncRNAs AND EPIGENETICS

During the last few years, evidence of complex, long ncRNA mediated epigenetic control 
systems has increased dramatically [3,37,38]. In a famous example, X chromosome 
inactivation (XCI) studied largely in mice, ensures only one of the two X chromosomes in  
XX females is expressed during development, and involves two long ncRNAs: Xist (17 kb) and 
its antisense transcript Tsix (40 kb) (reviewed in Refs 6,39,40). Xist RNA is expressed at a low 
level in both females and males before differentiation [41], but upon cell differentiation, Xist 
RNA coats the future inactive X chromosome (Xi) triggering extensive histone methylation 
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[42], whereas Tsix appears to restrict Xist activity on the future active X chromosome (Xa) 
[43]. Recent studies, especially in mice, have revealed a more complex regulatory network of 
XCI which involves the interaction of long and short ncRNAs (Fig. 4.3).

To explain in more detail, in mice pre-XCI embryonic stem cells (ES) (Fig. 4.3A), Tsix is 
transcribed at a much higher level than Xist and triggers cytosine methylation within both 
Tsix and Xist genes, resulting in epigenetically equal competency for transcription and random 
X-inactivation [44]. The transcriptional level of Xist is elevated when the major pluripotency 
factors Nanog, Oct3/4, and Sox2 dissociate from intron 1 within Xist initiating XCI [44] (Fig. 
4.3B and C). The coating of Xist on the future inactive X chromosome (Xi) (Fig. 4.3B) forms 
a silent chromatin compartment where X-linked genes become “localized” through Xist 
binding [45]. Xist RNA is required for chromosome-wide methylation in undifferentiated ES 
cells during the onset of X inactivation; however, once established, the maintenance of the 
heterochromatic state is independent of Xist RNA [46]. In contrast, the Polycomb repressive 
complex PCR2 is recruited by the RepA (a 1.6 kb ncRNA within Xist), and responsible for 
the maintenance of Xi [47,48]. On the future active X chromosome Xa (Fig. 4.3C), the level 
of Xist expression is largely controlled by its antisense transcript Tsix. The expression of Tsix 
is restricted to Xa [49] and associates with the DNA methyltransferase Dnmt3a to direct 
methylation on Xist promoter [50]. However, this methylation event is transient and does not 
play a role during the initiation of XCI [50]. Besides directing histone modiication, the Tsix 
RNA can also down-regulate Xist expression through antisense binding. It has been shown 
that Tsix transcription across the Xist promoter is crucial for Xist regulation [44].
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in an equal chance for transcription and ensures random initiation of XCI. (B) During XCI, expression of Xist is elevated upon 
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the future Xi. The Xi status is maintained by the Polycomb repressive complex PCR2. (C) On the future Xa, Tsix is associated 

with methyltransferase Dnm3a and directs methylation on the Xist promoter to ensure expression of X-linked genes through 

repression of Xist. XiRNA is also involved by directing methylation of Xist on CpG islands.
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In addition small ncRNAs are also involved in XCI. Dicer-dependent XiRNAs are produced 
from both the Xist and Tsix ncRNA transcripts [44] and are required for methylation along 
the future inactive X chromosome, and methylation of the CpG island of the Xist promoter 
region in the future active X chromosome Xa [51]. Although XiRNAs are produced with 
Dicer, RNAi is not directly involved in X chromosome inactivation; instead it appears to 
maintain the steady-state level of the Xist RNA [52]. Adding to this increasingly complex 
network, RepA has been found to mediate the heterochromatic coniguration of the Xist 
promoter through recruiting PRC2 [53].

Although most of the studies on XCI have been in placental mammals (and especially 
mice), recent work in marsupials has shown that a very similar mechanism exists although 
marsupials do not have the Xist RNA [54]. Here it is thought that male meiotic sex 
chromosome inactivation (MSCI) plays a greater role in dosage compensation. In mice, 
(reviewed in Ref. 55), MSCI silencing of the X chromosome genes is initiated during male 
meiosis, but unlike XCI, MSCI is transient, occurring during each round of spermatogenesis 
with some X-linked genes reactivating, then subsequently becoming silenced in the female. 
In marsupials, this can be demonstrated since XCI appears not to result from inheriting an 
X chromosome already inactivated by MSCI, but instead the inactivation takes place in the 
female (although the exact timing is not as yet known) [54]. It is also suggested [55] that 
some X-linked miRNAs escape MSCI and may contribute to the mechanisms regulating 
MSCI in an RNAi-like manner. Commonalities between the placental mammal and 
marsupial models (including enrichment of H3K27 trimethylation on the Xi and association 
of the Xi with the nucleolus [54]), indicate that aspects of the XCI system may be more 
conserved than originally thought [54].

In insects however, dosage compensation is achieved not by silencing but by a 2-fold increase 
of X-linked genes in males, relative to females [56–58]. In this mechanism the male-speciic-
lethal (MSL) complex (consisting of MSL1, MSL2, MSL3, MOF (males absent on first), and MLE 
(maleless)) binds to genes along the male X chromosome. Associated with this complex are 
two long ncRNAs, roX1 and roX2 (RNA on X), that direct activation, rather than silencing, 
of their target genes [56,59]. roX1 and roX2 transcripts spread along the X chromosome 
recruiting the histone deacetylation protein complex, which generates an open chromatin 
conformation to facilitate active transcription [60,61]. How roX RNA regulates changes in the 
localization and activity of the MSL complex, is still poorly understood [62], and likewise 
how the MSL complex achieves dosage compensation [58]. Studies are beginning to indicate 
that target genes are enriched at the 3’ end and not at promoter sites leading to a model that 
the MSL complex affects elongation, resulting perhaps in hyper-transcription of the targeted 
genes or chromatin looping [58]. What is clear is that the RoX RNAs are a key part of the insect 
dosage compensation mechanism, and more study is needed to uncover the iner details [58].

Recent studies have also revealed long non-coding RNAs regulating the Hox gene cluster 
in insects and vertebrates (reviewed in Ref. 63). First found in Drosophila, the Hox family 
of proteins are critical determinants of correct patterning of the axis during embryonic 
development [64]. A large number of non-coding transcripts have been identiied within 
the Hox gene cluster [63], the majority of which are found as antisense transcripts from 
intergenic regions, and are coordinately induced with their 3’-end Hox genes [65]. In 
Drosophila, the Bithorax Hox gene cluster (BX-C) regulation is extremely complex, with 
the regulatory region containing enhancers, silencers, maintenance elements, boundary 
elements, and possibly other elements not yet characterized [63].

Included in this regulation are the long ncRNAs, bxd RNAs, and iab RNAs [64], involved 
in regulation of their downstream Hox genes, Ultrabithorax (Ubx), Abdominal-A (abd-A), 
and Abdominal-B (abd-B) [63,66]. Bxd RNAs are expressed in different cells and germ layers, 
consistent with each bxd ncRNA having a unique role [63]. This spatial regulation may 
account for the observed mosaic expression pattern of the Hox genes in early embryos 
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[63,66]. In particular there has been some attention focused on one of these ncRNAs, 
HOTAIR, identiied as regulating chromatin silencing of the adjacent Hox locus [65]. Figure 
4.4 illustrates the mechanism by which the HOTAIR RNA regulates expression of HOX 
gene clusters through epigenetic control. HOTAIR, a 2158 nt spliced and polyadenylated 
long ncRNA is transcribed as a single copy on the antisense strand of the HOXC gene [65]. 
siRNA knockdown of HOTAIR results in transcriptional activation of the HOXD gene 
locus spanning four genes on a different chromosome. The HOTAIR RNA is physically 
associated with the Polycomb Repressive Complex 2 (PCR2), and is required for H3K27me3 
modiication and transcriptional silencing at HoxD [48,65]. Interestingly, HOTAIR 
transcription is linked to Polycomb group protein deposition and HOXD silencing on a 
different chromosome, demonstrating the action of an ncRNA in trans [48,65]. This action, 
but in cis, is seen in other long ncRNAs such as RepA, Kcnq1ot1, and AIR [48].

A number of models have been studied to reveal the roles of long ncRNAs in imprinted gene 
clusters. Short ncRNAs clearly have a role in epigenetic imprinting. In mouse, for example, 
80 genes are grouped into clusters [7,67] and in many cases, one or more ncRNAs expressed 
from within a gene cluster play a crucial role in regulating the expression the gene cluster [68]. 
This regulation directs chromatin modiication forming an “epigenetic memory” within the 
same cell lineage [69]. Expression of genes in an imprinted cluster is generally controlled by a 
cis-regulatory region, the Imprint Control Element (ICE), which carries parental information 
in the form of DNA methylation [70]. Several gene clusters controlled by ICE are insulin-like 
growth factor 2 (Igf2), insulin-like growth factor 2 receptor (Igf2r), potassium voltage-gated 
channel (Kcnq1), and guanine nucleotide binding protein  stimulating factor (Gnas). Each 
of these clusters carries one ncRNA gene on the parental chromosome with unmethylated ICE 
[70]. The paternally imprinted Igf2 cluster contains a 2.5 kb spliced long ncRNA H19, which 
correlates with the methylation silencing of Igf2 genes [71], despite not having a direct role 
in maintaining silencing of the Igf2 cluster [72]. Although not necessary for the silencing of 
the Igf2 cluster, transgenic studies have revealed that H19 expression is suficient for acquiring 
paternal-allele-speciic methylation of the Igf2 genes [73]. It is possible that some of these 
long imprinting ncRNAs are in fact miRNA precursors [7], but as with many of the ncRNAs 
discussed here, details will emerge as further investigations proceed.

CONCLUSIONS

The investigation of ncRNA-related epigenetic mechanisms is at this point relatively new, 
but the rise of new sequencing technologies has already revealed epigenetic regulation at the 
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FIGURE 4.4 
Long ncRNA regulation of Hox genes. Human HOTAIR RNA is expressed on the antisense strand within the HoxC gene 

cluster on chromosome 12. The HOTAIR RNA associates with Polycomb repressive complex PCR2 which triggers methylation 

along the HoxD gene cluster on chromosome 2, leading to silencing of the HoxD genes.
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genome level. Deep-sequencing technologies (also known as Next Generation Sequencing or 
NGS) have not only enabled analysis of histone modiications and methylation sites across 
entire genomes [74], but are enabling the detection of ncRNAs important in the regulation 
of these modiications. An example is Wang et al. (2009) [75] where maize organ speciic 
distributions of canonical miRNAs and endogenous siRNAs have been linked to epigenetic 
modiications, H3K27me3, and DNA methylation [75]. This provides an important link 
between the epigenome and the transcriptome.

An interesting titbit is that the role of ncRNA in epigenetics has even been investigated in 
space. Spacelight is a unique environment comprising of cosmic irradiation, microgravity, 
and space magnetic ields. A study of rice plants germinated from seed subjected to 
spacelight showed altered methylation patterns and gene expression in six transposable 
elements and 11 cellular genes including siRNA related proteins Ago1 and Ago4 [76]. All 
of the detected alterations in the cellular genes were hypermethylation events occurring at 
CNG sites. This is consistent with the idea that plant CNG methylation is more prone to 
perturbation by environmental stresses [76,77].

While most studies have been conducted on major model organisms, there is now some 
information on ncRNA-based epigenetic mechanisms in protist lineages. piRNA-type 
RNAs (scan RNAs or scnRNAs) from ciliates are produced during the reorganization of 
the macronucleus during sexual development when some exons can become “scrambled” 
[35]. In Tetrahymena thermophila ~6000 IES internal eliminated sequences consisting of 
transposon-like and other repeats are targeted for removal by RNA-directed heterochromatin 
marking by scnRNAs [78]. Although the actual molecular mechanism is not as yet known, 
scnRNAs pair with either DNA or RNA from the parental macronucleus to be sorted, and 
then “selected” transcripts are moved to the newly developed macronucleus where they 
induce heterochromatin formation on the IES prior to elimination.

Recently, long ncRNAs have been found in the malaria parasite Plasmodium falciparum, where 
sterile sense and antisense RNAs are transcribed from the var virulence gene family and coat 
chromatin in a similar way to the animal Xist RNA and the Drosophila roX RNAs [79]. The 
regulation of the VSP genes involved in antigenic switching in the Diplomonad Giardia lamblia is 
also thought to be epigenetically regulated [80]. Subsequently there has been the identiication 
of key RNAi proteins [81,82], some miRNAs [83,84], and a little on the regulatory mechanism of 
the VSP genes [85]; however, nothing is known as yet about chromatin modiications in Giardia. 
Further studies on protists are essential if we are to understand how ncRNAs in general regulate 
epigenetics and to understand how such mechanisms evolved.

Despite the individual variances in these pathways, miRNAs, siRNAs, and piRNAs all share 
several key protein components including Argonaute, PIWI, RDRP, and Dicer. Many RNA-
directed epigenetic regulation events thus appear to be sharing protein and RNA components 
with the RNAi pathway if not dependent on the latter. We also note that evolution of 
ncRNAs by duplication could allow epigenetic states (e.g. methylation and imprinting) 
between the two copies to differ [1,86]. Since there are instances where a single trans-acting 
siRNA may have ~2300 predicted gene targets [7], this type of duplication could possibly 
result in a signiicant change in phenotype [1]. There is no doubt that the next few years will 
see more a greater understanding of ncRNA-related epigenetic mechanisms and perhaps then 
we can move on to constructive evolutionary analysis.
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“This discussion is based on the idea of two types of cellular regulatory 

systems, both capable of maintaining persistent cellular characteristics but 

achieving homeostasis by different means. The current concept of a primary 

genetic material (DNA), replicating by a template mechanism, is opposed 

to a homeostatic system operating by, perhaps, self-regulating metabolic 

patterns.”
D.L. Nanney, 1958 [1]

In the early period of the 20th century, almost as soon as the laws of Mendel were 
rediscovered, characters that would not follow the rules of classical Mendelian segregation 
were discovered. Most of these cases of non-mendelian heredity are presently accounted for 
by mutations in eukaryotic organelle genomes (plastes and mitochondria), by cytoplasmic 
symbionts, or by viruses and virus-like particles. However, a subset of these phenomena 
cannot be explained by the presence of nucleic acid-bearing entities in the cytoplasm. 
Theoretical considerations, irst made by Max Delbrück [2], proposed that negatively-
interacting metabolic networks could generate alternative states, stable enough to be passed 
on during cell division. Similarly, as early as 1961, a model based on structure inheritance 
was proposed by Marcou and Rizet to account for a case of non-mendelian inheritance in the 
fungus Podospora anserina [3]. Early experiments with the lactose operon of Escherichia coli 
[4] proved that indeed metabolic networks could generate inheritable alternative metabolic 
states, and studies with paramecia showed that complex sub-cellular structures, e.g. cilia, 
which direct their own assembly in a template-assisted fashion [5], could create alternative 
states that were inheritable during cell division and even sexual reproduction. This led to the 
deinition of two kinds of epigenetic inheritance 6]: the structural inheritance, based on the 
transmission of alternative structures of macromolecules and macromolecular complexes, 
and the regulatory inheritance, based on the alternative states adopted by metabolic or 
regulatory pathways. As we shall see below, such a clear-cut difference may not be made in 
some instances, which are clearly a mix of the two types.

5
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It is interesting to note that the acceptance that DNA, and not proteins, is the genetic 
material took a long time. Puriication of DNA associated with genetic transformation 
were the key experiments that permitted inal recognition. The discovery in the mid-1960s 
of mitochondrial and plastid genomic DNAs [7,8] has then eclipsed for three decades the 
studies on many “genes” with unorthodox segregation that could be due to structural or 
regulatory inheritance. Their analysis was re-ignited by the proposal of R. Wickner in 1994 
[9] that two of them, the [PSI] and [URE3] elements of the yeast Saccharomyees cerevisiae, 
could be due to inheritable changes in protein structure. At that time, the concern with the 
mad-cow disease, whose etiologic agent appears to be composed only of proteins, made 
the scientiic community more receptive to unorthodox ideas regarding inheritance. As we 
shall see, we now can transform cells to alternative “states” with puriied prions, a feat that 
would have postponed the recognition of DNA as the genetic material, and reinforced the 
hypothesis that proteins were the genetic material, would one of the unorthodox “genes” 
have been chosen in the pioneering transformation experiments!

Here, we will review only a few cases of structural and regulatory inheritance, due to space 
constraint. Indeed, an ever increasing array of phenomena is now attributed to prions and 
prion-like elements. Only those prototypic are discussed below.

STRUCTURAL HEREDITY

At the present time, two different kinds of structural heredity have been clearly demonstrated, 
that of prions, which is based on the structural changes in a single polypeptide, and the 
cytotaxis, in which a large macromolecular complex is concerned.

Prions of S. cerevisiae and P. anserina

The term “prion” for proteinaceous infectious particle was irst proposed by Prusiner [10] to 
characterize the etiologic agents of some, at the time, bizarre diseases of mammals called 
transmissible spongiform encephalopathies (TSEs), including scrapie in sheep, as well 
as Kuru and Creutzfeldt–Jakob disease in Human. A basic deinition of this term is the 
following: a protein able to adopt two distinct conformations, one of which can convert 
the other one. Usually, prion proteins may adopt monomeric or oligomeric states. The 
protein can change spontaneously from the monomeric to the oligomeric forms with a low 
frequency. Importantly, oligomers trigger the switch of the monomers towards the oligomeric 
and infectious form. This auto-catalytic process leads thus to the depletion of the monomers 
and to the accumulation of the oligomers. TSEs are probably caused by an aberrant folding 
of the PrPc protein into the infectious PrPSc form [11].

Afterwards, this concept was successfully extended to explain the peculiar features of two 
non-mendelian elements of Saccharomyees cerevisiae, [PSI] and [URE3] [9]. Now, the 
term prion is no longer restricted to TSE agents, but refers to any protein able to adopt 
an infectious conformation. The prion transition alters the function of the protein and 
consequently the phenotype of the cell. The aggregated state, as well as the associated 
phenotype, is infectious and stably transmitted from generations to generations both by 
mitosis and meiosis. Thus, yeast prions act as protein-based genetic element corresponding 
to an elegant epigenetic heredity. Several genetic criteria have been retained to suggest a 
prion behavior for a cellular protein [12]: (1) a prion can be cured, but it can reappear in the 
cured strain with a constant frequency because the protein able to change to an infectious 
form is still present; (2) overproduction of a protein capable of becoming a prion increases 
the frequency of the prion arising de novo; and (3) if the prion phenotype is due to the 
absence of the normal form of the protein, then the phenotype of null mutant of the gene 
for the protein is the same as that of the strain containing the aggregated prion. Also this 
gene is required for the prion to propagate.
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The irst two yeast proteins obeying the above criteria and showed to be true prions 
in yeast were eRF3 and Ure2p. [PSI], the prion of the release factor eRF3, also called 
Sup35p, affects the eficiency of translation termination. This may result in signiicant 
morphological or physiological switch when the transition is made [13]. [URE3], the prion 
of the protein Ure2p alters nitrogen catabolism. Although the genetic, biochemical, and cell 
biological analysis of these two prions, especially [PSI], has boosted the comprehension 
of prion properties, the deinitive demonstration that a protein is infectious based on cell 
transformation was obtained in the ascomycete fungus P. anserina [14]. This organism 
contains a true prion that displays the expected properties, the HET-s protein involved in 
heterokaryon incompatibility [15]. Prion aggregates of HET-s obtained from recombinant 
protein made in E. coli were introduced by ballistic transformation into prion-free cells of P. 
anserina and were shown to induce a phenotypic conversion towards the prion-containing 
cells [14]. This demonstration is formally equivalent to transformation experiments 
conducted by Avery et al. [16] proving that DNA is the support of genetic information. To 
date, this kind of transformation demonstration has been performed for only few additional 
examples in S. cerevisiae but an ever-growing number of proteins are strongly suspected to 
be prions (Table 5.1). For most prions, only the monomeric form has a biological function. 
To date, the only exception to this rule is HET-s, which appears active only in the oligomeric 
and infectious conformation [15]. This is also suspected for Aplysia CPEB [17], a neuronal 
mRNA translation regulator. This case is somewhat special, as it was shown to have prion 
properties in yeast, but as yet not in animals.

Domain analysis showed that the yeast and P. anserina prions contain a modular prion domain, 
dispensable for the cellular function but required and suficient for the prion properties 
[18,19]. Most proteins fused to it behave like a prion. For example, in cells expressing a fusion 
protein composed of a prion domain and the GFP, two populations of cells may be observed, 
one with a homogeneous cytoplasmic luorescence corresponding to the monomeric form 
and the other displaying intense punctuated foci due to oligomerization of the fusion protein 
[19]. Studies have focused on these domains to detect important features. In S. cerevisiae, an 
essential feature is richness in glutamines (Q) and asparagines (N), since all known yeast prion 
have such a domain. The sequence has probably no importance, because a prion domain 
with a sequence randomly shufled is still able to form prion [20]. A bioinformatic analysis 
of the yeast genome performed to select gene coding a protein with a Q/N rich domain [21] 
permitted the identiication of the Rnq1 protein (Rich in N and Q) that has prion properties, 
conirming the importance of this feature. However, it may not be universal, since the prion 
domains of Het and PrP are not Q/N rich and exhibit no obvious bias in their amino-acid 

TABLE 5.1 Summary of the Prion Proteins in Different Organisms

Protein Organism Prion Infectious Prion 
Conformation*

Reference

PrP Mammals TSE agent Suspected [11]
HET-s P. anserina HET-s Yes [14]
Sup35 S. cerevisiae [PSI] Yes [39,110,111]
Ure2 S. cerevisiae [URE3] Yes [112]
Rnq1 S. cerevisiae [PIN] Yes [113]
New1 S. cerevisiae [NU] ? [29]
Swi1 S. cerevisiae [SWI] ? [114]
Cyc8 S. cerevisiae [OCT] ? [115]
Mca1 S. cerevisiae [MCA] ? [25]
Pma1 (?) S. cerevisiae [GAR] ? [116]
CPEB A. californica – ? [17]

*Indicate whether the synthetic prion protein transforms prion-free cells to prion-containing cells. Two studies suggest that a 

dozen additional yeast proteins, not indicated in the table, may also be prion [29,117]
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composition. Despite their variation in primary sequences, all prions appear to adopt a similar 
conformation [see Ref. 22 for a review]. The monomer is soluble, rich in -helix, and protease 
sensitive. The infectious form is oligomeric, rich in -sheet, and partially protease resistant. The 
oligomers of all prions are abled to form amyloid ibers. These ibrous aggregates, identiied 
by a birefringence when stained with congo red, are characteristically composed of proteins 
rich in -sheet structures. These kinds of iber are detected in prion disease in mammals in the 
brain of affected individuals and also in vitro for recombinant yeast prion proteins. Note that 
these ibers are not restricted to prion proteins; indeed some native amyloïds exist like the 
curlin protein in E. coli and even in the silk of some spiders. Progress is being are made in the 
understanding of the structural basis of infectivity [23].

As expected for a mechanism based on protein conformations, chaperones are implicated 
in the stability of prions. Hsp104, Hsp70, and Hsp40 families of chaperon, but also Hsp70 
or Hsp40 activating proteins, are involved in this regulation. Hsp104 breaks aggregates into 
smaller ones; Hsp40 and Hsp70 help to refold the proteins into their native conformation. 
Hsp104p was the irst chaperone identiied to modulate prion [24]. Surprisingly, both over-
expression and depletion of Hsp104 led to the loss of [PSI]. Hsp104 is required to break 
large aggregates of prion producing new oligomers eficient for polymerization or seeds. The 
normal level of Hsp104 permits keeping seeds large enough to not be refolded by Hsp40/
Hsp70, as well as to have an adequate number of seeds for eficient segregation during 
cellular division. Among chaperones, Hsp104 appears to be the major player as it is required 
for all the yeast prions, except [MCA] [25]. Moreover, the irst compound destabilizing 
[PSI], guanidium hydrochloride, is an inhibitor of Hsp104 [26]. However, Hsp104 over-
expression affects only [PSI] and [MCA], indicating a complex role for Hsp104 with a 
general effect on yeast prions and another activity speciic to [PSI] and [MCA]. The effect 
of over-expression/depletion of members of the families Hsp40 and Hsp70 on the prion 
stability is more complex than that for Hsp104 (see Ref. 27 for a review).

The search for others players modulating prion stability provided one of the most astonishing 
results in prion studies: the appearance of [PSI] is itself controlled by another prion [28]. In 
the absence of this prion, called [PIN] for PSI-inducible in yeast cells, PSI is unable to appear. 
This PIN element is usually due to the prion conformation of Rnq1, but experimentally 
several other prions including [URE3] permit the formation of [PSI] independently of 
Rnq1 [29]. The effect of [PIN] is not limited to [PSI], as it also inluences the appearance 
of [URE3] [30]. These kinds of interaction seems to be not restricted to positive ones as it is 
suggested that [PSI] and [URE3] antagonize each other’s propagation and de novo appearance 
[31]. Destabilizing interactions between [PSI] and [PIN] have also been described [32]. 
These data exemplify interactions between prions in a manner similar to interactions between 
alleles of different genes, emphasizing the similarity between true genes and “prion genes”.

The similarity of prions to true genes is even more pronounced, since “allelic variants” called 
strains have been discovered for several prions [30,33–36]. Indeed, the observation that 
cells with the prion [PSI] may present different stabilities of [PSI] during cell division and 
different expressivity of the phenotype led to the proposal that strains of [PSI] exist [33]. 
The same observation was also made with TSE diseases that would appear to be caused by 
various strains of infectious agents [35,37,38]. The question is how a protein able to switch 
to an inactive and infection state may be connected to several phenotypes. The answer lies 
in the ability of a unique prion protein to adopt many distinct infectious conformations 
[36,39]. As the irst aggregated proteins appear spontaneously, one conformation is adopted 
among many possibilities. Then, this conformation acts as a template for further aggregation 
and is accurately transmitted to the successive cycles of conversion. Each conformation gives 
birth to a strain or variant of prion presenting distinct properties: stability, structure of the 
amyloid ibers, number of seeds, but also proportion of the prion protein in the aggregated 
form versus the soluble form [36,39,40]. At the level of the organism, these different strains 



67

CHAPTER 5 

Prions and Prion-like Phenomena in Epigenetic Inheritance

trigger phenotypes with a more or less pronounced severity or effects. Interestingly, some 
are able to act as template on proteins with a different primary structure. This enables for 
example, some of the conformers from one species, but not all of them, to transmit its 
conformation to the homologous prion protein from a different species, a process known as 
barrier species crossing [41].

Prions are clearly endowed with the ability to transmit information from one cell 
generation to the next one and importantly the aggregated form can be puriied and used 
in transformation experiments. Some are even responsible for transmitting diseases in 
mammals, clearly demonstrating their stability outside cells or organisms. They should thus 
be considered as true “hereditary units” in their ability to carry genetic information. At the 
present time, their actual role in cell physiology is unclear. Mammalian prions are clearly 
detrimental infectious agents. The P. anserina prion may be beneicial [15], while, in yeast, 
prions are regarded either as enabling adaptation [13] or diseases [42].

Self-Driven Assembly of Hsp60 Mitochondrial Chaperonin

Unlike prions, which can be viewed as abnormal proteins, the S. cerevisiae Hsp60 chaperonin 
provides a clear example of a structure catalyzing its own folding. It demonstrates the 
necessity for correctly folded pre-existing oligomers to ensure the correct folding of further 
monomers [43]. Some proteins, which are imported from the cytosol into mitochondria, 
cross the mitochondrial membranes in an unfolded conformation and then are folded in the 
matrix by Hsp60. Monomers of Hsp60 form a complex, arranged as two stacked 7-mer rings. 
Once assembled in the matrix of mitochondria, these 14-mer complexes bind unfolded 
proteins to catalyze their proper folding in an ATP-dependent manner. But Hsp60 proteins 
are also encoded by a nuclear gene and translated in the cytosol as precursors, which are 
then translocated into the mitochondrial matrix. So, how could they assemble themselves 
without pre-existing 14-mer complexes to fold them?

To address this question, Cheng et al. took advantage of a temperature-sensitive lethal 
mutation in the hsp60 gene [43]. At 23°C, the hsp60ts mutant cells grew normally but 
when the temperature was shifted to 37°C, the mutant cells stopped growing within one 
generation, because the impaired Hsp60 complex fails in folding and assembly of imported 
mitochondrial proteins. An attempt to rescue the growth deicient phenotype of hsp60ts 
mutant strains was set up with a high copy plasmid, containing the coding sequence of 
the wild-type Hsp60 precursor, driven by the inducible galactose promoter. Cultures were 
irst shifted from 23°C to 37°C and two hours later, expression of wild-type hsp60 was 
induced by addition of galactose. In these conditions, the growth deicient phenotype of the 
mutant strain was not rescued. But strikingly, when expression of wild-type Hsp60 subunits 
was induced by addition of galactose for two hours before the temperature shift to 37°C, 
the mutant cells could grow. This means that wild-type hsp60 complexes can rescue the 
mutant phenotype at restrictive temperature only when expressed at permissive temperature, 
indicating that Hsp60 is required for its own assembly. In another words, newly Hsp60 
imported subunits can be assembled only if pre-existing Hsp60 complexes are present in 
the matrix of mitochondria. More generally, this study strongly suggests that biogenesis of 
organelles such as mitochondria are probably not a de novo process, but rather relies on pre-
existing structures, acting as a template. If this template is lost along the path, although the 
protein subunits are produced, no functional organelles would be made.

Cytotaxis of Cilia and Other Complex Structures

Prions and Hsp60 are homopolymers of a single protein. However, in the cells, most structures 
are built up from several different polypeptides and additional molecules, such as RNAs and 
cofactors. While in many cases it has been shown that these complex structures are able to 
correctly fold themselves spontaneously, often with the help of chaperones, in other cases the 
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pre-existence of some structural information is necessary to obtain a correct organization.  
This was irst shown by Beisson and Sonneborn on the orientation of cilia in paramecium [5].  
Ciliates, like paramecium, are large cells that display a complex organization. In particular, 
their cortex is endowed with cilia that are all oriented in the same direction, permitting 
eficient swimming. Beisson and Sonneborn “grafted” in an inverted orientation rows of 
cilia in Paramecium aurelia, producing “variants” with abnormal swimming behavior [5]. 
These variants could be maintained over 800 mitotic generations and maintained in sexual 
crosses. This heritability is due to the fact that pre-existing cilia direct the correct insertion and 
orientation of newly formed cilia. This process whereby an old cellular structure orders a new 
one was called cytotaxis [44]. Cytotaxis of cilia/lagella have also been described in Tetrahymena 
[45] Chlamydomonas [46], and Trypanosoma [47]. Additional examples for other structures have 
been described in Paramecium, including handedness [48,49] and doublets [see Ref. 50 for 
a review]. Even in S. cerevisiae, cortical inheritance has been described [51]. The mechanism 
involved in cilium insertion in Paramecium has been analyzed at the ultra-structural level [52] 
and mutant searches [50] have uncovered nuclear Tetrahymena and Paramecium mutants with 
altered cortical elements, which should enable us to fully understand, at the molecular level, 
how the old structure directs the construction of the new one.

MIXED HEREDITY: A PRION THAT PROPAGATES BY COVALENT 
AUTO-ACTIVATION

In this section, we will present one process that stands at the border between the structural and 
the regulatory inheritance. It is based on the inheritable auto-catalytic cleavage of a protease 
[53]. The yeast protease B, PrB, is a subtilisin/furin class serine protease derived from a larger, 
catalytically inactive pro-form encoded by the gene PRB1. The inal steps in the maturation of 
the pro-enzyme PrB are sequential truncations occurring in the lysosome-like yeast vacuole, 
catalyzed by protease A, PrA, and inally PrB itself. Mature PrB protease activates other vacuolar 
hydrolases such as carboxipeptidase Y (CpY), whose activity can be easily assayed.

Deletion of PEP4, encoding the PrA precursor, leads to accumulation of the immature 
form of PrB and therefore loss of its activity, as seen by lack of CpY activity. However, 
the disappearance of mature PrB after deletion of PEP4 is progressive. CpY activity can 
be detected in pep4 strains for more than 20 mitotic generations. This hysteresis of PrB 
activity is referred to as “phenotypic lag” and it is believed to relect dilution during growth 
of PEP4 mRNA and PrA protease. The phenotypic lag was initially observed during growth 
on dextrose medium because dextrose represses PRB1 transcription. Roberts and Wickner 
[53] tested if this lag might be prolonged after transfer onto glycerol medium, which does 
not repress PRB1 expression. The authors sporulated a diploid heterozygous for PEP4 
deletion and germinated the meiotic products on glycerol medium. They found that CpY 
remained active indeinitely, even in the colonies derived from the pep4 spores. However, 
when transferred onto dextrose medium, which represses PRB1 transcription, CpY activity 
of these pep4 cells was progressively lost and not restored by a return to glycerol medium. 
The “PrB” state expressing the CpY hydrolase is infectious during cytoduction experiments 
(i.e. cytoplasmic mixing without karyogamy), even when both donor and recipient pep4 
strains are grown on glycerol. This was the demonstration that the PrB state is triggered by 
a cytoplasmic and infectious factor called []. They further showed that the cells mutated for 
PrB do not contain [] and that the over-expression of PRB1 increases the frequency of [] 
appearance in pep4 cells that have been previously cured by extended growth on dextrose 
medium. In this system, PrpA is only needed for the initial conversion of PrB in the absence 
of []. To the authors, the fairly unconventional behavior of the PrB state is reminiscent of 
that of structure-based prion, indicating that any enzyme could be a prion, provided that 
its activity depends on self-modiication in trans and that there is a mechanism by which it 
can be transmitted from individual to individual [54]. As we will see below, an additional 
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example of such behavior exhibited by kinases involved in signaling indicates that this is 
indeed the case. However, because these kinases are involved in regulation, we will discuss 
them in the next section dealing with regulatory inheritance.

REGULATORY INHERITANCE

There is now a large body of literature dealing with the behavior of regulatory networks, 
especially their ability to generate emergent properties enabling cells to inely tune their 
response to various environmental changes [see Refs 55–57 for recent reviews]. In some 
cases, these properties result in the generation of bistable states that are inheritable in a more 
or less faithful fashion [58–63]. Below we will discuss three examples of such regulatory 
inheritance.

The Lactose Operon and its Positive Feedback Loop

In their seminal studies of 1956 [4], Novick and Weiner, and later on Cohn and Horibata 
[64–66], showed that under deined conditions, it is possible to obtain an epigenetic 
inheritability of the activation status of the lactose operon in E. coli. Indeed, when grown on a 
gratuitous inducer at low concentrations, E. coli are either not induced for their lactose operon 
or fully induced, and are never found in an intermediate state. Non-induced cells can change 
spontaneously towards the induced state with a constant probability. Thus, when transferred 
from a medium lacking the inducer towards a medium containing the inducer, the population 
accumulates more and more cells that have made the transition towards the active state. These 
cells do not invade the population since the induced cells grow more slowly than the non-
induced ones, permitting a dynamic equilibrium in the population. That both the on and 
off states are inheritable was demonstrated by diluting an equilibrated population in new 
medium that contained the inducer at an inoculum of one cell per new culture. Two kinds of 
culture where obtained, one composed of fully induced cells that originated from a bacterium 
that was already induced and the other which accumulated induced cells at the level of the 
parental culture before dilution. The cause of this behavior is the presence of a self-positive 
regulatory loop in the lactose regulation, whereby the entrance of enough inducer inside the 
cell activates the operon and especially the production of permease, which in turn allows more 
inducer to enter the cell. It was recently demonstrated that the stochastic complete dissociation 
of the lactose repressor, which binds as a tetramer, triggers the initial burst of production of 
the permease [67]. Other information gained from the study of the lactose operon is that the 
behavior of the cells is strongly dependent upon the inducer and glucose concentrations [68]. 
Glucose represses the operon while the inducer activates it. Three main regulatory behaviors 
can be adopted by the cells: (i) the monostable state induced at low glucose and high inducer 
concentrations; (ii) the monostable state uninduced at high glucose and low inducer lever; 
and (iii) the bistable state described above at intermediate concentrations. Importantly, cells 
that are placed in these intermediate concentrations will behave differently if they originate 
from the monostable induced or monostable uninduced conditions.

This lactose operon is prototypic of systems with a positive auto-regulatory loop, and 
mathematic models describing their properties are available [68–70]. More complex 
inheritable units can be envisioned. They are all based on positive auto-regulatory loops or 
derivative the thereof, the reciprocal double negative loop – the one present in the C1/Cro 
interaction of the lambda phage. That these transcription factors that negatively regulate 
other are able to produce each an epigenetic inheritable switch has been known for a long 
time [62,71]. Readers interested in the emergent properties of regulatory networks, including 
epigenetic inheritance, can refer to a number of excellent recent reviews [55–57]. Most of 
the research carried out today is performed on man-made regulatory networks. We discuss 
below two examples of regulatory inheritance encountered in wild organisms: the sectors of 
ilamentous fungi and yeast phenotypic switches.
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Crippled Growth, a Self-Sustained and Mitotically Inheritable Signaling 
Pathway in the Filamentous Fungus Podospora anserina

P. anserina is a saprophytic ilamentous fungus that has been used as a model organism for 
decades. In the 1990s, Silar and his colleagues noticed that sectors of altered growth could be 
seen on P. anserina growing thalli [72]. This cell degeneration phenomenon, called Crippled 
Growth (CG), was easily visible macroscopically, displaying highly pigmented, lat, and 
female-sterile mycelium as opposed to normal growth (NG). Curiously, the development of 
these sectors occurred only in special genetic or environmental conditions [72,73]. The switch 
is controlled in both directions by environmental stimuli [72]. It was rapidly demonstrated 
that no nucleic acid was involved in the genesis of these sectors and that the presence of C, a 
cytoplasmic and infectious factor, was associated with CG. The mycelium of P. anserina can 
thus exhibit a bistability at the morphological level. Similar phenomena were previously 
described and reported to be very frequent in ilamentous ascomycetes (see Ref. 74 for a 
review). They were generally due to the presence in the cell of cytoplasmic and infectious 
factors, whose properties appear strikingly similar to prions. Apart from CG, only the “secteur” 
phenomenon of Nectria haematococca has been studied [75], but in this instance no clear 
model on how the infectious factor is generated is presently available. In the case of CG, a 
genetic analysis [73] permitted the retrieval of numerous genes, which are required to produce 
C. Some of these “IDC” genes (Impaired in the Development of Crippled growth) were cloned 
and shown to encode a MAP kinase kinase kinase (MAPKKK) [76] and a MAP kinase kinase 
(MAPKK) [77]. These two proteins are members of a large family of kinases present in all 
eukaryotes. They act in a sequential manner, i.e. the MAPKKK activates by phosphorylation 
the MAPKK, which in turn activates by phosphorylation a MAP kinase (or MAPK). These IDC 
mutants unable to produce C were null mutants of either the MAPKKK or MAPKK genes. 
Further genetic inactivation of the gene coding the downstream MAP kinase also showed it 
to be a key element in the genesis of C [77]. Moreover, over-expression of the MAPKKK and 
MAPK was shown to facilitate the development of CG [76,77]. (i) Presence of a cytoplasmic 
and infectious factor, (ii) necessity of a gene for its propagation, and (iii) increased frequency 
of appearance of the infectious factor when the gene is over-expressed are properties exhibited 
by genes coding for prions. Here, the three genes coding the MAPKKK, MAPKK and MAPK 
display these properties. A model related to that of prions but based on an autocatalytic 
activation loop in the MAPK cascade has thus been proposed to account for the C element 
[76,77]. Some element(s) downstream of the MAPK would be able to activate directly or 
indirectly the upstream MAPKKK. In this model, the C element corresponds to components 
of the cascade in the active state, which are able to activate in trans other molecules that are in 
the inactive state. This results in the complete conversion of the inactive factors to their active 
form. This strikingly resembles the ability of prions to promote their own aggregation or that 
of the [] “prion” in S. cerevisiae to promote its own maturation. This model is supported 
by experiments in Xenopus eggs, in which it was demonstrated that the presence of a positive 
self-regulation in the p42 MAP kinase cascade entails the presence of only two states: one in 
which no active MAPK is present and the other in which all MAPK molecules are active, the 
intermediate states being transient [78]. It was also shown that transfer of cytoplasm from 
an activated egg to an inactivated one results in complete activation of the MAPK cascade in 
the recipient [78]. This property is conserved over three transfers, and therefore in conditions 
where no cytoplasm originating from the irst egg is present. In essence, this is strikingly 
similar to the cytoplasmic and infectious factors detected in CG and related phenomena.

This regulatory inheritance has many properties in common with prions. It however displays 
several differences. First, it relies on many proteins (the whole signaling cascade or at least 
a subset of the cascade). This implies that the genetic basis is more complex than for prion 
[73]. In the case of CG, additional factors have been identiied and one of them has been 
shown to be necessary for producing the C element, but likely not to be present in the 
regulatory loop [79]. Many genes restricting the spread of C have also been identiied, adding 
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another level of complexity [73]. Second, the development and/or spreading of C are highly 
dependent upon the environmental conditions, a property also exhibited by the [] factor. 
Because regulatory networks can adopt complex behavior, depending upon the level of 
expression of the key “lexibility loci” [80], it is not surprising that the determinism of CG is 
quite complex and depends upon numerous genetic and environmental factors.

The White/Opaque Switch of Candida albicans, an Epigenetic Switch at 
the Transcription Level

Many species of yeast have the ability to switch at various frequencies between different 
states [13,81–86]. These switches may be caused by classical transcriptional gene silencing 
(see Chapter 13 by Malagnac and Silar in this book, for a review) or prions [13]. However, 
regulatory inheritance may also be involved. The most studied of the switches is the white/
opaque transition exhibited by C. albicans [87]. This transition is present in this diploid 
fungus only when homozygous for the mating type [88,89]. The cells may then adopt two 
morphologies: roundish cells forming white colonies and bigger, more elongated cell forming 
colonies that are more translucent. In fact, the two types of cell differ by an impressive array 
of differences [90–92]. C. albicans causes mycosis in humans and the switch likely enables the 
fungus to adapt to the various niches it will encounter in the human body [93,94].

To understand how the transition is controlled, genes down-regulated by the a1-2 
heterodimers encoded at the C. albicans mating type were searched, since the white/opaque 
switch is speciic of strains homozygous for their mating-type [88]. Transcriptomic or 
chromatin-immunoprecipitation approaches identiied the WOR1/TOS9 transcription factor 
as speciically expressed in opaque cells [95–97]. Gene inactivation of WOR1 showed that the 
cells were locked in the white state. Ectopic expression of WOR1, even as a single pulse or in 
cells heterozygous for the mating type, was suficient to convert the whole cell population to 
the opaque state. Finally, it was shown that WOR1 binds the promoter of its own gene and 
thereby activates its own expression [97]. Overall, these data permitted the formulation of a 
model for the white/opaque transition based on the self-activation of the WOR1 transcription 
factor [95–97]. WOR1 is absent in white cells. Random luctuation in the transcription of 
the WOR1 locus permits the expression of a few molecules of WOR1, resulting in further 
transcription of the WOR1 gene, locking the cell in a state with a high concentration of WOR1. 
The other targets of WOR1 are then regulated, promoting the physiological and morphological 
changes to the opaque state. Although it has not yet been formally demonstrated that the 
opaque state is infectious towards the white state, the similarity of this bistable system with 
the ones created by classical, -type, and C-type infectious prions is evident.

Recent studies showed that the WOR1 positive regulatory loop is embedded in a complex 
network of transcription factors with positive and negative feedback loops [98]. The 
multiplicity of the feedbacks appears to ensure a faithful transmission of the white and 
opaque states through numerous cell generations and permits us to explain the previously 
known roles of various transcription factors and chromatin remodeling factors in the control 
of the transition [99–102]. As with the Crippled Growth of P. anserina, the environment 
controls the switch in both directions. While high temperature triggers the opaque to 
white switch [87,103], numerous factors are able to trigger the white to opaque transition 
[104,105], and a recent study has shown that slowing the cell cycle by many means is 
suficient to increase the white to opaque switch frequency [106].

CONCLUSION

The various examples presented above show that epigenetic states can be conferred in many 
ways (Fig. 5.1), provided that an auto-regulatory loop (or a double repression) is present. 
The presence of this loop ensures that two mutually exclusive states may be exhibited by cells 
with an identical genome and grown in the same conditions. In the case of the structural 
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inheritance that we have presented, the loops ensure the faithful reproduction of a structure 
made of proteins (prions, Hsp60, or cilia). There is, however, the suggestion that another 
component of the cell, the membranes, may adopt alternative states [107]. In general, the 
inluence of the environment on this kind of inheritance is moderate. On the contrary, the 
regulatory inheritance is usually greatly inluenced by the environment, since any modiication 
in the concentration of key factors [80] under the inluence of external stimuli may drastically 
alter the behavior of the pathway. Importantly, in the case of regulatory inheritance the 
phenotype of the cells will depend upon their history – however, not in a directed fashion as 
in a Lamarckian inheritance. Often, this inheritance results from the emergent properties of 
complex networks or structural properties of domains that adopt particular structures. It is 
thus not easy to know whether the inheritable behavior is a by-product of these, or whether 
it participates in a process essential to the life cycle. If the white/opaque transition appears 
to confer a selective advantage to C. albicans, what of yeast prions and Crippled Growth? 
Certainly in some cases, prions and the prion-like element are involved in differentiation 
processes [108]. However, human prions clearly cause severe diseases and it has been 
proposed that regulatory inheritance may be involved in cancer formation [109]. This 
regulatory inheritance is presently known in both eukaryotes and prokaryotes, and occurs 
at all levels of gene regulation (transcription, signal transduction, carbon metabolism...). As 
yet the full scope of this kind of inheritance based on prion and prion-like phenomena is 
unknown. We here have presented data obtained with a few model microorganisms, since 
they are more easily tractable than the multicellular animals and plants. However, we propose 
that the same epigenetic mechanisms are prevalent in all organisms.
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FIGURE 5.1 
Schematic diagram of the prions and prion-like elements of eukaryotes discussed in this chapter. (Please refer to Chapter 5, page 72).
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CHAPTER 6 

INTRODUCTION 

The genome of higher eukaryotes is composed of thousands of genes and even more 
interspersed non-coding sequences. Constraining up to tens of billions of bases within a 
nucleus of a few microns in diameter requires a high level of DNA compaction that must 
also exhibit high plasticity in order to allow eficient realization of cellular functions such 
as replication, transcription, or repair. DNA sequence is the irst determinant of chromatin 
organization and cross-talks between the DNA sequence, the protein complexes involved in 
the chromatin architecture and the structural components of the nucleus provide a proper 
subnuclear environment that ensures correct spatial and temporal gene expression. 

Each chromatin state can be deined by its level of compaction, its topological state, 
the positioning and the spacing of nucleosomes, its histone code predicting how the 
posttranslational modiications of speciic amino acids of the core histones (H2A, H2B, 
H3, and H4) are translated into distinct information [1], the presence of histone variants, 
the covalent modiication of the underlying DNA, its composition in non-histone binding 
factors, the spatial localization within the nucleoplasm, and its dynamics during cell 
cycle. Generally, open chromatin, where most of the transcription occurs, is referred to as 
“euchromatin” whereas condensed chromatin, where transcription is generally inhibited, is 
referred to as “heterochromatin” although various types of chromatin structure are evoked 
under these denominations. Heterochromatin was originally described as a portion of 
the genome deeply stained from metaphase to interphase associated with the pericentric 
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regions, telomeres, and some interstitial domains. In higher eukaryotes, this constitutive 
heterochromatin is hypoacetylated, lacks methylation of H3K4 but is enriched in methylated 
DNA, histone H3K9 di and tri-methylation, H3K27 and H4K20 methylation, HP1 binding, 
and can spread over lanking regions thereby inducing transcriptional silencing [2,3]. 

Genes, regulatory elements, and repetitive DNA are interspersed resulting, at the 
chromosome level, in a mosaic of condensed and open regions. The proximity of different 
types of chromatin can inluence gene expression either positively (enhancer proximity) or 
negatively (silencer proximity) [4–6]. Furthermore, changes in chromosomal structure can 
inluence DNA transactions by triggering the delocalization of speciic chromatin factors. 
In addition, upon rearrangement, a gene relocated in the vicinity of heterochromatin can 
become silent in a subset of cells, leading to a characteristic variegated pattern of expression 
as a consequence of a position effect (position effect variegation or PEV). The different 
types of position effect are globally referred herein as Chromosomal Position Effect, or CPE. 
Among them, telomere proximity resembles classical CPE by triggering the silencing of genes 
located at their proximity, deining the Telomeric Position Effect (or TPE) [7]. 

To an extent, the identity of chromatin domains is maintained by different factors such 
as cis-regulators, “fuzzy boundaries” or insulators that limit the inluence of one region 
on to the adjacent one [8–10]. Many short sequences can act as cis-regulators of gene 
transcription while “fuzzy boundaries” deine regions at the limit between euchromatin 
and heterochromatin, which are not precisely deined and may change with time. We will 
develop later in the text the involvement of insulators – specialized elements – which can 
limit these position effects and separate distinct domains. 

The goal of this chapter is not to provide a detailed review of all the experimental work that 
has been published on CPE, PEV, or TPE in different cellular or animal models but rather 
to describe the main features of these epigenetic changes and the consequences of CPE or 
CPE-like mechanisms in human pathologies. 

CPE AND TPE, LESSONS FROM MODEL ORGANISMS 

Chromosomal position effect was originally discovered in lies in a study of X-ray-induced 
chromosomal rearrangements or P element insertions that placed euchromatic genes into 
heterochromatic regions and rearrangements that positioned euchromatin domains into 
heterochromatin or vice versa. 

In the 1920s, Sturtevant irst described surprising phenotypical changes linked to duplication 
of the Bar locus by observing the number of facets in the eyes of lies [11]. Normal females 
have two copies of the locus on each X chromosome but Bar mutant females have four 
copies of the gene and display changes in the number of facets. Through the characterization 
of several mutants with an increasing number of copies of the Bar gene, Sturtevant 
concluded that rearrangement and duplication of the Bar locus had an inluence on Bar gene 
expression. Counter-intuitively, increasing the number of Bar genes decreases the size of the 
eye suggesting a repressive effect on gene expression upon increase in gene copy number, 
possibly due to a complex mechanism of control that he named “position effect” [4,11]. 

Later on, Muller showed that an inversion of the X chromosome leading to the relocalization 
of the white gene close to pericentromeric heterochromatin was associated with a “mottled” 
phenotype with each eye having some white (mutant) and red (wild-type) regions with 
variation from eye to eye among the lies carrying such mutations. This phenomenon was 
dubbed Position Effect Variegation (PEV) [12,13]. 

The observations from Sturtevant and Muller led to the description of two types of 
mechanism that can be deined as stable position effect and position effect variegation, 
respectively. The mechanism associated with the repression of the Bar gene is reminiscent 
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of what was later observed upon multimerization of transgenes where the repetition 
of the sequences induced silencing (i.e. repeat induced silencing) [14,15] or of what 
occurs at some loci with copy number variations (see below). On the other hand, PEV is 
produced by translocation that moves euchromatic genes into heterochromatin or inserts 
heterochromatin-prone sequences into euchromatin domains [16–18] (Fig. 6.1) as observed 
experimentally in the past in numerous attempts at non-targeted transgenesis. 

Indeed, in eukaryotes, heterochromatin is an integral part of the genome and establishment 
of constitutive heterochromatin plays key functions in the stability and maintenance of the 
genome during mitosis and meiosis. In Drosophila, the archetypal model of PEV, silencing 
and phenotypical variegation is observed when a gene is brought close to pericentric 
chromatin. In such cases, gene silencing by heterochromatinization is clonally initiated 
in a certain number of cells, and is inheritable, and the variegated phenotype results from 
the spreading of heterochromatic features into euchromatin regions, thereby inactivating 
lanking genes. Gene variegation results from the length of spreading which might be 
variable from cell to cell leading to the characteristic mosaic appearance. Generally, the 
strength of PEV is inversely proportional to the distance from the breakpoint. This model has 
been exempliied by studies carried on the white gene responsible for the red pigmentation 
of the eye. Upon translocation close to pericentric heterochromatin, the expression of the 
white gene is decreased or silenced in a subset of cells leading to a patchy pattern with facets 
of different colors ranging from white to different shades of yellow, orange, or red [19,20]. 

The genetic dissection of this process has been performed by means of dominant suppressor 
(Su(var), suppressor of variegation) and enhancer (E(var), enhancer of variegation) 
mutations. Since the discovery of PEV, 50 to 150 loci that impact on PEV have been 
described in lies [4,20] and most of the modiiers studied so far in Drosophila or other model 
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heterochromatin 
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(B) X 
Insertion in the S E Silencing
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vicinity of an E E Activation
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FIGURE 6.1 
Chromatin configurations leading to the differential expression of an integrated transgene. Expression of integrated 

transgenes, even if they contain their own enhancers (E) can be modulated by the chromatin context at the site 

of integration. (A) Condensed chromatin (constitutive heterochromatin, repetitive DNA, telomeric DNA for instance) can 

induce the spreading of heterochromatin marks, the repositioning of nucleosomes, the recruitment of chromatin remodeling 

complexes, the silencing of the transgene, and the appearance of a variegated expression pattern from cell to cell. This 

phenomenon is called PEV (Position Effect Variegation) and has been observed in all eukaryotic cells. Alternatively, a transgene 

can be misregulated by the proximity of cis-regulating elements such as silencer (B) or enhancers (C) at the integration site, 

which might influence the expression of the gene of interest. (Please refer to color plate section) 
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organisms are components of heterochromatin, enzymes that modify histones, 
non-histone proteins, or nuclear architectural proteins. 

For instance, loss of function of the Su(var) genes causes suppression of PEV whereas 
additional gene copies enhance silencing. Su(var)2-5 encodes the heterochromatin protein 1, 
HP1 [18,21] and Su(var)3-9, the histone H3 K9 methyltransferase (HMTase) [22,23]. HP1 
and Su(var)3-9 work together with the Zn inger protein Su(var)3-7 [24,25] to maintain 
stable silencing. The suppressor effect of Su(var)3-9 dominates almost all enhancer 
mutations indicating a pivotal role for H3K9 trimethylation in heterochromatin spreading. 
Several mutants which antagonize Su(var)3-9-mediated PEV have been identiied such as the 
H3K9 deacetylase [26] or the JIL mutants controlling the H3 serine 10 dephosphorylation 
[27]. Also, HP1 recruits the Suv4-20 histone methyltransferase and mutations in the Suv4-20 
gene affect PEV [28]. Recently heterogenous nuclear ribonucleoproteins (hnRNPs) bound to 
chromatin and associated with HP1 have been identiied as dominant suppressors of 
PEV [29]. 

Consistent with the existence of a dynamic balance between HMTases and demethylases 
that controls the antagonistic H3K4 and H3K9 methylation marks at the border between eu- 
and heterochromatin, the Drosophila homolog of the mammalian LSD1 amine oxidase that 
demethylates H3K4me2 and H3K4me1 restricts the extend of H3K4me2, a mark associated 
with open chromatin, at heterochromatic sequences and facilitates H3K9 methylation and 
PEV [30]. Other modulators of the chromatin state or transcriptional coactivators such as 
histone acetyl transferases (HATs), components of the TIP60 complex, or Rsf (remodeling 
and spacing factor) are also required for PEV in Drosophila by mediating histone variant 
exchanges [31–37]. Another example involves Try, a member of the trithorax group, 
which encodes the GAGA factor that interacts with the Drosophila counterpart of the FACT 
complex [38–40]. Mutation in Trl enhances PEV by blocking heterochromatin spreading 
after replacement of the methylated H3K9 by the H3.3 histone variant, which is a preferred 
target of the permissive H3K4 methylation [41]. Interestingly, nucleosomes containing 
the H3.3 and H2A.Z variants are massively associated with promoters, enhancers, and 
insulator elements [42,43] suggesting that in different species the barrier activity against 
heterochromatin spreading and silencing involves the replacement of nucleosome core 
histones by histone variants. 

SECTION II 

Additional Epigenetic Processes 

Most telomeres from Saccharomyces cerevisiae to Homo sapiens silence neighboring genes. 
Telomeric Position Effect (TPE) in yeast was irst demonstrated by insertion of a construct 
containing a URA3 auxotrophic marker next to an array of telomeric repeats. Integration of 
this construct at the subtelomeric ADH4 locus, close to the VII-L telomere, deletes the terminal 
15kb of the chromosome and positions the URA3 promoter 1.1kb from the newly-formed 
telomere, termed truncated VII-L. Expression of the URA3 gene allows growth of the cells on 
plates lacking uracil. However, on plates containing a drug toxic for cells expressing URA3 
(5-luoro-orotic acid, or 5-FOA), 20 to 60% of the cells were still able to grow, suggesting that 
the URA3 was silenced in the vicinity of the telomere [7]. Some of the features of TPE were 
concomitantly described, such as the stochastic reversibility, since the same cells plated onto a 
medium without uracil can still grow without the amino acid; or the promoter independence 
and variegated expression, since expression of the ADE2 gene is also repressed in the same 
context and colonies obtained present white (ade2) and red (ade2–) sectors. 

Unlike many organisms, Drosophila species lack short repeats-based telomeres and telomerase 
but maintain their telomeres by the transposition of the HeTA and TART retrotransposons to 
chromosome ends [44], and, proximal to the terminal transposon array, Drosophila telomeres 
carry several kilobases of conserved complex satellites termed Telomere Associated Sequences 
(TAS) [reviewed in Ref. 45]. Despite these structural differences, Drosophila melanogaster 
exhibits telomeric silencing as observed when reporter genes are inserted at a telomeric 
position [46] and shares many of the features of telomeres in other species. 
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Genetic modiiers of position effect variegation (PEV) display little or no effect on TPE, 
suggesting the existence of specialized mechanisms. Experiments in S. cerevisiae allowed the 
identiication of more than 50 proteins that can modulate TPE [7,47,48]. However, among 
deletion mutants of these different proteins, only a few exhibit a speciic and complete 
suppression of telomeric silencing [49]. Among them, Sir-complex proteins (Sir2p, Sir3p, 
and Sir4p for Silent Information Regulators) [50], Ku heterodimer components (yKu70p 
and yKu80p) [51,52], and C-terminal domain of Rap1p [53] are absolutely required [5,49]. 
In other organisms, most of the few factors mediating TPE identiied so far are functional 
orthologs of S. cerevisiae proteins. For instance, in S. pombe, the telomeric repeats-binding 
protein Taz1p recruits spRap1 (ortholog of Rap1p in S. cerevisiae [54,55]) at the telomere, 
and both proteins are required for TPE [56,57]. Nevertheless in this model, no link could 
be established between Ku and TPE. Although they have no ortholog in S. cerevisiae, HP1 
proteins are involved in TPE in Drosophila (on chromosome 4 [58]) and ission yeast [55,59] 
where they could play similar roles of the budding yeast Sir3p and Sir4p in the spreading 
of heterochromatin. Interestingly, in S. cerevisiae, the Sir proteins are in limited amount and 
concentrated at the telomere clusters located near the nuclear periphery [60,61]. Therefore, 
the establishment of silencing requires the localization of the cis-acting silencer at these Sir-
rich regions of the nucleoplasm [61]. Thus, the nuclear positioning constitutes regulatory 
information, eventually transmitted to the progeny. Such type of transmission is also found 
in Drosophila for the BrownD locus [62] and in mammals [63]. 

In higher eukaryotes, both telomeres and subtelomeres contain nucleosomes [64–66] 
that are enriched in chromatin marks found at constitutive heterochromatin regions 
[67–71]. However, the capacity of mammalian telomeres to induce position effect has been 
controversial for many years. The irst evidence in vivo came from the analysis of replication 
timing of human chromosome 22 carrying a chromosomal abnormality frequently 
observed in pathologies such as cancer or genetic diseases [72]. However, other studies 
implied that human telomeres neither modulate the expression of nearby genes nor affect 
the homeostasis of telomeres [73,74]. More recently, evidence for transcriptional silencing 
in the vicinity of human telomeres was provided experimentally by a telomere seeding 
procedure where natural telomeric regions have been replaced by artiicial ones containing 
a reporter gene [75,76]. This powerful experimental system revealed that telomere length 
and architecture together with chromatin remodeling factors are involved in TPE. The 
involvement of TPE in human pathology and health is yet poorly understood but increasing 
lines of evidence suggest that it might be implicated in both physiological and pathological 
conditions. 

How can spreading of silencing be accomplished? Several mechanisms have been proposed 
elsewhere [77] and the existence of long-range but also discontinuous [78–80] or trans 
silencing [61,81,82] led to conclude that multiple modes of action have evolved to silence 
gene at a distance. 

SETTING THE FRONTIERS OF CHROMATIN DOMAINS 

Active and inactive chromatin domains are often juxtaposed but their respective identity is 
maintained by specialized elements [8–10]. The irst insulator elements, scs and scs’, were 
described in Drosophila in 1985 by Udvardy and colleagues in a study of the lanking elements 
at the heat shock locus [83]. Many more insulators have been described since and they are 
now classiied in two non-exclusive subclasses deined by their properties: enhancer-blocking 
insulators and barrier insulators [9] (Fig. 6.2B,C). Enhancer-blocking insulators can disrupt 
the communication between a promoter and a cis-regulatory element when placed in-between, 
without preventing them from interacting with other genetic elements (Fig. 6.2C). Barrier 
insulators protect genes or regions from the spreading of heterochromatin (Fig. 6.2B). If some 
insulators harbor both properties, these two functions are often uncoupled [84]. 
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FIGURE 6.2 
Modulation of position effect variegation by boundary elements. Two types of boundary element able to separate 

functional domains have been described in the literature [9,10]. (A) Regions named “fuzzy boundaries” depend on 

a dynamic equilibrium of chromatin proteins and are the more prone to variegation. (B) DNA sequences named “insulator 

elements” recruit specific factors to a precise location and define strict borders between chromatin regions. Two types of 

insulator element exist depending on their specificity (see text for details and [9,10]) and can be classified as boundary 

elements (B) or enhancer blocking insulators (C). (D) In S. cerevisiae, telomeres silence proximal gene through a mechanism 

82 
named Telomeric Position Effect involving the nucleation of heterochromatin and the spreading of chromatin modifications 

from the telomere to the subtelomeric region [5,7]. (E) However, each of the 32 yeast chromosomes has a different 

composition in subtelomeric elements that can modulate TPE. Strong boundary elements dubbed STAR for SubTelomeric 

Antisilencing Regions consisting of binding sites for Tbf1p and Reb1p [78] are located in some subtelomeres and prevent the 

spreading of TPE and shelter gene expression. (F) Nevertheless, some elements in X or Y９ subtelomeric repeats can resume 

and reinforce TPE, bypassing the protective effect of STARs. The core X sequence behaves as a protosilencer, i.e. it does 

not act as a silencer by itself but reinforces silencing when located in the proximity of a master silencer [245,246]. Different 

combinations of STAR and protosilencer at native telomeres are likely to contribute to their respective behaviors with regard 

to TPE. (Please refer to color plate section) 

Insulator elements bind speciic proteins. In Drosophila, ive proteins with enhancer-blocking 
activity have been identiied: Zw5, BEAF-32 [85,86], the GAGA factor [87,88], Su(Hw) 
[89], and an ortholog of the CCCTC-binding factor CTCF [90,91]. CTCF is the only protein 
conserved and displaying such activity in vertebrates [92]. 

There are two non-exclusive mechanistic models explaining how these sequences can block 
the spreading of repressive marks (Fig. 6.2). 

The irst model is based on competition between opposite histone modiication activities 
(Fig. 6.2A). In S. cerevisiae, the main component of the right border at the HMR mating type 
locus is a transfer RNA gene and transcription by the RNA polymerase III is essential for 
barrier activity [93]. Sas2p and Gcn5p acetyltransferases are also important for this function 
and their artiicial targeting is suficient to obtain barrier activity [94]. Protection against 
TPE can be brought by the recruitment of histone acetyltransferases by Reb1p and Tbf1p at 
STARs [78] (Fig. 6.2E). Binding of bromodomain proteins, such as Bdf1 in budding yeast, to 
acetylated histones, could compete against the activity of deacetylases, such as Sir2p [95]. 

In vertebrates, at the -globin locus, barrier activity of the 5’HS4 insulator depends on 
the binding of the USF1 and USF2 transcription factors. These two proteins then recruit 
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the SET7/9 histone methyltransferase that methylates H3K4, and the PCAF or p300 
acetyltransferases that can acetylate H3 and H4 histones [96], suggesting a dynamic model 
based on competition between euchromatin- and heterochromatin-remodeling complexes 
(Fig. 6.2A). Based on these observations, frontiers between open and silenced chromatin 
could be considered either as “hot spots” for the recruitment of histone modifying 
enzymes, or undeined boundaries resulting from an equilibrium between different levels of 
chromatin condensation and depending upon the dosage of different factors. These “fuzzy 
boundaries” could be more subject to environmental variations and thus lead to variegated 
gene expression (reviewed in Refs 5,8). 

The second model considers barrier activity as a physical block to the spreading of chromatin 
modiications and is also supported by several lines of evidence (Fig. 6.2B). In budding yeast, 
components of chromatin remodeling complexes are also directly involved in insulator 
activity at the HMR right boundary, or can harbor barrier activity when artiicially tethered 
[97,98]. Another strategy that stops the spreading of heterochromatin relies on the properties 
of various sequences to induce a local nucleosome exclusion [99] or the replacement of core 
histones by histone variants [38,42,43], suggesting that preventing locally the interaction of 
remodeling complexes, by the protection of substrates or nucleosome positioning, stops the 
spreading of condensed chromatin conformation. 

Since insulators separate independent entities, the mapping of binding sites for insulator 
proteins would provide a global picture of functional genomic domains. In Drosophila, the 
Su(Hw) protein can be detected on polytene chromosomes at band/interband transitions, at 
gypsy retrotransposons and at numerous other sites [100], suggesting an important role for 
this protein in genome partitioning [101,102]. 

In human cells, recent genome-wide studies in different cell types identiied up to 39,000 
putative sites for CTCF that binds to a wide range of sequences possibly through the 
combinatorial use of its eleven zinc ingers. Strikingly, distribution of these sites along 
chromosomes follows the distribution of genes, as for transcription factors, suggesting a 
key role across the genome [103–105]. Regions depleted in CTCF sites often correspond to 
clusters of co-expressed genes while regions enriched in those sites generally contain genes 
with multiple alternative promoters. Interestingly, many of these sites overlap with binding 
sites for cohesins [106–108] or correspond to boundaries between internal and peripheral 
sequences based on their interaction with B-type Lamin (LAD) [109], a component of the 
inner nuclear membrane. 

All these results further support a genome-wide role of CTCF in shaping metazoan 
transcriptional maps but also in the partitioning of functional domains through the 
interaction with major components of the genome architecture. The main functions of CTCF 
in enhancer blocking activities or chromatin organization and looping have been described 
recently in several reviews [110,111] but recent examples relevant to regulation of the position 
effect in human health will be detailed below. 

Very little is known on the dysregulation of insulator elements in human diseases, however 
recent pieces of evidence suggest a role for CTCF in pathologies. For instance, microdeletion 
or microduplications of the CTCF sites at the IGF2/H19 locus are associated with some cases 
of non-syndromic Wilms’ tumors [112]. CTCF also lanks CTG/CAG trinucleotide repeats 
at several disease-associated loci, such as the DM1 locus implicated in myotonic dystrophy 
(or Steinert disease, MIM 160900) [113,114] and other diseases linked to triplet expansion. 
Myotonic dystrophy is an autosomal dominant multisystemic disorder characterized by 
myotonia, muscular dystrophy, cataracts, hypogonadism, cardiac conduction anomaly, and 
diabetes mellitus. This muscular dystrophy is caused by a CTG repeat expansion in the 3’UTR 
region of the DMPK gene. This repeat is normally present in 5 to 34 copies in the general 
population and is increased up to 50–1000 copies in DM1 patients. The physiopathology is 
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not fully elicited and may be linked to a complex mechanism involving chromatin changes 
and non-coding RNAs [115–117]. CTG repeats are lanked by CTCF binding-sites [114]. In 
the congenital form of DM1, hypermethylation of CpG dinucleotides [118], a more compact 
chromatin [119], and loss of CTCF binding [114] have been observed, suggesting that 
chromatin modiications could play a role in, at least, the more severe forms of DM1. 

The presence of CTCF restricts the extent of antisense transcription and constrains the 
spreading of heterochromatin from the trinucleotide repeats [113,114]. However, since CTCF 
interacts also with the RNA polymerase II large subunit and initiates the transcription of a 
reporter gene [113], the vertebrate insulator might have a bivalent role around the triplets 
by initiating, activating and restricting the bidirectional transcription, which in turn both 
enhances and limits heterochromatin formation at the DM1 locus. Similar mechanisms 
might also be implicated in other triplet expansion diseases [120]. 

Non-coding RNA and CTCF may also be associated with another muscular dystrophy named 
FSHD (Facio-Scapulo-Humeral Dystrophy) [121,122]. This autosomal dominant pathology 
is linked to the shortening of an array of repeated macrosatellite elements at the distal end 
of the q arm of chromosome 4 [123,124]. Normal 4q35 ends carry from 11 up to 150 copies 
of this element while this number is reduced to 1 to 10 repeats in most patients [125,126] 
and the hypothesis of position effect mechanisms has been proposed for many years to 
explain the physiopathology of this complex disease. D4Z4 acts as a potent CTCF- and 
A-type Lamins-dependent insulator in cells from patients but not in control cells [121] and is 
transcribed into several overlapping sense and antisense transcripts [122]. 

Although the link between CTCF, non coding RNA, heterochromatin formation, and position 
effects at the FSHD locus has not been established [121,122], a recent study on arrays of DXZ4 
macrosatellite repeats localized at the Xq23-24 locus which display differential chromatin 
structures and CTCF binding [127] suggests that similar mechanisms exist in the repetitive DNA 
complement of the human genome. The CTCF binding site in DXZ4 is close to a bidirectional 
promoter and has a unidirectional enhancer-blocking property. CTCF binding is associated with 
absence of CpG methylation and bidirectional transcription of the full repeats on the inactive 
X chromosome (Xi). On the active X (Xa), absence of CTCF binding correlates with generation 
of four small antisense transcripts that correspond to sites of increased H3K9me3. Albeit 
the complete mechanisms surrounding this macrosatellite gain of function are not yet fully 
understood, it suggests, once again, an involvement of the RNAi machinery and a role for the 
CTCF protein or repeated elements in organizing speciic domains in the genome. 

Moreover, these examples illustrate the importance of borders and insulators in blocking 
the propagation of chromatin modiications for proper gene regulation but also in the onset 
of pathologies linked to mechanisms reminiscent of position effect. Thus, although never 
investigated in the light of CTCF function, one can speculate that hypomorphic mutations 
in factors associated with CTCF binding sites such as cohesins [106–108] or Lamins [109] 
might also alter insulation activity and have consequences on the regulation of CPE in 
human cells. For instance, cohesin genes are mutated in the Cornelia de Lange syndrome, a 
heterogeneous developmental disorder characterized by multiple abnormalities (abnormal 
facies, prenatal and postnatal growth retardation, mental retardation and, in many cases, 
upper limb anomalies) while mutations in the gene encoding A-type Lamins give rise to at 
least ten distinct and heterogeneous genetic diseases called laminopathies [128] including 
an autosomal dominant form of Emery–Dreifuss muscular dystrophy (EDMD) [129], a 
rare dominantly inherited muscular dystrophy (limb girdle muscular dystrophy type 1B, 
LGMD1B [130], the Hutchinson–Gilford progeria, a rare syndrome of rapid aging [131,132], 
or familial partial lipodystrophy (FPLD). Therefore, disrupting the integrity of the complexes 
mediating the partitioning of functional chromatin domains may cause a wide range of 
defects by affecting insulators and chromatin boundaries that could lead or contribute to 
these multi-symptomatic syndromes. 
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CPE AND GENE TRANSFER 

As we described previously, a transgene located in constitutive heterochromatin adopts the 
compact nucleosomal structure of the insertion site [133]. Moreover, if some transgenes 
do not variegate when repeated in tandem, certain ones are prone to silencing in such 
coniguration, challenging the use of transgenesis for experimental or therapeutic purposes 
[14,15]. 

Viral vector-mediated gene transfer has become a promising and potent tool for the 
treatment of life threatening diseases. A variety of integrating vectors for gene delivery exists. 
Some of them have integration preferences while some exhibit random genomic integration. 
However, a signiicant risk of insertional mutagenesis emerged from early therapeutic assays 
[134–137], linked to genotoxic effects after mutagenesis of critical cellular genes (knock-
out of the gene, changes in the spatio-temporal expression pattern, truncation of the gene 
product). In other gene therapy trials and animal models, transgenes have been susceptible 
to a substantial reduction and variegation in gene expression attributable to changes in the 
chromatin structure, and eficacy of gene transfer in vivo has been compromised in many 
cases [138–141]. 

One possible issue regarding the “position effect” problem is the use of insulator 
elements that would block the effects of neighboring cis-regulators and the spreading of 
heterochomatin towards the transgene (but also potentially, protect the sequences at the site 
of integration). Thus, lanking transgenes with insulators has been attempted to minimize 
position effect and insertional mutagenesis in several species. Well-known insulators include 
the 5’HS4 element from the chicken  globin insulator [142,143], the scs and scs’ from the 
Drosophila HSP70 locus, the gypsy retroviral sequence or the upstream sequence of the sea 
urchin ARS gene [144]. Although insulators can decrease expression variability in some 
contexts, they often give only partial protection [145–147]. Hence, position effect still 
represents an obstacle to gene transfer, especially to the goal of cellular therapy. 

CHROMOSOMAL POSITION EFFECT IN HUMAN PATHOLOGIES 

Mechanisms through which CPE can cause human diseases are diverse: separation of the 
transcription unit from an essential distant regulatory element, juxtaposition of the gene 
with the enhancer element of another gene, competition for the same regulatory element, 
and classical position effect variegation in which a gene is moved to a new chromatin 
environment [148]. CPE-associated pathogenesis has been described in cancers as well as 
in constitutional pathologies, essentially in the context of chromosomal rearrangements 
(translocations, deletions, inversions). 

For instance, malignant hemopathies are characterized by acquired chromosomal 
rearrangements, mainly translocations, which are clonal, non-random, recurrent, and 
often speciic for a tumor type. These translocations have two main consequences: the 
formation of a chimerical gene encoding a new fusion protein or the combination between 
the coding region of a gene and the promoter/enhancer region of another one leading to 
inappropriate overexpression of the former gene [149]. A well-known example is the t(8;14) 
(q24;q32) translocation observed in Burkitt’s lymphoma, an aggressive B cell neoplasm. 
This translocation places the c-MYC gene (chr. 8) near the enhancer of the heavy chain of 
immunoglobulin on chromosome 14 resulting in overexpression of c-MYC in B cells [150]. 
Other translocations of genes like BCL2 (follicular lymphoma) [151], BCL6 (diffuse large 
B cell lymphoma) [152], and the TMPRSS2-ETS fusion gene involved in prostate cancer 
[153] can also be cited as examples. Possibly also, the translocation of a heterochromatic 
region might lead to long-range repression of genes in the rearranged chromosome. This was 
suggested to occur for rearrangements of the heterochromatic 1q12 region frequently found 
in hematologic malignancies [154]. 
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The involvement of the chromosomal position effect in constitutional pathologies appears in 
most cases more dificult to prove. Indeed, although this mechanism is often put forward in 
accounting for balanced reciprocal translocation with abnormal phenotype in which no gene 
is disrupted [155,156], a irm demonstration is rarely found in the literature [157], which 
can be explained giving several reasons. 

First, in developmental syndromes, the causative gene often shows a speciic spatio-
temporal pattern of expression and access to the tissue from the patient is often impossible, 
challenging the analysis of gene expression and regulation. Second, regulatory elements are 
often located far from the gene of interest, sometimes included in another neighboring gene, 
and can regulate more than one gene. Finally, if the position effect seems evident when a 
chromosomal breakpoint occurs in the vicinity of a gene for which the associated phenotype 
is well known, it is less obvious when the phenotype is not related to the gene or when the 
gene function is unknown. Pathologies in which the chromosomal position effect have been 
suspected or proved are summarized in Table 6.1. Some examples will be further detailed. 

PAX6 and Aniridia: A Well-Characterized Position Effect Pathology 

Aniridia (MIM #106210) is an autosomal dominant panocular disorder characterized 
by complete or partial iris and foveal hypoplasia resulting in reduced visual acuity and 
nystagmus presenting in early infancy together with ocular abnormalities such as cataract, 
glaucoma, corneal opaciication, and vascularization. Aniridia can be isolated or part 
of the WAGR syndrome (Wilms’ tumor, Aniridia, Genitourinary anomalies and mental 
Retardation, 11p13 microdeletion). It is caused by haploinsuficiency of PAX6, a member of 
the paired box family that encodes a transcriptional regulator involved in oculogenesis and 
other developmental processes. In some aniridia patients carrying 11p13 rearrangements 
(deletion or translocation), the breakpoint occurred downstream of the PAX6 transcript unit 
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[158] in the inal intron of the ELP4 gene highlighting the putative existence of unknown 
elements and factors controlling gene expression. Using the Small eye mouse model, DNase 
hypersensitivity mapping and reporter gene systems, Kleinjan et al. [157] demonstrated that 
a regulatory region is located 130 kb downstream of PAX6 polyadenylation site and that 
this region contains a tissue-speciic enhancer. Chromosomal rearrangements involving this 
downstream region are responsible for cases of aniridia associated with a position effect. This 
case illustrates how the study of pathological cases can advance our knowledge of genome 
organization and the identiication of distant regulatory cis-elements. 

Split-Hand/Foot Malformation Type 1: Position Effect Involving Several 
Genes? 

The split-hand/foot malformation (MIM %183600) (SHFM1) is an autosomal dominant 
congenital limb defect with incomplete penetrance and variable expressivity. It involves 
the central ray of the hand and feet and affects randomly one to all of the four limbs and 
is characterized by a median cleft of the hand or foot (ectrodactyly) resulting in an aspect 
of “lobster claw”. SHFM1 is caused by chromosomal rearrangements of the 7q21q22 region 
(deletions, translocations, inversions) [159–162]. The minimal deleted interval has been 
narrowed to a 900kb region [163] that contains three candidate genes: DLX5, DLX6, and 
DSS1. DLX5 and DLX6 are distal-less-related homeogenes expressed in mouse embryo 
skeletal structures [164]. DSS1 encodes a highly conserved acidic protein expressed during 
limb, craniofacial, skin, and genitourinary mouse development [159]. In mouse, the 
concomitant deletion of Dlx5 and Dlx6 is necessary to cause a limb phenotype [165]. In 
humans, no mutation has been identiied in these candidate genes to date [159] and none 
of these genes is directly disrupted by rearrangement breakpoints. So, it has been proposed 
that SHFM1 is due to a position effect by disruption of a long-range regulatory sequence 
controlling DLX5, DLX6, and DSS1 genes [166] but the regulatory region has not been 
identiied yet. 



 

 

 

 

TABLE 6.1 Position Effect in Human Pathology: Non-exhaustive Literature Review of Genes for Which a Position Effect had been Proved or Put 
Forward in Constitutional Diseases 

Gene Chromosome Phenotype Regulation Modification Reference 
Element 

APC 5q22.2 Adenomatous polyposis Disruption [247]
DLX5/DLX6/ 7q22 Split-Hand/Foot Malformation type I 5９/3９ Disruption [159]
DSS 1
FOXC1 6p25 Primary Congenital Glaucoma 5９ Disruption [144]
FOXC2 16q24.3 Lymphedema Distichiasis 3９ Disruption [249]
FOXL2 3q23 Blepharophimosis Ptosis Epicanthus inversus 5９/3９ Disruption/ [250,251]

Syndrome deletion 
FOXP2 7q31 Speech and language disorder 3９ Disruption [252] 
GLI3 7p13 Greig Cephalopolysyndactyly syndrome 3９ Disruption [253] 
HBA 16p13.3 Alpha-Thalassemia 3９ Deletion [179] 
HBB 11p15.5 Gamma/Beta-Thalassemia 5９ Disruption/ [254,255] 

deletion 
HOXB 17q21.3 Mental retardation, hexadactyly 5９ Disruption [256] 
HOXD 2q31 Limb malformations 5９/3９ Disruption [257,258] 
LCT 2q21 Adult-type hypolactasia 5９ Mutation [259] 
MAF 16q23 Cataract, anterior segment dysgenesis, microphthalmia 5９ Disruption [260] 
PAX6 11p13 Aniridia 3９ Disruption [261] 
PITX2 4q25 Rieger syndrome 5９ Disruption [262] 
PLP1 Xq22 Pelizaeus–Merzbacher syndrome/Spastic Paraplegia, 5９/3９ Disruption/ [176,177] 

neuropathy Duplication 
POU3F4 Xq21.1 X-linked Deafness 5９ Deletion [263] 
REEP3 10q21.3 Autism 5９ Disruption [264] 
RUNX2 6p21 Cleido Cranial Dysplasia 5９ Disruption [265] 
SALL1 16q12.1 Townes-Brocks syndrome 3９ Disruption [266] 
SDC2 8q22 Autism, Multiple Exostoses 3９ Disruption [267] 
SHH 7q36 Holoprosencephaly 5９ Disruption [173] 
SHH 7q36 Pre-axial Polydactyly 5９ Disruption [174] 
SHOX Xp22.3 Leri-Weill Dyschondrosteosis 3９ Deletion/ [268] 

Mutation [269] 
SIX3 2p21 Holoprosencephaly 5９ Disruption [270] 
SOST 17q21 Van Buchem disease 3９ Deletion [271] 
SOX3 Xq27.1 Hypoparathyroidism 3９ Disruption [272] 
SOX9 17q24.3 Campomelic Dysplasia/Pierre Robin Sequence 5９/3９ Disruption/ [170,172] 

deletion/ 
mutation 

SRY Yp11.3 Sex Reversal 3９ Deletion [273] 
TGFB2 1q41 Peters anomaly 3９ Disruption [274] 
TRPS1 8q23.3 Ambras syndrome 3９/5９ Disruption/ [275] 

deletion 
TWIST 7p21.1 Saethre-Chotzen syndrome 3９ Disruption [31,216] 
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SOX9: The Phenotypic Spectrum of Campomelic Dysplasia 

SOX9 is a transcription factor of the HMG box family that regulates chondrogenesis and 
testis development. Its haploinsuficiency is responsible for campomelic dysplasia (MIM 
#114290), a rare autosomal dominant disorder involving shortening and bowing of long 
bones, skeletal malformations, Pierre Robin sequence (PRS, associating micrognathia, 
glossoptosis, and cleft palate), hypoplastic lung, and male-to-female sex-reversal in two 
thirds of cases. Besides classical mutations, translocation or inversion breakpoints sparing 
the SOX9 sequence have been described [167–171] and allowed the identiication of a long-
range regulatory region located in a gene desert up to 1Mb from the 5’ end of the SOX9 gene 
[170]. Recently, another SOX9 regulatory element has been identiied at a distance of 1.5Mb 
from SOX9 in patients with PRS carrying translocation, deletion, and also point mutation 
of this element [172]. In vitro, the mutation abrogates gene activation and the presence of a 
developmentally regulated enhancer was postulated. In the developing mouse mandible, this 
region presents features of decompacted chromatin (H3K4 methylation) in cells expressing 
SOX9 suggesting that this sequence contributes to the tissue-speciic regulation of the 
gene. Interestingly also, transcriptional activation correlates with the presence of CTCF and 
p300 suggesting the existence of an insulator involved in the transcriptional activation and 
chromatin remodeling of the locus. Upon deletion of the enhancer, position effects may alter 
the tissue-speciic SOX9 regulation leading to PRS. This example illustrates, once again, the 
strength of long-distance gene regulation and suggests that a continuum of severity depends 
in some cases on the distance between the regulatory element and the transcript unit. 

SHH: One Gene, Two Phenotypes 

SonicHedgehog (SHH) encodes a secreted signaling protein that establishes cell fate 
during development. SHH is expressed in notochord, footplate of neural tube, posterior 
limb buds, and gut in human embryo. Mutations of SHH have been identiied in patients 
with isolated holoprosencephaly (HPE), an anomaly of the brain in which the developing 
forebrain fails to divide into two separate hemispheres (MIM #142945). The severity of HPE 
is extremely variable even within the same family and the disease is often associated with 
facial anomaly, mental retardation, and seizures. HPE patients with translocation breakpoint 
lying 15 to 265 kb upstream from SHH have been reported [173] and the phenotype was 
attributed to position effect. Surprisingly, a t(5;7)(q11;q36) translocation was reported in 
a patient with preaxial polydactyly (PPD), a common limb malformation characterized by 
an additional digit on the side of the thumb or great toe (MIM #174500), reminiscent of 
the Sasquach mouse, a model of PPD, due to a transgenic insertion in the syntenic region. 
The genetic lesions in both human and mouse lie within the intron 5 of the LMBR1/lmbr1 
gene, located 1 Mb upstream of SHH suggesting that the mutation interrupts a regulator 
of the SonicHedgehog gene [174]. Further studies revealed the existence of a regulatory 
sequence that acts as a speciic enhancer controlling the spatio-temporal expression of SHH 
during limb development. Moreover, point mutations of this regulatory sequence have been 
identiied in patients with PPD, conirming the role for this enhancer in limb development 
[175]. In this example, the phenotype depends on the type of regulatory sequence affected. 

PLP1 and Pelizaeus–Merzbacher Disease: When Position Effect 
Rescues the Phenotype 

PLP1-related diseases are disorders of myelin formation in the central nervous system (CNS) 
and include Pelizaeus–Merzbacher disease (PMD) (MIM #312080) and type 2 spastic 
paraplegia (MIM #312920). PMD is an X-linked recessive disease that begins in infancy 
and manifests by nystagmus, hypotonia, and cognitive impairment progressing to severe 
spasticity and ataxia. It is caused by duplications, point mutations and deletions of the PLP1 



 

 

 
 

 

      

        

 

  

      

                  

               

          

 

                

                   

      

CHAPTER 6 

Chromosomal Position Effects and Gene Variegation: Impact in Pathologies 

gene. This gene is sensitive to dosage since an extra copy of the gene affects the development 
of oligodendrocytes and is associated with abnormal CNS myelinization. 

Although some cases of PMD resulting from position effect linked to small rearrangements 
in the region surrounding the coding sequence have been reported [176,177], Inoue 
and colleagues described an interesting familial case in which position effect rescues the 
phenotype [178] (Fig. 6.3). The mother carried a balanced insertion of a small segment 
of chromosome X including the PLP1 gene into the terminal region of the long arm of 
chromosome 19 (ins(19;X) (13.4;q22.2q22.2)). She displayed some features of PMD with 
late-onset. One of her sons, showing a mild form of PMD, inherited the derivative X and 
carried no PLP1 copy. The second son was healthy although he inherited the derivative 
chromosome 19, and carried two copies of PLP1. However, the PLP1 copy inserted on 
chromosome 19 may be silenced by the chromatin context and the inluence of telomere 
proximity in the proband’s brother, rescuing thereby the phenotype usually associated with 
abnormal PLP1 dosage. 

Alpha-Thalassemia 

Alpha-thalassemia (MIM 141800) is a heritable form of anemia characterized by a 
decreased level of alpha-globin chain that composes hemoglobin. Alpha-globin is expressed 
from four genes (HBA1 and HBA2 on each chromosome 16) that are under the control of 
a 5’ regulatory element, 5’-HS40. Usually, alpha-thalassemia is linked to the deletion of 

X Chromosome 

Proband’s mother 

Proband’s brother 

Proband 

Position effect 

Position effect 

Chromosome 19 

PLP1 

Xi Xa 

PLP1 

X X 

X X 

FIGURE 6.3 
When the position effect rescues the phenotype. In the majority of patients with Pelizaeus–Merzbacher disease (PMD), 

duplication of the PLP1 gene is responsible for the abnormal development of oligodendrocytes and the demyelinization of 

central nervous system neurons. In one family described in the literature [178], PLP1 deletion resulted from a maternal 

balanced submicroscopic insertional translocation of the entire PLP1 gene to the telomere of chromosome 19. The 

proband was a 10-year-old boy who showed early motor development and mental retardation. He had a healthy male 

sibling. The mother presented mild features of PMD such as difficulty in walking at the third decade, changes in her 

personality, and progressive mental deterioration. The patient carries a deletion of the PLP1 gene on the X chromosome 

and further analysis of the family revealed that the translocation was inherited from his mother. The latter carried a 

translocation of the PLP1 gene on the distal end of chromosome 19. The patient inherited the translocated X chromosome 

but did not inherit the derivative chromosome 19 containing PLP1 while his healthy brother inherited this extra copy of the 

gene but does not carry the deleted X chromosome. However, the gene on chromosome 19 was silenced by the position 

effect and PLP1 gene dosage was normal. Interestingly, in the mother, skewed X inactivation allowed the expression of the 

PLP1 gene present on the inactive X chromosome suggesting that a low but detectable PLP1 level was associated with the 

late onset of the clinical signs. (Please refer to color plate section) 
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either the alpha-globin genes or the 5’ regulatory element. Recently, Barbour et al. reported 
an alpha-thalassemia patient presenting a 18kb deletion downstream of the alpha-globin 
cluster that did not affect either the gene or the 5’HS40 [179]. However, the gene was 
hypermethylated at the DNA level and HBA2 gene expression was abolished while the 
production of an antisense RNA was detected [180]. In this example, the deletion within 
the alpha globin locus placed a truncated copy of LUC7L, a widely expressed gene transcribed 
from the opposite strand, next to the polyadenylation site of HBA2. This rearrangement 
extended the transcription of the LUC7L across the HBA2 gene, leading to the production of 
an antisense RNA, which in turn, mediated HBA2 silencing. 

DISORDERS OF UNSTABLE REPEAT EXPANSIONS 

Repeat expansion diseases are caused by an increase in the number of trinucleotide repeats 
and share some common features. These short repeats are polymorphic in the general 
population. Beyond a certain number of repeats, they become unstable and tend to increase 
at the next generation (dynamic mutation). The disease appears when the number of triplets 
exceeds a certain critical threshold. Trinucleotide repeats are either found in coding region 
resulting in the production of a protein with altered function (i.e. Huntington disease), or 
in non-coding regions resulting in an altered transcription and loss of protein synthesis 
(Fragile-X syndrome, Friedreich’s ataxia, myotonic dystrophy) [181]. 

In non-coding repeat expansion diseases, the expansion is transcribed but not translated. 
Several reports have suggested that the pathophysiology of these diseases may implicate 
epigenetic changes and heterochromatin formation since heterochromatin marks have been 
found at expanded loci [17]. 

Fragile X syndrome (FXS) (MIM #300624) is the most common form of inherited mental 
retardation also characterized by delayed language and autistic-like behavior. FXS is caused 
by the expansion of a CGG trinucleotide in the 5’ UTR of the FMR1 gene. In the normal 
population, the number of repeats varies from 6 to 54. Between 55 to 200 CGG, the repeats 
become meiotically unstable (premutation) while the full mutation corresponds to more 
than 200 repeats and is accompanied by a hypermethylation of the repeats and neighboring 
sequences [182]. These changes in the chromatin structure result in the silencing of the 
FMR1 gene and the absence of FMRP protein, a regulator of translation in brain neurons 
[183]. The FMR1 hypermethylation could act directly by preventing the binding of 
transcription factors. However, features of inactive chromatin have also been observed on 
mutated allele like lysine hypoacetylation of histone H3 and H4 and methylation of H3K9 
residues [184,185] suggesting that the expansion of the repeats and, in particular, of 
methyl-sensitive sites, directly contributes to the phenotype. 

Another interesting disease linked to triplet expansion is the Friedreich’s ataxia (FRDA) 
(MIM #2293000), an autosomal recessive neurodegenerative disease that begins in 
childhood and is characterized by dificulties to coordinate movements, dysarthria, loss of 
relexes, pes cavus, scoliosis, cardiomyopathy, and diabetes mellitus. The causative gene, 
FXN, encodes the frataxin, a protein involved in the assembly and transport of iron-sulfur 
proteins of the mitochondrial respiratory chain. FRDA is caused by the expansion of a 
GAA trinucleotide in the irst intron of FXN. Repeats range from 6 to 34 in the general 
population and there are over 66 in patients. Expansion is associated with a decrease in 
FXN transcription level [186]. Different mechanisms could be implicated in gene silencing. 
First, it has been shown that GAA repeats adopt an unusual conformation able to inhibit 
transcription in vitro [187]. Then, a role for heterochromatin formation has been proposed 
based on the observation of patients’ samples [188,189] and on an elegant mouse model 
using the PEV-sensitive human CD2 gene as a reporter [190]. This system revealed that the 
inclusion of triplet repeats (GAA found in Friedreich’s ataxia and CTG repeats found in 
myotonic dystrophy) confers variegation of expression, independently of the chromosomal 
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site of integration, by inducing a more dense nucleosomal organization of the transgene 
promoter. Moreover, in FRDA patients, speciic CpG sites are hypermethylated in the 
FXN intron 1 compared to control, and hypoacetylation of histones H3 and H4, and 
hypermethylation of H3K9, are thought to modulate promoter activity [188,189]. 

In favor of a role for chromatin remodeling and heterochromatinization in the 
pathophysiology of triplet expansion diseases, reactivation of FMR1 and FXN transcription 
is induced with DNA hypomethylating (5-aza-z９deoxycytidine) or histone hyperacetylating 
agents [191,192]. However, the mechanisms of chromatin remodeling are not fully 
elucidated yet. But, consistent with what is known in other species in the spreading of 
heterochromatin and PEV, a role for non-coding RNA is now emerging as a keystone in the 
pathogenesis of these diseases [193]. 

COPY NUMBER VARIANTS: A NEW CHALLENGE IN THE 
DECIPHERING OF CPE 

In addition to short nucleotide polymorphisms (SNPs), DNA copy number variation 
(CNV) represents a considerable source of human genetic diversity. Copy number variants 
are usually considered as DNA sequences 1kb in length, present in a variable number 
of copies [194,195]. Nearly 6225 CNV loci, which represent approximately 28.8% of a 
human genome and 1447 different regions, have been documented (http://projects.tcag. 
ca/variation) but this list is increasing continually. The majority of CNVs are biallelic 
polymorphisms (deletions, insertions, or duplications larger than 1kb and up to several 
megabases) but different regions with segmental duplications have been observed, likely 
due to non-allelic homologous recombination [196]. Another process at the origin of 
CNVs, fork stalling and template switching (FoSTeS) involving DNA replication rather than 
recombination, has been recently proposed for the complex rearrangement of the PLP1 gene 
involved in the Pelizaeus–Merzbacher syndrome (PMD) [197] and might account for some 
of the variation existing in the human genome. 

The recent advent of CNVs as a major source of diversity in human genetics has also laid 
new ground for the understanding of inherited diseases, cancer genetics, inter-individual 
variations, and mosaicism. As discussed earlier in the text, having two copies of a gene on 
two separate chromosomes does not necessarily have the same impact as carrying these two 
copies at the same locus. With regard to CPE, not all gene CNVs result in changes in gene 
expression levels but a negative correlation between copy number and expression level was 
found in 5–15% of CNVs [176,198–200]. 

For instance, in the Williams–Beuren syndrome, CNVs and position effect mechanisms 
might be involved in the modulation of the phenotype. This syndrome (MIM #194050) 
is a recurrent autosomal dominant genomic disorder caused by 7q11.2 microdeletions. 
Clinically, it is characterized by mental retardation, typical facial features, supravalvular 
aortic stenosis and other cardiovascular anomalies, over-friendliness, visuospatial 
impairment, and hypercalcemia. The classical Williams–Beuren deletion includes 28 genes. 
Recently, the level of expression of these genes but also of genes surrounding the deletion 
has been studied [201] and consistently, the aneuploid genes showed an expression level that 
was half that of the control. Surprisingly, nonhemizygous genes located several megabases 
away from the deletion harbored also signiicantly reduced expression level (ASL, KCTD7, 
HIP1, POR, MDH2) leading the authors of this inding to propose that the effect could be 
mediated by disturbances of the copy number of long-range cis-regulatory elements and 
that genes not included in the deletion may also participate in the phenotype of Williams– 
Beuren syndrome. 

Thus, the actual challenge is now to identify the regulatory networks and epigenetic changes 
underlying the regulation of CNVs, especially in pathologies. However, since CNVs can alter 
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expression of genes located in cis, at a long distance of the variation, or in trans [200], the 
mechanism involved in CPE or TPE discussed throughout this chapter might also in the near 
future become an important milestone in uncovering the regulation of CNVs. In addition, a 
better and more precise knowledge of the higher-order chromatin structure induced by copy 
number changes would likely bring important insights for understanding the complexity of 
the regulation of human genome variations and how it relates to phenotypical differences 
and susceptibility to diseases. 

TELOMERIC POSITION EFFECT IN HUMAN PATHOLOGIES 

The most distal unique regions of the chromosomes and telomeres are separated by different 
types of subtelomeric repeats varying in size from 10 to up to hundreds of kb in human cells. 
Subtelomeres are gene rich regions and RNAs produced by these regions include transcripts 
from multi-copy protein-encoding gene families, single genes, and a large variety of non-
coding RNAs (reviewed in Ref. 45). In the human population, the subtelomeric regions 
are highly polymorphic and the rate of recombination at chromosome ends is higher than 
in the rest of the genome. The nature of telomeric chromatin differs from that of global 
constitutive heterochromatin due to its DNA sequences, the binding of speciic factors, and 
the particular structure of its nucleosomal iber. Human telomeres inluence the maintenance 
and recombination of the adjacent subtelomeric regions. However, if the 46 human telomeres 
share the same repeated (TTAGGG)n sequence, the unique composition of each individual 
subtelomere concurs with the propensity of telomeres to regulate gene expression but also to 
the replication and maintenance of chromosome ends. Subtelomeres may buffer or facilitate 
the spreading of silencing that emanates from the telomere as observed in other species. Large 
variations of subtelomeric DNA were among the irst examples of CNVs in human cells and are 
detected at almost every subtelomere. Thus these large disparities might affect the abundance of 
telomeric transcripts. 

These regions are associated with genome evolution but also human disorders and the 
existence of TPE has been evoked in many cases of patients with truncated chromosomes 
ends that have been repaired by the process of telomeric healing (de novo addition of 
telomeric repeats by telomerase at breaks devoid of exact telomeric repeat sequence 
match), telomeric capture (resulting from a break-induced replication event between a 
truncated chromosome and the distal arm of another chromosome), or formation of ring 
chromosomes. However, the molecular pathogeneses associated with these rearrangements 
have never been investigated. 

Subtelomeric imbalances that include deletions, duplications, unbalanced translocations, 
and complex rearrangements [202] are terminal as well as interstitial and extremely variable 
in size [203]. Fifty percent of them are inherited. Telomeric polymorphisms are found in at 
least 1% of the population. Some telomeric polymorphisms and transmitted subtelomeric 
imbalances are benign and not associated with any phenotypical manifestation [204,205]. 
These latter have been detected at 24 of the 41 telomeres [206]. Several mechanisms may 
explain the absence of the abnormal phenotype in carriers of the subtelomeric imbalances: 
variable expressivity, unmasking of a recessive allele, somatic mosaicism in the normal 
parent, and/or epigenetic modiications. 

The importance of subtelomeric rearrangements affecting all chromosomes with the exception of 
the short arms of acrocentric chromosomes is well established in 5 to 10% of idiopathic mental 
retardation [207–209]. The reinement of diagnostic techniques allowed the identiication of 
a number of genes, but many cases remain poorly characterized [210–212] and rather a few 
deleterious subtelomeric imbalances are associated with a distinct, recognizable phenotype. 
Among well-delineated syndromes, genotype–phenotype correlation studies have uncovered that 
a single gene (SHANK3) may be responsible for the phenotype of the 22qter deletion syndrome 
(global development delay, hypotonia, autistic-like behavior, normal to accelerated growth, 
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absent to severely delayed speech) [213,214]. In other syndromes, critical regions have been 
delineated. For example, cri-du-chat syndrome (5pter deletion) is characterized by microcephaly, 
facial dysmorphism, high-pitched cat-like cry, severe mental retardation, and speech delay [215]. 
Although three critical regions corresponding to cry (5p15.31), speech delay (5p15.32–15.33) 
and facial dysmorphism (5p15.31–15.2) [216] are known, no gene has been identiied for 
each speciic feature yet. Finally, no candidate gene could be identiied in some cases. The 1p36 
monosomy syndrome is the most commonly found subtelomeric microdeletion syndrome with 
a frequency of 1/5000. It is characterized by mental retardation, developmental delay, hearing 
impairment, seizures, growth impairment, hypotonia, heart defect, and distinctive dysmorphic 
features [217]. Attempts have been made to demonstrate that monosomy 1p36 is a contiguous 
gene syndrome. However, no correlation between the deletion size and the number of clinical 
features could be observed [217]. There is neither common breakpoint nor common deletion 
interval in monosomy 1p36 patients. Moreover, two of six patients presenting with very similar 
features were investigated using tiling path array Comparative Genomic Hydridization (CGH) 
but no overlapping 1p36 deletions could be detected [218] leading to the hypothesis that the 
1p36 monosomy syndrome might be due to a positional effect rather than haploinsuficiency 
of contiguous genes. Moreover, gene dosage alone cannot account for the phenotype in many 
cases and alternative mechanisms, in particular, epigenetic modiications, may be involved. 
Among the hundreds of patients analyzed, the size of the subtelomeric region disrupted may be 
accompanied by variable degrees of chromatin condensation and explain the penetrance of the 
clinical manifestations [212]. 

Besides subtelomeric rearrangements, hundreds of patients have been reported with various 
combinations of malformations, minor abnormalities, and growth retardation usually associated 
with mental retardation linked to the formation of a ring chromosome [219,220]. Ring 
chromosomes are thought to be formed by deletion near the end(s) of chromosomes followed 
by fusion at breakage points and have been described for all human chromosomes. The resulting 
phenotypes vary greatly depending on the size and the nature of the deleted segments. Most ring 
chromosomes are formed by fusion of the deleted ends of both chromosome arms coupled with 
the loss of genetic material. However, in a few cases, the rings are formed by telomere–telomere 
fusion with little or no loss of chromosomal material and have intact subtelomeric and telomeric 
sequences suggesting that the “ring syndrome” might be associated with the silencing of genes 
in the vicinity of a longer telomere. Intact rings putatively causing telomeric position effects have 
been reported for the different autosomes [221–223]. 

Because of the paucity of cases reported and the variability in the size of the terminal 
deletion, genotype–phenotype correlations are not clearly established for most syndromes 
involving either subtelomeric imbalance or the formation of rings. Gene abnormalities and 
dosage cannot always account for the phenotype and from one case to another, the size of 
the deleted region could be associated with variable degrees of chromatin condensation and 
explain the penetrance of phenotypes. Epigenetic modiications including DNA methylation, 
post-translational modiication of histones, and non-coding RNAs provide a mechanism for 
modulation of gene expression or chromatin accessibility that can be inluenced by exposure 
to environmental factors and parental effects. Thus, in diseases involving subtelomeric 
imbalance, it is conceivable that genes residing in close proximity to a rearranged region or a 
healed telomere become epigenetically inactivated contributing to the phenotype. However, 
characterization of the rearrangement’s effect on gene expression is still needed to prove that 
the pathological manifestation is caused by modiication of the chromatin architecture at 
telomeric and subtelomeric loci. 

POSITION EFFECTS AND AGING 

Aging is characterized as a progressive and generalized impairment of cellular functions 
resulting in an increasing susceptibility to environmental stress and a wide range of diseases. 
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At the cellular level, aging, usually named senescence, involves highly dynamic series 
of modiications that further lead to widespread changes at the level of the whole body 
and increasing evidence supports a link between modiication of chromatin, senescence, 
and aging. Causality between CPE, TPE, and aging is not clearly established but the 
large-scale shift of the constitutive heterochromatin compartment [224], the emergence 
of heterochromatin foci [225–227] concomitant to telomere shortening (replicative 
senescence), which might delocalize components of the telomeric heterochromatin to 
non-telomeric sites [61], raises the intriguing possibility of a global reprogramming of gene 
expression, which could result from position effect mechanisms. 

Besides heterochromatinization, the chromosomal position effect in aging tissues might also 
be affected by the age-related loss of epigenetic silencing of repeated sequences observed for 
example in heart and in neurons [228–230]. An active skewing of X inactivation has also 
been reported with increased age [231–233] and might be associated with X-linked disorders 
in elderly women such as X-linked hyper IgM syndrome, combined immunodeiciency, and 
chronic granulomatous disease [234–236]. 

Also, lymphopenia [237–241] in older individuals together with the increased rate of 
condensed chromatin in these cells as observed for other tissues [242,243] suggests 
that the expansion of silenced regions through PEV or TPE might also affect the defense 
against pathogens and may explain why older subjects are more susceptible than younger 
ones to infections [244]. 

Thus, the cytogenetically visible lesions such as translocations, insertions, and dicentric and 
acentric fragments inherent to the aging process might lead to altered expression of pro-
or anti-aging genes by CPE. In addition, telomere shortening, which can lead to cellular 
senescence and appears to contribute to some aging processes in mammals, might alleviate 
the repression of pro-aging genes, which otherwise would have succumbed to TPE. 

CONCLUSIONS 

The extent by which epigenetic changes and position effects contribute to the diversity 
of human phenotypes is increasingly being recognized, especially when genome-wide 
association fails to establish a clear genotype–/phenotype correlation. Through this review, 
our aim was to emphasize that besides genetic changes linked to inherited pathologies, 
alterations of chromatin and disruption of the equilibrium maintaining epigenetic 
information results in variegated phenotypes, which might be associated with the onset, 
susceptibility or penetrance of various diseases. 

Unraveling the complexity of human CPE and TPE in the context of health and diseases 
is contingent upon our knowledge of epigenetic regulations implicated in pathogenic 
pathways and decades of extensive research on model organisms should help to validate the 
hypothetical mechanisms involved. Also, the emergence of micro RNAs or non-coding RNAs 
in the regulation of chromatin architecture, lays new ground for the deciphering of the events 
involved in the pathogenesis of these various cases. 

In the future, a better understanding of human PEV and the identiication of proteins 
and pathways involved in its regulation depending on the genomic context might thus 
be considered to hold the promise of modifying the clinical severity of a wide range of 
pathologies either by modulating the chromatin changes affecting the locus of interest or, 
indirectly, by facilitating gene transfer strategies. 

Together with epigenetic regulation in general, deciphering the mechanisms involved in gene 
variegation is thus a major challenge of the post-genomic era for the understanding and cure 
of a wide range of human diseases. 
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FIGURE 6.1 
Chromatin configurations leading to the differential expression of an integrated transgene. Expression of integrated transgenes, even if they contain their own 

enhancers (E) can be modulated by the chromatin context at the site of integration. (A) Condensed chromatin (constitutive heterochromatin, repetitive DNA, 

telomeric DNA for instance) can induce the spreading of heterochromatin marks, the repositioning of nucleosomes, the recruitment of chromatin remodeling 

complexes, the silencing of the transgene, and the appearance of a variegated expression pattern from cell to cell. This phenomenon is called PEV (Position 

Effect Variegation) and has been observed in all eukaryotic cells. Alternatively, a transgene can be misregulated by the proximity of cis-regulating elements 

such as silencer (B) or enhancers (C) at the integration site, which might influence the expression of the gene of interest. (Please refer to Chapter 6, page 79). 

FIGURE 6.2 
Modulation of position effect variegation by boundary elements. Two types of boundary element able to separate functional domains have been described in the 

literature [9,10]. (A) Regions named “fuzzy boundaries” depend on a dynamic equilibrium of chromatin proteins and are the more prone to variegation. (B) DNA 

sequences named “insulator elements” recruit specific factors to a precise location and define strict borders between chromatin regions. Two types of insulator 

element exist depending on their specificity (see text for details and [9,10]) and can be classified as boundary elements (B) or enhancer blocking insulators (C). 

(D) In S. cerevisiae, telomeres silence proximal gene through a mechanism named Telomeric Position Effect involving the nucleation of heterochromatin and 

the spreading of chromatin modifications from the telomere to the subtelomeric region [5,7]. (E) However, each of the 32 yeast chromosomes has a different 

composition in subtelomeric elements that can modulate TPE. Strong boundary elements dubbed STAR for SubTelomeric Antisilencing Regions consisting of 

binding sites for Tbf1p and Reb1p [78] are located in some subtelomeres and prevent the spreading of TPE and shelter gene expression. (F) Nevertheless, some 

elements in X or Y９ subtelomeric repeats can resume and reinforce TPE, bypassing the protective effect of STARs. The core X sequence behaves as a protosilencer, 

i.e. it does not act as a silencer by itself but reinforces silencing when located in the proximity of a master silencer [245,246]. Different combinations of STAR and 

protosilencer at native telomeres are likely to contribute to their respective behaviors with regard to TPE. (Please refer to Chapter 6, page 82). 



 
 

 

      

   

                       

                     

  

 

           

                    

X Chromosome 

Chromosome 19 

PLP1 

X X 

Proband’s mother 

Position effect 

Xi Xa 

Proband 

Proband’s brother 

Position effectPLP1 

X X 

FIGURE 6.3 
When the position effect rescues the phenotype. In the majority of patients with Pelizaeus–Merzbacher disease (PMD), duplication of the PLP1 gene is 

responsible for the abnormal development of oligodendrocytes and the demyelinization of central nervous system neurons. In one family described in 

the literature [178], PLP1 deletion resulted from a maternal balanced submicroscopic insertional translocation of the entire PLP1 gene to the telomere of 

chromosome 19. The proband was a 10-year-old boy who showed early motor development and mental retardation. He had a healthy male sibling. The mother 

presented mild features of PMD such as difficulty in walking at the third decade, changes in her personality, and progressive mental deterioration. The patient 

carries a deletion of the PLP1 gene on the X chromosome and further analysis of the family revealed that the translocation was inherited from his mother. The 

latter carried a translocation of the PLP1 gene on the distal end of chromosome 19. The patient inherited the translocated X chromosome but did not inherit 

the derivative chromosome 19 containing PLP1 while his healthy brother inherited this extra copy of the gene but does not carry the deleted X chromosome. 

However, the gene on chromosome 19 was silenced by the position effect and PLP1 gene dosage was normal. Interestingly, in the mother, skewed X inactivation 

allowed the expression of the PLP1 gene present on the inactive X chromosome suggesting that a low but detectable PLP1 level was associated with the late 

onset of the clinical signs. (Please refer to Chapter 6, page 89). 
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INTRODUCTION

The Polycomb Group (PcG) proteins were irst discovered in the study of Drosophila 
homeotic genes and their regulation. They derive their name from the fact that the irst sign 
of a decrease in PcG function is often a homeotic transformation of posterior legs towards 
anterior legs, which have a characteristic comb-like set of bristles. Studies in lies, mammals, 
and other metazoans have now shown that they are part of a genome-wide mechanism for 
controlling genomic priorities that governs the ability of genes to respond to signals, and 
that channels differentiation pathways and ultimately determines the developmental fate 
and identities of cells. PcG mechanisms do this by targeting most if not all of the key genes 
in the genome that govern cellular decisions from cell cycle progression to apoptosis and 
including in particular the effectors controlling the variety of differentiation programs.

PcG complexes are found in the nuclei of most cells but the mechanisms by which they are 
targeted, which genes they affect, how they repress expression, and how the repressed state 
is remembered from one cell cycle to the next remain important research questions. In this 
article, I have not tried to cover all aspects of PcG mechanisms but have tried to give the basics 
and to give an overview of the current understanding of the role played by these mechanisms, 
using Drosophila as a model to gain insight into their biological function in mammals. PcG 
mechanisms have been the subject of a number of recent reviews that treat many aspects in 
greater detail and to which the reader is referred for additional information [1–6].

THE HARDWARE

The essential PcG machinery consists of two multiprotein complexes, Polycomb Repressive 
Complex 1 and 2, or PRC1 and PRC2.

PRC1

The core of this complex is a quartet of proteins. In Drosophila, these are the Polycomb 
protein itself (PC), Posterior Sex Combs (PSC), Polyhomeotic (PH), and dRING [7,8].  

7
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PC contains a chromodomain, a structure that binds methyl-lysine, in the case of PC – 
speciically the trimethylated form of lysine 27 of histone H3 (H3K27me3) [9]. PSC and 
dRING are RING domain proteins that together mediate the ubiquitylation of histone 
H2A [11,12]. PH contains a protein–protein interaction domain called SPM, which interacts 
with a similar domain in another PcG protein Sex Comb on Midleg (SCM), which appears to 
be more loosely associated with PRC1 [12,13]. In Drosophila, SU(Z)2 provides an alternative 
to PSC, while two distinct genes –  ph-p and ph-d – provide the PH function. A corresponding 
PRC1 complex in mammals contains the mammalian homologs of the Drosophila proteins 
[14] except that, as is often the case, each component has one or more relatives that appear 
to be used in different circumstances. Thus there are several PC homologs (now called CBX2, 
CBX4, CBX6, CBX7, and CBX8) [15], at least two PSC homologs (Bmi1 and Mel18) [16], 
two RING homologs (Ring1A and Ring1B) [17], and three PH homologs (Phc1, 2, 3) [18].

PRC2

The catalytic component of this complex is Enhancer of Zeste [E(Z)], a SET domain histone 
methyltransferase [19–23]. Enzymatic activity requires, however, the other components, 
Suppressor of Zeste-12 [SU(Z)12], Extra Sex Combs (ESC) or close homolog ESCL, and the 
histone chaperone RbAp48. In vivo, the target of this complex is histone H3K27, and PRC2 
is responsible for all mono-, di- and tri-methylation at this position [24]. The mammalian 
PRC2 is entirely homologous, including the proteins Suz12, Eed, and the E(Z) homolog 
Ezh2 (or its more specialized homolog Ezh1). Both in lies and in mammals, variants of this 
complex have been found, containing additional factors or, in mammals, different isoforms 
of Eed that modulate its speciicity [25–27].

While PRC1 and PRC2 are the heart of the PcG mechanisms, other proteins play important 
roles at many target genes. Among these is Pleiohomeotic (PHO) and its close relative PHOL, 
which are homologs of the mammalian YY1 protein [28,29]. PHO/YY1 is a DNA-binding 
protein that is thought to play an important role in recruiting PcG machinery to target genes. 
PHO is associated with dSFMBT, a homolog of mammalian SFMBT containing multiple 
MBT methyl-lysine binding domains, and both are necessary for the effective repression of 
Drosophila homeotic genes [29]. Classical genetics, including one recent systematic screen 
[31], has identiied a number of other genes that make some contribution to PcG silencing 
of homeotic genes and it is likely that most if not all of the major players have now been 
identiied. To the extent that they have been characterized, they seem to be less central to 
the PcG mechanisms but their molecular analysis may yet hold some surprises and some 
valuable hints. The molecular characterization of one of these, SXC, may be such a hint. SXC 
was found to be the Drosophila homolog of OGT, a highly conserved N-acetylglucosamine 
(GlcNAc) transferase responsible for O-linked GlcNAcylation of many proteins [32,33]. 
O-GlcNAcylation is enriched at Drosophila PREs and, in fact, at least one protein, the PH 
component of PRC1, was found to be glycosylated by OGT in the ly as well as in mammals 
[32,34]. Many proteins and many transcription factors are O-glycosylated, including GAF, 
a DNA-binding protein frequently found at PREs, but it is not clear what the precise role of 
this modiication might be. The loss of OGT function does not affect the binding of PRC1 
or the H3K27 methylation but it strongly reduces the repressive effects. It is unclear at this 
point whether OGT itself binds to PcG target genes. It is interesting in this respect that the 
CTD of RNA pol II is also a target for O-glycosylation by OGT and that this modiication 
prevents the Serine-2 phosphorylation that is essential for transcription elongation [35]. It 
remains possible therefore that the glycosylation of PH is not the essential role of OGT and, 
in particular, if OGT is itself associated with PREs, that the glycosylation of the RNA pol II 
CTD is the key to PcG repression of transcription.

Non-canonical PRC1 complexes have also been reported. One, called dRAF, lacks PC 
and PH but includes dRING, PSC, and the F-box protein dKDM2, homologous to the 
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mammalian KDM2 histone demethylase that targets H3K36 [36]. It is not clear at present 
what the functional relationship of dRAF to the PRC1 complex might be and whether it 
might represent a stage in the functional cycle of a single structure. Genetic analysis shows 
that dKDM2 contributes to homeotic gene silencing and antagonizes the effects of Trithorax 
and ASH1. Interestingly, F-box proteins are implicated in ubiquitylation, and depletion of 
dKDM2 also causes global loss of H2Aub to the same extent as knockdown of dRING or PSC 
while PC knockdown has no effect. These results suggest that the H2A ubiquitylation activity 
attributed to PRC1 might instead be largely due to the dRAF complex. A global mapping of 
H2Aub in the genome has not yet been reported and will clearly be necessary to evaluate the 
role of this important modiication in PcG mechanisms and other processes.

THE POLYCOMB RESPONSE ELEMENT

DNA fragments from PcG target genes that confer the ability to bind and respond to PcG 
mechanisms were identiied in Drosophila by genetic and functional analyses [37–39]. 
These Polycomb Response Elements (PREs) are regions of several hundred base pairs that 
can recruit both PRC1 and PRC2 complexes and produce PcG-dependent repression of 
neighboring genes [40]. PREs have unusual properties. In Drosophila transgenic constructs and 
in the genome, a PRE can repress several genes, often at distances of many tens of kb from 
their promoters. PRE-containing transgenes often display a pairing effect: the repressive effect 
becomes much stronger when the transgene is made homozygous [37,41]. This is attributed 
to the homologous pairing of chromosomes that, in Drosophila, brings the two copies of the 
transgene in close proximity. This pairing effect suggests that the physical proximity of two 
or more PREs enhances or stabilizes the repressive effect. The ability to act over a distance is 
strikingly illustrated by the fact that if the PRE is deleted from one copy of the transgene, the 
remaining PRE on the homologous chromosome can repress both copies [42].

Analyses of PcG protein distribution using chromatin immunoprecipitation (ChIP) or 
DamID showed that known PREs were indeed binding sites of PcG proteins and that 
similar binding sites were found associated with hundreds of other genes [43–45]. The 
binding proiles showed that PcG proteins are for the most part sharply localized to narrow 
chromatin regions corresponding to known or presumptive PREs. This is particularly true 
for E(Z) and PSC proteins while PC often tends to spread beyond the PRE region. Although 
often situated near the promoters of the gene they control, PREs can also be found at 
distances of tens of kb, sometimes in intronic regions or downstream of the gene. Some 
genes, particularly genes with complex regulatory regions or multiple promoters, have more 
than one PRE. How the functioning of multiple PREs at the same gene can be integrated 
is not entirely clear but, as an example, extensive genetic and functional analysis at the 
Drosophila Abd-B gene has shown that different regulatory modules, each with its own PRE, 
are separated from one another by insulator or boundary elements that in some way do not 
interfere with the ability of each module to act upon the Abd-B gene [reviewed in Ref. 46].

RECRUITERS

The Drosophila PREs as a group lack well deined sequence similarities. However, they often 
contain recognizable motifs corresponding to consensus binding sequences for certain DNA 
binding proteins. Foremost among these is the Pleiohomeotic (PHO) protein [28,29,47]. 
PHO or its closely related paralog PHO-like (PHOL), is associated with dSFMBT and both 
are necessary for the effective repression of the homeotic genes in Drosophila [30]. dSFMBT 
contains MBT domains that can bind to methyl-lysines but the interactions reported are with 
mono- and di-methylated H3K9 and H4K20, modiications that are not generally associated 
with PcG target sites. In vitro, PHO cooperates with PRC1 in binding speciically to a PRE [48].

At least three other DNA binding proteins are often associated with PREs: DSP1 [49], 
GAF/TRL [41,50,51], and Pipsqueak [52,53]. With the genomic repertoire of PcG binding 
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sites now available in Drosophila, it seems clear that not all these proteins are present at 
all PREs and that there are at least some PcG binding sites that lack all of these. The most 
probable interpretation of these observations is that a set of proteins cooperate in recruiting 
PcG complexes to target genes, that no single protein is likely to be suficient for effective 
recruitment, and that there are probably additional proteins, not yet identiied, that can 
participate in the recruitment. It cannot be excluded that some DNA binding factors may be 
required for de novo PcG recruitment but not for continued maintenance of PcG repression. 
Similarly, it is likely that recruitment of PcG complexes involves the participation of 
nucleosome remodeling activities to make the PRE region accessible, as suggested by the 
transient presence of histone H3.3 [see Ref. 54].

The situation in mammalian genomes is far less clear. Despite much effort over the past 
ifteen years, mammalian PREs have proved much more elusive and, until recently, no 
clear evidence of a sequence-based recruiting element had been produced. Binding proiles 
produced by ChIP/chip or ChIP/seq methods show no sharp localization as in Drosophila. 
While many target genes show a broad proile of PcG binding peaking near the promoter, 
others are associated with very broad binding domains for all the PcG proteins tested,  
which do not betray the possible existence of underlying PRE-like recruiting elements. Does 
this mean that PcG complexes are recruited by entirely different methods in mammals?  
A recent report has now brightened the outlook. Sing et al. [55], guided by the effects of a 
genetic inversion at the mouse kreisler gene, identiied a 450 bp region that is 92% conserved 
between humans and mouse and contains PHO/YY1 consensus binding sites as well as 
GAGAG motifs recognized by the Drosophila GAF. This fragment was shown to bind PcG 
proteins and mediate PcG-dependent repression of a reporter gene in Drosophila. More to 
the point, PcG protein binding and PcG-mediated repression of a reporter gene could be 
demonstrated also in mouse. This does not necessarily mean that hidden under all the broad 
peaks of PcG binding in mammalian genes there lurks a well deined PRE. In mammals and 
in Drosophila, different genes may well use different mechanisms to recruit PcG complexes.

THE H3K27 METHYL MARK

The PRC2 complex is responsible for all H3K27 methylation. In mammals, the 
monomethylation is not abolished by knockout of Ezh1 and Ezh2 but is still dependent 
on Eed [56]. The lower degrees of H3K27 methylation remain a puzzle. While H3K27me3 
is the characteristic mark associated with PcG repression, a quantitatively much more 
important product of PRC2 is H3K27 dimethylation. This constitutes more than 50% of 
genomic H3 [24] and is present virtually everywhere in the genome except in regions rich in 
H3K27me3 and in actively transcribed regions, where it is underrepresented. The function 
of this pervasive methylation is unknown but it is clearly dependent on PRC2 in both lies 
and mammals and is lost when PRC2 components are mutated. The H3K27me3 mark is 
speciically found at PcG target genes, in association with the binding of PRC2. The fact that 
at these sites PRC2 is converted to a trimethyl transferase is not just due to the stable binding 
of PRC2 but to the association of the complex with additional factors. A component that is 
required for trimethylation is Polycomb-like (PCL), whose mammalian homolog is PHF1. 
Loss of PCL/PHF1 causes the loss of H3K27me3 without affecting the level of H3K27me2 in 
the genome [57–59]. In Drosophila, PCL is associated with PcG target sites, presumably at the 
PRE, and PCL/PHF has been puriied biochemically as a component of an alternative form of 
the PRC2 complex [24,56,57].

How is the H3K27me3 distributed? Genome-wide ChIP analysis shows that in Drosophila 
and in mammals, the chromatin region that becomes trimethylated is very broad, generally 
including the regulatory region, and most or all of the transcription unit and often well 
beyond [43,44,60]. In Drosophila, the H3K27me3 domain includes the PRE region but not 
the PRE itself, which appears to be generally depleted of nucleosomes, probably because they 
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are displaced by DNA-binding proteins [61,62]. In contrast, the PRC1 and PRC2 complexes 
are localized at the PRE. To account for the much broader reach of the H3K27me3 domain, a 
looping model was proposed, according to which the PRE region with its bound complexes 
loops to interact with lanking nucleosomes [61,63]. Such looping could be mediated by the 
PC chromodomain and could extend over a large region or until prevented by chromatin 
insulators or antagonistic histone modiications. In this view, the H3K27 methylation 
domain serves not only to stabilize the binding of PcG complexes but also as an access path 
for PRC1 to contact the promoter region and antagonize transcription initiation. Insulator 
elements have been shown in fact to prevent the spread of the methylation domain and to 
block the repressive action of the PRE on a distal promoter [42,61].

RECRUITMENT BY H3K27me3

The discovery that the PC chromodomain has a speciic afinity for H3K27me3, the methyl 
mark deposited by the PRC2 complex, led inexorably to the attractive conclusion that PcG 
complex recruitment was in some way explained by PRC2 laying the mark and PRC1 then 
binding to this mark, a view that is still widely held. A sequential recruitment process was 
proposed by Wang et al. [64], according to which, the DNA-binding protein PHO initiates 
the process by recruiting PRC2, which then methylates surrounding nucleosomes at H3K27. 
PRC1would then be recruited by the afinity of the PC chromodomain for the H3K27me3. 
The facts do not support this scenario. First, the observed in vitro afinities of the PC 
chromodomain for nucleosomes containing H3K27me3 are in the micromolar range [9], 
orders of magnitude weaker than the afinities of DNA-binding transcription factors, and 
unlikely to lead to substantial binding under physiological conditions. The inability of the 
H3K27me3 mark to recruit PRC1 is manifested by the fact that while PcG target genes are 
embedded in a large methylation domain, the PRC1 and PRC2 complexes are generally much 
more narrowly localized, at least in Drosophila [43]. In many mammalian genes, it is true, the 
distribution of the PcG proteins often is nearly as broad as that of the methyl mark but even 
in mammals the PcG proteins do not bind to all sites containing H3K27me3 [65–68]. The 
loss of H3K27 methylation during development in Drosophila E(z) or esc escl mutants does not 
lead to loss of PRC1 binding for several days during larval development [69]. It remains true, 
however, that, in the long term, PRC1 binding is lost from many genomic sites in the absence 
of PRC2 function. Therefore, it is likely that H3K27me3 does play a role in stabilizing the 
binding of PRC1 after its recruitment. It should also be noted that experiments in which the 
PC protein is targeted to a reporter gene by fusion to a LexA or GAL4 DNA binding domain 
show that, in the early Drosophila embryo, this fusion protein by itself can target repression of 
a reporter gene containing the corresponding binding site [70–72]. This repression requires 
PRC2 activity, implying that PRC1 can recruit PRC2. Conversely, targeted PRC2 can recruit 
PRC1. Immunoprecipitation experiments showed that in the early embryo PRC1 may interact 
with PRC2 and PHO. In view of the evidence that presumed DNA-binding recruiters such as 
PHO/YY1 have been shown to interact with both PRC1 and PRC2 [72,73], a sequential model 
for recruitment based on H3K27 methylation is not compelling at this point.

It is important to bear in mind that PcG binding sites in the genome are not all the 
same. The level of binding, the binding proile, the degree and distribution of H3K27 
trimethylation, and the relative amounts of different proteins, in particular the relationship 
between PRC1 and PRC2, vary greatly from site to site. Some sites bind very little or no PRC2 
and lack appreciable H3K27me3 although the associated gene is clearly regulated by PcG 
mechanisms: an example of this is the Drosophila ph locus, encoding the PcG protein PH 
[43]. Similarly, the genome-wide studies have shown a few sites that apparently bind E(Z) 
but lack PRC1 components.

Finally, in at least some cases, PcG complexes can be recruited by binding to certain non-
coding RNAs. This is particularly clear in the case of mammalian X inactivation where the 
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cis-acting Xist RNA is the key element that initiates inactivation of one X chromosome. It has 
been known for some time that an early step in this process is the recruitment of both PRC1 
and PRC2 to the X chromosome that is undergoing inactivation. A recent report shows that 
a short non-coding RNA called RepA, within the Xist region, is produced early in the process 
of inactivation, directly recruits PRC2 through the Ezh2 component and is necessary for 
the up-regulation of Xist expression and subsequent spread of PcG complex binding to the 
inactive X chromosome [74]. That RNA involvement may not be limited to X inactivation 
is suggested by the report that a non-coding RNA is implicated in the PcG repression of 
mammalian Hox genes [75]. It is not clear at this point whether these represent exceptional 
cases, examples of one class of PcG recruiting mechanisms, or a glimpse of a much more 
widespread involvement of ncRNAs in PcG repression.

HOW DO PcG MECHANISMS REPRESS?

Early concepts of the repression mechanism derived by analogy from the then current 
ideas about heterochromatic silencing. The idea was that heterochromatin proteins 
packaged chromatin into a highly condensed structure that rendered the DNA inaccessible 
to transcription factors and RNA pol II. In this view, supported by some though not all 
enzymatic accessibility studies, PcG-repressed genes would not be “open for business” 
whether or not transcriptional activators were present [76,77]. Furthermore, in vitro 
experiments indicated that the PRC1 complex bound to a non-speciic nucleosomal 
template inhibits chromatin remodeling by the SWI/SNF complex [7]. In vitro, the addition 
of suficient PRC1 complex to a nucleosome array causes a degree of clumping detected by 
electron microscopy [78]. However, placing a strong PRE next to a heat shock gene does not 
prevent the binding of RNA pol II or TFIID to the promoter, nor does it block the access of 
heat shock factor upon heat induction [79]. Nevertheless, the RNA polymerase is unable 
to initiate transcription, suggesting that the repressive mechanism interferes with the pre-
initiation complex. It is possible, as discussed above, that PRC1-dependent ubiquitylation 
of histone H2A interferes with transcription initiation. It also possible that repression 
is effected by multiple mechanisms, for example by methylating or ubiquitylating non-
histone components of the transcriptional machinery. Chromatin condensation might 
then be a consequence rather than a cause of transcriptional repression. Alternatively, a 
degree of aggregation of the nucleosomes might be one additional factor contributing to 
transcriptional interference. Furthermore, work using imaging methods has shown that PcG 
protein binding, as well as that of heterochromatin proteins, is highly dynamic and cannot 
be interpreted as resulting in stable nucleosome condensation [80–82]. Although research 
has concentrated on the effect of PcG mechanisms on binding of transcription factors and on 
transcription initiation, the realization that the repression is often only partial and dynamic 
(see below) makes it very likely that other stages in the transcription process might also be 
targeted. PcG mechanisms might, for example, affect transcription elongation, or splicing 
and processing of the RNA.

EPIGENETIC MAINTENANCE OR CELLULAR MEMORY

In any one cell, some of the potential PcG targets bind PcG proteins and are repressed while 
others are active. What determines which genes will be repressed? The early answer for the 
Drosophila Hox genes, the prototypical PcG targets, was that if the gene had been active in the 
early embryo, it remained potentially unrepressed by PcG mechanisms and could function at 
later stages, provided the appropriate activators were present [83]. In cells in which the gene 
was not active in the early embryo, that gene bound PcG proteins and was repressed. In other 
words, once the PcG proteins established repression, this repressed state was remembered 
in succeeding cell cycles and was re-established in the cellular progeny. Conversely, if the 
gene had been active in the early embryo, this activity somehow set a protective barrier 
that prevented PcG repression at later stages. Genetic evidence showed that the functions 
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responsible for this kind of memory of the active state were associated with the trithorax and 
ash1 genes (see below).

The close association of H3K27 trimethylation with PcG repression immediately suggests 
that this methyl mark might be responsible for the epigenetic memory of the repressed state 
and this has been widely assumed. In order for such a histone mark to be responsible for the 
epigenetic memory it must be able to perform two functions. One is to facilitate or stabilize 
the binding of PcG complexes and the other is to trigger the self-renewal of the mark every 
cell cycle. As discussed above, the methyl mark does appear to stabilize the binding of PRC1 
to target genes and, although the mechanism is not entirely clear, it provides an advantage 
over transcriptional reactivation. It has been argued that the PRC2 complex associates with 
the replication fork and might recognize the H3K27me3 mark [84]. Recent work has now 
shown how this recognition functions and allows the methyl mark to direct its own self-
renewal [85]. During chromatin replication, old nucleosomes are disrupted but the core  
H3/H4 tetramer is thought to be randomly redistributed to the two daughter DNA molecules 
[reviewed in Ref. 86]. The newly replicated DNA therefore has half the complement of 
nucleosomes and new nucleosomes must be deposited to ill the gaps. As a result, the 
methyl marks present on the old chromatin become diluted two-fold. To maintain the mark 
therefore, it is essential to restore full H3K27 trimethylation rapidly and eficiently. Structural 
studies of the Eed protein have revealed that residues from different WD40 repeats combine 
to form an aromatic cage that binds repressive histone methyl marks like H3K27me3. Like 
the chromodomain binding, this is not a very tight interaction but suficient to provide the 
PRC2 complex with a way to sense the presence of H3K27me3 marks in a newly replicated 
region that still bears one half of the old nucleosomes. A second discovery was that, while 
recombinant PRC2 complex normally has only a modest methyltransferase activity on 
reconstituted nucleosomes, the presence of H3K27me3 peptides in the reaction greatly 
stimulates the catalytic activity on an unmethylated target nucleosome. As a consequence, 
the presence of old, methylated nucleosomes in newly replicated chromatin would greatly 
enhance the methylation of the newly deposited nucleosomes, thus restoring the full density 
of the methyl mark. The importance of this mechanism was demonstrated by the fact that 
aromatic cage mutations that abolish the H3K27me3 binding ability of the Drosophila Eed 
homolog ESC result in lethality, derepression of the homeotic genes, and dramatic depletion 
of both H3K27me3 and H3K27me2 [85].

MAINTENANCE OF THE NON-REPRESSED STATE

What prevents PcG complexes from acting on target genes that should be in an active 
mode? Overexpression of an activator trumps PcG repression and can turn on a repressed 
gene [87–89] However, the genetic evidence in Drosophila shows that the maintenance of a 
program of expression of PcG target genes requires the trithorax (trx) and ash1 genes. These 
functions do not activate or derepress target genes but they cooperate with activators to 
stimulate transcription, antagonize PcG repression, and preserve an epigenetic memory 
of the derepressed state. Interestingly, however, these are necessary only in the presence 
of PcG complexes. That is, the genetic evidence in Drosophila shows that when the PcG 
repressive mechanisms are disabled, trx and ash1 functions can be dispensed with. This 
strongly implies that their main function is to antagonize PcG repression and, in fact, loss 
of trx causes the PcG repression of homeotic genes in domains where they are normally 
active [90,91]. TRX and ASH1 are both SET domain proteins. While TRX has been shown to 
have a H3K4 methyltransferase activity [92–94], the in vivo target of ASH1 has been much 
less clear [95–97]. Most likely, however, the most recent report is correct in proposing that 
it methylates H3K36. TRX binds to PREs both in the active and in the PcG repressed state 
[61,98] and is in some way necessary for the recruitment of ASH1 when the target gene is 
in the active mode. In vivo evidence suggests in fact that TRX and ASH1 cooperate [99,100] 
in binding to target genes but their molecular action is still obscure. The mammalian 
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homologs of TRX are MLL1 and 2 (Mixed Lineage Leukemia), which, like TRX, are needed 
for the effective expression of Hox genes. MLL1/2 form complexes similar to those formed 
by the yeast Set1 methyltransferase, responsible for H3K4 methylation associated with 
transcriptional activity and have been often considered to be the corresponding mammalian 
functions [101,102]. This cannot be strictly true: mammals (and Drosophila) possess true 
homologs of yeast Set1, and Set1A and B, that are necessary for effective transcriptional 
elongation [103,104]. Unlike Set1 mutations, which cause depletion of H3K4me3, loss of 
MLL1/2 has little effect on H3K4me3, indicating that, like the ly TRX, they are specialized 
functions that affect a speciic subset of genes [105]. How H3K4 and/or H3K36 methylation 
antagonize or prevent PcG repression is far from clear but both TRX and ASH1 have been 
reported to act in conjunction with the CBP histone acetylase [106–108]. A recent report 
found that the derepressed state of PcG target genes involves CBP-dependent H3K27 
acetylation, also requires TRX function, and is antagonistic to PcG repression [109]. This is 
highly suggestive since H3K27 acetylation is clearly incompatible with H3K27 methylation. 
Recent results have shown that the derepressed state of PcG target genes is in fact associated 
with a broad domain of H3K27ac that replaces the domain of H3K27 trimethylation present 
in the repressed state [123]. Additional work will be necessary to explain how TRX and ASH1 
produce a derepressed state that can be maintained epigenetically.

PcG BINDING DOES NOT NECESSARILY RESULT IN SILENCING

The early studies of the role of PcG mechanisms in Hox gene expression indicated that 
repression of these target genes dependent on early decisions, was essentially a complete 
silencing and was stably maintained through later development. The realization that 
PcG mechanisms target a far larger number of genes, many of these important for later 
developmental decisions and response to signaling events, strongly suggested that this all-or-
nothing silencing could not be the general rule. Many genes need to be repressed for a time 
and then be reactivated. More importantly, evidence now shows that PcG binding can coexist 
with some level of transcriptional activity. Compelling examples of this are the Drosophila ph 
and Psc genes, which encode the PH and PSC core components of the PRC1 complex. Both 
genes bind PcG complexes but are necessarily also transcriptionally active [43,110]. Although 
it remains possible that they cycle on and off depending on the level of PcG proteins or 
on the cell cycle, it is clear that, in this case at least. PcG mechanisms do not permanently 
silence. Studies in cultured cells show a subset of genes that bind both PcG proteins and RNA 
pol II and that possess both the repressive H3K27me3 mark and the active H3K4me3 mark 
in the promoter region. The level of expression of these genes is modulated when the relative 
levels of PC and TRX are altered [123]. The PcG mechanisms in these cases act in a highly 
dynamic way rather than producing permanent repression. Similar conclusions were reached 
by Oktaba et al. [111] studying the effect of PcG loss during Drosophila development. These 
observations echo the well documented case of “bivalent” chromatin states in mammalian 
stem cells.

THE BIVALENT STATE

Embryonic stem (ES) cells are pluripotent: they are able to enter any differentiation pathway 
and to contribute to any tissue if introduced into an early embryo. Therefore, the genes 
controlling all pathways are potentially available for expression. However, these genes must 
not be expressed if the cells are to remain pluripotent. The critical regulatory genes are 
targets of a complex regulatory circuitry involving the pluripotency factors, oct4, sox2, and 
nanog [reviewed in Ref. 112]. At the same time, these genes show the presence of the PcG-
associated H3K27me3 mark and, at the same time, of H3K4me3, a mark usually associated 
with transcriptional activity. This condition has been called “bivalent” and thought to 
correspond to a poised state ready to switch into a fully active mode or into a fully repressed 
mode [68]. Upon differentiation, the bivalent state is resolved towards active transcription 
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or long term repression and, correspondingly, either the active mark or the repressive mark 
is exclusively retained. A detailed study of genes in such a bivalent state showed that they are 
not in fact transcriptionally repressed in the usual sense [113]. Their promoter regions are 
acetylated and bind RNA pol II whose CTD is phosphorylated at Serine-5 but not Serine-2. 
These genes are not only poised but active, producing low levels of transcripts relative to 
the amount of polymerase present at the promoter. Loss of both Ring1A and Ring1B causes 
the progressive loss of H2A ubiquitylation without affecting the distributions of PRC2 or 
H3K27me3. The loss of ubiquitylation is accompanied by the transcriptional up-regulation 
of the bivalent genes and onset of differentiation. The simplest interpretation of these results 
is that H2A ubiquitylation interferes with some stage of the transcription process. Consistent 
with this is the report that H2A ubiquitylation prevents recruitment of the FACT complex 
and therefore interferes with effective transcriptional elongation [114]. It remains to be 
explained why, should the CTD of pol II fail to be phosphorylated at Ser-2, how nevertheless 
methyltransferase complexes are recruited to methylate H3K4.

The presence of a stalled RNA pol II at many key genes in Drosophila embryos has been 
reported [115]. Among these genes are included the heat shock genes, as has been known 
for a long time, but the majority are important regulatory genes that control developmental 
decisions, genes that must be repressed in some embryonic domains but expressed in others. 
It is not surprising therefore that most of these genes correspond to those found to be PcG 
targets in cultured cells [43]. Interestingly, most of these genes do not bind RNA pol II in the 
cultured cells (Y. Schwartz, T. Kahn and V.P., unpublished), indicating that the stalled state is 
not a constitutive feature, as in the heat shock genes, but is a speciic feature of these genes in 
the early embryo.

Perhaps a good way to envision this state is suggested by the role of TRX and ASH1 seen in 
Drosophila. According to this, the bivalent state would correspond to a dynamic equilibrium 
between TRX/MLL and ASH1L (the mammalian ASH1 homolog) on one hand, and 
PcG mechanisms on the other, presumably driven by subliminal amounts of activators 
and resulting in low levels of transcription, possibly frequently aborted or incompletely 
spliced. In the absence of any activators, PcG target genes would be simply repressed. 
When subliminal levels of activators are available (in the pluripotent state), the bivalent 
state would be reached with extensive binding of TRX/MLL and ASH1L. The role of PcG 
complexes would thus be to raise the threshold for activators that, abetted by TRX and 
ASH1, would be required for productive transcriptional activation. Decreased levels of the 
pluripotency factors and increased levels of speciic activators or repressors would tilt the 
equilibrium towards either full activation or full repression.

DIFFERENTIATION

The elevated levels of PcG proteins in ES cells and the binding to a multitude of target genes 
controlling differentiation pathways suggested that PcG repression might be essential for 
the maintenance of the pluripotent state. Surprisingly, it has been possible to generate ES 
cells lacking at least PRC2 function [56,116,117]. In these cells, the expression of many 
PcG target genes is elevated but the cells remain pluripotent though less stable. What is 
defective in these cells is the ability to differentiate correctly. If differentiation is induced, 
the pluripotency genes and genes speciic for other differentiation pathways are not 
properly turned off, the appropriate differentiation genes are not correctly activated, and 
the differentiation program fails to be carried out. A recent study analyzing the role of PcG 
mechanisms in epidermal differentiation used a conditional knockout of Ezh2 to show 
that, once differentiation is under way [118], PcG repression is no longer needed to keep 
other differentiation pathways turned off. Other mechanisms, probably initiated by G9a 
methylation of H3K9 and recruitment of DNA methyltransferases, have already established 
long-term silencing [119,120]. The lack of PRC2 function, however, disrupts the normal 
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process of differentiation, resulting in the premature expression of the differentiated 
functions and exit from the cell cycle before the appropriate precursor cells have been 
produced. PcG complexes regulate Ink4A and B, two important inhibitors of cyclin-
dependent kinases. In normal epidermal differentiation, the expression of PRC2 components 
gradually winds down through a poorly speciied mechanism, allowing the gradual 
derepression of Ink4A/B and eventual exit from the cell cycle as the epidermal differentiation 
program unfolds. Ebbing levels of PcG proteins are not the only thing that determines the 
reactivation of Ink4A/B. As intimated above, balance between repression and expression 
depends on the relative levels of PcG proteins, TRX, the relevant transcriptional activators, 
and the chromatin remodeling complexes that refashion the chromatin landscape to allow 
transcriptional activity. In certain cell types, the levels of the SWI/SNF chromatin remodeler 
are a determining factor in the decision whether to derepress Ink4A/B, inducing exit from the 
cell cycle and cellular senescence [121]. The SWI/SNF complex facilitates eviction of the PcG 
complexes and the action of MLL/TRX.

This kind of program must be run in reverse to produce induced pluripotent stem (iPS) 
cells [122]. Reprogramming differentiated cells involves not only the reactivation of the 
pluripotency gene circuits but, critically, the re-establishment of PcG repression at the Ink4A 
and B genes, thus permitting cell cycle progression and proliferation.

CONCLUSIONS

If PcG repression is so plastic, dynamic, and easily reversed by the presence of activators, 
what is epigenetic about it and how does it differ from any other negative regulator? One 
way to view the role of PcG mechanisms is that they raise the threshold of the signals or 
activators required to turn on a gene. Furthermore, this higher threshold is transmitted 
to the cellular progeny. As a result, these mechanisms can differentiate the ability of cells 
to respond to transcriptional signals depending on the history of the cell lineage. This, as 
developmental biologist have known for a long time, is essential for pattern formation, 
morphogenesis, and organogenesis. As differentiation proceeds, alternative pathways have 
to be turned off more or less permanently. In mammals, this does not seem to be done by 
PcG mechanisms but by DNA methylation. Although phylogenetically ancient and present in 
other insects, DNA methylation is not used in Drosophila development and PcG mechanisms 
have adapted to take over that function in ways that are adequate at least for the short 
lifespan and rapid developmental strategies of the fruitly.

How PcG mechanisms are modulated in response to metabolic states, intercellular signaling, 
stress response mechanisms, and many other factors in development, aging, homeostasis, 
and disease, are questions that are now being actively studied with potential for many 
exciting advances. In this article, I have used PcG mechanisms in the plural to emphasize the 
realization that there is no single account that describes all the ways in which these versatile 
proteins are used in the genome or in different cells and different developmental contexts. 
Only some of these are discussed here and, doubtless, many more are yet to be discovered.

References

 1. Schwartz YB, Pirrotta V. Polycomb silencing mechanisms and the management of genomic programmes. Nat 
Rev Genet 2007;8:9–22. 

 2. Schuettengruber B, Chourrout D, Vervoort M, Leblanc B, Cavalli G. Genome regulation by Polycomb and 
Trithorax proteins. Cell 2007;128:735–45. 

 3. Ringrose L, Paro R. Polycomb/Trithorax response elements and epigenetic memory of cell identity. Development 
2007;134:223–32. 

 4. Simon JA, Lange CA. Roles of the Ezh2 histone methyltransferase in cancer epigenetics. Mutation Res. 
2008;647:21–9. 



117

CHAPTER 7 

Polycomb Mechanisms and Epigenetic Control of Gene Activity

 5. Müller J, Verrijzer P. Biochemical mechanisms of gene regulation by Polycomb group protein complexes. Curr 
Opin Genet Dev 2009;19:150–8. 

 6. Niessen HEC, Demmers JAA, Voncken JW. Talking to chromatin: post-translational modulation of Polycomb 
group function. Epigenetics & Chromatin 2009;2:10. 

 7. Shao Z, Raible F, Mollaaghababa R, Guyon JR, Wu C-t, Bender W, et al. Stabilization of chromatin structure by 
PRC1, a Polycomb complex. Cell 1999;98:37–46. 

 8. Saurin AJ, Shao Z, Erdjument-Bromage H, Tempst P, Kingston RE. A Drosophila Polycomb group complex 
includes Zeste and dTAFII proteins. Nature 2001;412:655–60. 

 9. Fischle W, Wang Y, Jacobs SA, Kim Y, Allis CD, Khorasanizadeh S. Molecular basis for the discrimination 
of repressive methyl-lysine marks in histone H3 by Polycomb and HP1 chromodomains. Genes Dev 
2003;17:1870–81. 

10. de Napoles M, Mermoud JE, Wakao R, Tang YA, Endoh M, Appanah R, et al. Polycomb group proteins Ring1A/B 
link ubiquitylation of histone H2A to heritable gene silencing and X inactivation. Dev Cell 2004;7:663–76. 

11. Wang H, Wang L, Erdjument-Bromage H, Vidal M, Tempst P, Jones RS, et al. Role of histone H2A ubiquitination 
in Polycomb silencing. Nature 2004;431:873–8. 

12. Kim CA, Gingery M, Pilpa RM, Bowie JU. The SAM domain of polyhomeotic forms a helical polymer. Nat Struct 
Biol 2002;9:453–6. 

13. Peterson AJ, Mallin DR, Francis NJ, Ketel CS, Stamm J, Voeller RK, et al. Requirement for sex comb on midleg 
protein interactions in Drosophila Polycomb group repression. Genetics 2004;167:1225–39. 

14. Levine SS, Weiss A, Erdjument-Bromage H, Shao Z, Tempst P, Kingston RE. The core of the Polycomb repressive 
complex is compositionally and functionally conserved in lies and humans. Mol Cell Biol 2002;22:6070–8. 

15. Tajul-Ariinm K, Teasdale R, Ravasi T, Hume DA, Mattick JS. Identiication and analysis of chromodomain-
containing proteins encoded in the mouse transcriptome. Genome Res 2003;13:1416–29. 

16. Akasaka T, van Lohuizen M, van der Lugt N, Mizutani-Koseki Y, Kanno M, Taniguchi M, et al. Mice doubly 
deicient for the Polycomb Group genes Mel18 and Bmi1 reveal synergy and requirement for maintenance but 
not initiation of Hox gene expression. Development 2001;128:1587–97. 

17. Voncken JW, Roelen BAJ, Roefs M, de Vries S, Marino S, Deschamps J, et al. Rnf2 (Ring1b) deiciency causes 
gastrulation arrest and cell cycle inhibition. Proc Natl Acad Sci USA 2003;100:2468–73. 

18. Isono K-i, Fujimura Y-i, Shinga J, Yamaki M, O-Wang J, Takihara Y, et al. Mammalian polyhomeotic homologues 
Phc2 and Phc1 act in synergy to mediate Polycomb repression of Hox Genes. Mol Cell Biol 2005;25:6694–706. 

19. Tie F, Furuyama T, Prasad-Sinha J, Jane E, Harte PJ. The Drosophila Polycomb Group proteins ESC and E(Z) 
are present in a complex containing the histone-binding protein p55 and the histone deacetylase RPD3. 
Development 2001;128:275–86. 

20. Cao R, Wang L, Wang H, Xin L, Erdjument-Bromage H, Tempst P, et al. Role of histone H3 lysine 27 
methylation in Polycomb-Group silencing. Science 2002;298:1039–43. 

21. Czermin B, Meli. R, McCabe D, Seitz V, Imhof A, Pirrotta V. Drosophila Enhancer of Zeste/ESC complexes have a 
histone H3 methyltransferase activity that marks chromosomal Polycomb sites. Cell 2002;111:185–96. 

22. Müller J, Hart CM, Francis NJ, Vargas ML, Sengupta A, Wild B, et al. Histone methyltransferase activity of a 
Drosophila Polycomb Group repressor complex. Cell 2002;111:197–208. 

23. Kuzmichev A, Nishioka K, Erdjument-Bromage H, Tempst P, Reinberg D. Histone methyltransferase activity 
associated with a human multiprotein complex containing the Enhancer of Zeste protein. Genes Dev 
2002;22:2893–905. 

24. Ebert A, Schotta G, Lein S, Kubicek S, Krauss V, Jenuwein T, et al. Su(var) genes regulate the balance between 
euchromatin and heterochromatin in Drosophila. Genes Dev 2004;18:2973–83. 

25. Tie F, Prasad-Sinha J, Birve A, Rasmuson-Lestander Å, Harte PJ. A 1-megadalton ESC/E(Z) complex from 
Drosophila that contains Polycomb-like and RPD3. Mol Cell Biol 2003;23:3352–62. 

26. Furuyama T, Banerjee R, Breen TR, Harte PJ. SIR2 is required for Polycomb silencing and is associated with an 
E(z) histone methyltransferase complex. Curr Biol 2004;14:1812–21. 

27. Kuzmichev A, Jenuwein T, Tempst P, Reinberg D. Different Ezh2-containing complexes target methylation of 
histone H1 or nucleosomal histone H3. Mol Cell 2004;14:183–93. 

28. Brown JL, Mucci D, Whiteley MML, Kassis JA. The Drosophila Polycomb group gene pleiohomeotic encodes a 
DNA binding protein with homology to the transcription factor YY1. Mol Cell 1998;4:1057–106. 

29. Brown JL, Fritsch C, Mueller J, Kassis JA. The Drosophila pho-like gene encodes a YY1-related DNA binding 
protein that is redundant with pleiohomeotic in homeotic gene silencing. Development 2003;130:285–94. 

30. Klymenko T, Papp B, Fischle W, Kocher T, Schelder M, Fritsch C, et al. A Polycomb group protein complex with 
sequence-speciic DNA-binding and selective methyl-lysine-binding activities. Genes Dev 2006;20:1110–22. 

31. de Ayala Alonso AG, Gutierrez L, Fritsch C, Papp B, Beuchle D, Muller J. A genetic screen identiies novel 
Polycomb group genes in Drosophila. Genetics 2007;176:2099–108. 



118

SECTION II  

Additional Epigenetic Processes

32. Gambetta MC, Oktaba K, Muller J. Essential role of the glycosyltransferase Sxc/Ogt in Polycomb repression. 
Science 2009;325:93–6. 

33. Sinclair DAR, Syrzycka M, Macauley MS, Rastgardani T, Komljenovic I, Vocadlo DJ, et al. Drosophila O-GlcNAc 
transferase (OGT) is encoded by the Polycomb group (PcG) gene, super sex combs (sxc). Proc Natl Acad Sci USA 
2009;106:13427–32. 

34. Chalkley RJ, Thalhammer A, Schoepfer R, Burlingame AL. Identiication of protein O-GlcNAcylation sites using 
electron transfer dissociation mass spectrometry on native peptides. Proc Natl Acad Sci USA 2009;106:8894–9. 

35. Phatnani HP, Greenleaf AL. Phosphorylation and functions of the RNA polymerase II CTD. Genes Dev 
2006;20:2922–36. 

36. Lagarou A, Mohd-Sarip A, Moshkin YM, Chalkley GE, Bezstarosti K, Demmers JAA, et al. dKDM2 couples 
histone H2A ubiquitylation to histone H3 demethylation during Polycomb group silencing. Genes Dev 
2008;22:2799–810. 

37. Fauvarque M-O, Dura J-M. Polyhomeotic regulatory sequences induce developmental regulator-dependent 
variegation and targeted P-element insertions in Drosophila. Genes Dev 1993;7:1508–20. 

38. Chan C-S, Rastelli L, Pirrotta V. A Polycomb response element in the Ubx gene that determines an epigenetically 
inherited state of repression. EMBO J 1994;13:2553–64. 

39. Kassis JA. Unusual properties of regulatory DNA from the Drosophila engrailed gene: three “pairing-sensitive” 
sites within a 1.6 kb region. Genetics 1994;136:1025–38. 

40. Americo G, Whiteley M, Brown JL, Fujioka M, Jaynes JB, Kassis JA. A complex array of DNA-binding complexes 
required for pairing-sensitive silencing by a Polycomb Group response element from the Drosophila engrailed 
gene. Genetics 2002;160:1561–71. 

41. Horard B, Tatout C, Poux S, Pirrotta V. Structure of a Polycomb response element and in vitro binding of 
Polycomb Group complexes containing GAGA factor. Mol Cell Biol 2000;20:3187–97. 

42. Sigrist CJA, Pirrotta V. Chromatin insulator elements block the silencing of a target gene by the Drosophila 
Polycomb Response Element (PRE) but allow trans interactions between PREs on different chromosomes. 
Genetics 1997;147:209–21. 

43. Schwartz YB, Kahn TG, Nix DA, Li X-Y, Bourgon R, Biggin M, et al. Genome-wide analysis of Polycomb targets 
in Drosophila melanogaster. Nat Genet 2006;38:700–5. 

44. Négre N, Hennetin J, Sun LV, Lavrov S, Bellis M, White KP, et al. Chromosomal distribution of PcG proteins 
during Drosophila development. PLoS Biology 2006;4:e170. 

45. Tolhuis B, Muljrers I, de Wit E, Teunissen H, Talhout W, van Steensel B, et al. Genome-wide proiling of PRC1 
and PRC2 Polycomb chromatin binding in Drosophila melanogaster. Nat Genet 2006;38:694–9. 

46. Maeda RK, Karch F. The ABC of the BX-C: the bithorax complex explained. Development 2006;133:11413–22. 

47. Fritsch C, Brown JL, Kassis JA, Müller J. The DNA-binding Polycomb group protein pleiohomeotic mediates 
silencing of a Drosophila homeotic gene. Development 1999;126:3905–13. 

48. Mohd-Sarip A, Cleard F, Mishra RK, Karch F, Verrijzer CP. Synergistic recognition of an epigenetic DNA element 
by pleiohomeotic and a Polycomb core complex. Genes Dev 2005;19:1755–60. 

49. Déjardin J, Rappailles A, Cuvier O, Grimaud C, Decoville M, Locker D, et al. Recruitment of Drosophila 
Polycomb group proteins to chromatin by DSP1. Nature 2005;434:533–8. 

50. Hagstrom K, Müller M, Schedl P. A Polycomb and GAGA dependent silencer adjoins the Fab7 boundary in the 
Drosophila bithorax complex. Genetics 1997;146:1365–80. 

51. Mahmoudi T, Zuijderduijn LM, Mohd-Sarip A, Verrijzer CP. GAGA facilitates binding of pleiohomeotic to a 
chromatinized Polycomb response element. Nucleic Acids Res 2003;31:4147–56. 

52. Huang D-H, Chang Y-L, Yang C, Pan I-C, King B. Pipsqueak encodes a factor essential for sequence-speciic 
targeting of a Polycomb group protein complex. Mol Cell Biol 2002;22:6261–71. 

53. Hodgson JW, Argiropoulos B, Brock HW. Site-speciic recognition of a 70-base-pair element containing 
d(GA)(n) repeats mediates bithoraxoid Polycomb group response element-speciic silencing. Mol Cell Biol 
2001;21:4528–43. 

54. Mito Y, Henikoff JG, Henikoff S. Histone replacement marks the boundaries of cis-regulatory domains. Science 
2007;315:1408–11. 

55. Sing A, Pannell D, Karaiskakis A, Sturgeon K, Djabali M, Ellis J, et al. A vertebrate Polycomb response element 
governs segmentation of the posterior hindbrain. Cell 2009;138:885–97. 

56. Montgomery ND, Yee D, Chen A, Kalantry S, Chamberlain SJ, Otte AP, et al. The murine Polycomb Group 
protein Eed is required for global histone H3 lysine-27 methylation. Curr Biol 2005;15:942–7. 

57. Nekrasov M, Klymenko T, Fraterman S, Papp B, Oktaba K, Köcher T, et al. Pcl-PRC2 is needed to generate high 
levels of H3-K27 trimethylation at Polycomb target genes. EMBO J 2007;26:4078–88. 

58. Sarma K, Margueron R, Ivanov A, Pirrotta V, Reinberg D. Ezh2 requires PHF1 to eficiently catalyze H3 lysine  
27 trimethylation in vivo. Mol Cell Biol 2008;28:2718–31. 



119

CHAPTER 7 

Polycomb Mechanisms and Epigenetic Control of Gene Activity

59. Cao R, Wang H, He J, Erdjument-Bromage H, Tempst P, Zhang Y. Role of hPHF1 in H3K27 methylation and 
Hox gene silencing. Mol Cell Biol 2008;28:1862–72. 

60. Barski A, Cuddapah S, Cui K, Roh T-Y, Schones DE, Wang Z, et al. High-resolution proiling of histone 
methylations in the human genome. Cell 2007;129:823–37. 

61. Kahn TG, Schwartz YB, Dellino GI, Pirrotta V. Polycomb complexes and the propagation of the methylation 
mark at the Drosophila Ubx gene. J Biol Chem 2006;281:29064–75. 

62. Mohd-Sarip A, van der Knaap JA, Wyman C, Kanaar R, Schedl P, Verrijzer CP. Architecture of a Polycomb 
nucleoprotein complex. Mol Cell 2006;24:91–100. 

63. Papp B, Muller J. Histone trimethylation and the maintenance of transcriptional ON and OFF states by trxG and 
PcG proteins. Genes Dev 2006;20:2041–54. 

64. Wang L, Brown JL, Cao R, Zhang Y, Kassis JA, Jones RS. Hierarchical recruitment of Polycomb group silencing 
complexes. Mol Cell 2004;14:637–46. 

65. Lee TI, Jenner RG, Boyer LA, Guenther MG, Levine SS, Kumar RM, et al. Control of developmental regulators by 
Polycomb in human embryonic stem cells. Cell 2006;125:301–13. 

66. Boyer LA, Plath K, Zeitlinger J, Brambrink T, Medeiros LA, Lee TI, et al. Polycomb complexes repress 
developmental regulators in murine embryonic stem cells. Nature 2006;441:349–53. 

67. Bracken AP, Dietrich N, Pasini D, Hansen KH, Helin K. Genome-wide mapping of Polycomb target genes 
unravels their roles in cell fate transitions. Genes Dev 2006;20:1123–36. 

68. Bernstein BE, Mikkelsen TS, Xie X, Kamal M, Huebert DJ, Cuff J, et al. A bivalent chromatin structure marks key 
developmental genes in embryonic stem cells. Cell 2006;125:315–26. 

69. Ohno K, McCabe D, Czermin B, Imhof A, Pirrotta V. ESC, ESCL and their roles in Polycomb Group 
mechanisms. Mechanisms of Development 2008;125:527–41. 

70. Müller J. Transcriptional silencing by the Polycomb protein in Drosophila embryos. EMBO J 1995;14:1209–20. 

71. Poux S, McCabe D, Pirrotta V. Recruitment of components of Polycomb Group chromatin complexes in 
Drosophila. Development 2001;128:75–85. 

72. Poux S, Meli R, Pirrotta V. Establishment of Polycomb silencing requires a transient interaction between PC and 
ESC. Genes Dev 2001;15:2509–14. 

73. Kim SY, Paylor SW, Magnuson T, Schumacher A. Juxtaposed Polycomb complexes co-regulate vertebral identity. 
Development 2006;133:4957–68. 

74. Zhao J, Sun BK, Erwin JA, Song J-J, Lee JT. Polycomb proteins targeted by a short repeat RNA to the mouse X 
chromosome. Science 2008;322:750–6. 

75. Rinn JL, Kertesz M, Wang JK, Squazzo SL, Xu X, Brugmann SA, et al. Functional demarcation of active and silent 
chromatin domains in human HOX loci by noncoding RNAs. Cell 2007;129:1311–23. 

76. McCall K, Bender W. Probes for chromatin accessibility in the Drosophila bithorax complex respond differently 
to Polycomb-mediated repression. EMBO J 1996;15:569–80. 

77. Boivin A, Dura J-M. In vivo chromatin accessibility correlates with gene silencing in Drosophila. Genetics 
1998;150:1539–49. 

78. Francis NJ, Kingston RE, Woodcock CL. Chromatin compaction by a Polycomb Group protein complex. Science 
2004;306:1574–7. 

79. Dellino GI, Schwartz YB, Farkas G, McCabe D, Elgin SCR, Pirrotta V. Polycomb silencing blocks transcription 
initiation. Mol Cell 2004;13:887–93. 

80. Ficz G, Heintzmann R, Arndt-Jovin DJ. Polycomb group protein complexes exchange rapidly in living 
Drosophila. Development 2005;132:3963–76. 

81. Cheutin T, McNairn A, Jenuwein T, Gilbert DM, Singh PB, Misteli T. Maintenance of stable heterochromatin 
domains by dynamic HP1 binding. Science 2003;299:721–5. 

82. Chen D, Dundr M, Wang C, Leung A, Lamond A, Misteli T, et al. Condensed mitotic chromatin is accessible to 
transcription factors and chromatin structural proteins. J Cell Biol 2005;168:41–54. 

83. Poux S, Kostic C, Pirrotta V. Hunchback-independent silencing of late Ubx enhancers by a Polycomb Group 
Response Element. EMBO J 1996;15:4713–22. 

84. Hansen KH, Bracken AP, Pasini D, Dietrich N, Gehani SS, Monrad A, et al. A model for transmission of the 
H3K27me3 epigenetic mark. Nat Cell Biol 2008;10:1291–300. 

85. Margueron R, Justin N, Ohno K, Sharpe ML, Son J, Drury WJ III, et al. Role of the Polycomb protein EED in the 
propagation of repressive histone marks. Nature 2009 (in press). 

86. Groth A, Rocha W, Verreault A, Almouzni G. Chromatin challenges during DNA replication and repair. Cell 
2007;128:721–33. 

87. Zink D, Paro R. Drosophila Polycomb-group regulated chromatin inhibits the accessibility of a trans-activator to 
its target DNA. EMBO J 1995;14:5660–71. 



120

SECTION II  

Additional Epigenetic Processes

 88. Cavalli G, Paro R. The Drosophila Fab-7 chromosomal element conveys epigenetic inheritance during mitosis 
and meiosis. Cell 1998;93:505–18. 

 89. Cavalli G, Paro R. Epigenetic inheritance of active chromatin after removal of the main transactivator. Science 
1999;286:955–8. 

 90. Poux S, Horard B, Sigrist CJA, Pirrotta V. The Drosophila trithorax protein is a coactivator required to prevent 
re-establishment of Polycomb silencing. Development 2002;129:2483–93. 

 91. Klymenko T, Müller J. The histone methyltransferases trithorax and Ash1 prevent transcriptional silencing by 
Polycomb group proteins. EMBO Reports 2004;5:373–7. 

 92. Milne TA, Briggs SD, Brock HW, Martin ME, Gibbs D, Allis CD, et al. MLL targets SET domain 
methyltransferase activity to Hox gene promoters. Mol Ciell 2002;10:1107–17. 

 93. Nakamura T, Mori T, Tada S, Krajewski S, Rozovskaia T, Wassell R, et al. ALL-1 is a histone methyltransferase 
that assembles a supercomplex of proteins involved in transcriptional regulation. Mol Cell 2002;10:1119–28. 

 94. Smith ST, Petruk S, Sedkov Y, Cho E, Tillib S, Canaani E, et al. Modulation of heat shock gene expression by 
the TAC1 chromatin-modifying complex. Nat Cell Biol 2004;6:162–7. 

 95. Beisel C, Imhof A, Greene J, Kremmer E, Sauer F. Histone methylation by the Drosophila epigenetic 
transcriptional regulator Ash1. Nature 2002;419:857–62. 

 96. Byrd KN, Shearn A. ASH1, a Drosophila trithorax group protein, is required for methylation of lysine 4 
residues on histone H3. Proc Natl Acad Sci USA 2003;100:11535–40. 

 97. Tanaka Y, Katagiri Z, Kawahashi K, Kioussis D, Kitajima S. Trithorax-group protein ASH1 methylates histone 
H3 lysine 36. Gene 2007;397:161–8. 

 98. Orlando V, Jane EP, Chinwalla V, Harte PJ, Paro R. Binding of trithorax and Polycomb proteins to the bithorax 
complex: dynamic changes during early Drosophila embryogenesis. EMBO J 1998;17:5141–50. 

 99. Srinivasan S, Dorighi KM, Tamkun JW. Drosophila Kismet regulates histone H3 lysine 27 methylation and early 
elongation by RNA polymerase II. PLoS Genetics 2008;4:e1000217. 

100. Petruk S, Smith ST, Sedkov Y, Mazo A. Association of trxG and PcG proteins with the bxd maintenance element 
depends on transcriptional activity. Development 2008;135:2383–90. 

101. Hughes CM, Rozenblatt-Rosen O, Milne TA, Copeland TD, Levine SS, Lee JC, et al. Menin associates with a 
Trithorax family histone methyltransferase complex and with the Hoxc8 locus. Mol Cell 2004;13:587–97. 

102. Steward MM, Lee J-S, O’Donovan A, Wyatt M, Bernstein BE, Shilatifard A. Molecular regulation of H3K4 
trimethylation by ASH2L, a shared subunit of MLL complexes. Nat Struct Mol Biol 2006;13:852–4. 

103. Lee J-H, Tate CM, You J-S, Skalnik DG. Identiication and characterization of the human Set1B histone H3-Lys4 
methyltransferase complex. J Biol Chem 2007;282:13419–28. 

104. Lee J-H, Skalnik DG. Wdr82 Is a C-terminal domain-binding protein that recruits the Setd1A histone 
H3-Lys4 methyltransferase complex to transcription start sites of transcribed human genes. Mol Cell Biol 
2008;28:609–18. 

105. Wu M, Wang PF, Lee JS, Martin-Brown S, Florens L, Washburn M, et al. Molecular regulation of H3K4 
Trimethylation by Wdr82, a component of human Set1/COMPASS. Mol Cell Biol 2008;28:7337–44. 

106. Petruk S, Sedkov Y, Smith S, Tillib S, Kraevski V, Nakamura T, et al. Trithorax and dCBP acting in a complex to 
maintain expression of a homeotic gene. Science 2001;294:1331–4. 

107. Bantignies F, Goodman RH, Smolik SM. Functional interaction between the coactivator Drosophila 
CREB-binding protein and ASH1, a member of the trithorax group of chromatin modiiers. Mol Cell Biol 
2000;20:9317–30. 

108. Ernst P, Wang J, Huang M, Goodman RH, Korsmayer SJ. MLL and CREB bind cooperatively to the nuclear 
coactivator CREB-binding protein. Mol Cell Biol 2001;21:2249–58. 

109. Tie F, Banerjee R, Stratton CA, Prasad-Sinha J, Stepanik V, Zlobin A, et al. CBP-mediated acetylation of histone 
H3 lysine 27 antagonizes Drosophila Polycomb silencing. Development 2009;136:3131–41. 

110. Bloyer S, Cavalli G, Brock HW, Dura J-M. Identiication and characterization of polyhomeotic PREs and TREs. 
Dev Biol 2003;261:426–42. 

111. Oktaba K, Gutiérrez L, Gagneur J, Girardot C, Sengupta AK, Furlong EEM, et al. Dynamic regulation by 
Polycomb group protein complexes controls pattern formation and the cell cycle in Drosophila. Developmental 
Cell 2008;15:877–89. 

112. Niwa H. How is pluripotency determined and maintained? Development 2007;134:635–46. 

113. Stock JK, Giadrossi S, Casanova M, Brookes E, Vidal M, Koseki H, et al. Ring1-mediated ubiquitination of H2A 
restrains poised RNA polymerase II at bivalent genes in mouse ES cells. Nat Cell Biol 2007;9:1428–35. 

114. Zhou W, Zhu P, Wang JK, Pascual G, Ohgi KA, Lozach J, et al. Histone H2A monoubiquitination represses 
transcription by inhibiting RNA polymerase II transcriptional elongation. Mol Cell 2008;29:69–80. 

115. Zeitlinger J, Stark A, Kellis M, Hong J-W, Nechaev S, Adelman K, et al. RNA polymerase stalling at 
developmental control genes in the Drosophila melanogaster embryo. Nat Genet 2007;39:1512–16. 



121

CHAPTER 7 

Polycomb Mechanisms and Epigenetic Control of Gene Activity

116. Pasini D, Bracken AP, Hansen JB, Capillo M, Helin K. The Polycomb group protein Suz12 is required for 
embryonic stem cell differentiation. Mol Cell Biol 2007;27:3769–79. 

117. Chamberlain SJ, Yee D, Magnuson T. Polycomb repressive complex 2 is dispensable for maintenance of 
embryonic stem cell pluripotency. Stem Cells 2008;26:1496–505. 

118. Ezhkova E, Pasolli HA, Parker JS, Stokes N, Su IH, Hannon G, et al. Ezh2 Orchestrates gene expression for the 
stepwise differentiation of tissue-speciic stem cells. Cell 2009;136:1122–35. 

119. Feldman N, Gerson A, Fang J, Li E, Zhang Y, Sihinkai Y, et al. G9a-mediated irreversible epigenetic inactivation 
of Oct3/4 during early embryogenesis. Nat Cell Biol 2006;8:188–94. 

120. Epsztejn-Litman S, Feldman N, Abu-Remaileh M, Shufaro Y, Gerson A, Ueda J, et al. De novo DNA 
methylation promoted by G9a prevents reprogramming of embryonically silenced genes. Nat Struct Mol Biol 
2008;15:1176–83. 

121. Kheradmand Kia S, Gorski MM, Giannakopoulos S, Verrijzer CP. SWI/SNF Mediates Polycomb eviction and 
epigenetic reprogramming of the INK4b-ARF-INK4a locus. Mol Cell Biol 2008;28:3457–64. 

122. Jaenisch R, Young R. Stem cells, the molecular circuitry of pluripotency and nuclear reprogramming. Cell 
2008;132:567–82. 

123. Schwartz YB, Kahn G, Stenberg P, Ohno K, Bourgon R, Pirrotta V. Alternative epigenetic chromatin states of 
Polycomb target genes. PLoSgenes 2010;6:e1000805. 



Handbook of Epigenetics: The New Molecular and Medical Genetics. DOI:

© 2011 Elsevier Inc. All rights reserved.

125

2011
10.1016/B978-0-12-375709-8.00008-3

CHAPTER

Analysis of Gene-specific 
DNA Methylation
Naoko Hattori and Toshikazu Ushijima

National Cancer Center Research Institute, Tokyo 104-0045, Japan

INTRODUCTION

Gene- or region-speciic DNA methylation analysis is necessary in various situations, and a 
variety of methods are available. It is important to become familiar with the characteristics of 
each technique, including the required amount of DNA, lexibility in selection of CpG sites 
to analyze, how quantitative the technique is, technical complexity, and the cost (Table 8.1). 
For example, if one wants to analyze DNA methylation as a cause of gene silencing, a speciic 
region that controls gene expression should be analyzed [1], and a method with lexibility 
in selecting a region to analyze should be used. If one aims for diagnostic applications, a 
method that is highly accurate should be adopted.

In this chapter, we irst introduce principles of DNA methylation analysis, and then 
summarize characteristics of individual methods. Finally, we will provide tips necessary to 
perform bisulite sequencing, methylation-speciic PCR (MSP), and quantitative MSP.

PRINCIPLES OF DNA METHYLATION ANALYSIS

DNA methylation can be analyzed based on several principles that differentially recognize 
5-methylcytosine (Cm) from cytosine (C). The irst principle depends upon methylation-
sensitive restriction enzymes whose activity is affected by the presence of a methyl group 
on a cytosine at a CpG site(s) within restriction sites (Fig. 8.1A). The vast majority 
of methylation-sensitive restriction enzymes, such as HpaII and SmaI, are inactive on 
methylated CpG sites, but a unique methylation-sensitive restriction enzyme, McrBC, is 
inactive on unmethylated CpG sites. Differential cleavage can be detected by Southern-blot 
hybridization.

The second principle depends on bisulite-mediated DNA conversion. This treatment 
converts unmethylated C into uracil (U) very rapidly, whereas it converts methylated C 
extremely slowly [2]. Under optimized conditions, a difference in methylation status of a 
CpG site can be converted into a difference of sequence, UpG or CpG. Once a difference 
of methylation status is converted into a difference of DNA sequence, it can be detected by 
various techniques, such as bisulite sequencing, methylation-speciic PCR (MSP), real-time 
MSP, combined bisulite restriction analysis (COBRA), pyrosequencing, and MassARRAY® 
analysis (Table 8.1).

Third, methylated cytosines can be speciically recognized by an anti-methylcytidine 
antibody or a methylated DNA binding (MBD) protein. After appropriate shearing of DNA, 
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TABLE 8.1 Characteristics of Methods for Gene-specific Methylation Analysis

Amount of DNA 
Required

Flexibility in 
Selection of a  
Region Analyzed

Quantification Ease of Use Cost Application

Southern-blot 
hybridization

Large Low No Intermediate Low Detection of methylation/
unmethylation at specific CpG 
sites

Bisulfite  
sequencing

Small High No Intermediate Low Analysis of methylation pattern on 
individual DNA molecules

COBRA Small Low Yes Easy Low Detection of DNA molecules 
methylated/unmethylated at a 
specific CpG site

MSP Small High No Easy Low Detection of DNA molecules 
methylated/unmethylated at a 
specific region

Real-time MSP 
using SYBR  
Green I

Small High Yes Easy Low Quantitative analysis of DNA 
molecules methylated/
unmethylated at a specific region

MethyLight Small Very high Yes Easy Intermediate Quantitative analysis of DNA 
molecules methylated/
unmethylated at a specific region

Pyrosequencing Small High Yes Intermediate High Quantitative methylation analysis of 
multiple CpG sites

MassARRAY® Small High Yes Easy High Quantitative methylation analysis of 
multiple CpG sites
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methylated DNA can be collected using these afinity methods. This principle is mainly used 
for genome-wide screening techniques [3].

Fourth, the fraction of methylcytosine in the entire genomic DNA can be measured by HPLC 
or mass spectrometry [4]. Since this method does not contain sequence information, this can 
be used solely to measure global methylation levels.

CHARACTERISTICS OF INDIVIDUAL TECHNIQUES

Southern-blot Hybridization

Southern-blot hybridization for DNA methylation analysis is based on DNA digestion by a 
methylation-sensitive restriction enzyme and subsequent hybridization using a probe for a 
speciic genomic region [5]. The methylation status of a restriction recognition site can be 
detected by monitoring the band positions of DNA fragments lanking the restriction sites. 
The advantage of this technique is its quantitative results relecting the amounts of digested 
and undigested DNA molecules. Southern blot analysis is especially useful for analysis of 
repetitive sequences because multiple similar sequences in the genome can be analyzed by a 
single probe. On the other hand, this technique analyzes only a limited number of CpG sites 
located within restriction recognition sites, and requires a large amount of high-quality DNA. 
Although this technique was frequently used before bisulite conversion-based techniques 
became popular, it has recently been used only occasionally.

Bisulfite Sequencing

Bisulite-converted DNA is ampliied by PCR using primers located in genomic regions 
lacking CpG sites. The PCR product is then sequenced, usually after cloning of the PCR 
product, and CpG sites within the ampliied region are interrogated (Fig. 8.2A) [6]. Cytosine 
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FIGURE 8.1 

(A) Methods of DNA methylation detection. Detection by methylation-sensitive restriction enzymes. Genomic DNA is digested with a 

methylation-sensitive restriction enzyme (HpaII in this figure) when its restriction site (CCGG) is unmethylated, but not digested when 

the site is methylated. Whether genomic DNA is digested or not represents the methylation status in the original DNA. Cm stands for 

methylated cytosine. (B) Detection by bisulfite-mediated DNA conversion. Unmethylated cytosines are converted very rapidly into 

uracil by deamination whereas methylated cytosines are converted extremely slowly. Therefore, a difference in methylation status of 

a CpG site can be converted into a difference of sequence, UpG or CpG. After bisulfite-mediated DNA conversion, the upper and lower 

strands are no longer complementary.
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with primers covering no CpG sites. The PCR product is cloned, and individual clones are sequenced. This technique 
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(C) and thymine (T) at a CpG site in the converted DNA show methylated and unmethylated 
C, respectively, in the original DNA. This technique enables us to investigate the methylation 
status of every single CpG site between the primers, and how multiple CpG sites in a single 
DNA molecule are methylated. DNA methylation of almost any region can be analyzed 
using this method. A possible disadvantage is that this technique is labor-intensive, requiring 
that at least 10 clones per single sample be sequenced. There are also some technical pitfalls 
that will be described later.

Combined Bisulfite Restriction Analysis (COBRA)

The COBRA technique is based on the appearance or disappearance of a restriction enzyme 
recognition site after bisulite conversion (Fig. 8.2B) [7]. By quantifying the ratio of digested 
and undigested PCR products, the ratio of methylated and unmethylated DNA molecules 
can be quantiied. This technique is suitable for detecting the methylation level of a CpG site 
quantitatively, and has the advantage of ease of procedure. Since multiple CpG sites within a 
small genomic region are coordinately methylated or unmethylated [4,8], analysis of a single 
CpG site can predict the methylation status of the surrounding region. A disadvantage is that 
CpG sites that can be analyzed by COBRA are limited.

Recently, a modiied protocol for COBRA, Bio-COBRA, was developed [9]. Bio-COBRA 
incorporates an electrophoresis step of the digested PCR product in a microluidics chip, 
such as Bioanalyzer (Agilent), and provides rapid and quantitative assessment of DNA 
methylation statuses in a large sample set.

Methylation-specific PCR (MSP)

This technique interrogates methylation statuses of several CpGs at primer sites by 
performing PCR with primers speciic to methylated or unmethylated sequences and 
observing the presence or absence of a PCR product (Fig. 8.2C) [10]. If both forward and 
reverse primer regions are methylated, intervening CpG sites are also likely to be methylated. 
DNA molecules with mosaic methylation patterns at primer sites are not ampliied. This 
technique has high lexibility in selecting a genomic region to analyze because PCR primers 
can be designed at arbitrary positions, even if the region to be analyzed is CpG-rich, and it is 
technically simple. At the same time, MSP can easily produce false positive and false negative 
results. Therefore, it is critically important to use the optimal number of PCR cycles and 
annealing temperatures with appropriate negative controls, which will be described in the 
third section of this chapter.

Real-time MSP and MethyLight

Real-time MSP is performed by real-time detection of MSP products. By comparing 
ampliication of test samples with standard samples that contain known numbers of DNA 

provides a methylation pattern of individual DNA molecules at single CpG resolution. (B) COBRA. Bisulfite-converted DNA 

is amplified by PCR with primers covering no CpG sites, and the PCR product is digested with a restriction enzyme (TaqI in 

this figure). In the COBRA assay shown here, if the cytosine in the CpG site is methylated, the restriction site will remain. 

On the other hand, if the site is unmethylated, the restriction site will disappear. Quantitative analysis of methylation levels 

is achieved by subsequent gel electrophoresis and measurement of cleaved and uncleaved bands. (C) MSP. Methylation 

statuses at several CpGs within primer sequences are interrogated by performing PCR with primers specific to methylated 

or unmethylated templates and monitoring the presence or absence of a PCR product. PCR conditions are optimized using 

fully methylated DNA and fully unmethylated DNA. (D) Real-time MSP. The numbers of methylated and unmethylated DNA 

molecules are quantified by real-time MSP. (E) Pyrosequencing. C/T polymorphisms in the PCR product are investigated by 

measuring pyrophosphate released at individual sites. The amount of pyrophosphate is converted into a light signal, and then 

shown as a pyrogram. (F) MassARRAY®. The PCR product amplified from bisulfite-converted DNA is transcribed in vitro, and 

cleaved by RNase A. The difference in the mass of a product with C and that with T (16 Da) is detected by MALDI-TOF mass 

spectrometry.
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molecules, numbers of methylated and unmethylated DNA molecules can be quantiied (Fig. 
8.2D). A methylation level can be calculated based on these numbers of DNA molecules. 
PCR products can be detected by an intercalating dye like SYBR® Green I (real-time MSP), 
or by a TaqMan probe (MethyLight) [11]. Since a TaqMan probe anneals only to a speciic 
sequence (methylated or unmethylated sequence), MethyLight has higher speciicity than 
quantitative MSP although a TaqMan probe is costly. Intercalating dye can detect even non-
speciically ampliied DNA and primer dimers, and conirmation of speciic ampliication 
by melting analysis of the PCR product is essential. It is reported that the use of a new 
luorescent dye, such as SYTO-82, can produce more accurate melting results [12]. The real-
time MSP and MethyLight techniques have a lot of lexibility in selecting a genomic region to 
analyze, as does MSP, and are accurate and sensitive in quantifying DNA methylation levels. 
The high accuracy and sensitivity of these techniques make them suitable for analysis of a 
large number of clinical samples.

Pyrosequencing

Pyrosequencing detects methylation levels of individual CpG sites in a PCR product 
obtained by primers common to methylated and unmethylated sequences after bisulite 
conversion. The amounts of C and T at individual sites are converted into the amounts 
of pyrophosphates released using the primer extension method, and their amounts are 
accurately quantiied bioluminometrically using the Pyrosequencer system (QIAGEN) (Fig. 
8.2E). The advantages of pyrosequencing are its accurate quantitative results and ease of 
daily procedure. However, design of suitable primers is dificult, depending upon the local 
sequence, and an instrument speciically designed for this analysis is unavoidably necessary.

MassARRAY®

MassARRAY® also detects methylation levels of individual CpG sites in a PCR product using 
primers common to methylated and unmethylated sequences after bisulite conversion. 
In this technique, the PCR is performed with a reverse primer coupled with a T7 promoter 
tag. The PCR product is transcribed in vitro using a single dNTP analog, which can be 
substituted for its rNTP. The in vitro transcript is then cleaved by RNase A, which digests at 
pyrimidine bases, in a base-speciic manner (Fig. 8.2F). If dCTP was used during the in vitro 
transcription, the RNase A will cleave at every uracil. A difference in the mass of product 
with C and that with T (16 Da) is detected by matrix-assisted laser desorption/ionization 
time-of-light (MALDI-TOF) mass spectrometry. MassARRAY® is a powerful technique to 
quantitatively investigate DNA methylation statuses of multiple CpG sites in a large number 
of samples, but has a disadvantage in the cost of the instrument.

TIPS FOR BISULFITE SEQUENCING

Bisulite sequencing is capable of analyzing detailed DNA methylation patterns of individual 
DNA molecules in given regions of the genome. It also provides quantitative information on 
the ratio of methylated and unmethylated DNA molecules. At the same time, although this 
technique is generally considered as technically simple, caution must be exercised to obtain 
unbiased results.

PCR Conditions for Unbiased Amplification

It is well known that, depending upon PCR conditions, there can be a PCR bias that leads to 
preferential ampliication of either unmethylated or methylated DNA [13,14]. In most cases, 
unmethylated DNA is preferentially ampliied, but methylated DNA can be preferentially 
ampliied with speciic primers [13]. To avoid this PCR bias, a PCR condition that equally 
ampliies fully methylated and fully unmethylated DNA controls should be established 
by selecting an optimal primer set and an optimal annealing temperature (Fig. 8.3A) [14]. 
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Fully methylated DNA can be prepared by treatment of DNA with SssI methylase (SssI), and 
fully unmethylated DNA can be prepared by amplifying normal DNA with a GenomiPhi 
DNA ampliication kit (GenomiPhi). When accurate estimation of the ratio of methylated 
and unmethylated DNA is necessary, control DNA containing an equal number of fully 
methylated and unmethylated DNA molecules should be prepared by mixing such DNA, and 
simultaneously analyzed to obtain a ratio of 40% to 60% (Fig. 8.3B).

PCR Cycles to Avoid Artifacts

Even if optimal PCR conditions are used, PCR cycles should be minimized as long as a 
suficient amount of a PCR product for cloning is obtained. Excessive PCR cycles cause 
denaturation of the PCR product in the absence of Taq polymerase activity, and produce 
the ampliication of chimeric products and even PCR products that were not present in the 
template DNA. Excessive PCR cycles also exaggerate the difference in PCR eficiency between 
methylated and unmethylated DNA.

TIPS FOR MSP AND QUANTITATIVE MSP

MSP is lexible in selecting regions for analysis and can be performed with ease and at a 
low cost. Real-time MSP provides accurate, sensitive, and quantitative assessment of DNA 
methylation levels. Under good conditions, DNA methylation levels obtained by real-time 
MSP have a variation 20% of the mean methylation level. To maximize these advantages, 
there are some tips for conducting MSP and real-time MSP.

Primer Design

A genomic region should be carefully selected as in other analyses, and primers speciic to 
methylated or unmethylated DNA should be designed in the same region. The 3’ end of 
a primer should be located at a polymorphic C/T site, and multiple CpG sites should be 
located near the 3’ end (Fig. 8.4A). Dificulty in designing primers speciic to unmethylated 
DNA is frequently encountered, and use of the other DNA strand (bottom strand) is often 
helpful.

PCR Conditions for Specific Amplification

The annealing temperature and magnesium concentration should be optimized using 
the fully methylated and fully unmethylated DNA controls. A good condition for primers 
speciic to methylated DNA shows ample ampliication of fully methylated DNA and no 
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ampliication of fully unmethylated DNA (Fig. 8.4B). A good condition for primers speciic 
to unmethylated DNA ampliies fully unmethylated DNA, but not fully methylated DNA.

In the case of real-time MSP, the best conditions can be determined by the ampliication 
curve and the melting curve (Fig. 8.4C). The ampliication curve under good conditions 
shows a steep rise at an early PCR cycle, and a lat plateau. The melting curve under the best 
PCR conditions shows a single sharp peak.

Preparation of Standard DNA

To quantify DNA methylation levels by real-time MSP, standard DNA with known numbers 
of DNA molecules is necessary. This can be prepared in two ways. First, the PCR product can 
be puriied by a gel-iltration column to remove unused nucleotides and primers. Second, the 
PCR product of MSP is cloned into a plasmid, and the plasmid is linearized by a restriction 
enzyme. Since the molecular weight of the PCR product or the plasmid with the insert 
can be calculated, the number of DNA molecules in a measured weight of solution can be 
calculated. Preparation of standard DNA by cloning a PCR product has the advantage of 
accuracy and availability of a large amount of standard DNA, but has the disadvantage of 
being a complex procedure.

Quantity of Template DNA

Both MSP and real-time MSP can achieve high sensitivity, such as detecting one methylated 
DNA molecule among 1000 molecules. However, substantial loss in the number of DNA 
molecules that can serve as a PCR template takes place during bisulite-mediated conversion. 
Namely, although the weight of DNA decreases only slightly, the number of template DNA 
molecules measured by quantitative PCR decreases down to 5 to 10% of DNA before the 
treatment [15]. Therefore, caution must be exercised as to how many copies of template 
DNA are present in a PCR solution. Supposing that one human haploid genome weighs 
3.6 pg and that 10% of DNA molecules are recovered as a template for PCR after bisulite-
mediated conversion, only 28 molecules are available for PCR of a single target sequence 
in a DNA sample that originated from 1 ng of genomic DNA before bisulite treatment. If 
one wants to have a sensitivity of 1%, 1000 molecules (10 methylated molecules) in a PCR 
solution will be necessary, and this corresponds to 36 ng DNA in a reaction.

EPILOGUE

Regional DNA methylation analysis is applied not only for basic research but also for 
diagnostic purposes. Selecting an appropriate technique and conducting experiments under 
good conditions are required to obtain reliable data. We hope that this chapter will help 
investigators to select appropriate techniques.
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INTRODUCTION

Historically, DNA methylation was the irst epigenetic modiication to be discovered [1]. 
The processes governing DNA methylation as well as the biological properties of this 
modiication are quite well understood. A functional role of DNA methylation in epigenetic 
control, gene regulation, X chromosome inactivation, and cell differentiation was irst 
proposed in 1975 [2,3]. Today, the connections between DNA methylation and other 
epigenetic marks such as histone modiications are being studied. Aberrations in DNA 
methylation patterns as a cause or consequence of diseases, such as cancer, are analyzed and 
described by many laboratories.

To explore DNA methylation proiles at genome scale, a wide range of approaches have been 
developed. Most of the methods were originally used for detecting methylation changes 
at the single gene level but by coupling them with extensive cloning and sequencing work 
or combining them with microarray platforms, genome-wide analysis tools have been 
developed. On microarray platforms, promoter or CpG island arrays are often used to 
analyze important regulatory regions. Tiling arrays can be used to investigate segments of 
speciic chromosomes or the entire genome. Most methylation analysis methods can be 
categorized into several well-characterized groups on the basis of their principles  
(Fig. 9.1).

Several methods are based on restriction endonucleases that possess altered sensitivity 
towards methylated cytosine residues present in the cleavage site. In this way the restriction 
endonuclease digestion pattern depends on the methylation status of the cleavage sites and 
ultimately relects methylation proiles of the given chromosomal region. Other techniques 
are based on antibodies or proteins that bind to methylated DNA. Resolution at the single 
nucleotide level often requires bisulite sequencing approaches for which high throughput 
techniques are currently being developed. In this review, we will describe several of the more 
commonly used genome-scale methods for DNA methylation analysis in some detail.

9
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RESTRICTION LANDMARK GENOMIC SCANNING (RLGS)

RLGS (Fig. 9.2) was originally applied to identify genes involved in genomic imprinting 
and was later adopted for mapping genome-wide DNA methylation changes [4,5]. Isolated 
genomic DNA is digested with NotI enzyme that cuts unmethylated CG-rich sequences 
(5’-GCGGCCGC-3’) and the cleaved ends are subsequently radioactively labeled. Next, the 
labeled genomic DNA fraction is further digested with a more frequently cutting enzyme 
(e.g. EcoRV: 5’-GATATC-3’) and separated on an agarose gel (1D electrophoresis). The 
double-digested and separated DNA fragments are subjected to a third in-gel digestion by 
a frequently cutting enzyme (e.g. HinfI: 5’-GANTC-3’) and separated on a polyacrylamide 
gel (2D electrophoresis). Other combinations of restriction enzymes have been used as well 
[6,7]. RLGS provides excellent and reproducible results but it is a very laborious technique. 
Identiication of the differentially methylated regions from radioactive spots used to be a 
tedious task but recently established human and mouse RLGS databases (http://genome.
gsc.riken.go.jp/RLGS/RLGShome.html) and the constantly improving bioinformatics tools 
(e.g. virtual spot analysis) are of great help in identifying the critical differentially methylated 
regions [8].

FIGURE 9.1 
Frequently used methods for large-scale analysis of DNA methylation profiles.

FIGURE 9.2 
Restriction landmark genomic scanning (RLGS). A more detailed description of the main steps of RLGS is provided in the 

text. Open and filled rectangles label unmethylated and methylated NotI sites, respectively. Circles represent EcoRV and HinfI 

cleavage sites. (Please refer to color plate section)
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TECHNIQUES BASED ON METHYLATION-SENSITIVE RESTRICTION 
ENDONUCLEASES AND PCR

Methylation-sensitive restriction ingerprinting (MSRF) (Fig. 9.3) was one of the irst 
methods that allowed researchers to identify multiple de novo methylated or demethylated 
sequences occurring in different tissue samples [9,10]. For example, DNA samples isolated 
from tissues are irst digested with a restriction enzyme that rarely cuts within CpG islands 
(e.g. MseI: 5’-TTAA-3’). The MseI-digested genomic DNA is then divided into two aliquots 
and one of them is cut with an enzyme that frequently cleaves CpG-containing sequences 
(e.g. BstUI: 5’-CGCG-3’ or HpaII: 5’-CCGG-3’) in a methylation-sensitive manner, i.e. the 
methylated sequences are resistant to cutting. Subsequently, the BstUI or HpaII cut and uncut 
(control) samples are subjected to PCR ampliication with short arbitrary primer pairs in the 
presence of radioactive dNTPs. Radioactively labeled PCR fragments are separated on a gel 
and visualized by autoradiography (Fig. 9.3). Fragments showing disease-speciic or tissue-
speciic patterns are excised from the dried gel and reampliied. After cloning and sequencing 
of the ampliied bands the necessary information is gained for data base searches and target 
gene identiication. Because of the requirement for gel electrophoresis, the application of 
MSRF is limited nowadays.

Methylation-sensitive representational difference analysis (MS-RDA) is a genome-wide 
analysis method that isolates DNA fragments differentially methylated between two samples 
[11]. One important characteristic of MS-RDA is that it enriches the unmethylated CpG-rich 
fraction of the genome (e.g. by digestion with HpaII enzyme). In MS-RDA, genomic DNA is 
digested with a methylation-sensitive restriction enzyme, and DNA fragments are ampliied 
by PCR using a universal adaptor primer. DNA fragments differentially methylated between 
samples will be present in one amplicon, but not in the other. Genomic subtraction is 
performed using the two amplicons and the resulting fragments are cloned and sequenced.

Another example of restriction enzyme-based approaches is differential methylation 
hybridization (DMH), which allows the simultaneous determination of the methylation 
status of a large number of CpG-island loci [12]. CpG islands containing DNA fragments are 
gridded on high-density arrays, genomic DNA from the tissues of interest is digested with 
methylation-sensitive enzymes, and digestion products are used as templates for PCR after 
ligation of linkers. The resulting fragments are used as probes to screen for hypermethylated 

FIGURE 9.3 
Methylation sensitive restriction fingerprinting (MSRF). (A) Principle of MSRF. Details can be found in the text. Filled 

and open lollipops mark methylated and unmethylated CpG sites, respectively. Rectangles refer to MseI and BstUI cleavage 

sites. Arrows show the locations of the arbitrary primers’ annealing sites. (B) Theoretical outcome of an MSRF experiment 

(autoradiogram). CGI-A: there is no difference between samples 1 and 2. CGI-B: hypermethylation in sample 1 (this case is 

outlined in panel A). CGI-C: hypomethylation in sample 1. (Please refer to color plate section)
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sequences, for example in cancer tissues. A recently developed related method is the 
HELP assay (HpaII tiny fragment enrichment by ligation-mediated PCR), which involves 
co-hybridization of the DNA samples to a genomic DNA microarray after cutting with 
a methylation-sensitive restriction enzyme or its methylation-insensitive isoschizomer 
[13]. A variation of this approach can be used in combination with high-throughput DNA 
sequencing [14].

Methylated CpG island ampliication coupled microarray (MCAM) also is based on 
methylation-sensitive restriction enzymes and PCR using lanking primers followed by 
sequence analysis or microarray probing. MCAM is a powerful approach for simultaneous 
identiication of differentially-methylated genomic regions [15,16] (Fig. 9.4). Initially, the 
genomic DNA is cleaved with a methylation-sensitive enzyme (e.g. SmaI: 5’-CCCGGG-3’) 
that creates blunt ends and in this way contributes to the elimination of unmethylated 
sequences from the subsequent adaptor ligation step. The second enzyme XmaI recognizes 
the same sequence independently of methylation status and creates sticky ends that make 
the appropriate adaptor ligation possible. The adaptor-ligated methylated fraction is PCR-
ampliied, labeled with luorescent dyes, and hybridized onto a microarray platform. 
Performing MCAM on normal and disease-derived tissue can easily reveal a number of 
disease-associated DNA methylation changes (Fig. 9.4).

Another variation of current methylation microarray approaches includes the use of the 
methylation-dependent restriction enzyme McrBC, which cleaves methylated DNA only. 
Although the exact cleavage position of this enzyme does not coincide directly with the 
methylation site, the technique can effectively be used for genome-scale DNA methylation 
analysis [17,18].

METHYLATION-SPECIFIC DIGITAL KARYOTYPING (MSDK)

The principle of MSDK roots back to the serial analysis of gene expression (SAGE) approach 
that is based on the ultimate reads of concatemerized sequence tags [19] (Fig. 9.5). The 
obtained short sequence reads can provide information that can be traced back to the original 
genomic region. As a irst step, the puriied genomic DNA is fragmentized by cutting with 
the methylation-sensitive AscI enzyme (5’-GGCGCGCC-3’), and subsequently biotinylated 
linkers are ligated to the ends. As the linker-ligated fragments can be quite long, a frequently 
cutting enzyme (NlaIII: 5’-ACGT-3’) is used to eliminate the central part of the fragments. The 
successfully ligated and shortened fragments are captured by using streptavidin-coated beads 

FIGURE 9.4 
The main steps of methylated CpG island amplification coupled microarray (MCAM). Details are in the text. Arrows  

point to SmaI and XmaI cleavage sites. (Please refer to color plate section)
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and divided into two aliquots. In the subsequent reaction, two different adaptors are ligated to 
free NlaIII-digested ends. The ligated adaptors harbor an MmeI recognition site. The enzyme 
cuts 17 bp away from its recognition site and in this way just a short 17 bp-long sequence tag 
is retained from the original genomic region. After MmeI digestion, the captured sequences 
are released from the beads and the two aliquots are combined and ligated. Tags having 
complementary overhanging ends form ditags, and in the subsequent step they are PCR-
ampliied. The adaptors are removed from the ampliied ditags by NlaIII digestion and ligated 
together in order to form several hundred bp long concatemers. These concatemers are cloned 
and sequenced, and by applying proper bioinformatics analysis, the sequence information 
is extracted and aligned to the genome. MSDK is reliable but is a time-consuming method. 
Generation of MSDK libraries can be completed in 7–10 days, whereas sequencing and data 
analysis require an additional 3–4 weeks.

Numerous variations (e.g. application of different enzyme pairs, neoschizomers) of the 
outlined restriction enzyme-based approaches have been used but all of them are based 
on similar principles. The main drawback of the methylation-sensitive cleavage-dependent 
methods is that they can provide only limited methylation proile analysis since there is no 
restriction enzyme that cleaves appropriately within all CpG islands. The use of multiple 
restriction enzymes may address some of these limitations [20]. The second set of techniques 
to be described next makes use of the differential sensitivity of cytosine and 5-methylcytosine 

FIGURE 9.5 
Methylation specific digital karyotyping (MSDK). A step-by-step introduction to the main steps can be found in the text. 

Filled and open lollipops mark methylated and unmethylated CpG sites, respectively. (Please refer to color plate section)
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towards chemical modiication and/or cleavage. Under prolonged and harsh incubation with 
sodium bisulite, cytosines are deaminated and converted into uracils. Methylated cytosines 
are resistant to bisulite modiication and, therefore, any cytosine that remains unchanged 
in bisulite-treated DNA is inferred to be methylated. This methodology allows single base 
resolution but is technically challenging when applied at the whole genome level.

TARGETED AND WHOLE GENOME BISULFITE SEQUENCING

The basis of sodium bisulite sequencing is the fact that cytosine is deaminated to uracil by 
sodium bisulite but 5-methylcytosine is resistant to bisulite-induced deamination [21–23]. 
Bisulite sequencing provides single base resolution for analysis of DNA methylation patterns 
[24]. It is based on sequencing of PCR products of bisulite-treated DNA to proile DNA 
methylation at speciic loci or along entire segments of chromosomes as recently reported 
[25]. The latter project analyzed DNA methylation patterns across human chromosomes 6, 
20, and 22 in 12 human tissues, covering 22% of the CpGs on these chromosomes.

Ideally, one would like to apply this approach to whole genome methylation proiling. The 
recently developed approaches for massively parallel sequence analysis, for example on 
the Roche 454, Illumina/Solexa, and ABI/SOLiD platforms, have provided technology for 
unprecedented large scale analysis on a rapid time scale and for a reasonable and still declining 
cost. Whole genome bisulite sequencing has been accomplished for the relatively small 
genome of the plant Arabidopsis thaliana [26] and, more recently, for the genome of two human 
cell types [27]. However, for mammalian genomes, there are still signiicant challenges. The 
treatment of DNA with sodium bisulite effectively converts the genome into three bases (A, 
G, U/T) with the exception of the few methylated cytosines that remain. Thus, it is extremely 
dificult to align short sequence reads unambiguously to their original genomic location. 
The development of technology with longer read length may overcome this problem. In the 
meantime, researchers have developed approaches that allow limited and targeted bisulite 
sequence analysis of critical parts of the genome. If the DNA is pre-digested with an enzyme 
that targets CpG islands (e.g. MspI: 5’-CCGG-3’), reduced representation methylation maps 
can be derived [28]. One disadvantage of this approach is that most (．90%) of the sequence 
reads come from unmethylated DNA (i.e. MspI cuts both methylated and unmethylated 
5’CCGG sequences) and it depends, of course on the presence of MspI sites. Another published 
approach is based on the enrichment of speciic genomic targets using padlock probes. 
The method speciically captures a subset of genomic targets for single-molecule bisulite 
sequencing [29,30]. For example, a set of ~30,000 padlock probes was designed to assess 
methylation of ~66,000 CpG sites within 2020 CpG islands on human chromosome 12,  
chromosome 20, and 34 additional selected regions [30]. Other genomic enrichment 
approaches for targeted bisulite sequencing are currently being developed [31].

OTHER SODIUM BISULFITE BASED APPROACHES

After conversion of genomic DNA with sodium bisulite, several medium- to high-
throughput approaches have been developed to analyze methylation proiles of a number of 
genes simultaneously.

In the mass spectrometry-based MALDI-TOF MS (Sequenom approach), bisulite-pretreated 
genomic DNA is used as a template for PCR ampliication of speciic genes [32]. One of 
the PCR primers is designed in such a way that a T7 RNA polymerase promoter is attached 
to the 5’ end. By using this promoter the amplicon is transcribed in vitro into single 
stranded RNA and subsequently digested with ribonuclease A at uracil residues. MALDI-
TOF mass spectrometry of the cleavage products can provide quantitative data regarding 
the methylation status of most CpG dinucleotides in the tested region because (i) the 
endonuclease cleavage occurs quantitatively so that the potential fragment variants are 
predictable; (ii) the methylation state-related sequence alteration from C to T (or G to A on 
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the opposite strand) yields a 16-Da mass difference (Fig. 9.6). MALDI-TOF MS is a medium-
throughput approach that provides direct quantitative methylation data for many genes 
simultaneously. The analysis is usually conducted in multi-well format and is limited by the 
number of gene targets that are ampliied and analyzed in each run.

Pyrosequencing is a sequencing-by-synthesis based technology that makes use of the 
luminometric detection of pyrophosphate released upon nucleotide incorporation. Using 
bisulite-converted DNA as a template, the feasibility and reliability of this technology for 
the quantiication of methylation at single CpGs within PCR fragments has been shown 
[33,34]. A target region of up to 350 bp is ampliied by PCR using primers complementary 
to the bisulite-converted DNA sequence. One of the two ampliication primers carries a 
biotin residue at its 5’-terminus for puriication of single-stranded templates. An internal 
pyrosequencing primer complementary to the single-stranded template is hybridized to the 
template, and the pyrosequencing reactions are performed by sequential addition of single 
nucleotides in a predeined order. This method is quantitative but limitations exist with 
regard to the requirement to place the primers into regions that are free of CpG sites.

The Illumina GoldenGate assay has been designed for high-throughput quantitative 
measurements of DNA methylation at a large number of genes [35]. It can analyze up 
to 1536 targeted CpG sites in 96 samples simultaneously. An updated version of this 
technology called Ininium assay allows researchers to interrogate 27,578 informative CpG 
sites per sample covering more than 14,000 genes. The method is based on gene-speciic 

FIGURE 9.6 
MALDI-TOF MS (“Sequenom” approach). The principle of MALDI-TOF MS methylation detection, which is based on bisulfite 

conversion, is outlined in the text. Filled and open lollipops mark methylated and unmethylated CpG sites, respectively. Boldfaced 

and colored letters help in following the nucleotide changes through the procedure. (Please refer to color plate section)
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and methylation-dependent single nucleotide primer extension on bisulite-converted 
DNA using primers that distinguish between unmethylated and methylated CpGs after 
bisulite conversion. Single-base extension of the probes incorporates a labeled ddNTP, 
which is subsequently stained with a luorescence reagent. The level of methylation for the 
interrogated locus can be determined by calculating the ratio of the luorescent signals from 
the methylated versus the unmethylated sites. Only a few CpG sites are assayed per locus.

Afinity puriication is the principle of the third group of techniques applied for genome-
wide DNA methylation mapping. Methylated DNA fragments can be afinity puriied by 
using either a 5mC-speciic antibody or proteins that speciically bind to methylated DNA 
sequences [36–39]. Conversely, DNA fragments containing unmethylated CpG sites can be 
enriched by using protein domains, e.g. the CXXC domains that have a selective afinity for 
unmethylated CpG-containing DNA [40].

METHYLATED DNA IMMUNOPRECIPITATION (MeDIP)

A 5-methylcytosine-speciic antibody has been raised and used for immunoprecipitation of 
densely methylated DNA sequences [37] (Fig. 9.7). In this method, the fragments generated 
by sonication of genomic DNA are incubated with anti-5mC antibody and the captured 
methylated fraction is extracted from the reaction by using Protein A/G beads. Isolated DNA 
fragments are deproteinized, luorescently labeled, and hybridized onto different microarray 
platforms or analyzed by massively parallel sequencing. The main limitation of the MeDIP 
method is the quality of 5mC antibodies used in the procedure and the requirement of 
single-stranded (denatured) DNA for analysis. Methylation proiles can be generated with a 
resolution of approximately 100 base pairs.

MBD-AFFINITY COLUMN (MAC)

The proteins MBD1, MBD2, MBD3, MBD4, and MeCP2 comprise a small family of nuclear 
proteins that share a common methyl-CpG binding domain (MBD). Each of these proteins, 

FIGURE 9.7 
Methylated DNA immunoprecipitation (MeDIP). Delineation of MeDIP is given in the text. Filled and open lollipops mark 

methylated and unmethylated CpG sites, respectively. (Please refer to color plate section)
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with the exception of human MBD3, is capable of binding speciically to methylated DNA. 
An afinity column-based method was created that employs the methyl-CpG binding domain 
of MeCP2 [41,42]. Fragmentized (sonicated or endonuclease-digested) genomic DNA is 
loaded onto the column, which strongly retains those sequences that are highly methylated. 
The elution of the methylation-enriched fraction can be achieved by high salt containing 
buffer. The eluted fraction is labeled with luorescent dye and hybridized onto a microarray 
platform [Fig. 9.8). The main drawback of MAC is the high amount of starting genomic DNA 
required for column puriication.

METHYLATED-CpG ISLAND RECOVERY ASSAY (MIRA)

Among the MBD proteins, MBD2b has the strongest afinity to methylated DNA and can 
form heterodimers with other MBD proteins via its C-terminal coiled-coil domain. MBD3L1, 
a related protein and member of the MBD2/3 sub-family, has no DNA binding domain 
itself but it can be a binding partner of MBD2b via heterodimer formation. The MBD2b/
MBD3L1 protein complex has higher afinity to methylated DNA than MBD2b alone [39]. 
In the MIRA procedure, the fragmentized (restriction enzyme-cut or sonicated) genomic 
DNA is incubated with the bacterially-expressed and puriied GST-MBD2b and His-MBD3L1 
proteins. The high afinity MBD2b/MBD3L1 complex speciically binds to the methylated 
genomic DNA fragments and, since MBD2b is GST-tagged, it is easy to purify the complex 
containing methylated DNA by applying glutathione-coated magnetic beads [39,43–45] 
(Fig. 9.9). MIRA does not depend on restriction enzyme recognition sites or sodium bisulite 
conversion of the DNA and it works on double-stranded DNA. There is no dependence 
on DNA sequences other than that it requires a minimum of two methylated CpGs in the 
captured fragment. MIRA can reliably be performed with a few hundred nanograms of 
genomic DNA. Recently, the MIRA technique has been used to proile DNA methylation 
patterns at a resolution of 100 base pairs in the entire genome of normal human B 
lymphocytes [46]. MIRA analysis is compatible with different microarray platforms [43,44] 
and with high-throughput DNA sequencing on the Illumina Genome Analyzer (T.A. Rauch, 
X. Zhong, H. Gao, and G.P. Pfeifer, unpublished data).

FIGURE 9.8 
MBD-affinity column (MAC). Description of MAC is found in the text. Filled and open lollipops mark methylated and 

unmethylated CpG sites, respectively. (Please refer to color plate section)
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FUTURE DIRECTIONS AND CHALLENGES

The many different DNA methylation proiling techniques described in this review will 
continue to be applied in various settings of molecular analysis and probably will at some 
point move into the clinical arena for disease diagnosis and treatment stratiication. The 
particular method of choice depends on many parameters including the scope of analysis 
that is desired, the exact questions to be pursued, and sample size, as well as cost. It is 
expected that the technological development of high-throughput approaches will continue 
at an accelerated pace allowing cost effective analysis of large sample series. The current 
challenges surrounding whole genome bisulite sequencing will probably be solved in the 
near future. However, it may not always be desirable or necessary to have information on 
the methylation status of each and every one of the ~28 million CpG sites in the haploid 
human genome. For determining the number of methylated genes, in cancer for example, a 
lower resolution approach will be fully suficient, and for disease diagnosis, only a subset of 
speciic genes will most likely be useful.

A recent technological challenge affecting almost all types of DNA methylation analysis 
has emerged from the discovery of 5-hydroxymethylcytosine in mammalian DNA [47,48]. 
This base modiication, hitherto thought to be only a product of oxidative DNA damage, 
is in fact produced by an enzymatic pathway involving the TET1 hydroxylase, appears to 
be quite abundant in certain mammalian tissues, and may have regulatory roles distinct 
from that of 5-methylcytosine. It should be noted that 5-hydroxymethylcytosine prevents 
cleavage by certain (and probably most) methylation-sensitive restriction endonucleases 
making it indistinguishable from 5-methylcytosine [49]. Moreover, it is likely that 
5-hydroxymethylcytosine in DNA is resistant to bisulite-induced deamination similarly 
to 5-methylcytosine. In fact, it has been shown that 5-hydroxymethylcytosine reacts 
with bisulite and, instead of leading to deamination, this reaction gives rise to cytosine 
5-methylenesulfonate as the product [50]. Cytosine 5-methylenesulfonate was only very 

FIGURE 9.9 
Methylated-CpG island recovery assay (MIRA). The steps of the MIRA procedure are described in the text. Filled and open 

lollipops mark methylated and unmethylated CpG sites, respectively. (Please refer to color plate section)
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slowly deaminated by treatment with bisulite. 5-hydroxymethylcytosine may or may not 
be recognized by anti-5-methylcytosine antibodies and by proteins that bind to methylated 
CpGs [51]. Using existing bisulite-based technology, it is practically impossible to 
distinguish these two base modiications in mammalian DNA [51].

Entirely new technologies are on the horizon. Single molecule nanopore DNA sequencing is 
a promising new technique in which 5-methylcytosine can be distinguished from the other 
four standard DNA bases [52]. The data suggest that this system may be compatible with an 
approach where individual nucleotides from a DNA fragment are released continuously by 
an exonuclease and identiied directly without luorescent labeling.
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FIGURE 9.2 
Restriction landmark genomic scanning (RLGS). A more detailed description 

of the main steps of RLGS is provided in the text. Open and filled rectangles 

label unmethylated and methylated NotI sites, respectively. Circles represent 

EcoRV and HinfI cleavage sites. (Please refer to Chapter 9, page 136).

FIGURE 9.3 
Methylation sensitive restriction fingerprinting (MSRF). (A) Principle of MSRF. 

Details can be found in the text. Filled and open lollipops mark methylated 

and unmethylated CpG sites, respectively. Rectangles refer to MseI and BstUI 

cleavage sites. Arrows show the locations of the arbitrary primers’ annealing 

sites. (B) Theoretical outcome of an MSRF experiment (autoradiogram). CGI-A: 

there is no difference between samples 1 and 2. CGI-B: hypermethylation in 

sample 1 (this case is outlined in panel A). CGI-C: hypomethylation in sample 1. 

(Please refer to Chapter 9, page 137).



FIGURE 9.4 
The main steps of methylated CpG island amplification coupled microarray (MCAM). Details are in the text. Arrows point to SmaI and XmaI cleavage sites. 

(Please refer to Chapter 9, page 138).

FIGURE 9.5 
Methylation specific digital karyotyping (MSDK). A step-by-step introduction to the main steps can be found in the text. Filled and open lollipops mark 

methylated and unmethylated CpG sites, respectively. (Please refer to Chapter 9, page 139).



FIGURE 9.6 
MALDI-TOF MS (“Sequenom” approach). The principle of MALDI-TOF MS methylation 

detection, which is based on bisulfite conversion, is outlined in the text. Filled and open 

lollipops mark methylated and unmethylated CpG sites, respectively. Boldfaced and 

colored letters help in following the nucleotide changes through the procedure. (Please 

refer to Chapter 9, page 141).

FIGURE 9.7 
Methylated DNA immunoprecipitation (MeDIP). Delineation of MeDIP 

is given in the text. Filled and open lollipops mark methylated and 

unmethylated CpG sites, respectively. (Please refer to Chapter 9,  

page 142).

FIGURE 9.8 
MBD-affinity column (MAC). Description of MAC is found 

in the text. Filled and open lollipops mark methylated and 

unmethylated CpG sites, respectively. (Please refer to 

Chapter 9, page 143).



FIGURE 9.9 
Methylated-CpG island recovery assay (MIRA). The steps of the MIRA 

procedure are described in the text. Filled and open lollipops mark  

methylated and unmethylated CpG sites, respectively. (Please refer to  

Chapter 9, page 144).
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INTRODUCTION

The basic building blocks of the mammalian genome are the nucleosomal core particles 
composed of 146 to 147 bp of DNA wrapped around a histone octamer containing two 
copies each of histone H2A, H2B, H3, and H4. The histone H3 and H4 hold highly dynamic 
N-terminal ends rich in basic amino acids that are subjected to epigenetic modiications 
including reversible methylation, acetylation, ubiquitination, and phosphorylation [1]. 
These modiications may act individually, sequentially, or in combination to form a “histone 
code” that regulates the assembly of nucleosome beads into higher order chromatin 
structures through interaction with other regulatory proteins.

Based on the degree of chromatin condensation, the nuclear chromatin can be 
generally categorized into two different types, heterochromatin and euchromatin [2]. 
Heterochromatin is highly condensed and silent in transcription. It is also relatively stable 
throughout different cell cycle phases [3]. In contrast, euchromatin is decondensed in G1, S, 
and G2 phases of the cell cycle. The genes in the euchromatin region are actively transcribed 
either constitutively or inducibly. Heterochromatin can be subdivided into constitutive 
heterochromatin and facultative heterochromatin. It is unclear whether there is a third type 
of heterochromatin, intermediate or transient heterochromatin, because of lack of detailed 
structural and biochemical information. The initiation, propagation and maintenance of 
heterochromatin is largely controlled by the formation of trimethylation of the lysine 9 on 

10
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histone H3 (H3K9me3), along with some other synergistic epigenetic modiications [4]. 
Considering the importance in controlling the packing and usage of genetic information, it 
has been recently recognized that alteration in chromatin structure due to epigenetic changes 
may be an event essential for cancer development [5].

SUBTYPES OF HETEROCHROMATIN

Constitutive Heterochromatin

The constitutive heterochromatin primarily encompasses the regions containing a high 
density of repetitive DNA elements, such as clusters of satellite sequences and transposable 
elements at centromeres, pericentric foci, and telomeres [3]. The transposable elements 
(transponsons), which are abundant in the human genome, are highly mutagenic because of 
their ability to target protein-coding genes for insertion, causing chromosome breakage and 
promoting illegitimate genome rearrangement [6]. Thus, the constitutive heterochromatin 
maintained by H3K9me3 is pivotal for genomic integrity by preventing abnormal 
chromosome segregation, recombination, and DNA replication.

Facultative Heterochromatin

The facultative heterochromatin, on the other hand, is found mainly at the developmentally 
regulated loci, rRNA gene, or, under certain circumstances, at the transcriptionally active 
region of euchromatin, where the chromatin state can change in response to cellular signals 
[3]. Through interplay with DNA methylation, facultative heterochromatin is the key for 
normal cell lineage development and cell differentiation by somatic methylation and 
inactivation of the germline-speciic genes [7]. In addition, the facultative heterochromatin 
appears to be responsible for the allelic exclusion, genomic imprinting, or inactivation of the 
X chromosome and the gene loci of immunoglobulins (Igh/Ig) and T-cell receptor- and - 
[8–10]. The allelic exclusion of Igh and Ig was attributed to their reposition to and associate 
with centromeric constitutive heterochromatin in the nucleus [11]. It is mechanistically 
plausible, thus, that the constitutive heterochromatin in the centromeric region might 
be able to instruct the formation of the facultative heterochromatin on either the same 
chromatin iber (cis) or a different chromatin iber (trans). Such instructive process may be 
made through nuclear compartmentalization and intra- and inter-chromosomal interactions, 
leading to silencing of the long-distance or intergenetic genes, such as immunoglobulins and 
T-cell receptors [12–14].

In general, both types of heterochromatin initiated and maintained by H3K9me3 
are repressive for gene transcription by antagonizing lysine 9 acetylation, serine 10 
phosphorylation, and tri-methylation of lysine 4 on the histone H3 (H3K4me3), the markers 
for active gene transcription. Accordingly, any measure that impedes H3K9me3 will change 
the overall nucleosome dynamics and result in genomic instability, de-differentiation of the 
cells, aberrant gene expression, and, consequently, the tumorigenic transformation.

Intermediate or Transient Heterochromatin

When both constitutive heterochromatin and facultative heterochromatin occur in 
a large region of the chromosomes and are cytologically stable, an addition type of 
heterochromatin, intermediate or transient heterochromatin, has been mentioned in 
a few reports recently [15]. Unlike the constitutive heterochromatin and facultative 
heterochromatin, this type of heterochromatin largely occurs within the actively transcribing 
euchromatin region or a single gene locus. It is not surprising, therefore, that intermediate 
heterochromatin has features of both the inhibiting chromatin markers, such as H3K9me3, 
H3K9me2, and H3K27me3, and the active chromatin markers including H3K4me3 
and acetylations of H3K9. Functionally, this type of heterochromatin may ine-tune the 
expression of the given genes through inducible epigenetic changes on a few nucleosomes.
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HISTONE H3 METHYLATION AND HETEROCHROMATIN

Post-translational modiications of the key lysine residues on histone proteins, most 
importantly histone H3, determine the formation of different chromatin structures. 
Among the well-documented histone modiications, it is fair to say that methylation of the 
N-terminal lysine residues of histone H3 is the most critical in this regard. As mentioned 
earlier, lysines 4, 9, 27, 36, and 79 of histone H3 can be modiied through methyltransferase 
and demethylases to form mono-, di-, or tri-methylated lysines. Although both mono- and 
di-methylations are attributed to the chromatin structure and the transcription status of 
the genes, the most extensively studied histone methylation and epigenetic regulation is 
the tri-methylation on lysines 4, 9, 27, 36, and 79 of histone H3 (H3K4me3, H3K9me3, 
H3K27me3, H3K36me3, and H3K79me3) (Fig. 10.1). Accumulating evidence supports 
the notion that H3K4me3, H3K36me3, and possibly H3K79me3 facilitate the opening 
of the chromatin coniguration to form euchromatin, which is also associated with serine 
10 phosphorylation and lysine 9 acetylation of the histone H3 for active transcription of 
genes [1]. In contrast, H3K9me3 and H3K27me3 are mainly involved in the initiation, 
propagation, and maintenance of the highly compacted heterochromatin to silence gene 
expression (Fig. 10.1) [2].

TRI-METHYL LYSINE 9 OF HISTONE H3 (H3K9me3) AND CELL 
CYCLE

Methylation of lysine 9 on histone H3 (H3K9) is critically regulated by both 
methyltransferase and demethylases (Fig. 10.1). The most characterized H3K9 
methytransferases include G9a for mono- and di-methylation and SUV39h1/h2 for di- and 
tri-methylation of H3K9. Some other H3K9 methyltransferase, such as SETDB, RIZ1, and 
Ash1, have also been identiied but with less clear biochemical characterization [4]. The 
methylated H3K9, whether it is H3K9me2 or H3K9me3, can be demethylated by a family 
of relatively speciic H3K9 demethylases, such as JMJD1a/b, JMJD2a/b/c/d, and the recently 
identiied Mdig protein [16,17]. An additional H3K9me3 demethylase is LSD1, a histone 

FIGURE 10.1 
Regulation of histone H3 methylation and chromatin structure. The lysine (K) residues 4, 9, 27, 36, and 79 can be 

methylated by the addition of methyl groups, CH3 (C), by methyltransferases (enclosed in rectangle box and indicated 

by arrows). Several histone demethylases (enclosed in oval box and indicated by the T bars) relatively specific for the 

individual methylated lysine are depicted also. Tri-methylation of the lysine 9 and/or lysine 27 facilitates formation of the 

heterochromatin to suppress gene expression and maintain genomic stability. In contrast, tri-methylation of lysines 4, 36, and 

possibly 79 induces formation of the euchromatin structure for active transcription of the genes (see text for the details).



152

SECTION III  

Epigenetic Technology

demethylase originally identiied as a bona ide H3K4, rather than H3K9 demethylase [18]. 
Demethylation of H3K4me3 by LSD1 will inactivate transcription of genes in the actively 
transcribed euchromatin region. However, there is evidence suggesting that, when complexed 
with androgen receptors, LSD1 acts as an H3K9me2 or H3K9me3 demethylase to activate 
gene transcription [19].

The most characterized function of H3K9me3 is its role in stabilizing constitutive 
heterochromatin and facultative heterochromatin primarily encompassing the regions 
abundant in repetitive DNA in chromosomes. However, several recent studies revealed 
a critical role of H3K9me3 in mediating transcriptional repressor- and miRNA-induced 
short-term silencing of the actively expressed genes or ectopically expressed exogenous gene 
[17,20]. Furthermore, it is believed that H3K9me3 determines speciic remodeling status of 
a single nucleosome through altering the epigenetic landscape, possibly by initial nucleation 
and spreading of the heterochromatin, in an active gene locus. Enhancement of H3K9me3 
in this case is repressive for gene transcription. In contrast, attenuation of H3K9me3 will 
ultimately lead to transcriptional competence, as exempliied by the mitogenic signal-
induced HIV transcription in microglial cells and TNF expression in monocytes [21,22]. In 
addition to the gene promoter of rRNA as reported by Martens et al. [23] in differentiated 
embryonic stem cells, repression of S-phase gene expression, mainly the E2F-targeting genes 
including B-myb, cyclin A, cyclin D1, cyclin E, DHFR, and PCNA, by H3K9me3 has been 
observed in skeletal myoblasts, HeLa cells, 3T3 cells, and human diploid ibroblasts [24–27]. 
The association of H3K9me3 with the promoters of the E2F-targeted S-phase genes was 
considered as an essential step for the cell cycle exit of the cells undergoing differentiation 
and senescence. An intact Rb pathway is required for the formation of the silent chromatin 
at the promoters of the E2F-targeted S phase genes, since Rb is able to recruit histone 
methyltransferase SUV39H1 that induces H3K9me3 [25,27]. Genetic deiciency in either 
Rb or SUV39H1 is highly tumorigenic due to the loss of the silent chromatin at the 
promoters of these S phase genes [25,28]. More recent biochemical evidence also indicates 
that H3K9me3 is able to repress expression of the androgen receptor-targeting genes [29]. 
An intriguing inding is that H3K9me3 mediated by SUV39h1 is able to attenuate the Tax-
induced transactivation of HTLV-1 LTR [20]. In the case of the cell cycle regulatory genes, 
although it seems unlikely that the S phase genes are repressed in an actively growing cell 
population, the H3K9me3-based short-term suppression may function as a natural brake to 
prevent excessive expression of the S-phase genes that otherwise will be tumorigenic. It has 
been demonstrated that the H3K9me3 is an important mediator for Rb-induced cell cycle 
exit or differentiation when the cells are committed to specialized lineage development or 
in earlier G1 phase. It remains unclear, however, whether H3K9me3 is capable of regulating 
these genes for cell cycle transition in developmentally mature cells, transformed cells, 
and cells at later G1 phase, G1/S boundary, and S phase in response to either Rb signals or 
non-Rb signals.

Whether H3K9me3 delays the cell cycle progression or induces irreversible cell cycle exit, 
such as terminal differentiation and senescence, may be determined by the extent of histone 
methylation on the nucleosome in the entire genomic region of these S phase or E2F 
targeting genes. This possible feature of H3K9me3 is reminiscent of the established function 
of the activating E2F proteins that are needed for cell proliferation as well as being involved 
in inducing cell differentiation and apoptosis [30]. It is conceivable that in a certain cellular 
context, the level of H3K9me3 may be lowered below the threshold necessary for cell cycle 
exit but remain high enough to execute other functions, such as antagonizing the H3K4me3 
that is important for the active transcription of the E2F-targeting genes [31]. The key genes 
regulating S phase include those for DNA synthesis (DNA polymerase  or DHFR) and cell 
cycle control (cyclin E and cyclin D). Thus, it is very likely that H3K9me3 in the promoter 
region of these genes prevents excessive expression of these genes and, therefore, delays cell 
cycle transition and/or proliferation.
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H3K9me3 AND TRANSCRIPTIONAL REPRESSORS

Other evidence supporting the role of H3K9me3 in short-term silencing at speciic 
genes in different tissues arises from its capability to recruit transcriptional repressors at 
the actively transcribed gene loci [32]. It has been demonstrated that the formation of 
H3K9me3 in any actively expressed gene loci can cause transient repression of the related 
genes by recruiting some transcriptional repressor complexes, such as Repressor Element 1 
Silencing Transcription factor (REST) and CoREST. Both REST and CoREST contain histone 
deacetylases (HDACs) and the H3K4me3 demethylases, LSD1 and, possibly, Rbp4 [33]. As 
a result of REST and CoREST recruitment by H3K9me3, the formation of the active gene 
transcription marker, H3K4me3, and acetylation on lysines 9 and 14 of histone H3 will be 
blocked, leading to suppression of the gene transcription. The short-term silencing of the 
actively expressed genes can also be achieved by the microRNA (miRNA)-induced formation 
and spreading of the silent chromatin, in which the H3K9me3 is an essential mediator for 
the interaction of Argonaute (Ago) protein in the miRNA machinery and the nucleosome or 
chromatin iber [34].

The short-term silencing of active genes by H3K9me3 is partially supported by the most 
recent genome annotation of the Drosophila heterochromatin region, which suggested that 
a considerable number of genes encoding proteins for membrane cation transporters, DNA 
binding, protein binding, and protein kinase regulators are located in the silent chromatin 
regions [35]. Additional evidence suggesting the transient inhibition of H3K9me3 on 
actively transcribed genes is the fact that both H3K9me2 and H3K9me3 are essential for the 
binding of the heterochromatin protein 1 (HP1). Tethering of HP1 and HP1 to H3K9me2 
or H3K9me3 immediately upstream of a promoter triggers silencing of the gene due to 
the recruitment of DNA methyltransferases and additional histone methylases that leads 
to a localized chromatin condensation. Supporting evidence in this regard is reported by 
Smallwood et al. [36] that indicates transcriptional repression of the anti-apoptotic gene, 
Survivin, and the cell cycle regulatory genes, including CDC2 and CDC25C, by promoter 
occupancy of H3K9me2 and HP1 proteins. This observation was further supported by the 
fact that H3K9me3 and HP1 proteins impair the assembly of the preinitiation complex 
[37]. Thus, H3K9me3 can be functioning as a natural brake to prevent unnecessary over-
transcription of the actively expressed genes. Attenuation of the H3K9me3, by either over-
expression of demethylases or deiciency in H3K9 methyltransferases, therefore, will foster 
sustained expression of the genes involved in either cell cycle transition or proliferation.

H3K9me3 AND CANCER

Certain genetic abnormalities or polymorphisms have been found to be associated with a 
greater risk of cancer development in humans [38]. It has been widely acknowledged that 
carcinogenesis is largely determined through gene–environment interactions. The best 
example for this assumption is tobacco smoking-induced lung cancer. It has been known for 
a long time that tobacco smoking is a dominant risk factor for lung cancer. However, only 
a limited percentage, about 11%, of tobacco smokers develop lung cancer [39]. Clearly the 
genetic signature, which is largely affected by epigenetic modiication of the genome, for 
a given individual, determines the outcome of the gene-environment interaction through 
affecting the expression and function of the oncogenes, tumor suppressors, checkpoint 
proteins, and enzymes responsible for the metabolism of carcinogens. A number of genome-
wide loss-of-heterozygosity studies have identiied activating mutations in K-Ras, c-myc, 
EGFR, cyclin D1, telomerase, and BCL2, and mutations that compromise the function of 
p53, p16INK/p14ARF, fragile histidine triad (FHIT), RASFF1A, SEMA3B, and Rb-pathway 
in cancer patients. In addition, chromosomal comparative genomic hybridization and 
high-resolution genomic proiles of cancers, especially lung cancer, reveal a high number 
of recurrent chromosomal aberrations, particularly ampliications and deletions in certain 
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chromosome regions, including 1q36, 3q11.2-12.3, 3q25-27, and 5p13-14, where some 
oncogenes are localized [40]. Furthermore, various case-control and cohort studies indicate 
the presence of a rare autosomal dominant gene predisposing to some types of cancers in 
members of families with cancer history [38,41].

Epigenetic modiication of the histone proteins, especially the methylation of the histone 
H3, in cancer development has been an area of emerging research in recent years. It is now 
generally accepted that in addition to genetic aberrations, cancer can be viewed as a disease 
that is initiated by epigenetic changes in which gene expression is altered without genomic 
abnormalities under many circumstances. These epigenetic changes include loss or gain of 
methylations in both DNA and histone proteins. Many epigenetic studies of cancers focused 
on hyper- or hypo-methylation of DNA in the promoter region of tumor suppressors, such as 
adenomatous polyposis coli (APC), retinoic acid receptor -2, and H-cadherin [42], whereas 
investigations on the alternations of histone methylation in cancers are just beginning.

Histone methylation has traditionally been viewed as a permanent mark and an irreversible 
process. Since the irst discovery of histone lysine speciic demethylases-1 (LSD1) in 2004 
[18], however, such a view has changed recently. Since 2006, several groups independently 
have identiied a JmjC family of histone demethylases that demethylate di- or tri-methylated 
lysines 4, 9, and 36 on histone H3 [29,43–46]. Although histone methylation has been 
considered as a key event for gene transcription, it is plausible to speculate that such 
modiication can also regulate DNA replication, recombination, and damage repair [47]. 
The addition of a methyl group to lysine is unable to change the charges that affect the 
chromatin structure due to the nature of the small molecular weight of the methyl group. 
It is very likely, thus, that methylations on the side chains of lysine residues create binding 
code for regulatory proteins.

There is no compelling evidence suggesting that cancers develop purely by aberrations in 
histone methylation or its signaling pathways. However, global down-regulation of H3K9me3 
has been observed in several types of human cancer, such as colorectal cancer, ovarian 
cancer, and lung cancer, which arises from either the deiciency of H3K9 methyltransferases 
or elevated activity or expression of H3K9 demethylases [48,49]. In experimental animal 
studies, mice with gene deiciency of SUV39, a methytransferase catalyzing tri-methylation 
of lysine 9 on histone H3, suffer dramatic genome instability and develop B-cell lymphomas 
due to a substantial loss of H3K9me3 [50]. An increased lung cancer risk has been recently 
reported in people carrying 1624G ． C polymorphism of SUV39h2 [51]. Since this 
polymorphism occurred in the 3’-UTR region, it is very likely that this polymorphism may 
reduce the mRNA stability or translational potential of SUV39h2 and, therefore, compromise 
the level of H3K9me3. Reduced expression of RIZ1, another methyltransferase for H3K9, 
has been frequently observed in lung cancer, breast cancer, hepatocellular carcinoma, 
colon cancer, neuroblastoma, and melanoma [52]. The gene encoding RIZ1 is mapped in a 
chromosomal region that is frequently deleted in human cancer, 1p36 [52]. It is very likely, 
therefore, that RIZ1 has some tumor suppressor-like activity. In human chronic myelogenous 
leukemia (CML), the magnitude of RIZ1 reduction is positively correlated with the disease 
progress from the chronic phase to blast crisis associated with increased cell proliferation, 
apoptosis resistance, and poor differentiation [53].

In addition to the observed decrease in activity or expression of the H3K9 methyltransferases, 
several types of human cancers also exhibit over-expression of H3K9 demethylases that 
reduce the level of H3K9me3 to promote tumorigenesis. The irst evidence showing over-
expression of H3K9 demethylase in cancer is from the observed ampliication of DNA 
copy number of Gene Ampliied in Squamous Cell Carcinoma 1 (GASC1) at chromosome 
9p23-24 in cell lines derived from esophageal squamous cell carcinomas (ESCs) [54]. 
GASC1 was later re-named JMJD2C and conirmed as a H3K9 demethylase to demethylate 
di- and tri-methylated H3K9 [44,55]. Most recently, over-expression of JMJD2C due to 
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ampliication of the DNA copy number has also been demonstrated in human acute myeloid 
leukemia [56].

The recent studies on histone demethylation and lung cancer provide other evidence 
showing that increased expression of H3K9 demethylase is possibly responsible for the 
reduction of H3K9me3 in cancer tissues or cells [17]. The development of human lung 
cancer caused by tobacco smoking or other environmental hazards involves a complex 
sequence of interdependent events that include DNA damage, genomic mutations, 
chromosomal translocation, and re-arrangement [57]. Despite a number of reports 
suggesting epigenetic abnormalities of the lung cancer cells, mostly focusing on DNA CpG 
methylation, the contribution of altered histone methylation to cancer development is 
limited. We and others previously identiied a JmjC domain-containing protein, Mineral 
Dust-Induced Gene (Mdig), from human alveolar macrophages, which is also named Myc-
Induced Nuclear Antigen 53 (Mina53) and Nucleolar Protein 52 (NO52) [17,58–60]. In 
the latest studies, we provided biochemical and clinical evidence showing that Mdig is a 
potential H3K9me3 demethylase that is over-expressed in lung cancer [17]. Increased levels 
of Mdig protein were detected in 16 out of 19 human lung cancer tissues as compared 
to the case-matched noncancerous lung tissues, which correlate with a decreased level 
of H3K9me3. Other evidence clearly implicated Mdig protein as a member of the JmjC 
domain-containing histone demethylase family that is capable of reducing the level of 
H3K9me3 after over-expression in the cells derived from the lung or bronchus. Furthermore, 
Mdig protein and mRNA can be induced in lung cells by components of tobacco smoking 
and occupational mineral dust (Lu et al., unpublished observation). Taken together, all of 
these indings highlight the critical role of H3K9me3 demethylation in the development of 
lung cancer.

PERSPECTIVES AND CONCLUSION

As discussed above, the functional hallmarks of H3K9me3 include establishment 
and maintenance of constitutive and facultative heterochromatins, recruitment of the 
transcriptional repressor complexes at the active gene loci, and contribution to the 
microRNA-induced silent chromatin formation over a normally expressed euchromatic 
locus. Accordingly, it is mechanistically plausible to assume that any improper regulation of 
H3K9me3 will alter the chromatin structure, the stability of the transposons in the genome 
and the accessibility of the genome by the environmental DNA damaging or mutagenic 
agents. Because of its importance in the overall dynamics of the genome, abnormalities of 
the regulation of H3K9me3 will certainly make a causative contribution to both early and 
subsequent stages of cancer development. An intriguing question to be asked is whether 
changes in H3K9me3 can serve as a biomarker for diagnosis and prognosis of cancers. 
Many challenges still remain in understanding its function and regulation in malignant 
transformation of cells, carcinogenesis of the tissue, and tumorigenesis. Furthermore, there 
is an urgent need to assess the potential of targeting H3K9me3 or its regulatory signaling in 
cancer therapy.
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INTRODUCTION

Chromatin immunoprecipitation (ChIP) initially developed by Gilmour and Lis [1,3] 
and Solomon and Varshavsky [4] involves incubating living cells with formaldehyde to ix 
proteins to their DNA substrates inside the cells (Fig. 11.1). The crosslinked chromosomes 
are extracted and fragmented by physical shearing or enzymatic digestion. The speciic DNA 
sequences associated with a particular protein complex are then isolated by immuno-afinity 
puriication using a speciic antibody against the protein. The puriied DNA fragments are 
assayed by a variety of molecular techniques, such as Southern blot or polymerase chain 
reaction (PCR), to determine association of particular DNA sequences with the protein of 
interest [5,6]. A method to detect protein-DNA interaction sites in the yeast genome using 
DNA microarrays (ChIP-chip) was introduced in 2000 [7,8]. The commercial availability of 
high-density oligonucleotide arrays representing the entire human genome have facilitated 
comprehensive mapping of protein DNA interaction sites by ChIP-chip [9]. This genome-
wide approach to investigating protein-DNA interactions was extended by the adaptation of 
Serial Analysis of Gene Expression (SAGE) [10] technique to analysis of ChIP DNA [11,12]. 
Subsequently, technological advances in high throughput sequencing [13] (ChIP-seq) have 
opened a new chapter in ChIP-based analysis of gene control and epigenomics, allowing 
potentially improved cost effectiveness, and surveillance of the entire genome without the 
bias introduced by a pre-designed chip. Direct sequencing of ChIP DNA has also made 
it possible to interrogate a signiicant fraction of repeat elements in the genome that was 
technically inaccessible using DNA microarrays.

Chromosome conformation capture (3C), initially pioneered and developed by Dekker and 
co-workers, allows determination of interaction between any pair of loci across the genome 
inside intact cells [2,14]. Like ChIP, 3C utilizes formaldehyde crosslinking of intact cells 
to preserve genomic interaction for analysis (Fig. 11.1). Crosslinked chromatin is digested 
with a restriction enzyme and digested genomic DNA is ligated under dilute conditions 
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that favor intra-molecular ligation of crosslinked chromatin segments. Crosslinks are then 
reversed and the ligation mixture is puriied. 3C yields a genome-wide ligation product 
library in which each ligation product corresponds to a speciic interaction between the 
two corresponding loci that occur in the nuclei. Several extensions of 3C methods allow 
genome-wide interrogation of a particular sequence against the entire genome (4C) [15] 
and comprehensive region-wide mapping of looping interactions (5C) [16]. Combined with 
imaging techniques, these approaches allow reconstruction of folding and packaging of the 
genome in the nucleus that inluences gene activity and regulation.

FEATURES OF THE EPIGENOME

Various aspects of chromatin function and regulation across the entire genome have been 
analyzed by ChIP-based methods, and these approaches promise to yield more insights 

FIGURE 11.1 
Overview of ChIP and 3C techniques. Cultured or primary cells are treated with formaldehyde to chemically crosslink DNA-

binding proteins to their binding loci in situ. The crosslinked nuclei are processed for ChIP as outlined in the left panels or for 

3C as outlined in right panels. Nuclear DNA is fragmented to yield DNA segments with associated proteins (squares, triangles, 

and circles, here) still intact. Proteins of interest (black triangle, here) are selected for by immuno-affinity precipitation, and 

crosslinks are reversed. The resulting co-precipitated DNA is then analyzed by whole-genome microarray (ChIP-chip) or high-

throughput sequencing (ChIP-seq). For analyzing three-dimensional folding and looping, 3C employs crosslinked chromatin 

that has been restriction digested and ligated under dilute conditions for intramolecular ligation of DNA ends. The ligated DNA 

junctions are purified and analyzed by PCR, DNA microarrays, or sequencing. (Please refer to color plate section)
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regarding the dynamic structure and function of the epigenome. Applications have included 
basal transcription machinery, notably transcription factor IID (TFIID) [9]; a plethora of 
gene-speciic regulators such as estrogen receptor [17], p53 [12], and neuron-restrictive 
silencing factor (NRSF) [13]; and elements regulating chromatin structure such as CCCTC-
binding factor [CTCF) [18]. In addition, these techniques have successfully been applied to 
map histone modiications and to deine epigenetic states across the genome [19,20].

An especially complete map of histone marks in human primary CD4 T-cells has been 
provided by two related studies [19,20] (Fig. 11.2). Because of their global nature, these 
studies were able to uncover many novel and unexpected functions of histone modiications. 
While H3K27 and K9 di- and trimethylation (H3K27-me2 and -me3 and H3K9-me2 and 
-me3) were conirmed as repressive marks, monomethylation of these residues proved to 
be associated with active promoters. Additionally, H2BK5 monomethylation, a previously 
unexplored mark, was found to associate downstream of active transcription start sites. 
Exploration of CTCF binding sites and known active enhancers revealed enrichment 
for H3K4 methylation and H2A.Z at these elements [20], a inding which has also been 
demonstrated in CD133 hematopoetic progenitor cells [21]. As expected, several of the 
indings of these studies conirm on a whole-genome scale what was already known or 
suspected; for example di- and trimethylation of H3K4 are often found within 1 kb of the 
transcription start site of active genes [20].

Combining the data from these two studies, the authors identify 17 chromatin modiications 
that concurrently appear at 3286 active promoters (Fig. 11.2) [19]. While the signiicance of 
this “backbone” of modiications remains obscure, the elevated expression levels observed 
of backbone-modiied genes, and the relative absence of promoters with only 16 of the 
17 modiications, suggests that these form a single functional unit which establishes a 
transcription-friendly environment. While the discovery of the “backbone” modiications 
is important, additional experiments, such as sequential ChIP, are needed to conirm and 
explore the signiicance of this concordance of modiications that deine active euchromatin.

Histone modiications occurring at non-genic stretches of DNA such as pericentromeres, 
subtelomeres and gene deserts (stretches which are not near centromeres or telomeres, 
but nonetheless are depleted of genes) have also recently been scrutinized with somewhat 
unexpected results [22]. While inactivating marks H3K9-me2 and -me3 were abundant 
in gene deserts, surprisingly all other marks associated with dormant chromatin such as 

Active promoter marks Silent promoter marks
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FIGURE 11.2 
Enrichment of active and silent promoters for specific histone marks. Outline of the distribution of histone marks to 

active (left] versus silent (right) promoters. The 17 “backbone” active chromatin marks are shown in bold. me1, me2, me3  

mono-, di-, tri-methyl, respectively. Of note, these represent three separate, independent modifications of a given residue.  

ac  acetyl. Based on data from Barski et al. [20] and Wang et al. [19].
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H3K27me3 were not over-represented. H3K9 di- and tri-methyl marks were also found 
at pericentromeric DNA as well as centromere-speciic mark H4K20me3. H4R3me2 also 
localized to pericentromeres, which is unexpected in that H4R3 methylation has been 
identiied as an activating mark, although no differentiation has yet been made between 
mono-, di-, and tri-methylation. Similarly, activating marks such as acetylation of H2AK5 
(H2AK5ac) and H3K14 (H3K14ac) were found at subtelomeres, as well as silencing mark 
H3K27me2/3. A comparison of non-genic regions with regions near weakly, moderately, 
and strongly expressed genes was also very revealing. As expected, H3K9-me2 and -me3 were 
most strongly associated with non-genic stretches, and abundance of these modiications 
decreased with increased expression in genic areas. Indeed, trimethylation of this residue 
was virtually unique to non-genic regions. Conversely, H3K27me3 was most abundant at 
silent genic regions, with abundance at non-genic regions approximately equivalent to that 
found at moderately-expressed genes. This suggests that in this setting, H3K27me3 may be 
a temporary silencing mark, easily undone upon gene activation, whereas H3K9me3 may 
play a role in more permanent silencing. It should be noted, though, that in other settings, 
such as X-chromosome inactivation, H3K27me3 is associated with, though not suficient for, 
more permanent silencing [23].

Because histone modiications play a pivotal role in dictating gene expression, cells must 
have a reliable mechanism for segregating domains with active marks from those with 
inactive marks. CTCF is a ubiquitously expressed nuclear protein which under various 
contexts has been shown to act as a transcriptional activator [24], repressor [25], and 
insulator [26]. Surveying CTCF binding in primary lung ibroblasts (IMR90) by ChIP-chip 
revealed that half of almost 14,000 binding sites found were located near or in genes, while 
the other half were dispersed to inter-genic DNA. As CTCF functions as an insulator, there 
was a paucity of binding sites in regions containing clusters of co-regulated genes, but 
signiicant enrichment of CTCF at genes with multiple alternative promoters, where multiple 
activators may need to be separated from inappropriate targets. Furthermore, a fundamental 
containment pattern is revealed by analysis of the layout of CTCF sites relative to nearby 
genes. Essentially, one or more genes (average 2.5) were isolated from neighboring regions 
by a CTCF binding site on either side.

A number of distinct properties have been ascribed to CTCF, including enhancer blocking 
and chromatin barrier activity. Chromatin barrier activity of CTCF across the genome 
was explored using ChIP-seq data generated from HeLa, Jurkat, and CD4 T-cells 
[27]. Localization maps for H3K27me3 (repressive) and H2AK5ac (activating) histone 
modiications were aligned, and the boundaries between functional domains were identiied. 
Incidence of CTCF binding at these boundaries was then assessed, with the inding that 
4% (CD4 T-cell) and 2% (HeLa) of H3K27me3 domains had at least one edge within 
one kilobase of a CTCF binding site, and ~5% of CTCF binding sites in both cell types were 
within one kilobase of a domain boundary. Importantly, boundaries of these large extended 
heterochromatin domains can be missed if the number of mapped sequence tags in the 
ChIP-seq data set are not enough to saturate the heterochromatin domains, suggesting that 
perhaps an even greater percentage of CTCF binding sites correspond with boundaries. 
Nonetheless, no consensus DNA sequence was found to be unique to this limited number 
of barrier CTCF binding sites, and many of these CTCF barrier binding sites were cell-type 
speciic (58% occurring in only one cell type). These observations suggest that the insulation 
activity of CTCF might be deined by the genomic context such as activities of neighboring 
genes and their associated cis-regulatory (i.e. from the same chromosome) elements 
proximal to the insulator elements.

It has been thought that cell type-speciic programming is a result of differential engagement 
of regulatory elements, such as enhancers and silencers, with the promoters. However, 
discriminating between promoters and enhancers has been dificult due to their similar 
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molecular and epigenetic features (nucleosome-free regions, DNase hypersensitivity, mono-, 
di-, or tri-methylated H3K4) [28,29]. Several attempts have been made to map generalized 
enhancers by sequence motif, but these have met with variable success [30,31]. Recently 
several global studies have been performed using ChIP-chip to map putative enhancers 
in the ENCODE regions of the genome without prior knowledge of the transcription 
factors involved. The histone acetyltransferase p300/CBP was initially identiied as one 
of several factors recruited to the enhancer region upon gene activation [28,32]. Bing Ren 
and co-workers [33] analyzed p300 locations in HeLa cells before and after treatment with 
interferon gamma (IFN-). They found that the p300 binding sites resembled the general 
features of enhancers and these sites show enhancer activity in reporter assays. In addition, 
they were able to discriminate between enhancers and promoters by absence of H3K4me3 
at p300 sites, but a strong presence of mono-methylated H3K4. Extending this strategy of 
mapping transcriptional coactivators to identify enhancers, Visel et al. [34] mapped p300 
binding sites in mouse embryo forebrain, midbrain, and limb using ChIP-seq and evaluated 
their tissue-speciic activity by reporter assay. They found the vast majority of identiied 
enhancers were tissue-speciic, demonstrating the feasibility of mapping regulatory controls 
using ChIP for particular tissues throughout multiple stages of development. Extending the 
enhancer identiication strategy using differentiating histone marks, Bing Ren and co-workers 
[35] performed ChIP-chip on chromatin marks in a different set of ive cell lines to identify 
enhancers across the entire human genome. They observed that most active enhancers 
were speciic to one cell type. The enhancer maps thus far generated will be instrumental in 
identifying aberrant changes in programming in cancer cells as the disease state progresses. 
Computational and bioinformatic analyses of the comprehensive enhancer maps will also 
enable reconstruction of cis-regulatory network across the entire genome, to classify and 
reine various cis-regulatory modules, and to investigate the developmental and evolutionary 
landscape of these control elements.

EPIGENOME DURING DIFFERENTIATION

As the regulatory functions of many histone modiications are well deined, their roles 
in controlling cell differentiation and de-differentiation programs are beginning to be 
investigated with a greater interest and intensity. A number of recent genome-wide studies 
have analyzed the role of histone and DNA modiications in controlling the transcription of 
genes promoting or inhibiting differentiation in human embryonic stem (ES) cells [36–41]. 
These studies have unmasked global trends in the control of several classes of genes in these 
cells and their differentiated progeny.

The roles of histone H3K4 and H3K27 trimethylation in regulating expression and potential 
expression of genes have been recently investigated in mouse ES cells (mES) using ChIP-
seq [41], human hES3 cells using ChIP-PET [40], and human H1 ES cells using ChIP-chip 
[39]. Those promoters associated with only H3K4me3 demonstrated avid expression of 
their products, with approximately 80% of genes in this group being actively expressed 
in hES3 cells [40]. Conversely, association with H3K27me3, or with neither K4 nor 
K27 trimethylation (“neither”), was repressive. Genes in this category showed very low 
expression, with less than 1% of “neither” genes expressing in hES3 cells [40]. An unexpected 
product of these studies was the demonstration of a “bivalent” state, in which both H3K4 
and H3K27 are trimethylated at the same promoter [42,43]. This pairing of marks occurs 
throughout the stem cell genome, and is associated with a moderately-expressed state 
which is poised to resolve quickly to frank activation (H3K4me3-only) or deeper, more 
permanent silencing (H3K27me3-only or neither mark) [39–41]. In a genome-wide survey 
of bivalently marked promoters in mES cells upon differentiation to neural progenitor cells, 
only 8% retained a bivalent mark, while 46% were promoted to H3K4me3 only, and 40% 
were left with either H3K27me3-only or neither mark. The function of each gene was most 
deterministic of its fate: genes with functions speciic to the new cell type were activated, 
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while unrelated genes were suppressed [39,41]. Because of the global nature of these 
studies, a breakdown of each promoter class by ontological family was possible. Promoters 
marked by only H3K4me3 tended to be housekeeping genes such as those associated 
with proliferation or metabolism [37,39–41]. In contrast, promoters with neither methyl 
mark enriched for genes expressed only in highly differentiated cell types such as olfactory 
receptors and immune response factors [39,40]. Bivalent promoters were most often found 
associated with genes for developmental transcription factors and morphogens [39–41], 
poised to be activated if cell-type appropriate or more permanently silenced if not. Finally, 
it should be noted that the exact nature of bivalent markings cannot be fully elucidated by 
ChIP-based techniques as they are unable to distinguish between two co-existing marks at a 
single promoter in the same cell and two exclusive marks at a single promoter each arising 
alone, but in parallel sub-populations of cells.

Complementary to histone modiication, methylation of CpG sites on DNA represents 
another side of the gene-regulation coin, and two recent studies have provided insight 
into global trends of this modiication in ES and differentiated cells. The irst sequenced 
genome-wide in mouse ES cells by bisulphate sequencing [36]; the second employed 
antibodies against methylated DNA to survey mouse ES cell promoters in a ChIP-chip assay 
[38]. Two classes of promoters were deined, those with high CpG density (HCP) which 
often contained a CpG island, and those with low CpG density (LCP). The likelihood of 
methylation at a speciic CpG was inversely correlated with CpG density: at HCP promoters 
incidence of methylation was less than 1%, whereas ~90% of CpGs at LCPs carried this mark 
[36]. A similar trend of hypermethylation at CpG-poor promoters and hypomethylation at 
CpG-islands was also observed in human somatic tissues; however, methylation status of 
the promoter was not a strict indicator of gene expression levels [44]. Ontologically, greater 
than 50% of the unmethylated genes coded housekeeping genes, while methylated genes 
were enriched for specialized products such as sensory receptors and cell signaling molecules 
[38]. Strikingly, methylation of DNA and histones seems to be anti-correlated: of H3K4me3-
modiied genes (alone or bivalent), only 40–50% have DNA methylation; conversely 87% of 
genes lacking both histone marks show CpG methylation [38,41]. Furthermore, the presence 
of H3K4me2 seems to be a strong predictor of decreased DNA methylation levels [36,44]. 
From these observations, a global model becomes apparent, in which histone and DNA 
modiications work synergistically to drive or repress transcription in a developmentally- 
appropriate way. As HCPs are generally unmethylated, histone modiications play a 
prominent role in their regulation. Upon differentiation, however, more permanent silencing 
by DNA methylation occurs where appropriate. Concurrently, at DNA methylation-prone 
LCPs, regulation is less dependent on histone methylation, and more so on dynamic 
methylation and demethylation of DNA [36].

A separate study of promoter CpG and H3K27 methylation during differentiation of 
mouse ES cells to glutamatergic pyramidal neurons further reinforces this model [45]. 
Speciic attention was given in this study to the fate of bivalently-modiied, CpG island-
containing ES cell promoters. Such promoters were signiicantly more likely to acquire 
DNA methylation during differentiation than other promoters, and the likelihood of DNA 
methylation was linked to histone modiication fate: promoters resolving to H3K27me3 
only were more likely to gain CpG methylation than those promoters resolving to H3K4me3 
only. Furthermore, a great deal of plasticity was observed with regard to gain or loss of 
H3K27 methylation during differentiation, and in some cases this modiication seemed 
to be used for temporary de-activation of genes. This was particularly true of several genes 
speciic to glutamatergic pyramidal neurons, which acquired H3K27 methylation upon 
differentiation from ES cell to neuronal progenitor, but then were again demethylated when 
these progenitors differentiated to their terminal form. These indings again suggest that 
DNA methylation and histone modiication are used in concert to carry out the complicated 
genetic programming of differentiation.
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In addition to their role regulating stem cell differentiation, histone modiications also 
play an integral part in regulating differentiation further down the developmental tree, for 
example in hematopoetic stem and progenitor cells. Cui et al. [21] have investigated dynamic 
patterns of histone modiication during differentiation of CD133 progenitor cells into 
CD36 erythrocyte precursors. They found that a signiicant number of bivalent genes in 
the progenitor cells retained their bivalent state upon differentiation (24%, whereas in ES 
cells only 8% remained bivalent), but nonetheless 53% lost the H3K4me3 mark (potentially 
deactivating) and 19% lost the H3K27me3 mark (potentially activating). Among the 
up-regulated group were factors important for oxygen transport, while the down-regulated 
group included factors related to immune response and cellular defense such as IRF1, STAT1, 
and STAT2. Of note, there were also signiicant changes to other developmental genes such 
as HOXA5, 7, 9, and 10 which lost activating marks and acquired repressive H3K27me3, and 
HOXB5 and 6 which exchanged H3K4me3 for H3K27me3.

In addition to bivalent histone trimethylation, there also seems to be a role for H3K4 
dimethylation (H3K4me2) in poising genes for expression in mouse hematopoetic 
progenitor cell lines (U-EML cells) [37]. As would be expected, H3K4me3- and H3K4me2-
associated promoters drove gene expression at a high rate (79% expression). However, genes 
associated with only H3K4me2 were signiicantly under-expressed by comparison (21% 
expression). Of note, many genes related to hematopoiesis fell into this latter group. Upon 
differentiation to an erythroid line (E-EML), H3K4me2/H3K4me3– genes demonstrated 
a bimodal behavior, with erythroid-speciic genes gaining H3K4 trimethylation, and those 
speciic to myeloid and lymphoid cell types remaining H3K4me2/H3K4me3– or losing 
H3K4 methylation altogether. Thus, H3K4 dimethylation provides another mechanism by 
which genes can be “poised” in multipotent progenitor cells. Interestingly, mouse ES cells 
lack H3K4me2/H3K4me3–associated promoters, indicating that these genes must acquire 
their poised state at some point during the differentiation from stem cells to hematopoietic 
progenitor cells.

Even after a hematologic cell’s lineage has been determined, histone modiications continue 
to play a role in differentiation of speciic subtype. The maturation of naïve CD8 T-cells to 
memory T-cells involves increased H3K4 trimethylation at 486 genes, and increased H3K27 
trimethylation at 271 [46]. Of those genes gaining H3K4me3, 434 show an immediate 
up-regulation, but the other 52 remain poised, only increasing in expression once the 
resting memory T-cell is activated. There is also a role for histone modiication in CD4 cell 
differentiation, but this role seems more limited. An analysis of modiications in naïve CD4 
cells in comparison with Th1, Th2, Th17, and Treg CD4 cells reveals that most H3K4 and 
H3K27 trimethylation islands are conserved among all Th cell types [47]. Only T regulatory 
cells contained a signiicant number of unique modiication islands. Furthermore, although 
expression of type-speciic signature genes (for example Il17a in Th17 cells) was associated 
with H3K4me3 modiication, the H3K27me3 mark was not generally associated with 
repression of signature genes speciic to other cell types.

CANCER EPIGENOME

More recently, genome-wide ChIP technologies have been used to study somatic cell 
de-differentiation into neoplastic cells. Much of this effort has been focused on leukemia, 
as has recently been reviewed [48]. A combined survey of CpG methylation using HELP 
(HpaII-tiny fragment Enrichment by Ligation-mediated PCR), H3K9 acetylation using ChIP-
chip, and global gene expression in 2 ALL (acute lymphoblastic leukemia) strains and 3 
AML (acute myeloid leukemia) strains has suggested signiicant variation in gene expression 
patterns between these two diseases [49]. One-hundred ninety genes showed different 
methylation patterns, 374 had differential H3K9 acetylation, and over 1300 had differential 
expression levels between ALL and AML cells.



166

SECTION III  

Epigenetic Technology

In another study, the role of the leukemia-associated MLL-AF4 fusion protein was studied 
in SEM cells, a B-cell ALL cell line which is known to express this fusion protein due to a 
t(4,11) translocation [50]. Two-hundred twenty-six binding sites were detected, including 
126 previously unrecognized binding sites in gene-associated areas, and including sites near 
PROM1 (CD133), RUNX1, ETV6 HoxA9, and FLT3 all of which are known hematopoetic 
transcription factors. The functional effect of this binding was assessed by expression analysis 
in 132 ALL strains. Of those expressing MLL fusions, over 66% showed elevated expression 
of these hematopoetic genes, whereas a signiicantly lower percentage of non-MLL fusion 
strains over-expressed these genes. Finally, as MLL is known to be an H3K4 methyltransferase 
associated with transcription elongation, localization of the elongation factor ENL and 
elongation-associated marks H3K79me2 and H3K4me3 was carried out in SEM cells. ENL 
was found to be mis-targeted to MLL-fusion binding sites including the HOXA locus, and the 
histone modiications aberrantly co-localized with 98% of MLL-AF4 binding sites.

Meanwhile, Ke et al. [51] have investigated the role of H3K4 and H3K27 trimethylation 
patterns in metastatic prostate cancer. Using ChIP-chip with promoter arrays, they identiied 
an approximately similar number of H3K27me3 sites in metastatic prostate cancer line 
PC3 and benign prostate line EP156T (36,922 and 34,480). Of note, though, while the 
number of H3K27me3 sites was similar, there was little overlap in the actual locations of 
this modiication. In contrast, the number of H3K4me3 sites in PC3 cells was signiicantly 
less than in the benign cells, but those remaining largely overlapped between the two cell 
types. To demonstrate the effect of modiication changes, the expression of affected genes 
was assayed by microarray. Changes from H3K4me3-only in benign cells to H3K27me3-only 
in malignant cells or vice versa were the most infrequent changes observed, but were also 
associated with the greatest change in expression level. In contrast changes from H3K27me3-
only to neither mark or H3K4me3-only to both marks were most common, but had only 
small effects on expression. Interestingly, genes coding cell-to-cell contact machinery were 
among those with a signiicant increase in H3K27me3 and decrease in H3K4me3 with 
corresponding decrease in transcription in metastatic cells. This group includes desmosome-
associated products plakophilins, desmoplasmin, PERP, desmocollin, and desmoglein, and 
gap junction-associated GJB family genes. As these factors function to maintain cohesion 
between cells, their down-regulation may be necessary for metastatic cells to disjoin from the 
primary lesion. Finally, as may be expected, various developmental loci also showed changes 
in expression and histone modiication during oncogenesis, including HOXA (down-
regulated), and HOXC (up-regulated) [51].

Thus, it seems that genetic programs for differentiation and similarly de-differentiation are 
at a very fundamental level carried out by epigenetic modiications and de-modiications 
of DNA and histones, to effect expression or silencing of developmental and proliferative 
factors. As we learn more about the effects of individual modiications and their exact role 
in developmental programs, we will be able to more effectively counter malfunctions in the 
programs, with positive impact on the diseases that these malfunctions cause.

PHYSICAL ORGANIZATION OF THE GENOME

Chromosomes are folded and packaged within the limiting nuclear volume, and their 
spatial arrangement within the nucleus plays roles in gene regulation, chromosome 
segregation, genome stability, and other aspects of chromosome behavior. Packaging of the 
chromosomes into heterochromatin and euchromatin affects not only the activity of the 
underlying sequence but its location within the nucleus. Heterochromatin is often localized 
to the periphery of the nucleus and/or in distinct structures known as Polycomb bodies. In 
contrast, euchromatin is found in the nuclear interior and associates with transcriptional 
factories and chromatin hubs [52–54]. This general positioning of the chromatin within 
the nucleus can also be regulated developmentally to generate an inverted orientation of 
euchromatin at the nuclear periphery and heterochromatin in the nuclear interior [55]. 
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Understanding the mechanisms of packaging and segregating of distinct chromatin domains 
into large organized centers of transcriptional repression and activation is the next frontier 
of epigenomics. Technical advances in cellular visualization methods such as luorescence 
in situ hybridization (FISH) and immunoluorescence-FISH (immuno-FISH) have enabled 
the scanning of sequences or regions that are anchored by heterochromatin or euchromatin-
forming proteins [56]. Development of chromosome conformation capture (3C) and related 
technologies has enabled molecular views of nuclear packaging and location [14,57].

The interphase nucleus is well compartmentalized, with chromosomes occupying discrete 
territories and various regulatory proteins present in speciic nuclear bodies [58]. Gene-rich 
chromosome regions are presented deeper within the nucleus than gene-poor regions, which 
are closer to the nuclear laminae which line the inner surface of the nuclear envelop [54]. 
Recently, nuclear lamina associated genomic regions were investigated with DamID (DNA 
adenine methyltransferase identiication), which detects potential protein interaction sites 
for a protein by analyzing DNA adenine methylation in cells that express the protein of 
interest fused to the E. coli DNA adenine methyltransferase [59]. Consistent with cytological 
observations, DamID analysis of the nuclear membrane protein Lamin B1 and its associated 
emerin indicated that a majority of the lamina-associated chromatin is gene-poor, repeat-
rich, and enriched in the H3K27me3 silencing mark [60]. Additionally, the genes in these 
lamina-associated domains were less likely to recruit RNA Polymerase II or activating histone 
marks, indicating a low transcriptional activity within these domains. In addition, knock-
down of Lamin B1 resulted in the gain of AcH3 and almost complete loss of H3K9me2 
in these normally heterchromatic regions [61]. These results are consistent with previous 
observations that genes proximal to the nuclear lamina are often, but not exclusively, 
transcriptionally repressed [62–64]. Similar to the radial arrangement of gene dense and 
gene poor chromatin in the nuclei, 3D architectural and spatial interrelationships of 
different histone lysine methylation sites in various human cell types have been investigated. 
Trimethyl-H3K4 and monomethyl-H4K20 were largely restricted to active chromatin-
containing nuclear zones, while trimethyl-H3K27 and trimethyl-H3K9 were arranged distinct 
from the nuclear zones, showing clear separation of these regions. [65–67].

Polycomb group (PcG) proteins accumulate in the pericentric heterochromatin structures 
within the nucleus known as Polycomb bodies, which have already been mentioned. Genes 
located within these bodies are stably silenced [68,69]. ChIP analyses using antibodies for 
repressive histone marker H3K27me3 and PcG proteins have determined that their post 
translational modiications are essential for both the localization to nuclear bodies in vivo 
and transcriptional repression of target genes during development [70–72]. Promyelocytic 
leukemia protein nuclear bodies (PML-NBs) are discrete nuclear structures analogous to PcG 
bodies. Recent evidence suggests that PML-NBs are sites of multiple levels of transcriptional 
regulation [73]. The transcription factors and regulators dynamically localize to these bodies 
[74,75]. PML-NBs are non-randomly associated with gene-rich and transcriptionally active 
loci. For example, active genes on the X chromosome interact with PML-NBs more often 
than their homologs on the inactivated chromosome [76]. PML-NBs are also associated with 
transcriptional repression. Transcriptional repressors and heterochromatin proteins (HP1) 
co-localize with these PML-NBs [77,78]. In addition, PML-NBs are found near centromeric 
regions and are involved in establishing condensed heterochromatin [79–81]. Furthermore, 
recent studies of the Major Histocompatibility Complex (MHC) locus indicates that PML-
NBs can regulate transcription by organizing the locus into different high-order chromatin-
loop structures that are actively transcribed [82].

Active RNA polymerases are anchored to a nuclear substructure to form transcription 
factories and serve as an important organizing center in the nucleus [56,83]. These 
transcription factories can be visualized with antibodies for the phosphorylated form of 
RNA polymerase II, which marks the sites of active transcriptional elongation [84]. Recent 
studies using visual data from FISH and chromosome conformation capture (3C) have 
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shown that tissue-speciic genes that are widely separated in the genome can localize to the 
same transcriptional factory [85,86]. Osborne et al. showed that hybridization signals from 
-globin transcription co-localize with signals from Eraf, another erythroid-speciic gene, 
via a cis interaction; that is, they are located on the same chromosome, but are separated 
by 25 Mb. Similarly long-range interactions and co-localizations can also occur between 
different chromosomes in trans.

Differential association and interaction across the genome within speciic subnuclear 
structures are regulated events that inluence gene activity and regulation and are exempliied 
by developmental expression of the murine Th2 cytokine gene and the interferon- (IFN) 
gene which is coincident with regulated co-localization of these loci on chromosome 11 
and 10 [86]. Another example of regulated co-localization of co-regulated genes involve the 
proto-oncogene Myc and immunoglobin heavy chain (Igh) gene. During immediate early (IE) 
gene induction in mouse B lymphocytes, the Myc gene on chromosome 15 in the mouse 
genome rapidly relocates to the same transcription factory that is transcribing its oncogenic 
translocation partner Igh gene on chromosome 12. This observation suggests that nuclear 
proximity might be a factor in recurrent genomic rearrangements in cancers [87–89]. These 
studies highlight various mechanisms that mediate differential localization and long range 
interactions that underlie transcriptional regulation.

CONCLUSION

The spatial organization of genomic DNA in the nucleus thus represents the next frontier in 
functional genomics and epigenomics. Extension of 3C analysis to the entire human genome 
coupled with advances in imaging and FISH techniques promises to provide us with a global 
understanding of how the entire genome is packaged into the nucleus and how the resulting 
three dimensional topology of the genome inluences its activity. Combined with detailed 
genome-wide maps of heterochromatin and euchromatin, an unprecedented molecular view 
of gene activity, epigenetic structure, and 3D organization of the genome will be possible.
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INTRODUCTION

Epigenetics is currently one of the most rapidly developing areas of molecular biology. 
Remarkable technological progress has enabled genome-scale analysis of epigenetic 
mechanisms. The analysis of epigenetic data has challenged computational bioscience, and 
computational methods have already been involved in the analysis of epigenetic questions. 
Nucleotide sequence shows how the genetic program is read. Epigenetic information is 
encoded as chemical modiications of cytosine bases and histone proteins that assist genome 
condensation. These modiications regulate the way the genome is converted at different 
stages of cell growth in various tissues and morbidity conditions by inluencing DNA 
availability via the structure of the chromatin [1–3]. In recent years, enormous progress in 
the ability to characterize widespread epigenetic modiications has taken place, and novel 
patterns of genome regulation have begun to emerge.

EPIGENETIC DATA GENERATION AND ANALYSIS

Chromatin immunoprecipitation (ChIP) is a powerful tool used to study protein–DNA 
interaction and chromatin changes associated with gene expression. As such, it can be 
used for the collection of epigenetic data that cover the entire genome. This technique 
enables enrichment of DNA fragments bound to speciic proteins and the identiication of 
the speciic sequences of these fragments using microarrays that encompass the genome 
(tiling arrays) or next-generation DNA sequencing (Fig. 12.1). A third technique, bisulite 
sequencing, is limited to the detection of DNA methylation, and we recommend the original 
research of Hajkova et al. [4] and the review reported by Zilberman and Henikoff [5] for 
further details of this technique.

ChIP-on-chip Technique

ChIP-on-chip employs chromatin immunoprecipitation (ChIP), which is used to enrich 
for speciic DNA fragments, and genome tiling microarrays to discover differences between 
tested and control DNA. To start, cells are treated with formaldehyde to crosslink proteins 
and their bound DNA. Next, chromatin is extracted and cut into smaller fragments of 

12
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about 500 base pairs. The size of the fragments limits the resolution of the method. 
Certain fragments are enriched using antibodies against modiications of histones or 
chromatin proteins. Subsequently, DNA is released from these fragments and hybridized 
to genome tiling microarrays. Regions that are signiicantly over-represented in DNA 
immunoprecipitates compared to control DNA are presumed to be epigenetically modiied 
or bound to proteins in accord with the type of antibody used. In a ChIP-on-chip variant 
called methyl-DNA immunoprecipitation (MeDIP) [6], puriied DNA is subjected to 
immunoprecipitation using antibodies against methylated cytosine. This technique allows 
for the creation of genome-scale DNA methylation maps. Although these methods are 
used in many laboratories around the world, the quality of the antibodies used requires 
a thorough examination, a condition not always fulilled. Moreover, background noise 
resulting from cross hybridization and varying afinities of different oligomers requires 
consideration during data processing.

ChIP-on-chip Data Processing

A dificult statistical problem is to differentiate the signal from the noise within data 
generated by ChIP-on-chip. Although numerous techniques have been developed that 
employ averages calculated with sliding window methods [7] and hidden Markov models 
[8,9], these techniques are all characterized by a signiicant frequency of errors. They are 
also not adjusted to properties typical of the wide domains characteristic of many epigenetic 
markers. The lack of reproducibility of genome-wide ChIP-on-chip experiments may be 
partially of technical origin [10,11] and depends to a signiicant degree on the selection of 
proper statistical models and enrichment-separation ilters. Another important factor is 
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FIGURE 12.1 

The identification of protein–DNA interactions on a genome-wide level can be performed by chromatin immunoprecipitation 

(ChIP) based on microarrays (ChIP-on-chip) or next-generation sequencing technology platforms (ChIP-Seq). Adapted by 

permission from Macmillan Publishers Ltd: Leukemia 2009.
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that ChIP analysis permits the detection of rarely occurring protein–DNA interactions that 
may not be physiologically signiicant. A recent study [12] has resulted in the observation 
that most tightly bound sites are a much better foundation for predicting gene expression 
patterns than regions that are less tightly bound. This suggests that ChIP experiments 
analyzing the interactions of a single factor may be an ineficient way of characterizing 
regulatory functions of the binding protein. However, inclusion of ChIP data for another 
binding protein, such as a cofactor or related epigenetic mark, may enhance the power of 
prediction.

An important element in the interpretation of ChIP results is the level of correlation between 
the binding site or epigenetic mark and the biological context. The context can be deined as 
the dominant cell cycle phase of a given population of cells, the differentiation and viability 
status of the cell, tissue or organism, and the evolutionary diversity between species. When 
binding regions or epigenetic marks are very dynamic and easily succumb to the inluence  
of these factors, the formulation of general principles becomes much more dificult. Some of 
these principles were determined before the sequencing of the human genome, for example 
the idea that transcription is controlled mainly by regulatory sequence fragments usually 
located upstream of the target sequence. This idea contributed to the development of the 
promoter arrays used in ChIP-on-chip experiments. It also had an impact on subsequent 
data analysis, especially the correlation between transcription factor binding sites and 
modiications of gene expression. A good example comes from the studies of Guttmann 
et al., who identiied large non-coding RNAs by determining the location of H3K4me3 
and histone H3 trimethylated at lysine 36 (H3K36me3) [13]. In another study, Mikkelsen 
and co-workers used genome-wide chromatin-state maps of mouse embryonic stem cells, 
neural progenitor cells, and embryonic ibroblasts to observe chromatin changes during the 
development of immature cells into adult tissue [14].

Recent studies carried out by the Encyclopedia of DNA Elements (ENCODE) Project 
focusing on 1% of the human genome (30 Mb) have yielded surprising new insights into the 
regulatory mechanisms of gene expression [15]. ENCODE focused on a set of 44 genome 
regions with the aim of identifying functional elements in the human genome. This enabled 
the identiication of promoters of previously known transcripts as well as novel ones. Due 
to its non-tendentious multi-group approach, ENCODE questioned certain dogmas that 
were the basis of previous interpretations of ChIP data [15]. Most bases in the human 
genome are associated with at least one primary transcript, and transcripts from completely 
separate regions may link to form a molecule that encodes a protein. Moreover, chromatin 
accessibility and histone modiications are positive factors that enable the prediction of 
transcription start sites and their activity. Additionally, regulatory sequences surrounding the 
transcription start site are located symmetrically around it and have a decreased tendency to 
be in upstream regions. These observations illustrated that most functional DNA sequence 
elements are not actively inluenced by evolution. These elements are neutral, and even 
though their biological activity yields no speciic advantages to the organism, they may 
provide raw material for subsequent stages of natural selection and the emergence of new 
species.

A prominent example of the comprehensive toolbox for microarray data analysis, including 
ChIP data, is Bioconductor (www.bioconductor.org) [16]. The Bioconductor initiative 
is devoted to the development of software and algorithms for statistical analysis and 
visualization of high-throughput experimental data. The programs are written in R and are 
an open source that is freely available to the scientiic community. Bioconductor consists 
of so-called containers and worklows for the initial processing and subsequent analysis of 
high-throughput data. Containers have been deined for the processing and management 
of metadata in the Minimum Information about a Microarray Experiment (MIAME) data 
model [17]. Moreover, containers enable the management and analysis of sample-level 

www.bioconductor.org


176

SECTION III  

Epigenetic Technology

data and custom metadata about samples. The mapping of large quantities of annotations 
between proprietary probe identiiers and public database or ontology identiiers can also be 
performed.

ChIP-Seq Methodology

ChIP-Seq [18–20], which unites ChIP with next-generation sequencing technologies, may 
replace ChIP-on-chip and become the predominant means of identifying genome-wide 
protein-DNA interactions in humans. The range of applications, high resolution, and cost-
effectiveness of ChIP-Seq together with its ability to sequence millions of bases within a few 
days will allow the mapping of protein-DNA interactions on a genome-wide scale.

DNA fragments obtained by ChIP are sequenced directly in ChIP-Seq using next-generation 
DNA sequencers, such as the Illumina Genome Analyzer. Although the length of the analyzed 
DNA may range from 200 bp to 1 kb, only the irst 36–100 nucleotides at the end of the 
DNA fragment are typically sequenced. The short reads are aligned to the reference genome 
and only those reads (tags) that match are used for further analysis. Typically, genome tags 
obtained with high frequency are considered as transcription factor binding sites [18–20].

Although this approach aids in the correct identiication of binding sites, the short length of 
the reads presents a challenge in terms of the ability to localize the binding sites to a speciic 
genomic location. Moreover, the resolution of the identiied binding sites may even be equal 
to the length of the tested DNA, if not longer. Additionally, transcription factor binding sites 
are often clustered in critical regulatory regions and are thus located close to one another. To 
understand the structure of regulatory elements and to describe the inluence of each binding 
site or transcription factor, it is necessary to develop sensitive and precise methods for the 
identiication of protein–DNA binding sites. Additionally, such methods should be both 
reliable and adaptable to enable the control of elements such as antibody speciicity and 
sequencing errors that inluence data quality. Nevertheless, the enhanced spatial resolution 
of next-generation sequencing has greatly facilitated the genome-wide identiication of 
binding sites for transcription factors and their sequence motifs. This elevated resolution 
becomes especially relevant for studies of the nucleosome. As a result, a number of studies 
have attempted to systematically investigate patterns of nucleosome positioning, histone 
variants, and modiications [19,21–24].

Calculation Algorithms for Epigenetic Data Extraction  
from ChIP-Seq Experiments

Many unsolved problems limiting the widespread application of ChIP-Seq are related 
to the manipulation and interpretation of the data obtained from next-generation DNA 
sequencing devices. The tools usually used for sequence alignment are based on the Smith-
Waterman alignment algorithm, ensuring a precise and optimal solution, and on the Basic 
Local Alignment Search Tool (BLAST), which guarantees a fast and almost optimal solution 
[25,26]. Even though the BLAST algorithm undergoes continual modiications [27,28], the 
strategy on which this algorithm is based is unsuitable for fast alignment of short fragments 
to the genome of origin. Although these methods offer a wide range of capabilities, the 
amount of time required to process millions of fragments is signiicant, and thus these 
methods are not suitable for highly eficient sequence identiication. Fortunately, a new 
generation of programs optimized for aligning short reads was created for this purpose.

ELAND (Eficient Local Alignment of Nucleotide Data) by Illumina is the most popular tool 
employed for alignment. It can quickly identify the starting point of a short sequence if there 
is unequivocal alignment with a maximum of two differing bases. If this condition is not 
fulilled and there are a few equally probable starting points for a given fragment, a result 
is not presented. In the case of many mammalian DNA datasets, this procedure enables the 
identiication of only 50–65% of fragments [18,20]. This identiication frequency results 
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from the inability of ELAND to align sequences containing insertions or deletions (so-called 
gapped alignment), and the algorithm limits the number of mis-calls (SNPs or sequencing 
errors) that may be accepted in an alignment. It is expected that the ratio of the number of 
mapped fragments to the number of all sequenced fragments will improve as new methods 
for short read alignment are developed.

Many competing software packages, summarized in Table 12.1, have already been offered. 
For example, Maq and Bowtie use a computational strategy known as “indexing” in order 
to accelerate their mapping algorithms. Maq utilizes spaced seed indexing and builds 
assemblies by mapping shotgun short reads to a reference genome, using quality scores 
to derive genotype calls of the consensus sequence of a diploid genome. Maq makes full 
use of mate-pair information and estimates the error probability of each read alignment 
[29]. Bowtie indexes the reference genome using a scheme based on the Burrows–Wheeler 
transform and the FM Index [30]. The program aligns a read one character at a time to the 
Burrows–Wheeler-transformed genome. Each successively aligned new character allows 
Bowtie to winnow the list of positions to which the read might map. Each of these programs 
has certain advantages, and many can perform more sophisticated functions, including 
mapping one fragment to multiple starting points and encompassing insertions and 
deletions. For these reasons, such programs are gaining dominance over the ELAND software 
for reading short sequences.

Another major problem in the use of short reads occurs during data interpretation. A 
method has been invented [20] in which a minimum threshold of sequence tags based on 
ROC analysis [31] must be present within 100 base pairs. Another method takes advantage 
of so-called peaks, where examined sequences should widen to the average length of the 
precipitated DNA fragments and the number of observations of each base in each widened 
sequence is displayed in histogram form in which peaks are identiied [18]. Peaks that are 
above the false detection threshold are preserved. Both methods allow for a quick scan 
of the genome for enriched regions representing binding sites. An advantage of the latter 
method is the simplicity of the graphic presentation of the peaks or sequenced reads, which 
makes it relatively easy to visually interpret the results. However, in situations where binding 
site sequences overlap or when secondary interactions occur, the peaks may become more 
complex, which makes the identiication of the actual binding site of a given protein more 
challenging. Moreover, as sequencing depth increases, fragments derived from non-speciic 
binding start to gather on the limbs of each peak and impede the identiication of peak 
boundaries.

The shortness (at present 36–100 bp) of the sequences obtained with the Illumina 
technology constitutes the next challenge for data interpretation. Short reads often result in 
an insuficient number of sequences capable of predicting the actual genomic starting point 
of the DNA fragment. This insuficiency is due to ambiguity deriving from sequences that 

TABLE 12. 1 Selected Short-read Analysis Software

Program Website Open  
Source?

Handles ABI  
Color Space?

Maximum Read 
Length

Bowtie http://bowtie.cbcb.umd.edu Yes No None
BWA http://maq.sourceforge.net/bwa-man.shtml Yes Yes None
Maq http://maq.sourceforge.net/bwa-man.shtml Yes Yes 127
Mosaik http://bioinformatics.bc.edu/marthlab/Mosaik No Yes None
Novoalign http://www.novocraft.com No No None
SOAP2 http://soap.genomics.org.cn No No 60
ZOOM http://www.bioinfor.com No Yes 240

Adapted by permission from Macmillan Publishers Ltd: Nat Biotechnol 2009.

www.novocraft.com
www.bioinfor.com
http://bowtie.cbcb.umd.edu
http://maq.sourceforge.net/bwa-man.shtml
http://maq.sourceforge.net/bwa-man.shtml
http://bioinformatics.bc.edu/marthlab/Mosaik
http://soap.genomics.org.cn
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are repeated in the genome. Similarly, entire regions that do not exist in a genome may be 
sequenced, or an obtained sequence may contain so many mutations that it has insuficient 
similarity to the analogous site in the genome of interest. Each of these situations causes data 
loss due to an inability to interpret certain subsets of results obtained during data analysis. 
This issue will probably be solved when the Illumina technology improves or competitive 
technologies enabling the use of longer sequence reads are introduced to the market. The use 
of the paired-end read protocol during DNA sequencing is another potential solution to the 
problem that can deliver additional fragments and allow better identiication of the origin of 
DNA fragments.

Recently, ShortRead, as an extension of the Bioconductor suite for initial analysis of short-
read DNA sequences, has been released [32]. The main features of ShortRead include data 
input, quality assessment, data transformation, and access to downstream Bioconductor 
analysis options. The package allows input of diverse sequence-related iles into R and output 
of common data formats. There are also quality assessment tools and an HTML-based report-
generating feature.

EPIGENETICS OF CpG ISLANDS

CpG islands (CGIs) are regions of the genome that contain a large number of CpG 
dinucleotide repeats. In mammalian genomes, CpG islands usually extend for 300–3000 
base pairs. They are located within and close to sites of about 40% of mammalian gene 
promoters. It is estimated that in mammalian genomes about 80% of CpG dinucleotides 
are methylated. However, CpG dinucleotides in regions abundant in GC pairs, such as 
CpG clusters and CpG islands (CGIs), are usually unmethylated, and this is an important 
feature of gene promoters and gene expression control [33]. Although most CGIs linked to 
promoters are non-methylated, recent studies have revealed that the majority of CGIs may be 
completely methylated in normal cells [34,35].

Numerous algorithms have been formulated [36–40] to identify CGIs. These algorithms may 
be divided into two groups: (i) traditional algorithms based on three parameters (length, 
number of GC pairs, and the ratio of observed to expected number of CpG dinucleotides) 
and (ii) algorithms based on the statistical properties of sequences that do not employ the 
three criteria used by traditional algorithms.

The irst traditional algorithm was postulated by Gardiner-Garden and Frommer [37], and 
its criteria include: length over 200 base pairs, over 50% GC pairs, and a ratio of observed 
to expected number of CpG dinucleotides over 0.60. However, many repetitive elements 
that commonly occur in genomes (such as Alu repeats) also meet these criteria. To avoid 
this problem, non-repeating parts of the genome were exclusively used to search for CGIs 
[41]. This algorithm was subsequently modiied with more stringent criteria, such as length 
over 500 base pairs, over 55% GC pairs, and a ratio of observed to expected number of CpG 
dinucleotides over 0.65 [36]. Lately, two algorithms have been formulated (CpGcluster and 
CG clusters) that use statistical sequence properties and do not impose a priori conditions 
regarding sequence length. CpGcluster detects CpG clusters through statistical signiicance 
based on the physical distance between neighboring CpG dinucleotides in a chromosome. 
This program assumes that the distances between neighboring CpGs are different in a CGI 
than in other regions [40]. CG clusters are deined as fragments rich in CG detected on the 
basis of empirical reference points speciic for different species. Recently, progress has been 
made in research on DNA methylation in chromosomes and whole genomes due to the 
rapid advancement of sequencing technologies [42]. By means of experimentally veriied 
data concerning DNA methylation, researchers predicted methylation status based on 
sequence features in the vicinity of CGIs, such as transcription factor binding sites, DNA 
sequence motifs, and repetitive elements [43–45]. This research signiicantly improved our 
comprehension of the relationship between CGIs, DNA structure, and methylation status.
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CGIs constitute a ield of interest with regard to methylation proile detection in large-scale 
experiments using various platforms. In most studies on CGI annotation, the Gardiner-
Garden and Frommer algorithms were employed [46–48]. Although a resolution of one 
base provides the most useful information, it has been recently suggested that, with regard 
to the currently available microarray-based platforms, it might be suficient to determine the 
average level of methylation in sites rich in CpG dinucleotides [49].

CONCLUSIONS

The continually increasing eficiency and declining cost of next-generation sequencing will 
soon enable researchers to study the epigenomes of hundreds of individuals and thus enable 
the study of epigenetic variability in the human population. Such investigations will provide 
a challenge for bioinformatics analysis, as large sets of data will have to be processed in 
comparative studies, including data regarding haploid gene expression variability. Until now, 
epigenetic research has focused mainly on modiications of chromatin structure through 
changes in interactions between proteins and DNA. Another interesting point is the growing 
need to integrate epigenetic data derived from different platforms. A good example of an 
eficient integrative approach was presented by Mathur and co-workers [50], who combined 
ChIP-on-chip and ChIP-PET (for a review, please refer to Ng et al. [51]) to study regulatory 
networks in mouse embryonic stem cells. Therefore, the growth of cost-effective genomic 
and proteomic technologies and the rapid development of integrative and comparative 
approaches in computational epigenetics stand to illuminate the epigenomic landscape at an 
unprecedented level of detail.
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INTRODUCTION

Eukaryotic microbes encompass the vast majority of the eukaryotic diversity [1]. Although 
some have been used as laboratory models for decades and other are important plagues 
to humankind, their biology is often less well-known than that of animals and plants. 
This applies to the knowledge of epigenetic processes, which is scarce in most microbial 
eukaryotes. Nevertheless, key discoveries regarding the molecular processes involved in 
epigenetic inheritance have been made with these organisms, especially model fungi, such 
as Schizosaccharomyces pombe and Neurospora crassa. Here, we will not attempt to provide 
an exhaustive overview of epigenetic phenomena in eukaryotic microbes, due to space 
constraint, but rather give a close look at the major contributions brought by these model 
organisms, especially ilamentous fungi. Readers interested in other epigenetic phenomena 
such as prions and related phenomena in eukaryotic microbes are invited to read Chapter 5 
by Lalucque et al. in this book.

To date, silencing phenomenon can be divided into two categories, transcriptional 
gene silencing (TGS), when no transcript of the targeted gene is produced, and post 
transcriptional gene silencing (PTGS), when transcripts are produced but speciically 
degraded before translation could occur. The latter, PTGS, is known as RNA interference  
(in animals) or co-suppression (in plants). But, PTGS and TGS also exist in fungi and 
protists, as will be illustrated below.

POST-TRANSCRIPTIONAL GENE SILENCING

Phylogenetic surveys of proteins involved in PTGS have shown that they are present in 
all lineages of eukaryotes [2,3], and thus that the ancestors of the eukaryotes were likely 
endowed with some primitive PTGS mechanisms. However, some organisms lack the PTGS 
machinery (see below), indicating that PTGS is not mandatory for eficient survival. In these 
early eukaryotes, PTGS could either degrade mRNA with the help of small guide RNA (e.g. 
siRNA and related molecules) or modify histones leading to transcriptional gene silencing, 
two functions that are nowadays widely conserved among eukaryotic microbes [2]. In the 
RNAi world, a tremendous body of work has been accomplished by taking advantage of the 
nematode Caenorhabolitis elegans [4–8]. This outstanding scientiic adventure made Greg 
Mello and Andrew Fire Nobel Price laureates in 2006. But fungi, especially the bread mould 
N. crassa, although less famous have been instrumental in deciphering PTGS at the molecular 
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level. For years, this species has been a great contributor to research in many scientiic ields, 
but as regards homologous-based control of gene expression, it shows outstanding features. 
In N. crassa, two PTGS mechanisms have been extensively studied so far: quelling and meiotic 
silencing of unpaired DNA. But N. crassa also presents a TGS mechanism, the repeat induced 
point mutation (RIP) phenomenon, which will be discussed at the end of this chapter.

QUELLING IN N. crassa

Quelling, as designated by Romano and Macino in 1992 [9], was the irst truly reversible 
homology dependent gene silencing process, discovered in fungi. Indeed, these authors 
showed that endogenous expression of the al-1 gene, involved in N. crassa carotenoid 
biosynthesis, could be silenced after transformation with homologous al-1 sequences. This 
silencing was easily detected as transgenic lines ranged from wild-type orange color to light 
yellow and even pure white, the latter being the phenotype of al-1 null mutant strains. 
But, upon vegetative growth, silenced genes were reactivated at high frequency, which 
often correlated with genomic rearrangements leading to partial losses of the transgenic 
repeats. Since then, it has been demonstrated that quelling, which is triggered during 
the vegetative phase, affects expression of both transgenic and endogenous homologous 
copies. Heterokaryons made from al-1 silenced transgenic nuclei mixed together with 
wild-type nuclei revealed that quelling is dominant [10]. At the time, this latter feature 
strongly suggested that quelling relies on diffusible molecule(s), acting in trans, rather than 
on a DNA-DNA pairing mechanism. When the transcriptional status of the silenced loci 
was investigated, initiation appeared normal but no accumulation of transcripts could 
be detected [10]. Although DNA methylation is often detected on repeats, this epigenetic 
modiication is not required for quelling, since silencing is fully eficient in dim-2 mutant 
strains that show no DNA methylation [10]. However, methylation of lysine 9 of histones 
H3 (H3K9me), which is also a common epigenetic modiication of chromatin, has an 
indirect effect on quelling [11]. Mutants defective for dim-5, a gene encoding a H3K9 
methyltransferase [12], were unable to properly maintain quelling, because of the frequent 
loss of transgenes in tandem.

To further characterize the molecular bases of quelling, a mutant screen was set up by  
Cogoni and Macino, generating a series of quelling-deicient mutants (qde) [13]. The qde-1 
mutant was defective in an RNA-dependent RNA polymerase (RdRP) [14]. This gave the 
irst clue that RNA components were involved in quelling. Afterwards, it was demonstrated 
that Arabidopsis thaliana and C. elegans homologous genes [15,16], both encoding RdRP, 
are required for PTGS and RNAi, respectively, indicating that the silencing machinery is 
evolutionarily conserved. The RNA mediated silencing model was further supported by 
the identiication of the second gene, qde-2, as encoding a protein with a piwi-Paz domain 
that is also found in the Argonaute protein family previously characterized in plants [17]. 
Again, the Argonaute proteins, through the RNA-induced silencing complex (RISC) are now 
known to be essential for the RNA silencing pathway in numerous eukaryotes. The last of 
the qde mutants, qde-3, was impaired in a gene coding for a RecQ DNA helicase, suggesting 
the involvement of a nucleic acid pairing step [18]. Later on, DCL-1 and DCL-2, two N. 
crassa Rnase III dicer-like proteins partially redundant, were reported to be both involved 
in quelling by producing siRNAs of 21–25 nucleotides [19]. Biochemical puriication of 
QDE-2 led to the identiication of the exonuclease QIP [20]. QIP is thought to degrade 
the passenger strand of siRNA duplexes, and strains deleted for the corresponding gene are 
deicient for quelling. Looking for proteins that physically interact with the QDE-1 RdRP 
led to the discovery of the replication protein A (RPA) [21]. This inding is the irst link that 
has been established between RNA silencing and DNA replication and opens a new ield of 
investigations.
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With the quelling mutants, N. crassa led the way to establish the molecular bases of RNAi-
mediated gene silencing (Fig. 13.1A), that we now know is widely conserved among 
eukaryotes. However, to date, how genomic repetitive elements are identiied as quelling 
targets is still unclear.

MEIOTIC SILENCING BY UNPAIRED DNA IN N. crassa

Besides quelling, N. crassa presents a second PTGS mechanism, speciically active during 
meiosis. First described as “meiotic transvection” (regulation dependent on pairing of 
alleles) [22], it causes unpaired DNA to silence all the genes homologous to it, whether or 

FIGURE 13.1 
Models of RNAi in various eukaryotic microbes. (A) Quelling in N. crassa. Aberrant RNAs (*) are produced at loci that present repeats 

in large tandem arrays. Features of these aberrant RNAs are unknown, but they must be recognized by the RdRP QDE-1 and then 

convert into double stranded RNA molecules (dsRNA) [147]. dsRNA molecules are the typical substrate of the Dicer-like proteins 

DCL-1 and DCL-2 that chop them into siRNAs of 21–25 nucleotides. These siRNAs are integrated into the RISC complex, along 

with the Argonaute QDE-2 protein. They are then processed by the QIP nuclease and used as specific guides to target homologous 

mRNAs, which, once trapped, are most likely degraded by QDE-2. (B) RNAi silencing in S. pombe. The nascent transcript model 

proposes that RNA pol II continuously generates non-coding transcripts (*) from reverse promoter of heterochromatic repeats 

[36]. These aberrant RNAs are first cleaved by Ago1 and then recruited by the RNA-directed RNA polymerase complex (RDRC) 

to be converted into dsRNA by Rdp1 [148]. Using these dsRNAs as substrate, Dcr1 produces siRNA, which then bind to RNA-

induced transcriptional silencing (RITS) complex, by means of Ago1 [149,150]. While RISC complexes target and degrade 

cytoplasmic mRNA, the RITS complex is tethered to chromatin through protein-protein interactions established between the 

chromodomain protein Chip1 and the H3K9me nucleosomes [35] (hexagons). The close association of the RITS complex and 

chromatin allows base-paring interactions between siRNA loaded on Ago1 and the nascent non-coding transcript soon to be 

cleaved by this protein. This amplification step of siRNA is likely to form a positive-feedback loop (plus arrow), which is believed 

to ensure the heterochromatin inheritance through cell divisions. As long as siRNA from a specific genomic region are produced, 

they continuously target the Clr4 histone methyltransferase complex (CLRC) to nucleosomes [151,152]. Thus, using H3K9me 

as signposts, heterochromatin spreads to large genomic territories in a sequence-independent but Swi6-dependent manner. 

As a result, transcription of the forward strand is silenced as in classical TGS systems. Gray ovals: known additional effectors. 

(C) Genome-scanning model in Paramecium. Because the micronucleus genome is unrearranged (rectangles represent IESs), it 

produces both IES-homologous (black) and non-IES-homologous (gray) scnRNAs. These diffusible molecules would enter and scan 

the IES-free maternal macronucleus. As a result of pairing with the maternal ncRNAs (dotted arrows), the non-IES-homologous 

scnRNAs would be sequestered. The remaining pool of scnRNA, highly enriched with IES-homologous scnRNAs, would be free to 

reach the developing zygotic macronucleus and pair with the nascent transcripts. At the IES targeted loci, chromatin shows H3K9 

methylation [153] (hexagons), suggesting that this excision mechanism might have a TGS component. As for S. pombe, chromatin 

modifications could be used as signposts to direct an endonuclease towards the IESs to be excised. The curved arrow indicates that 

zygotic micronuclei develop into zygotic macronuclei throughout the course of the sexual phase. (Please refer to color plate section)
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not they are themselves paired [23]. To better characterize this fascinating process, a gene 
fusion between histone H1 and the green lourescent protein (GFP) was transformed into  
N. crassa [24]. The transgenic strains were then crossed. When both parental strains harbored 
the hH1-GFP construct at the same locus, hH1-GFP was expressed all along meiosis. 
However, when a wild-type strain, carrying no hHP1-GFP transgene, was crossed  
to a hH1-GFP strain, the transgene was silenced during meiosis since no green luorescence 
could be detected. But, once sexual reproduction was over, 12 to 24 hours after spore 
formation, the expression of the silenced hH1-GFP transgene gradually resumed. Thus, 
meiotic silencing operates in a limited period of the N. crassa life cycle, and with respect 
to timing, it seems to be the opposite of quelling. Nonetheless, as with quelling, meiotic 
silencing affects not only the unpaired copies but any additional copy sharing homology 
with them. This suggested that a mobile trans-acting signal is involved in meiotic silencing.

Once more, genetic screens set up to select suppressors of meiotic silencing allowed 
Metzenberg and collaborators to clarify the links between DNA pairing and this new RNA 
silencing-related mechanism [23]. One of the mutant strains, sad-1, uncovered the irst gene 
involved in meiotic silencing. It encodes an RdRP similar to QDE-1. The sms-2 (suppressor  
of meiotic silencing-2) and sms-3 (suppressor of meiotic silencing-3) mutants are affected 
in genes encoding paralogs of QDE-2 and DCL-2, respectively [25]. Characterization of 
the sad-2 mutant strains unraveled a protein of an unknown function, not yet identiied as 
a component of the RNA-based silencing pathways [24]. SAD-2 and SAD-1 likely interact 
together, since the perinuclear localization of SAD-1 depends on the presence of SAD-2.  
Altogether, these indings tell us that, although different sets of proteins are required to 
operate quelling or meiotic silencing, the general machinery, by itself, is very similar [26].  
Interestingly enough, sad-1 mutant strains can perform interspeciic crosses, which are 
otherwise barren when done with wild-type strains, suggesting that meiotic silencing could 
be one of the mechanisms by which genetic barrier is built between species, given that 
interspeciic crosses might display unpaired DNA due to chromosomal variation. Genes 
encoding SAD-1-like protein can be found in a large number of fungal genomes, but to date, 
meiotic silencing has been described only in N. crassa, and is either absent or substantially 
reduced in the closely related species Neurospora tetrasperma [27].

PTGS IN OTHER FILAMENTOUS FUNGI

More generally, in ilamentous fungi other than N. crassa, involvement of typical RNA 
silencing proteins such as Dicer in homology-based silencing phenomena is known at 
least in Aspergillus nidulans [28] and Magnaporthe grisea [29,30]. Production of siRNAs was 
detected in A. nidulans [28], M. grisea [29], and Mucor circinelloides [31]. Recent availability of 
numerous fungal genomes in public databases enables searches for the typical RNA silencing 
components by in silico approaches. The discovery of homologs of genes required for PTGS 
shows that an ever growing number of fungi are endowed with the RNAi machinery. As a 
matter of fact, genes seemingly involved in PTGS can be found in the four major groups of 
Eumycota: Ascomycota, Basidiomycota, Zygomycota, and Chytridiomycota, although this 
last group appears to lack QDE-1 RdRP.

Strikingly, only a very narrow subset of species, including the basidiomycete Ustilago maydis 
and the ascomycetous yeasts, both pre-whole genome duplication (WGD) species (Ashbya 
gossypii, Kluyveromyces lactis, Kluyveromyces waltii) and post-WGD species (Saccharomyces 
cerevisiae, Saccharomyces bayanus, Candida glabrata, Candida guilliermondii, and Candida 
lusitaniae) lack the complete set of typical RNAi proteins [32]. This inding suggests that PTGS 
has been recently and repetitively lost during budding-yeast evolution and therefore might 
not be essential for fungal survival over long periods of time. But some other budding-yeasts 
including the pre-WGD species Candida albicans and the post-WGD Saccharomyces castellii and 
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Kluyveromyces polysporus display Argonaute proteins but no canonical dicer [32]. Recently, it 
has been discovered that these species are in fact endowed with Dicer proteins which present 
a RNAseIII domain but no helicase or PAZ domains [33]. Nevertheless, these atypical Dicers 
produce siRNA, which are mostly targeted to transposable elements and subtelomeric repeats 
[33]. By introducing S. castellii Dicer and Argonaute genes into S. cerevisiae, Drinnenberg and 
his colleagues were even able to obtained RNAi silenced genes [33]!

The actual role of PTGS in fungi is somewhat unclear. In N. crassa, it has been hypothesized 
that quelling and meiotic silencing would protect the genome from incoming selish 
genetic elements. It is also possible that some regions of the genome need PTGS for proper 
structuration. Indeed, data obtained with S. pombe have uncovered a connection between 
TGS and PTGS.

SILENCING IN S. pombe, WHEN PTGS MEETS TGS

S. pombe is the yeast of choice to study heterochromatin assembly, partly because its 
genome contains a large array of heterochromatic regions (pericentric and subtelomeric 
regions, rDNA, and silent mating-type loci). By contrast to euchromatin, the chromatin of 
these regions shows enrichment for Swi6 (the S. pombe HP1 homolog), Clr4 (the S. pombe 
homolog of Su(var)39 histone methyltransferase), and hypoacetylated H3K9me. Reporter 
genes inserted into these heterochromatic regions are silenced. Evidence for a functional 
link between RNAi machinery and heterochromatic gene-silencing assembly irst came from 
deletion mutants of RNAi components. Indeed, deletions of Argonaute (Ago1), Dicer (Dcr1), 
or RNA-dependent RNA polymerase (Rdp1) genes impair epigenetic silencing at centromeres 
and the initiation of heterochromatin assembly at the mat locus, resulting in a loss of H3K9 
methylation and Swi6 localization from these loci [34–36]. These indings were somehow 
puzzling since RNAi requires transcription while heterochromatin assembly results in TGS, 
as shown by silenced reporter genes. Nonetheless, small RNAs [20–22 nt) sharing homology 
with repeats present in the pericentric region could be detected [37]. Soon after, it was 
demonstrated that the RNA Pol II subunit Rpb7, contrary to other Pol II subunits, promotes 
pre-siRNA transcription of the so-called aberrant RNA required for RNAi-directed chromatin 
silencing [38,39]. Schematic representation of RNAi silencing and heterochromatin assembly 
in S. pombe is given in Figure 13.1B. The proposed model postulates that RNAi-mediated 
heterochromatin assembly in ission yeast appears to require initial nucleation sites that 
are then used as platforms to spread, but this spreading is cis-restricted. Boundary elements, 
such as that of inverted repeat (IR) of the mating-type region, prevent heterochromatin from 
invading the neighboring euchromatic regions [40]. This cis restriction is under the control of 
the ribonuclease Eri1, presumably by local degradation of excess siRNA [41].

To date, despite a good understanding of the involvement of the RNAi pathway in 
heterochromatin assembly, how histone-modifying activities, such as methylation and 
deacetylation, are localized in the irst place remains to be determined. Addressing this 
question will help to understand the partition at a whole genome scale of heterochromatic 
regions versus euchromatic regions.

PTGS IN PROTISTS

Among protozoa and algae, PTGS has been demonstrated to be functional in alveolata 
(ciliates), discicristata (trypanosomes [42] and possibly Leishmania [43]), and unicellular 
green algae [44]. In many instances, the discovery of PTGS processes has led to their 
utilization in gene knockdown [45–47], with little study on the molecular modalities of gene 
silencing, some exceptions being Trypanosoma brucei [48,49] and Chlamydomonas reinhardtii 
[44,50–52]. PTGS pathways have been most extensively studied in ciliates in which, as in the 
worm C. elegans, silencing of gene expression can be obtained after either (i) transformation 
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of the somatic nucleus with transgenes critically lacking a 3９ untranslated region leading to 
the production of dsRNA (23–24-nt siRNA) and subsequent degradation of homologous 
mRNA [53]; (ii) direct injection of dsRNA; or (iii) even feeding with bacteria expressing 
ciliate homologous dsRNA [54]. In Tetrahymena thermophila, production of the 23–24-nt 
siRNA has been shown to be dependent upon Dicer Dcr2 and the RNA-dependent RNA 
polymerase Rdr1 [55], as canonical RNAi pathways are. However, it is from studies focused 
on sexual development of this organism and Paramecium tetraurelia that a fascinating genome 
editing system, mediated by a second and distinct small RNA pathway, has been discovered.

RNA MEDIATED DEVELOPMENT IN CILIATES

P. tetraurelia is a unicellular eukaryote that contains two functionally distinct nuclei, 
namely germline micronuclei and somatic macronuclei. The diploid germline micronuclei, 
which undergo meiosis, are transcriptionally inactive during vegetative growth, whereas 
the highly polyploid somatic macronuclei (800 n) are responsible for gene expression 
all along the life cycle, but are lost after fertilization. The mating process of P. tetraurelia is 
also very peculiar. Indeed, right after meiosis, three of the four haploid nuclei degenerate. 
In each conjugating partner, the remaining nucleus is then duplicated through a mitotic 
division. This duplication allows a reciprocal exchange of haploid nuclei between the 
mating paramecia. Once karyogamy has occurred, the resulting zygotes present a diploid 
micronucleus and deliquescent macronuclei. Therefore, brand new zygotic macronuclei have 
to be built up. This is achieved, after two micronucleus divisions, by massive endoreplication 
and extensive rearrangements of two of the four nuclei, the ones that lie at the posterior side 
of the cell. Chromosomes are heavily fragmented into shorter molecules capped by de novo 
telomere addition [56], but the most striking feature of those rearrangements is the precise 
excision of tens of thousands of single-copy short non-coding internal sequences (IESs) 
[57,58], which makes the macronuclei an expurgated version of the micronuclei. How can 
such an astonishing editing effort be performed?

First hints of an epigenetic compound implicated in that genome-wide rearrangement 
process came from transformation experiments on P. tetraurelia [59–61]. When an IES 
sequence is integrated into vegetative macronuclei, excision of the corresponding IES in 
the new macronuclei of sexual progeny is speciically inhibited [62]. The IES retention, 
which makes it present in all macromolecular copies is then maternally (cytoplasmically) 
inherited in the following sexual generations. This was clearly reminiscent of an epigenetic 
homology-based mechanism. Later on, in T. thermophila, developmental rearrangements 
were shown to depend on the TWI1 gene, which encodes a protein homologous to Piwi-
like proteins [63], on the DCL1 gene, encoding a Dicer-like protein [64] and on Ema1p a 
putative RNA helicase [65]. In P. tetraurelia, identiication of the Nowa1 and Nowa2, two 
RNA binding proteins required to remove the IESs from the developing macronuclei [66], 
further indicated that the cross-talk between nuclei at work during genome rearrangements 
is related to an RNAi pathway. Thus, unlike the canonical RNAi pathway, this second 
homology-dependent silencing system is restricted to sexual development, precisely when 
germline DNA rearrangements take place. It produces a speciic class of 25-nt siRNA, called 
“scan RNAs” (scnRNAs) [67,68]. Microinjection of a 25-nt synthetic RNA duplex mimicking 
the structure of scnRNAs was shown to actually promote excision of the homologous IESs in 
the developing zygotic macronuclei [69]. Furthermore, in Paramecium, non-protein-coding 
transcripts (ncRNAs) produced from the somatic maternal macronucleus (devoid of IESs) 
are essential for IES excision in the developing zygotic macronucleus [69]. From this set of 
data, a whole “genome-scanning” model [70,71] has been proposed (Fig. 13.1C). According 
to this model, the epigenetic developmental program resulting in massive but precise DNA 
elimination would be based on a genomic subtraction between deletion-inducing scnRNAs 
and protective non-coding transcripts.
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Studying sexual development in P. tetraurelia and T. thermophila has brought a lot to 
epigenetic ields, especially by giving intriguing new insights of how diverse homology-
dependent mechanisms can be. The recruitment of the PTGS machinery in ciliates to help 
shape a new somatic genome free of selish DNA elements is reminiscent of the roles 
attributed to PTGS in protecting the ilamentous fungus genomes and in deining genomic 
heterochromatin territories of S. pombe. In other protists, such as in T. brucei, it was shown 
that transposons are reactivated in PTGS deicient mutants, conirming a role of PTGS in 
defending the genome against expression, and possibly expansion, of junk DNA [72].

TRANSCRIPTIONAL GENE SILENCING

Chromatin and chromatin-based gene regulation is present in many eukaryotes [73]. Again, 
a phylogenetic survey of chromatin proteins show that they are widely conserved [74], 
an argument in favor of an ancient origin of chromatin-based gene silencing. Yet, some 
eukaryotes have lost all chromatin, arguing that, like PTGS mechanisms, TGS pathways are 
not mandatory for survival. The best known of these organisms lacking typical chromatin are 
dinolagellates. Indeed, these highly successful protists are considered to be one of the three 
major constituents of the phytoplankton. They have no nucleosomes [75] and have huge 
genomes condensed in the liquid crystal state [76,77]. For eukaryotic organisms that have 
lost canonical histones, this liquid crystal state of DNA may be the only option for retaining 
the necessary chromosomal compactness with segregation capability.

TGS modulates gene expression for various purposes, including antigen variability, mating 
type switching, protection against transposons and, possibly, development. As with PTGS 
mechanisms, fungi have greatly contributed to elucidating TGS mechanisms. Due to lack 
of space we are not able to discuss gene extinction in S. cerevisiae, where TGS is known to 
regulate silencing at mating-type cassettes, variegation in expression of telomere-located 
genes and recombination at the rDNA repeats. Importantly, S. cerevisiae lacks the HP1 
protein, involved in the other eukaryotes in packaging heterochromatin. The production  
of heterochromatin in this yeast relies on a different set of proteins. Readers interested in  
S. cerevisiae TGS can refer to recent reviews [78–81].

We will discuss two TGS mechanisms of ilamentous ascomycetes (Pezizomycotina), A. immersus 
and N. crassa. Although the N. crassa RIP process [82] was discovered before the Methylation 
Induced Premeiotically (MIP) process [83] of A. immersus, the latter will be dealt with irst as it is 
truly a TGS system, but it is important to note that much of what was discovered about MIP was 
aided by the prior discovery of RIP. N. crassa and A. immersus are haploid during their vegetative 
growth phase. But when two haploid strains of compatible mating type encounter each other, 
sexual reproduction takes place. This irst results in the formation of a transient dikaryotic cell. 
This feature, where two haploid nuclei are brought together, after mating, during an extended 
period within the same cell, is unique to higher fungi, the Dikaryomycota. Once karyogamy 
occurs a diploid cell is formed that undergoes meiosis immediately, which is then followed by 
post-meiotic mitosis generating asci with eight haploid ascospores. TGS in both A. immersus and 
N. crassa has been detected in the progeny after meiosis and affects genes present in two copies 
or more, in the same nucleus, during the dikaryotic phase.

METHYLATION INDUCED PREMEIOTICALY IN A. immersus

DNA methylation is a common epigenetic modiication that can be detected in eubacteria, 
protists, fungi, plants, and animals. In eukaryotes, DNA methylation is restricted to the 
cytosine residues, either to any cytosine residues in plant and fungal genomes, or cytosine 
located within CpG dinucleotides in genomes of animals. As do cumented in other chapters 
of this book, DNA methylation has a strong impact on gene expression. Namely, in 
association with chromatin remodeling factors, it acts as a switch that can reversibly turn ON 
and OFF gene transcription. Methylation as a regulator of gene expression has been especially 
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well studied in A. immersus. In this fungus, genes present in more than one copy, the so-called 
repeats obtained after integrative transformation, frequently lost their expression after the 
irst round of sexual reproduction [83–85]. In the 1990s, Rossignol and his co-workers were 
able to demonstrate that this spontaneous inactivation, clearly triggered by repeats, was 
not due to mutations but rather to epimutations, since systematic DNA sequencing showed 
no mutation in the inactivated strains [86]. The observed silencing of gene expression was 
faithfully maintained throughout numerous mitotic and meiotic divisions, even if the 
repeats had segregated away from each other, but was proved to be reversible under selective 
pressure. With no exception, the silenced repeated genes were found heavily methylated. 
Most of their cytosine residues were modiied. Furthermore, in all cases, the methylation 
pattern was strictly co-extensive with the length of the duplication. Since the repeats have to 
be present in the same haploid nucleus for the silencing to occur (a single copy present in the 
other nucleus was not inactivated), it was inferred that this inactivation process takes place in 
the dikaryotic nuclei, in a period between fertilization and karyogamy during which the two 
haploid nuclei involved in the cross are both present in the same cell but have not yet fused.

Tandem repeats as short as 400 pb, and ectopic duplications of 600 pb in length, can be 
eficiently targeted by MIP [87]. In addition to de novo methylation of the cytosine residues 
within the MIPed alleles, silencing was accompanied by either the absence of transcripts 
or the presence of truncated transcripts [88]. This was indicative of a TGS type of silencing 
mechanism. Sequencing and mapping of truncated transcripts made it clear that, once 
initiated, transcription can progress up to the boundary of the adjacent duplicated and 
methylated region, but reaching this point, the transcription elongation stops abruptly, leading 
to the production of unusual shorten transcripts. Thus, even though TGS is a conserved 
process among eukaryotes, effects on transcription are quite different between fungi on one 
hand, and plants and animals on the other hand. In plants and mammals, methylation of 
promoter regions correlates with lack of transcription initiation. In A. immersus, methylation 
of promoters does not prevent initiation of transcription, but methylation in the body of a 
duplicated gene inhibits transcription elongation from both copies. To date, no explanation 
has been found to account for this discrepancy. The chromatin states of the MIPed alleles 
was investigated [89]. Partial micrococcal nuclease digestion evidenced that the sensitive sites 
present along the unmethylated regions are no longer observed along the MIPed ones. Hence 
MIP is able to change the chromatin compaction of its genomic targets. Again, the extent 
of methylation and chromatin remodeling are alike. What role DNA methylation plays in 
these changes remains to be determined. In addition, these chromatin changes are associated 
with an increase in dimethylation on H3K9, and a decrease in dimethylation on H3K4 [89]. 
Contrary to the case with other organisms that display TGS, such as plants, no decrease in 
acetylation of histones H4 was observed. Is this why transcription initiation in A. immersus 
seems independent of the chromatin states and methylation status of the promoters? Or is it 
because promoters are not as well deined in ilamentous fungi as in plants and animals?

Because it was so easy to get portions of DNA methylated through MIP, transfer of 
methylation between alleles was investigated in the A. immersus genome. This transfer was 
shown to be as frequent and polarized as gene conversion is [90]. This was a irst indication 
that methylation transfer and recombination might be mechanistically related. A second  
clue came when crossing-over frequency was measured between two markers lanking an  
A. immersus spore color gene [91]. When the two homologs were methylated, the crossing-
over frequency was reduced several hundredfold. This demonstrates that DNA methylation 
strongly inhibits homologous recombination. This also supports, on experimental bases, the 
hypothesis that methylation prevents homologous recombination between dispersed DNA 
repeats and therefore contributes to genome integrity.

The only MIP mutant that has been characterized is impaired in a gene, masc1, encoding a 
protein that bears all motifs of the catalytic domain of eukaryotic C5-DNA-methyltransferases 
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(DMT) [92]. However, despite its canonical DMT structure, no enzymatic activity was 
ever detected in standard in vitro assays. Although methylation was fully maintained on 
previously MIPed alleles, the masc1 mutation prevents the de novo methylation of newly 
formed DNA repeats through MIP. Interestingly, crosses involving masc1 mutant strains 
of the compatible mating types were arrested at an early stage of sexual reproduction and 
therefore barren. This indicates that the Masc1 protein, in addition to being required for 
the MIP process, plays a crucial role in sexual development. Curiously, DmtA, the Masc1 
ortholog of A. nidulans, a fungus thought to have no DNA methylation and no TGS system, 
is also essential for early sexual development [93]. Is there a class of DMT-like proteins 
involved in early steps of fungal sexual reproduction? Is MIP a mechanism that evolved to 
protect the spreading of repeats across the A. immersus genome, in order not to have to deal 
with unpaired DNA during meiosis, as meiotic silencing does in N. crassa? To date, these 
questions remain to be addressed.

REPEAT INDUCED POINT MUTATION IN N. crassa

N. crassa, in addition to quelling and meiotic silencing, also displays a TGS-related 
mechanism, RIP. It was irst discovered by Selker and collaborators in 1987 [82]. Like 
MIP, this premeiotic silencing process takes place at the dikaryotic stage of the sexual 
cycle. DNA repeats longer than 400 pb [94] that share a nucleotide identity greater than 
80% are irreversibly mutagenized via C:G to T:A transitions. As an outcome of RIP, the 
Neurospora genome reveals a complete absence of intact mobile elements [26,95] and natural 
repeats display an AT-rich content. Interestingly, while the bulk of the N. crassa genome is 
unmethylated, RIPed repeats are heavily methylated. Furthermore it was shown that these 
AT-rich regions are by themselves a positive signal that promotes DNA methylation [96–98]. 
Whether DNA methylation is installed before the mutagenesis as the irst step of RIP or 
only after the cross, in vegetative cells, is still not elucidated. Nonetheless, DNA methylation 
is associated with most of the sequences affected by RIP, and methylated cytosines are 
not limited to CpG dinucleotides [99]. If the RIPed sequences encompass genes, their 
expression is silenced, due to a strong reduction in transcription [100]. Run-on experiments 
have demonstrated that transcripts are initiated, even from methylated promoters but 
that elongation is blocked when the RNA polymerase II stalls in methylated regions lying 
in the body of the RIPed genes. However, DNA methylation alone is not suficient to 
block transcription, which strongly suggests that others factors, likely linked to chromatin 
remodeling, might turn the RIPed region into silent heterochromatin. Altogether, these 
features deine a two component system. Before meiosis, RIP introduces true mutations in 
the N. crassa genome and is therefore non-reversible. Reversibility is a property exhibited 
by most of the proper epigenetic phenomena, MIP included. But during vegetative life, 
DNA and H3K9 methylation [12], two genuine epigenetic modiications, maintain the 
transcriptional silencing of the RIPed alleles.

Mechanistically, majors questions remain to be answered [101]. One of them is how repeats 
identify each other. Since none or all the copies of repeated DNA are RIPed, the idea that this 
silencing mechanism can involve a DNA–DNA pairing step has been proposed. Moreover, 
the fact that RIP cannot be transmitted from one nucleus to the other in the dikaryotic cells 
suggests that it may not work through a diffusible signal [102]. Indeed, the N. crassa qde 
mutants impaired in the RNAi machinery – see the earlier text on  “quelling” – can establish 
and maintain DNA or H3K9 methylation very well [103]. Thus, it is very unlikely that RNA 
intermediates can participate in the RIP homologously-based gene expression silencing. Another 
crucial question is how RIP mutations occur. It has been proposed that methylated cytosines 
are prone to be spontaneously deaminated at high frequency which would result in a cytosine 
to thymidine conversion. Alternatively, a DNA-cytidine deaminase might directly perform the 
conversion [101]. But so far, no experimental clue has arisen to conirm any of these hypotheses.
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To date, only one RIP defective mutant has been characterized, whereas several mutations 
that impair DNA methylation with no effect on RIP are known [12,103–106]. Mutation in 
the rid-1 gene encoding a putative DNA methyltransferase protein results in fertile but RIP 
defective strains [107]. As for Ascobolus Masc1 protein, in vitro assays did not reveal any DNA 
methyltransferase activity. Again, function of this DMT-like protein remains mysterious.

RIP/TGS IN OTHER FILAMENTOUS FUNGI

RIP has also been observed in numerous ilamentous ascomycetes (Table 13.1). Although a 
common feature, this silencing system appears less eficient in other fungi than in N. crassa 
and has still no clear physiological role besides its impact upon genomic plasticity. Indeed, 
on one hand, RIP counters selish DNA and therefore protect genomes from expansion of 
junk DNA, but on the other hand, it has signiicant cost on genome evolution by preventing 
the appearance of paralogs, as illustrated by the N. crassa genome, where creation of new 
genes through duplication is almost impossible [26]. By contrast, in P. anserina, where RIP 
is weak, numerous segmental duplications are detected [108]. The fact that large genes may 
duplicate is not contradictory to the presence of RIP, since, when moderately eficient, it can 
accelerate gene divergence as described for the het-D/E family [109]. Interestingly, in a ield 
population of L. maculans, multiple independent RIP events were shown to be responsible 
for evolution of the AvrLm6 locus toward virulence, within a single season [110].

CHROMATIN-BASED REGULATION OF SECONDARY METABOLITE 
GENE CLUSTER EXPRESSION

Aspergilli are fungi of particular importance both as pathogens (human and plants) and as 
industrial organisms used in a wide range of productions. Synthesis of an amazing number 
of secondary metabolites, some of economic value, others poisonous, is one of the most 
remarkable properties of these fungi. The genes encoding secondary metabolites are generally 
grouped into clusters. It is dificult to monitor the production of these compounds since 
some clusters may be silenced [111]. Deletion of the A. nidulans laeA gene encoding an 
O-methyltransferase blocks the expression of the sterigmatocystin, penicillin, and lovastatin 
gene clusters [112,113]. Conversely, overexpression of laeA leads to increased penicillin and 
lovastatin gene transcription [112]. Recently, mutants of A. nidulans impaired for hdaA [114], 
a histone deacetylase, and CclA [115] involved in H3K9 methylation showed activation of 

TABLE 13.1 Repeat Induced Point Mutation (RIP) in Fungi

Organism Evidence Reference

Neurospora crassa Experimental [82,101]
Podospora anserina Experimental [131,132]
Leptospheria maculans Experimental [110,133]
Magnaporthe grisea Experimental [134,135]
Magnaporthe oryzae In silico [136]
Aspergillus fumigatus In silico [137]
Aspergillus nidulans In silico [138]
Aspergillus niger In silico [139]
Fusarium oxysporum In silico [140–142]
Fusarium graminearum Experimental [143]
Nectria haematococca Experimental [144]
Microbotryum violaceum In silico [145]
Penicillium chrysogenum In silico [139]
Stagonospora nodorum In silico [146]

Experimental: functional RIP has been evidenced by experimental methods. In silico 

signatures: genomic sequences show typical C:G to T:A transitions, mostly by sequencing 

DNA repeats such as transposons; there is no experimental proof of functional RIP.
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several otherwise cryptic secondary metabolite clusters. These results led to the hypothesis 
that epigenetic mechanisms based on histone modiications might be crucial regulators for 
secondary metabolite clusters and provide a framework to attempt to control their expression.

TGS IN PROTISTS

Data on TGS in protozoa and algae are scarce. Some are available for the green algae C. 
reinhardtii [52,116,117]. However, most of them come from studies on Plasmodium falciparum, 
the malaria parasite (an apicomplexan), and on T. brucei, the agent of sleeping sickness 
(a discicristatan). A common fascinating property of these evolutionary very divergent 
intracellular parasites is their ability to perform antigenic variation. The multigenic VAR family 
of P. falciparum and VSG family of T. brucei both encode glycoproteins that coat the surface of 
the cells. The VSG genes and the VAR genes are localized at subtelomeric loci [118]. Only one 
gene of the family is expressed at a time. Moreover, using a periodic switch of the expressed 
gene, parasites can alter their antigenic signature and thus escape the immune system of the 
host [119]. Antigenic variation is the main reason that makes malaria or sleeping sickness 
chronic diseases. But to establish such an unusual mono-allelic expression, the parasites 
must dispose of a mechanism that tightly regulates in situ the switching and the mutually 
exclusive transcription of the VAR and VSG genes. Among others, epigenetic regulation has 
been postulated [120]. Notably, while the available apicomplexa genomes [121] show very 
few DNA-binding factors, it seems that numerous non-coding RNA are expressed in these 
parasites [122]. Another uncommon feature is that the VSG and VAR families are transcribed 
by Pol I, a polymerase exclusively involved in ribosomal DNA transcription in other 
eukaryotes.

In T. brucei, RNAi mediated knock-down of ISWI, a gene encoding a chromatin remodeling 
factor, results in derepression of the silenced VSG genes [123]. In the same organism, 
deletion of DOT1B, a gene encoding an enzyme responsible for trimethylation of H3K76, 
also leads to tenfold derepression of silent VSG genes [124]. But the link between TGS-based 
telomeric silencing and VSG regulation of expression is not so straightforward. Indeed, 
mutants impaired in the gene encoding SIR2rp1, a sirtuin, show activation of Pol I reporter 
constructs, but not of the endogenous VSG genes [125].

In P. falciparum, activation and silencing of VAR genes correlate with speciic histone tail 
marks: H3K9 acetylation and H3K4 methylation have been shown to be associated with VAR 
gene activation [126], whereas tri-methylation of H3K9 is associated with VAR gene silencing 
[127]. Conversely to T. brucei, P. falciparum homologs of the histone deacetylase Sir2 are 
involved in the regulation of antigenic variation, in both mutual exclusion and silencing 
[128–130]. Further characterization of TGS pathways in such parasites might provide 
therapeutic prospects.

CONCLUSION

Although still patchy, the available data concerning gene silencing show that, in many 
eukaryotic microbes, both PTGS and TGS occur with modalities similar to those described 
in animals and plants. However, differences may occur as exempliied by the complete loss 
of the PTGS machinery in some fungi, the lack of HP1 in S. cerevisiae, and the lack of true 
chromatin in dinolagellates. Gene silencing is involved in a variety of unrelated physiological 
processes in the form of clonal regulation of gene expression (antigen variation in parasites), 
genome defense (RIP and MIP), and genome structuration (macronuclei formation in 
ciliates and PTGS in S. pombe). Interestingly, the PTGS phenomenon of meiotic silencing 
could participate in the formation of species by an original mechanism. We expect that the 
exploration of these mechanisms both in well-tracked models and in more exotic species is 
likely to provide further original modalities and roles for both TGS and PTGS.
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FIGURE 13.1 
Models of RNAi in various eukaryotic microbes. (A) Quelling in N. crassa. Aberrant RNAs (*) are produced at loci that present repeats in large tandem arrays. 

Features of these aberrant RNAs are unknown, but they must be recognized by the RdRP QDE-1 and then convert into double stranded RNA molecules 

(dsRNA)[147]. dsRNA molecules are the typical substrate of the Dicer-like proteins DCL-1 and DCL-2 that chop them into siRNAs of 21–25 nucleotides. These 

siRNAs are integrated into the RISC complex, along with the Argonaute QDE-2 protein. They are then processed by the QIP nuclease and used as specific 

guides to target homologous mRNAs, which, once trapped, are most likely degraded by QDE-2. (B) RNAi silencing in S. pombe. The nascent transcript model 

proposes that RNA pol II continuously generates non-coding transcripts (*) from reverse promoter of heterochromatic repeats [36]. These aberrant RNAs 

are first cleaved by Ago1 and then recruited by the RNA-directed RNA polymerase complex (RDRC) to be converted into dsRNA by Rdp1 [148]. Using these 

dsRNAs as substrate, Dcr1 produces siRNA, which then bind to RNA-induced transcriptional silencing (RITS) complex, by means of Ago1 [149,150]. While 

RISC complexes target and degrade cytoplasmic mRNA, the RITS complex is tethered to chromatin through protein-protein interactions established between 

the chromodomain protein Chip1 and the H3K9me nucleosomes [35] (hexagons). The close association of the RITS complex and chromatin allows base-paring 

interactions between siRNA loaded on Ago1 and the nascent non-coding transcript soon to be cleaved by this protein. This amplification step of siRNA is likely 

to form a positive-feedback loop (plus arrow), which is believed to ensure the heterochromatin inheritance through cell divisions. As long as siRNA from a 

specific genomic region are produced, they continuously target the Clr4 histone methyltransferase complex (CLRC) to nucleosomes [151,152]. Thus, using 

H3K9me as signposts, heterochromatin spreads to large genomic territories in a sequence-independent but Swi6-dependent manner. As a result, transcription 

of the forward strand is silenced as in classical TGS systems. Gray ovals: known additional effectors. (C) Genome-scanning model in Paramecium. Because 

the micronucleus genome is unrearranged (rectangles represent IESs), it produces both IES-homologous (black) and non-IES-homologous (gray) scnRNAs. 

These diffusible molecules would enter and scan the IES-free maternal macronucleus. As a result of pairing with the maternal ncRNAs (dotted arrows), the 

non-IES-homologous scnRNAs would be sequestered. The remaining pool of scnRNA, highly enriched with IES-homologous scnRNAs, would be free to reach 

the developing zygotic macronucleus and pair with the nascent transcripts. At the IES targeted loci, chromatin shows H3K9 methylation [153] (hexagons), 

suggesting that this excision mechanism might have a TGS component. As for S. pombe, chromatin modifications could be used as signposts to direct an 

endonuclease towards the IESs to be excised. The curved arrow indicates that zygotic micronuclei develop into zygotic macronuclei throughout the course of 

the sexual phase. (Please refer to Chapter 13, page 187).
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INTRODUCTION

The term “epigenetics” was coined by Conrad Waddington, who introduced it in print 
in 1957. Since Waddington was a Drosophila developmental geneticist, it is appropriate 
to begin a chapter on Drosophila epigenetics with a consideration of the evolution of 
the concept and of the term. To Waddington, epigenesis was the sum-total of all of the 
regulatory events that are responsible for the development of a fertilized egg into an adult 
organism. Today, our understanding of this phenomenon stems from the realization that 
all of the cells of a developing embryo are identical with respect to their genetic material 
and that differentiation is achieved by the differential expression of genes in regions of 
the embryo during the course of development. These cell or tissue-speciic expression 
forms of the genome can be referred to as epigenomes, each of which is characteristic of a 
particular modality of cellular differentiation. Epigenomes arise through the inluence of a 
wide range of environmental factors that include gradients of maternal morphogens, and 
intercellular signals as well as extra-embryonic environmental factors. These stimuli result 
in covalent modiications of the DNA that do not alter in any way the nucleotide-based 
genetic code, and of many of the DNA-associated proteins; they also result in a change in 
the architecture of the association. This set of particulars addresses the responsiveness of 
epigenetic modiications. A number of these modiications are heritable, as is evidenced at 
the cellular level by the fact that following mitosis the daughters of a somatic cell exhibit the 
same pattern of gene expression as does the parent cell. An intriguing and largely unexpected 
aspect of some epigenetic modiications is their transgenerational transmission – in other 
words, their heritability through the germ line.

The primary goal of this chapter is to highlight the unique contributions of Drosophila to our 
current understanding of epigenetic inheritance. The biochemical nature and the molecular 
characterization of the covalent modiication of DNA and histones, and the mechanisms 
that underlie the remodeling of nucleosome organization, as well as instances of epigenetic 
regulation that were discovered or are more productively studied in other organisms, will 
not be discussed, even when similar regulation has been described in Drosophila. Exceptions 
to this general approach will be made if a parallel study in fruit lies has or would provide 
easier or quicker progress. The main topics that will be discussed are the formation of 
heterochromatin, gene silencing and activation, epigenetic memory and the nature and 
function of boundary elements.

The birth of the ield of study of epigenetic phenomena can be traced to the discovery 
of position effect variegation in Drosophila by Herman J. Muller, who was the irst to use 
X-rays to induce mutations. In 1941, Muller reported the occurrence of chromosome 
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rearrangements that resulted in the mutant expression of certain genes, but only in some 
sectors of the adult ly; in other sectors, the genes had normal, wild type expression. 
Muller irst called these occurrences “eversporting displacements” and later “position effect 
variegation”. In 1950, Jack Schultz discovered that the extent of the variegation was affected 
by different genetic factors. These results initiated the discovery of a large number of genes 
that, when mutated, either enhanced or diminished the variegated phenotype. Several of 
these genes encode structural proteins or enzymatic factors that are directly involved in 
the formation of heterochromatin in all multicellular eukaryotes investigated to date. The 
landmark characterization of Polycomb (Pc) by Ed Lewis in 1978 opened the way for the 
identiication of the Polycomb group (PcG) of genes. Twenty years later, Peter Ingham 
described the founding member of the trithorax group (trxG) of genes. Members of these 
two gene groups are primarily involved in the regulation of normal development, from yeast 
to humans. Another broad area of investigation initiated in Drosophila was the discovery 
that mutations induced by the insertion of the Gypsy transposable element could be 
suppressed by the loss of function of an unlinked gene, leading to the discovery of insulators 
or boundary elements. Lastly, the irst evidence for the transmission of epigenetic programs 
across cell generations was obtained while studying the function of PcG and trxG proteins.

THE NATURE AND FUNCTIONAL CHARACTERISTICS OF 
HETEROCHROMATIN

Heterochromatin is that fraction of chromatin that is highly condensed during the 
interphase of the cell cycle (G0, G1, S, and G2 phases) and that is generally associated 
with the absence of genes or with the repression of gene activity. Operationally, it is often 
useful to distinguish between constitutive and facultative hetrochromatin. Facultative 
hetrochromatin is found in regions of the genome that are condensed and inactive in 
some cell lineages, although they are uncondensed and are active in others. Here, one can 
distinguish more global regions involving whole chromosomes (for example, the classic 
mammalian X chromosome inactivation) or involving whole sets of chromosomes (the 
paternal genome in some beetles) from more localized regions involving small groups of 
genes or individual gene domains (for example, homeotic genes in those regions of the 
developing embryo where their expression is inappropriate). Constitutive hetrochromatin 
refers to particular regions of chromatin that are always condensed and never expressed.

In Drosophila, constitutive heterochromatin is found around the centromeres of all the 
chromosomes. In addition, the Y chromosome is entirely heterochromatic in all somatic 
tissues. High-resolution in situ hybridization reveals that these regions consist of blocks 
of transposable elements embedded within segments of repetitive DNA sequences [1]. 
Heterochromatin is relatively gene-poor, replicates in late S phase, and does not allow 
meiotic recombination.

Formation of Heterochromatin

THE STUDY OF POSITION EFFECT VARIEGATION HAS LED TO THE DISCOVERY OF 
FACTORS AND STRUCTURAL PROTEINS THAT CONSTITUTE HETEROCHROMATIN

Following the irst occurrence of mutations leading to a mottled phenotype discovered by 
H.J. Muller in the early 1930s, it soon became apparent that in all cases, newly induced 
chromosomal rearrangements had relocated the affected genes within or near a region  
of constitutive heterochromatin (Fig. 14.1); the Russian geneticists N.B. Dubinin,  
B.N. Sidorov, and I.B. Panshin showed that the genes, themselves, were not altered in any 
way as they retained their wild type expression following their relocation by crossing over to 
a euchromatic domain or when excising them from their heterochromatic environment as 
extrachromosomal circles [2]. These observations led to the hypothesis that encroachment 
of heterochromatin into the newly adjacent euchromatic segment was responsible for 
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the inactivation of the genes in question. This contention was supported by the very early 
observation that the addition of heterochromatin, in the form of a Y chromosome in females 
or an extra Y chromosome in males carrying a variegating rearrangement, diminished or 
suppressed the presence and extent of the mutant sectors. Deletion of heterochromatin, for 
example by removing the Y chromosome from the genome of males, had the opposite effect 
[3]. In addition, there were several reports describing the inluence of genetic background 
on the extent of variegation on a gene caused by a particular rearrangement. Approximately 
thirty years later, a mutation identifying the irst gene that contributed to the occurrence 
of variegation was discovered and was named Suppressor-of-Variegation (Su-V) locus [4]. 
This inding initiated a number of genetic screens for mutations that affect position effect 
variegation and a large number of genes were identiied by their loss-of-function mutations 
that either suppressed variegation (fewer or no sectors of somatic inactivation of the 
variegating reporter gene) or enhanced it (more and larger sectors) [5,6]. In many instances, 
these modiiers of position effect exhibited a dosage-dependent response: one dose of the 
wild type allele of the modiier locus (i.e. heterozygosity for the suppressor of variegation 
(Su(var) mutant allele) reduced variegation while three doses of the wild type gene enhanced 
it. The reverse was true for genes identiied by loss-of-function mutations that enhanced 
variegation ([E(var)]. Not surprisingly, the molecular characterization of several of the 
position effect modiiers revealed that they function to provide the covalent modiications 
of nucleosomal histones necessary for the onset of heterochromatin formation or that they 
encode structural protein components of heterochromatin [7].

The products of the following Su(var) genes were identiied as histone modifying enzymes. 
Su(var)3-9 encodes a histone H3 methyltransferase responsible for lysine 9 di- and tri-
methylation: H3K9me2 and H3K9me3 [8,9]. The dimethylated form is the major mark 
present in constitutive heterochromatin [10]. The Su(var)3-9 protein is associated with the 
histone deacetylase HDAC1/Rpd3 [9] that is encoded by Su(var)3-26 [11]. Another histone 
methyl transferase is encoded by Suv4-20 [12]; it dimethylates the majority of histone H4 
at lysine 20 (H4K20me2). The trimethylated form (H3K20me3) depends on the presence 
of HP1 (deined below) suggesting that it is enriched in heterochromatin [13]. Note that 
although the effect of Suv4-20 on position effect variegation [12] could not be conirmed 
by another laboratory [14] it has been irmly established by subsequent experiments [15]. 
Pr-Set7 encodes a histone methyl transferase that monomethylates histone H4 at lysine 
20 (H4K20me). PR-Set7 mutants suppress variegation [16]. Su(var)3-3 encodes an amine 
oxidase that demethylates Histone H3 mono- and dimethylated at lysine 4 (H3K4me and 
H3K4me2) and is the Drosophila homolog of mammalian LSD1 [17]. Little imaginal discs 

FIGURE 14.1 
Diagram of the In(1)w[m4] inversion that relocates the w[] gene next to centromeric heterochromatin. The resulting clonal 

silencing of the w[] gene is evidenced by pigmentless sectors in the inversion-bearing flies. (Please refer to color plate 

section)
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(lid) encodes a histone demethylase that targets H3K4me3 [18,19]. Mutations in the gene 
chameau (chm) are dominant suppressors of position effect variegation [20]; the product 
of this gene is a histone H4 acetyl transferase [21]. Su(var)2-1 encodes a protein correlated 
with histone deacetylation [22]. A mutant allele of Su(var)3-1 was subsequently identiied 
as a dominant negative allele of JIL-1 [10], a gene that encodes a tandem kinase responsible 
for the phosphorylation of serine 10 on histone H3 (H3S10ph) in euchromatin [23]. 
Suppression of position effect variegation was observed in lies heterozygous for Su(var)3-6, 
a gene that encodes one of four different catalytic subunits of Protein Phosphatase 1 (PP1), a 
protein serine/threonine phosphatase [24].

Mutations that suppress position effect variegation also identiied several genes responsible 
for structural proteins associated with heterochromatin. Su(var)2-5 encodes the protein  
HP1 that occurs in most organisms, from ission yeast to humans. In Drosophila, HP1 is 
found in the heterochromatin of centromeres and telomeres, and on many sites throughout 
the euchromatic arms of the chromosomes [25,26]. Su(var)3-7 encodes a protein with  
7 Zinc ingers. Its distribution is identical to that of HP1 and it co-immunoprecipitates with 
HP1 [27–29]. HP2, a second protein that associates with HP1 in the heterochromatin of 
centromeres and telomeres, is produced by Su(var)2-HP2 [30]. Caravaggio encodes the HOAP 
(HP1 Origin recognition complex-Associated) protein. Together with HP1, it is involved in 
the capping complex at telomeres and it is present in the heterochromatin of centromeres. 
Loss-of-function mutations behave as suppressors of heterochromatic silencing [31,32]. 
Modulo mutants are dominant suppressors of variegation [33]. MOD is a DNA-binding 
protein that is found in centromeric heterochromatin and very prominently in the nucleolus; 
in polytene chromosomes, it is also present throughout the euchromatic chromosomal arms 
on almost all bands but not in puffs or in interbands [34].

An additional set of structural proteins have been found to bind directly to DNA or RNA in 
centromeric heterochromatin regions. D1 is a protein with multiple AT-hook DNA binding 
domains that associates with AT-rich tandemly repeated (satellite) DNA sequences that 
are present in centromeric heterochromatin [35]. Decreased levels of D1 protein in lies 
heterozygous for a loss-of-function mutation lead to the suppression of position-effect 
variegation of a gene relocated to the centromeric region where the AT-rich satellites occur 
[36]. DDP1 is a protein with multiple KH single-stranded nucleic acid binding domains 
that associates with centromeric heterochromatin. Mutants that decrease the level of DDP1 
behave as dominant suppressors of variegation. In homozygous mutant individuals, the 
presence of HP1 and the level of H3K9me2 are substantially reduced [37].

A number of additional genes have been implicated in the process of heterochromatin 
formation and gene silencing because their loss-of-function mutations enhance (rather than 
suppress) position effect variegation. For example, E(var)3-93D, also known as modifier of 
mdg4 [mod(mdg4)], produces a protein that associates with the Su(Hw) protein (discussed 
below); mutations in mod(mdg4) act as classical enhancers of position-effect variegation 
[38]. E(var)3-9 encodes a Zinc inger protein of novel sequence [39]. Some of the enhancers 
of variegation gene products are transcription factors and, although it may be expected that 
a decrease in their level may result in a concomitant increase in silencing, the role that they 
play is complex and not easily explained. As intuitively expected, increasing the level of the 
GAL4 activator counteracts the silencing of a gene inserted near heterochromatin and driven 
by the GAL4 promoter [40]. Concordant with this line of reasoning, the E(var)3-93E gene 
encodes the E2F1 protein, a member of the Drosophila E2F class of transcription factors that 
is required for transcription in the G1 and S phases and for cell proliferation [41].

Much less clear-cut conclusions can be drawn regarding the effect of factors in the JAK/STAT 
pathway. Loss of function mutations of Su(var)2-10 act as dominant suppressors of position 
effect variegation; the protein product of this gene is highly homologous to members of the 
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Protein Inhibitor of Activated STAT (PIAS) group of proteins that down-regulate the action 
of STAT transcription factors [42]. In Drosophila, there is a single Janus kinase (JAK) produced 
by the gene hopscotch (hop) that activates a single STAT protein (STAT92E). A loss-of-function 
mutation of hop enhances position effect variegation while a gain-of-function allele encoding 
a hyperactive JAK kinase suppresses variegation [43]. Yet, loss of STAT92E function has the 
same effect as the overactive hop mutation and over-expression has the opposite effect on 
position effect variegation [44]. These results could be explained by suggesting that the 
unphosphorylated, inactive form of STAT92E, which associates with HP1, is required for 
stabilizing HP1 at heterochromatic sites. Another contradictory example is provided by 
Domina (Dom) that also encodes a product that belongs to the FKH/WH transcription factor 
protein family; yet, loss-of-function mutations are dominant suppressors of position effect 
variegation [45].

Before ending this section, mention should be made that additional proteins homologous 
to HP1 (more accurately referred to as HP1a) exist in Drosophila. HP1b is found in 
heterochromatin as well as in euchromatic sites while HP1c is found exclusively in 
euchromatic regions [46]. In these regions, HP1c co-localizes with activated but still 
poised RNAPII and H3K4me3; its binding to chromatin depends on two speciic putative 
transcription factors with which it collaborates to enhance gene transcription [47]. Two 
additional paralogs – HP1d and HP1e – are expressed predominantly in ovaries [48] and 
testes [49], respectively. Although their function is unknown, their restricted presence 
suggests that there may be signiicant differences in chromatin organization and function 
between the soma and the germ line.

HETEROCHROMATIN FORMATION INVOLVES A SEQUENCE OF  
HISTONE MODIFICATIONS

Histone modiications attract various structural proteins, nucleosome assembly factors, 
and chromatin remodeling complexes and can act as either repressive or active marks. The 
acetylation of lysine residues on histone tails generally regulates transcription in a positive 
manner by inhibiting chromatin compaction as well as recruiting factors and complexes 
that promote gene activity. Histone lysine methylation can be correlated with transcriptional 
activation (methylation of H3-K4, H3-K36, and H3-K79) or repression (methylation of 
H3-K9, H3-K27, and H4-K20).

As can be surmised by the long (albeit partial) list of enzymatic and non-enzymatic proteins 
listed in the previous section, the formation of heterochromatin is a particularly complex 
process that is still poorly understood. It is possible, nevertheless, to order some of the 
factors involved in a reasonably sequential pathway [12,17]. Heterochromatin formation 
is initiated with the demethylation of H3K4me2 by the SU(VAR)3-3 LSD1 demethylase, 
followed by the deacetylation of H3K9 by HDAC1/RPD3. These modiications are essential 
for the di- and trimethylation of H3K9 by the SU(VAR)3-9 methyl transferase. This histone 
mark is recognized by the chromo domain of the HP1a protein that is targeted to the 
incipient heterochromatin together with its associated proteins HP2, and SU(VAR)3-7. HP1a 
was found to interact with several proteins in the two-hybrid–based protein-interaction map 
of the ly proteome [50]. Four of these proteins (HP3 to HP6) bind to the same genomic 
sites as HP1 and are redistributed in its absence, and mutant alleles of HP4, 5, and 6 act as 
dominant suppressors of variegation [51]. HP1a also recruits the Suv4-20 histone methyl 
transferase to di- and trimethylate histone H4K20. It may also interact with the DDP1 
protein. A second domain in HP1a, named the chromo shadow domain because of its 
similarity to canonical chromo domains, is thought to be involved in HP1a self-association 
as well as in interactions with other proteins.

HP2 co-immunoprecipitates with the Nucleosome Remodeling Factor NURF and the histone 
chaperone Nap-1, suggesting that these chromatin-remodeling factors are involved in 
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heterochromatin formation [52]. This contention is reinforced by the discovery that loss-of-
function alleles of Anti-silencing factor 1 (Asf1) are dominant suppressors of position effect 
variegation [53]. The ASF1 protein bound to histones H3 and H4 constitutes the replication-
coupling assembly factor RCAF that was found to facilitate the CAF-1 complex-mediated 
assembly of nucleosomes onto newly-replicated DNA in vitro [54].

RNA INTERFERENCE PLAYS A CRITICAL ROLE IN  
HETEROCHROMATIN FORMATION

The genomes of most multicellular eukaryotes contain a large number of copies of various 
transposable elements that are either vestigial or active. Silencing by RNA interference has 
been implicated as a major defense against the deleterious effects of transposition [55]. The 
major RNA interference defenses against transposable elements involve the recognition and 
cleavage of the elements’ transcripts. Approximately 30% of the Drosophila genome consists 
of heterochromatin that is largely made up of DNA transposons, retroviruses, and tandemly 
repeated simple sequences. In retrospect, it is not surprising that the silencing mechanisms 
that evolved to combat the mutagenic effects of transposition would be subsumed to regulate 
the organism’s own genetic pathways. Following the seminal observation in ission yeast 
[48], abundant evidence has been garnered that the RNA interference pathway is involved 
in the regulation of heterochromatin formation, in a variety of model organisms including 
Drosophila [56].

Interfering RNAs are of three general types: siRNAs derived from long double-stranded RNAs 
thought to function as a viral defense mechanism (the pathway that generates siRNAs is 
used in RNAi knock-down experiments); miRNAs that are transcribed by RNA Polymerase 
II from non-coding regions present in the euchromatic portion of the genome; piRNAs 
that can be produced from different sources including sense and antisense transcripts. 
The piRNAs of interest to the present discussion are referred to as repeat-associated small 
interfering RNAs (rasiRNAs) or heterochromatic RNAs (hcRNAs); they are derived from long 
double-stranded RNA precursors that are transcribed from speciic genomic repeat regions 
composed primarily of copies of transposable elements termed rasiRNA clusters. These 
clusters are located in the centromeric heterochromatin, the fourth chromosome, and at 
telomeres [57,58]. In Drosophila, a large number of small RNAs that contain sequences from 
all known forms of repetitive elements, such as retrotransposons, DNA transposons, satellite, 
and microsatellite DNA sequences, have been identiied [59]. RasiRNAs occur primarily in 
ovaries, testes, and in early embryos. Their presence depends upon two Argonaute family 
members piwi and aubergine (aub), as well as two putative RNA helicases, spn-E (aka hls) and 
armitage (armi) [60–62].

Mutations that interfere with the synthesis of rasiRNAs that are homologous to particular 
transposable elements result in increased expression and mobilization of these elements 
in the germline. As transposons are generally found in the heterochromatic regions of 
the genome, their silencing could result from a direct role of rasiRNAs in the formation 
of hetrochromatin. Of course, silencing could be achieved by a post-transcriptional 
mechanism. A direct role of rasiRNAs in the formation of heterochromatin is suggested 
by the observation that certain mutations in the rasiRNA pathway affect the chromatin 
organization of transposable elements [63]. This remodeling is not seen in somatic cells 
suggesting that, once heterochromatin has formed, it can be preserved in the absence of 
RNA interference. Yet, the possibility that rasiRNAs do play some role in heterochromatin 
formation in the soma is indicated by the observation that mutations in their synthesis act 
as weak suppressors of position-effect variegation [56]. SiRNAs have also been linked to 
the formation of heterochromatin by the observation that loss-of-function mutations in 
the pathway by which they achieve their interference result in mislocalization of HP1 and 
abnormal centromeric heterochromatin formation [64].
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A unifying explanation for all of these experimental results would have the rasiRNA pathway 
play the major role in regulating the expression and mobilization of transposable elements 
in the germ line via a post-transcriptional mechanism or by inducing the formation of 
heterochromatin; in the early embryo, both the rasiRNA and the siRNA pathways would 
play a role in the continued inhibition of transposable elements and in heterochromatin 
formation. The classical hallmarks of heterochromatin – HP1a and methylated H3K9 – 
would function as end-points for either pathway [65]. Although RNA interference is most 
likely responsible for the formation of centromeric heterochromatin, it is clear that the 
targeting of HP1 can occur in an RNAi-independent manner, for example at the telomeres 
(discussed below).

HETEROCHROMATIN FORMATION IS LIMITED TO SPECIFIC  
CHROMOSOME DOMAINS

In nuclei with structurally normal chromosomes, the separation of constitutive 
heterochromatin from the adjacent euchromatic region is ixed, presumably by speciic 
boundary elements. Although nothing is known of the molecular nature of these elements, 
their existence is supported by the fact that the over-expression of heterochromatin 
components that were found to enhance position effect variegation fails to extend the 
normal heterochromatin domains. In contrast, when chromosome rearrangements position 
euchromatic regions in contact with heterochromatin, silencing of the genes that have been 
relocated occurs because heterochromatin formation extends into these genes’ domain. In 
these cases, the frequency of silencing is increased by the over-expression of heterochromatin 
components, indicating that the boundary element that normally contained the spread 
of the heterochromatic region has been relocated elsewhere allowing heterochromatin 
to invade regions where it normally is not present. Consistent with this invasive model 
were the observations that the inactivation of the gene closest to the heterochromatin/
euchromatin breakpoint was often accompanied by the inactivation (i.e. by the variegation) 
of the next gene, and sometimes, by the concomitant inactivation of additional more 
distal genes. In these early studies, inactivation of the distal genes never occurred without 
the inactivation of the more proximal genes inferring that heterochromatin spread 
continuously from the breakpoint. Recent molecular data would support this hypothesis: 
chromatin immunoprecipitation experiments have shown that the level of H3K9me2 is 
highest in the euchromatic segment immediately adjacent to the breakpoint of a variegating 
rearrangement and decreases as one proceeds distally [17,66]. An observation that appeared 
to contradict this general conclusion derived from the cytological examination in polytene 
chromosomes of the heterochromatin present in the euchromatic region adjacent to the 
breakpoint of position-effect rearrangements: in some cases, rather than a single compacted 
block obliterating the banded appearance of the euchromatic region, the breakpoint 
region exhibited a discontinuous compaction with zones of heterochromatin separated by 
morphologically normal regions with distinct bands and interbands [66]. More recently, 
some examples of inactivation being able to skip over the most proximal gene and affect a 
gene farther away from the heterochromatin/euchromatin junction have been reported [67].

In Drosophila, homologous chromosomes are paired throughout most of the cell cycle (from 
G0 to G2) in somatic cells. This can allow the spreading of heterochromatin formation 
caused by a position effect rearrangement on one chromosome to induce heterochromatin 
formation on the normal-sequence homolog with which it is paired [68].

Telomeric Heterochromatin

Drosophila telomeres contain a region of repeated sequences followed by an array of speciic 
retrotransposons capped by a protein complex [32] that binds to the end of the array, 
regardless of the terminal DNA sequence [69]. HP1 is an integral part of the cap (its absence 
causes multiple telomere fusions) and it binds directly to DNA; it also binds in the usual 
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H3K9me3-dependent manner to the repeated regions of the telomeres where it contributes 
to the formation of repressive telomeric heterochromatin [70].

Telomeres can generate position effect variegation of eukaryotic genes inserted into their 
domain. Many of the standard Su(var) mutations that modify position effect variegation in 
rearrangements involving centromeric heterochromatin have no effect on telomere-induced 
position effects. Screens of the genome for modiiers of the latter [71,72] have led to the 
discovery of several modiiers, only a subset of which also affect centromeric position effect 
variegation. A number of these modiiers are known regulators of chromatin architecture and 
euchromatic gene function leading to the conclusion that the telomeric silencing mechanism 
may be widely used [72].

Intercalary Heterochromatin

In the large, polytenic chromosomes produced by endoreplication in larval salivary 
glands, the bulk of centromeric heterochromatin is under-replicated and, therefore, under-
represented. Dispersed within the euchromatic arms of the chromosomes are distinct 
regions that have been termed intercalary heterochromatin. Originally identiied as sites 
that associate with each other or with centromeric heterochromatin, forming intra- or 
interchromosomal contacts (ectopic pairing), these regions share a number of characteristics 
with centromeric heterochromatin: late replication, under-replication in polytenic 
chromosomes, increased frequency of irradiation-induced chromosome breakage, and some 
histone modiications and factors. The under-replication of heterochromatic regions in 
polytene chromosomes is controlled by the Suppressor of Underreplication (SuUR) gene [73]. 
The product of this gene is an AT hook-containing protein that has no homolog in other 
model organisms (although it may be present in other dipterans). Based on the criterion 
of late-replication determined cytologically, there appear to be around 240 intercalary 
chromatin sites in the polytene chromosomes of Drosophila [74].

While the under-replication feature of speciic regions of the genome (centromeric and 
intercalary) is clearly a characteristic of polytene chromosomes, late replication sites occur 
in other tissues and have been mapped using DNA-DNA microarrays in diploid cells [75]. 
Using similar microarray techniques, a number of these sites were found to coincide with 
under-replicated sites in polytene chromosomes. In contrast to the general characteristic of 
centromeric heterochromatin regions, the intercalary under-replicated sites include clusters 
of unique genes, many of which are co-expressed [76]. Although the presence of highly 
repetitive sequences has not been determined, HP1 is often found in these regions as well as 
members of the Polycomb Group of proteins (discussed below).

The Unique Heterochromatin Attributes of Chromosome IV

The small dot-like chromosome (IV in D. melanogaster, element F in interspeciic 
comparisons) of the Drosophila karyotype is approximately 4.5 megabases in length. 
This chromosome contains a short arm that is fully heterochromatic. Beyond the 
heterochromatin block of the centromeric region, the long arm (1.2 megabases) is made 
up of regions of heterochromatin interspersed with segments containing canonical genes. 
These “euchromatic” segments contain an unusually high level of repetitive DNA consisting 
predominantly of transposable-element sequences and some simple repeats [77]. Perhaps 
for this reason, the chromosome is late-replicating [78] and normally does not undergo 
meiotic crossing over [79]. Nevertheless, this entire region is ampliied normally in polytene 
chromosomes.

As expected, some of the proteins and factors associated with centromeric heterochromatin 
are present on chromosome IV, with some notable differences in the 1.2 Mb segment. HP1 
and HP2 are present [30] and so are SU(VAR)3-7 [28], HOAP [31,32], and SU(VAR)3-9. 
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Surprisingly, the H3K9me2 present in this segment is not the product of SU(VAR)3-9 but of a 
different histone methyl transferase, DmSETDB1, produced by the eggless (egg) gene [80,81].

Another unique feature of the fourth chromosome is the presence of a protein encoded by 
the Painting of fourth (Pof) gene [82]. POF is a putative RNA-binding protein that associates 
exclusively with chromosome IV in D. melanogaster males and females, while in some other 
species of Drosophila it also associates with the X chromosome in males [83]. Presence of 
the POF protein is necessary for chromosome IV genes to transcribe at normal levels. On 
this chromosome, POF binds at the very same sites where HP1 is found and their respective 
presence on the chromosome are interdependent. Furthermore, this binding seems to be 
targeted preferentially to the exons of active genes, rather than to transposable elements. Of 
some interest is the observation that knock-down of HP1, which should lead to a decrease in 
POF association, results in a measure of up-regulation. These interactions suggest that POF 
and HP1 constitute a balancing mechanism for chromosome IV gene regulation [84,85].

Genes that Reside in Heterochromatin

The paradoxical existence of genes within heterochromatic domains was irst suspected many 
years ago with the discovery that the Y chromosome was required for male fertility leading to 
the expectation that it must contain genes necessary for this function. The irst gene residing in 
centromeric heterochromatin – the light (lt) gene – was found to respond in opposite fashion 
to all the euchromatic genes that had been studied with respect to position effect variegation: 
while the expression of these genes relocated near heterochromatin was diminished or 
suppressed in males by the removal of the Y chromosome, the expression of the light gene, 
present in the heterochromatic segment of the rearrangement, was enhanced; furthermore, 
an additional Y chromosome, instead of enhancing expression, as it does for variegating 
euchromatic genes, led to greater frequency of the light gene inactivation. These early 
observations highlighted the existence of genes that depended on their heterochromatic context 
for proper function. Additional genes residing in the constitutive heterochromatin regions of 
the Drosophila genome were discovered, and when several of these genes were relocated near 
euchromatin by chromosomal rearrangements, their expression was found to be enhanced by 
known Su(var) mutations and suppressed by some of the known E(var) mutations [86–88].

With the relatively recent sequencing of heterochromatic regions, the number of 
functional genes present in heterochromatin has increased from a few dozen discovered 
by conventional mutagenesis to a minimum of 230 to 254 protein coding genes [89]. The 
introns of these genes are much longer, on average, than those of euchromatic genes and 
consist almost exclusively of repeated transposable element sequences. In addition, a dozen 
genes that transcribe non-coding RNAs and a number of pseudogenes have been identiied. 
Perhaps as might be expected, the distribution of histone H3 methylated at lysine 9 is 
different in its relation with heterochromatic genes than with euchromatic genes. While 
the 5’ regions of heterochromatic genes are enriched in H3K4me2 and H3K9ac – marks of 
euchromatic gene activity – the remainder of the transcribed regions contains H3K9me2 
[90]. SU(VAR)3-9 and dmSETDB1 are not responsible for this methylation.

Modulation of Heterochromatin During Euchromatic  
Gene Transcription

In addition to their heterochromatin location, HP1a and SU(VAR)3-9 are present together 
at euchromatic sites that contain repetitive sequences; they are also frequently found 
independently of one another on many expressed genes where their binding is inversely 
correlated with the levels of gene expression. These results suggest that these two proteins 
can be present in different complexes [51]. HP1a is found in developmental and induced 
puffs on polytene chromosomes; although these puffs form in the absence of functional 
HP1, the steady-state level of transcript of the Hsp70 locus, which was studied in detail, is 
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proportional to the level of HP1 present in the nucleus [91]. Microarray analysis of control 
and HP1a-depleteted synchronized cultured embryonic cells showed that a signiicant 
number of genes that regulate the cell cycle components, including DNA replication and 
chromosome segregation, depend on HP1 for their transcriptional activity [92]. Using a 
similar approach, hundreds of genes were found to be positively or negatively regulated by 
HP1 in larvae [93]. High resolution mapping of HP1 reveals that it associates with active 
euchromatic genes where it favors the coding regions over the promoters with a distinct 
preference towards the 3’ end. These genes display the chromatin characteristics of active 
genes: presence of H3K4me2 in the promoter region and histone H3.3 replacement of H3 
(discussed below). This histone variant is present in the upstream portion of the coding 
region where HP1 is absent or present at a lower level suggesting that H3.3 and HP1 are 
mutually exclusive features of many active genes [94].

As mentioned above, HP1c displays a distribution that is exclusively euchromatic. HP1c 
is found together with several functionally unrelated transcription factors as well as 
co-activators or co-repressors at many genomic sites referred to as “co-localization spots”. 
These spots are in actively transcribed regions and are enriched in RNAPII as well as the 
histone variant H3.3. Since the number of transcription factors in Drosophila is much larger 
than the number of the factors included in this study, it is likely that the co-localization spots 
include many additional proteins [95]. One cannot help wondering if these indings are in 
any way related to the “transcription factories” detected in mouse cells [96].

REGULATION OF GENE EXPRESSION

Developmental Regulation by Polycomb and Trithorax Proteins

Drosophila development begins with the establishment of the anterior-posterior and dorso-
ventral axes by gene products that are deposited in the egg cytoplasm during oogenesis. 
Some of these products are transcription factors that regulate the expression of segmentation 
genes responsible for subdividing the embryo into a series of paired segments, each with 
its own anterior-posterior polarity. The differentiation of these segments into speciic 
body regions is achieved by the homeotic genes that in turn, regulate the expression of 
realization genes. The homeotic genes share a characteristic, speciic DNA-binding domain, 
the homeobox, and for this reason they are often referred to as HOX genes. There are two 
clusters of HOX genes in Drosophila melanogaster: the Antennapedia complex (ANT-C) 
that includes labial (lab), proboscipedia (pb), Deformed (Dfd), Sex combs reduced (Scr), and 
Antennapedia (Antp), and the Bithorax complex (BX-C) that includes Ultrabithorax (Ubx), 
abdominalA (abdA), and AbdominalB (AbdB). Speciic HOX genes must be activated and 
remain active in particular regions of the embryo while others must be kept in a permanently 
repressed state. This is the responsibility of two groups of proteins with antagonistic 
functions – the Polycomb group (PcG) and the trithorax group (trxG). The genes encoding 
these proteins were discovered because loss-of-function mutations affected the expression 
of HOX genes and resulted in homeiotic transformations [97]. Some of these genes were 
found to be structurally similar to genes that affected position effect variegation suggesting 
a commonality in the regulatory mechanisms [98]. In addition to prescribing the activity 
of HOX genes, PcG and trxG genes regulate the expression of numerous other genes during 
development.

PcG REGULATORY PROTEINS

PcG Proteins form Regulatory Complexes

PcG gene products form three different types of multi-protein complexes. The Polycomb 
Repressive Complex 2 (PRC2) contains the histone methyl transferase Enhancer of zeste 
[E(Z)], Extra sex combs (ESC), Suppressor of zeste 12 [SU(Z)12], and Nucleosome 
remodeling factor p55 (Nurf-55) [99]. The Polycomb Repressive Complex 1 (PRC1) contains 
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Polycomb (PC), Polyhomeiotic (PH), Posterior Sex Combs (PSC) and Sex Combs Extra  
(SCE/dRing); it also contains other components, including Tata-Box Protein (TBP)-associated 
factors [100]. More recently, a third complex has been identiied, the so-called PHORC 
complex that includes two proteins: Scm-related-gene-containing-Four-Malignant- 
Brain-Tumor-domains (SFMBT) and Pleiohomeiotic (PHO) that has a DNA-binding 
sequence [101].

The different PcG complexes appear to exist in several forms. For example, PRC2 complexes 
of 600 KD [102] and of 1MD that contains the polycomb-like (PLC) protein [103] have 
been puriied. Adding to this complexity, several PcG genes appear to have closely related 
orthologs within the group with which they share similar functions. Examples of such 
pairs include PSC and SU(Z)2, ESC and ESCL (Extra Sex Comb-Like), and PHO and PHOL 
(Pleiohomeiotic-Like).

PcG Complexes Associate with the Genome at  
Specific DNA Binding Sites

The PcG complexes bind to sequence elements called Polycomb Response Elements (PRE). 
These elements consist of several hundred base-pairs that include some short motifs targeted 
by DNA-binding factors such as the GAGA factor (GAF), Pipsqueak (PSQ), the Dorsal Switch 
Protein 1 (DSP1), and the Sp1/KLF family of proteins [104–106]. Using an algorithm based 
on GAF binding sites and on the binding site of PHO and of the Zeste (Z) protein that has 
been found in several PcG binding sites, over a hundred and ifty presumed PREs were found 
throughout the euchromatic genome [107]. The complementary approach of mapping the 
location of PcG proteins along chromosomes by chromatin immunoprecipitation revealed 
that the algorithm had missed many PREs and that many of the PREs that it had identiied 
were not occupied by PcG complexes [108,109]. These observations suggest that through 
their own binding, other proteins may attract PcG complexes to PREs (Fig. 14.2).

The level of product of a reporter gene in transgenic lies is usually greater in the homozygous 
than in the heterozygous condition; surprisingly, the reverse is the case, i.e. less gene product 
in homozygotes than in heterozygotes, if the transgenic construct contains a PRE. This 
observation highlights a characteristic of at least some PREs: pairing-dependent or pairing-
sensitive silencing [110,111].

The Binding of PcG Complexes Induces and Depends on  
Post-Translational Chromatin Modifications

As should be evident from the previous statements, the targeting of PcG complexes to PREs 
to achieve the desired gene silencing is a complex and still poorly understood process. 
Nevertheless, certain parameters of a general nature have been identiied [112,113]. The 
ESC and ESCL proteins are critical for the initial association, which is thought to involve 
PRC2 and to result in the trimethylation of H3K27 by E(Z). The latter does not occur at the 
PREs themselves since they appear to be nucleosome-free; rather it occurs on neighboring 
nucleosomes and may be involved in the spreading of repression throughout the targeted 
transcriptional units. Although initially thought to recruit the PRC1 complex via the 
chromodomain of its PC subunit, the role of H3K27me3 has been revised: in vitro, PC has a 
very modest binding afinity for this chromatin mark [114]; furthermore, while the presence 
of H3K27me3 extends through entire transcription unit domains, PRC1 proteins are found 
exclusively at the site of the adjacent PRE [115].

As mentioned above, the PHORC complex has DNA binding activity via its PHO subunit. 
The SFMBT protein binds to mono- and dimethylated H3K9 and H4K20, both of which 
are marks of repressed chromatin [101]. This speciicity is not well understood, given that 
silenced HOX genes such as Ubx are decorated with trimethylated H3K9, H3K27, and 
H4K20.
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The dRING protein is an E3 histone ubiquitine ligase responsible for the majority of the 
histone H2A ubiquitination [116]. In addition to its presence in PRC1, dRING is also 
found in another complex with PSC (Posterior Sex Combs) but not Polycomb (PC) or 
Polyhomeiotic (PH). Among other known proteins, this complex includes the Drosophila 
homolog of KDM2 – a H3K36me2 demethylase. In addition to this activity, KDM2 
stimulates the ubiquitinase activity of dRING [117].

The PcG genes include grappa (gpp) which encodes a histone methyltransferase that is 
required for the methylation of H3K79 [118]. Loss-of-function mutations suppress telomere-
mediated but not centromere-mediated position effect variegation. These mutations interact 
genetically with mutations in PcG genes and suppress the pairing-sensitive silencing of PRE-
bearing transgenes. There is no information regarding the presence of the GPP gene product 
in the known PcG complexes.

trxG REGULATORY PROTEINS

The body of experimental information on the trxG genes is less voluminous than for the 
PcG genes and is mostly associated with a characterization of the interactions between these 
two gene groups (discussed below). All of the HOX genes that have been activated in the 
early embryo and that must be kept active during segment differentiation are targeted by 
gene products of members of the trithorax group, preventing their default-silencing by PcG 
complexes [119,120]. Transcription through the non-coding region of PREs is also correlated 
with a failure of PcG-mediated silencing [121].

FIGURE 14.2 
A model depicting the binding of PHO and GAF to a PRE, the recruitment of PRC1 and PRC2 resulting in methylation of 

nucleosomes, and the extension of the methylated domain by loop formation (from [113], reprinted with permission from 

Macmillan Publishers Ltd). (Please refer to color plate section)
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TrxG Proteins Form Regulatory Complexes

Many of the genes that encode the trxG proteins were irst identiied in genetic screens for 
suppressors of mutations of Pc or of the HOX gene Antennapedia (Antp) [122]. Two of the 
trxG proteins are histone methyl transferases: trithorax (trx) that is H3K4-speciic and absent, 
small, or homeiotic discs 1 (ash1). Loss of ASH1 results in a dramatic loss of H3K4 methylation 
on larval polytene chromosomes suggesting that it is the essential H3K4 methyl transferase; 
no changes are observed in either H4K20 or H3K36 methylation [123]. Perhaps not 
surprisingly, the speciicity of Ash1 is different when a recombinant enzyme is assayed in vitro 
[124]. Surprisingly, the trxG genes include little imaginal discs (lid), a JmjC  N demethylase 
speciic for H3K4me3 [18,19]. In spite of this usually repressive enzymatic activity, LID 
appears to contribute to the expression of the HOX gene Ultrabithorax (Ubx) in cultured 
cells [19] and in imaginal discs [125]. An explanation for this contradiction is suggested 
by the recent evidence that LID is a subunit of a multiprotein complex that includes the 
histone deacetylase RPD3 normally associated with repression of gene activity [126]; in this 
complex, RPD3 is inactive.

The TRX protein is present in a complex – Trithorax Acetylation Complex (TAC1) – that 
includes the histone acetyl transferase CBP and SBF1, the Drosophila ortholog of the human 
anti-phosphatase protein Set-Binding Factor 1 [127]. TAC1 has been shown to regulate the 
HOX gene Ubx’s expression.

TrxG proteins and their complexes bind to speciic DNA sequences called TREs. Because  
they often overlap, PREs and TREs are sometimes referred to as MEs or maintenance 
elements [128].

TrxG Proteins Interact with Chaperones and Cohesins  
to Carry Out Their Functions

A relationship between trxG proteins and different molecular chaperones [129,130] has 
led to the discovery that trithorax requires Hsp90 to sustain the active state of HOX genes 
[131]. HSP90 is a ubiquitous chaperone involved in numerous regulatory pathways, under 
heat-shock stress or at normal temperature; partial loss of function of the protein leads to 
morphological abnormalities that resemble homeotic mutations. These phenotypes are 
explained by the functional interaction of HSP90 with trxG proteins.

TrxG proteins also interact with members of the cohesin complex. Cohesins were initially 
characterized as complexes that maintain the intimate association of sister chromatids. 
A more ine-grained analysis revealed that cohesin proteins and the Nipped-B complex 
that loads them onto chromatids co-localize extensively along chromosomes where they 
bind to a subset of transcribed regions [132]; as expected, they are absent from genes 
that are silenced by PcG complexes. In fact, RAD21, a major component of the cohesin 
complex encoded by the verthandi (vtd) gene has been added to the trxG list because of the 
suppressor-of-Pc activity of loss-of-function alleles [133].

INTERACTIONS BETWEEN PcG AND trxG FACTORS

By chromatin immunoprecipitation (ChIP) of their respective subunits, all three PcG 
complexes and TRX were found to bind to the two PREs lanking the Ubx gene, whether 
this gene was on or off [134]. When the gene is inactive, the entire Ubx region is enriched 
in trimethylated H3K9, H3K27, and H4K20. When Ubx was active, there was a strong 
reduction of PCG and TRX binding at the downstream PRE and ASH1 was observed bound 
in the coding region of the gene; the histone modiications present throughout the region 
were replaced in the promoter and coding regions by H4K20me1 and H3K4me3. Generally 
similar results were obtained by a ChIP-chip analysis of the distribution of several members 
of the PCG and trxG proteins and of histone modiications on the ANT-C and BX-C HOX 
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gene complexes. Both PHO and PRC1 bind the regulatory sequences of silent HOX genes and 
TRX is always found at these sites [135]. The results of this analysis revealed that although the 
chromatin characteristics of two different HOX genes are similar when they are both inactive, 
in the active state these characteristics are different suggesting that maintenance of activity 
can be achieved by somewhat different means. Different conclusions were reached with 
experiments that made use of transgenes with a reporter gene under the control of a HOX 
gene maintenance element (ME) [136]. Using immunoluorescence to examine the presence 
of different trxG and PcG proteins on the transgenes in individual cells of larval salivary 
glands, the binding of TRX and PRC2 or PRC2 was found to be mutually exclusive.

A direct interaction at the level of histone modiication occurs between the TRX-dependent 
CBP acetylation of H3K27, its deacetylation by RPD3 and its trimethylation by the PcG 
methyl transferase E(Z). These interactions provide a mechanism by which TRX antagonizes 
or impedes PcG silencing [137].

Chromosome-Level Epigenetic Regulation of Transcription:  
Dosage Compensation

Epigenetic modiications control the expression of the genome at the level of individual 
genes, of large genomic domains (locus control regions), or of entire chromosomes. Dosage 
compensation is an example of chromosomal-level epigenetic regulation.

THE MSL COMPLEX IS RESPONSIBLE FOR DOSAGE COMPENSATION

Dosage compensation refers to the equalization of most X-linked gene products between 
males, which have one X chromosome and a single dose of X-linked genes, and females, 
which have two X’s and two doses of such genes. It is mediated by the MSL complex 
consisting of a core of ive protein subunits encoded by male-specific lethal 1, 2, and 3 
(msl1, msl2, msl3), males absent on the first (mof), and maleless (mle), as well as one of two 
non-coding RNAs [RNA on the X1 and 2 (roX1 and roX2)] [138,139]. These RNAs are very 
different in size (4.1 to 4.3 kb and 0.6 kb, respectively); nevertheless, they share a hair-
pin secondary structure and several short stretches of sequence [140,141], and they are 
completely interchangeable with respect to the function of the MSL complex in dosage 
compensation (Fig. 14.3B). The complex preferentially associates with numerous sites on 

FIGURE 14.3 
(A) The MSL complex is distributed along the male X chromosome as evidenced by indirect immunostaining of one of its 

protein components. (B) Subunit components of the MSL complex (from Ref. 139, reprinted with permission from Springer 

Science  Business Media). (Please refer to color plate section)
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the X chromosome in somatic cells of males but not of females (Fig. 14.3A). It is responsible 
for an enhancement of the transcriptional rate of a substantial number of X-linked genes, 
thereby compensating for the difference in dosage of these genes between males and females. 
Although all of the msl genes are transcribed in females, the complex is absent because 
the female-speciic RNA-binding Sex-lethal (SXL) protein that is responsible for female 
differentiation prevents the translation of the msl2 gene transcript [142,143].

In males, the complex is believed to assemble at the locus of the two roX genes and then 
spread to numerous additional sites along the X chromosome for which it has a complete 
range of afinity levels [144,145]. Using ChIP-chip or ChIP followed by sequencing, from 
130 to 150 X-chromosome sites predominantly enriched for a GA repeated sequence for 
which the MSL complex has particular afinity have been identiied [146,147]. From these 
sites, the complex is attracted to activated genes [148,149] where it displays substantial 
afinity to the H3K36me3 mark characteristic of transcription.

HISTONE ACETYLATION IS CORRELATED WITH THE ENHANCEMENT OF  
X-LINKED GENE TRANSCRIPTION IN MALES

The presence of the MSL complex on the male X chromosome is correlated with a signiicant 
increase of histone H4 acetylated at lysine 16 [H4K16ac; [150]]. This acetylation is the 
result of the activity of MOF – a histone acetyltransferase of the MYST family [151]. Rather 
than targeting promoters, the acetylation occurs throughout transcriptional units with a 
signiicant increase towards the 3’ end [152–154]. For this reason, the function of the MSL 
complex is unlikely to be the initiation of gene activity; rather the enhancement in the level 
of gene expression that leads to dosage compensation may be the result of an enhancement 
in the rate of transcription elongation.

The X-ray crystal structure of nucleosomes suggests the occurrence of an inter-nucleosomal 
interaction involving the acidic patch formed by an H2A/H2B dimer in one nucleosome 
and the basic tail of histone H4 from a neighboring nucleosome [155,156]. Recently, 
the acetylation of H4 at lysine 16 was shown to prevent the conversion of reconstituted 
nucleosomal arrays into 30 nanometer ibers that are thought to represent a level of 
compaction of native chromatin unfavorable to transcription [157]. These observations 
suggest that the acetylation of H4K16 opens the X-chromosome chromatin and that dosage 
compensation is achieved by facilitating nucleosome eviction ahead of the processing RNP II 
and increasing the rate of elongation.

THE MSL COMPLEX INCLUDES AN RNA/DNA HELICASE

In addition to this enzyme, the MSL complex of Drosophila includes an ATP-dependent 
DEXH-box RNA/DNA helicase (MLE) that prefers double-stranded RNA or RNA/DNA hybrid 
substrates with a short 3’ overhang [158]. MLE is related to the ATPases present in complexes 
that remodel chromatin by altering the positioning or the architectural relationship between 
histone octamers and DNA [159]. The ATPase activity is required for MLE’s role in the 
transcriptional enhancement of a targeted gene while the helicase activity is necessary for the 
spreading of the complex along the X chromosome [160].

INTERACTION WITH HETEROCHROMATIN PROTEINS

Over-expression of Su(var)3-7 results in morphological effects in the larval salivary gland 
polytene chromosomes of both males and females, but the male X is most affected as 
it assumes a very small and highly compacted shape [161]. In these chromosomes, the 
distribution of the MSL complex is abnormal [162]. Loss of Su(var)3-7 results in a polytene 
X chromosome in males that is shorter, bloated and with a banding sequence that is much 
less distinct. The bloated appearance requires the presence of an active MSL complex [163]. 
Loss of HP1 has the same bloating effect on the X chromosome morphology in males. 
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HP1 binding is moderately elevated along the whole male X chromosome in comparison 
to the autosomes. Females do not exhibit such an X-speciic enrichment [94]. In contrast, 
loss of HP2, a protein that interacts with HP1 [52], does not have a speciic effect on the X 
chromosome in males [164].

Different results were obtained RNAi knock-down of HP1. Sex-biased defective chromosome 
segregation, alterations in histone modiications, speciic changes in transcription, and 
a skewed sex ratio in surviving progeny were observed. But the morphology of the X 
chromosome and the global level and distribution of H4K16ac seemed unaffected in male 
HP1 knock-down progeny, suggesting that the sex-biased effect on male viability was not 
caused by misregulation of dosage compensation [165]. High-resolution mapping of HP1 
in autosomal regions revealed that HP1 target-genes are also marked by the histone variant 
H3.3 (discussed below) and H3K4me2 that are characteristic of active chromatin [165,166].

The Jil-1 kinase, responsible for the bulk of H3S10 phosphorylation during interphase, 
localizes to interband regions in all polytene chromosomes but is substantially more 
abundant on the X chromosome in males [23,167]. Loss-of-function alleles result in global 
changes in the morphology of polytene chromosomes with the male X, once again, shorter, 
fatter and without any evidence of banding [168]. JIL-1 loss-of-function alleles allow the 
spreading of H3K9me2 and HP1, suggesting that JIL-1 normally marks and preserves the 
limits of euchromatic domains [169]. Recently, Kristen Johansen and collaborators have 
provided direct evidence that the H3S10 phosphorylation mediated by JIL-1 induces an 
open chromatin state [170]. It is tempting to interpret these interactions in terms of the 
relative domain boundaries between euchromatin and intercalary heterochromatin on the X 
chromosome in males and their effect on transcription enhancement.

INTERACTION WITH THE GENERAL CHROMATIN REMODELING  
COMPLEXES NURF, ACF, CHRAC AND ATAC

The X chromosome in males responds dramatically to the loss-of-function of the general 
chromatin assembly complexes ACF and CHRAC and the nucleosome repositioning complex 
NURF. Loss-of-function mutations in ISWI (Imitation Switch) protein, the ATPase common 
to all three complexes, transform the male X chromosome in salivary gland polytene 
chromosome preparations into a chromatin mass that has lost all morphological features 
[171]. Loss-of-function mutations in a subunit unique to the NURF complex have the same 
effect on the X-chromosome morphology; this effect can be rescued in males by preventing 
the occurrence of H4K16ac. In a mutant nurf background, loss-of-function mutations in 
either roX1 or roX2 lead to a more normal appearance of the polytenic X in the general region 
of the mutation; conversely, a wild type roX transgene relocated to an ectopic autosomal 
location nucleated a region of disorganization at its site of insertion [172].

Mutations in dAda3 gene cause a defect in the banding organization of polytene 
chromosomes in both males and females; once again, the X chromosome in males is more 
severely affected [173]. Mutations in the histone acetyl transferase Gcn5 and the ATAC (Ada 
two A containing) complex component Ada2a induce a speciic decondensation of the 
X chromosome in mutant males [174]. In contrast, the Drosophila RSF (Remodeling and 
Spacing Factor) complex consisting of dRsf1 and ISWI does not affect the appearance of 
polytene chromosomes in either sex [175].

Histone Replacement

HISTONE VARIANTS AND TRANSCRIPTION

H3.3 Replaces H3 in the Domain of Actively Transcribed Genes

Canonical histones are synthesized during the S phase and the bulk of nucleosome assembly 
occurs behind the replication fork. In contrast, histone variants such as Drosophila H3.3 
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are synthesized in all phases of the cell cycle [176]. Histone H3.3 is used in a replication-
independent (RI) nucleosome assembly process that occurs at transcriptionally active loci 
throughout the cell cycle [177]. Although H3.3 differs from H3 in only four amino acid 
residues, the difference is suficient to target this variant to the RI pathway. Histone H3 
replacement is initiated immediately upon induction of a gene, occurs throughout the length 
of the transcriptional unit, and is retained long after the gene is repressed [178,179].

The presence of H3.3 is greater on the hypertranscribing X-chromosome of males than in 
females or on the autosomes of either sex. In contrast to the distribution of H4K16ac, which 
is skewed towards the 3’ end, histone H3.3 is more enriched at the 5’ end of transcribing 
genes [166]. A ine-grained study of H3.3 distribution along a broad region that includes 
the ANT-C and BX-C complexes reveals that, although the two complexes exhibit a relatively 
low ratio of H3.3 to H3 histones, prominent peaks of H3.3 are found at the regulatory 
domains, at some of the PREs and promoters [180]. Many of the regulatory regions include 
hypersensitive sites and the enrichment in H3.3 at these sites indicates that a continuous 
process of nucleosome disruption and replacement allows high levels of H3.3 incorporation 
while exposing the DNA to nuclease digestion (Fig. 14.4).

Given the facts just discussed, the report that H3.3 is dispensable (in the soma although not 
in the germline) was surprising. As expected, the histone H3 covalent modiications that are 
characteristic of active gene function are found predominantly in H3.3 [181]. Deletion of the 
two genes that encode H3.3, or replacement of H3.3 with a form where H3K4 was mutated 
to H3A4 preventing methylation, has no effect on the output of major developmental 
signaling pathways or on viability; furthermore, the total levels of H3K4me3 remained 
unchanged suggesting that in the absence of H3.3, this modiication is switched to canonical 
H3 [182].

H2Av Participates in Gene Silencing

This Drosophila homolog of the H2A variant H2AZ.A is present in centromeric 
heterochromatin and throughout the chromosome arms [183,184]. The gene that encodes 
this variant (His2Av) is classiied as a PcG gene on the basis that a reduction in its product 
enhances the phenotype of mutations in Pc [185]. H2Av plays an important role in recruiting 
PC to PRE sites but does not affect E(Z) recruitment or H3K27me3 levels, suggesting that 
the latter precedes the former. In addition reducing H2Av levels results in a reduction 
in H3K9me2 and HP1 and a loss of H4K12ac in centromeric heterochromatin and, not 
surprisingly, suppresses position effect variegation [185].

RSF-1 is a protein encoded by the dRsf-1 gene that interacts with the ATPase ISWI (imitation 
switch) protein to deposit nucleosomes. Mutations in dRSF-1 act as suppressors of 

FIGURE 14.4 
Diagram of the incorporation pathways of histones. H3 uses a replication-coupled (RC) mechanism and H3.3 and Cid a 

replication independent (RI) mechanism. Note that some degree of H3.3 incorporation can occur in an replication-coupled 

manner. (from Ref. 217, reprinted with permission from The National Academy of Sciences, USA). (Please refer to color plate 

section)
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variegation and reduce the level of H3K9me2 with a concomitant decrease in H2Av [175]. 
RSF1 and ISWI co-immunoprecipitate with subunits of the histone acetyl tranferase Tip60 
complex that had been shown to facilitate silenced chromatin. These results identify another 
ISWI-containing complex that mediates H2A exchange for H2Av [175].

HISTONE VARIANTS AND THE REPAIR OF DNA DAMAGE

H2AX is a histone H2A variant that is targeted to the site of DNA damage. In Drosophila,  
this H2A variant (H2Av) is a hybrid molecule that has the H2Av globular portion and a 
H2AX C-terminal tail. It is present ubiquitously and randomly throughout the chromatin. 
During the cellular response to DNA double-strand break damage, a phosphorylated form 
(S139ph) is exchanged for the unphosphorylated H2Av at the site of double-strand breaks. 
The Tip60 complex catalyzes this process and acetylates H2AvS139ph prior to the exchange 
[186]. Marking the sites of double-strand breaks in this fashion is thought to target them 
for the factors involved in non-homologous end joining or homologous recombination 
pathways.

CENTROMERE-SPECIFIC HISTONE VARIANTS

The nucleosomes in the centromere chromatin of most eukaryotic organisms contain a 
histone H3 variant that in Drosophila is referred to as CID or centromere identiier [187]. 
The presence of CID represents the epigenetic mark that identiies a chromosomal region as 
a centromere; its presence is required for all aspects of centromere assembly and function. 
When chromosomes replicate, existing nucleosomes are transmitted randomly to the 
daughter chromatids and new nucleosomes including those containing CID are deposited by 
chromatin assembly chaperones such as ASF1 (Antisilencing Factor 1) and complexes such 
as CAF-1 (Chromatin Assembly Factor 1). The timing within the cell cycle of centromere 
DNA replication has not been unanimously established: some experimental results suggest 
that it occurs early in S phase, while the pericentric heterochromatin replicates late [188]; 
other experiments place the time of replication late in the S phase [189]. Surprisingly, CID 
incorporation into centromeres occurs during early anaphase and is independent of DNA 
replication [190]. Although a large number of proteins associated with centromeres have 
been identiied, the parameters that regulate the incorporation of CID into the nucleosomes 
and the factor that target them to the particular DNA sequence that gives rise to a centromere 
are poorly understood. Using a genome-wide RNAi screen for loss of CID, several gene 
products were identiied that are required for CID localization: CENP-C (originally 
identiied as a human autoantigen) and CAL1 (a novel constitutive centromere protein) are 
essential for CID incorporation; all three proteins are mutually dependent for localization 
to the centromere. In addition, cyclin A and APC (anaphase-promoting complex) regulate 
centromere assembly and propagation; the latter is regulated by RCA1 which inhibits the 
function of Fzr/Cdh1, a positive regulator of the APC complex [191].

Centromeric chromatin is embedded in pericentric heterochromatin and consists of blocks 
of CID-containing nucleosomes interspersed with blocks of canonical H3-containing 
nucleosomes. Yet the histone modiications of centromeric nucleosomes are different from 
those that characterize hetero- or euchromatin: H3K9me2/me3, H3K9ac, and H4K5/K8/
K12/K16ac are absent; H3K4me2 (but not me3) is present [192]. The epigenetic character 
of centromeres is further evidenced by the observation that centromeres can form on 
chromosome fragments that are completely free of the functional centromeric DNA that is 
present in the chromosomes from which they are derived; in addition, these neocentromeres 
not only insure the recovery of the fragments after their induction by ionizing radiation but 
also exhibit transgenerational propagation [193]. Dicentric chromosomes usually fail to be 
transmitted because they result in breakage-fusion-bridge cycles. In exceptional cases, one of 
the two centromeres becomes epigenetically inactivated; which one remains active appears to 
be a random process but, once established, it is transmitted clonally to daughter cells [194].
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CHROMATIN INSULATORS

Insulators have traditionally been deined as sequences along the DNA that attract particular 
proteins for the purpose of preventing distal enhancers from activating or silencing genes. 
This deinition was extended to include sequence elements that block the inappropriate 
spread of heterochromatin (also referred to as boundary elements). Evidence from the study 
of enhancers in Drosophila indicates that their most important function may be to organize 
the genome into functional clusters.

Types of Insulator

Scs and scs’ (specialized chromatin structures) were the irst insulators to be discovered; 
they lank the region that includes the two heat shock protein 70 (hsp70A/B) genes at 87A on 
the cytological map [195] and interact with the BEAF-32A and -32B (Boundary Associated 
Element 32) and ZW5 (Zeste-White region gene 5) proteins. These proteins are present at 
hundreds of sites throughout the genome [196].

The gypsy insulator exerts its action through the binding of the Suppressor of Hairy wing 
[Su(Hw)] protein and two additional proteins: Modiier of mdg4 [Mod(mdg4)] and 
Centrosomal Protein 190 (CP190). These proteins co-localize at hundreds of sites in the 
genome that do not correspond to the gypsy retrotransposon insertion sites.

The Fab insulators are present in the Bx-C region with its three homeotic genes and nine 
regulatory sites to insure the speciic and exclusive activation of genes in different regions 
during development. Given the evolutionary conservation of the HOX genes, it may not be 
surprising that most of these insulators (Fab-2, -3, -4, -6, and -8 but not Fab-7) are bound by 
CTCF, the protein associated with the major type of insulator known in vertebrates [197]. 
Mcp, an additional insulator in the Bx-C region, is also bound by CTCF. The sites that are 
bound by this protein are also bound by CP190 [198,199]. The Fab-7 insulator may be 
targeted to chromatin by the GAGA factor (GAF) protein [200].

Insulator Functions

INSULATORS ESTABLISH THE BOUNDARIES OF REGULATORY DOMAINS

An insulator placed between two enhancers upstream of a gene will block the distal but  
not the proximal enhancer from regulating transcription. It does not prevent the distal 
enhancer from regulating the transcription of another promoter positioned directly 
upstream. Furthermore, an insulator separating a promoter from a distal enhancer followed 
by a more proximal silencer once again blocks the enhancer but has no effect on the  
silencer [201].

Early during development, a group of segmentation genes initially activated by maternal 
factors subdivide the embryo into 14 parasegments which later give rise to the segments 
of the larva and the adult. As mentioned in a previous section, the differentiation of 
the segments into the adult anatomy is the responsibility of the two HOX gene clusters, 
ANT-C and Bx-C. In order to achieve the orderly, differential expression of the eight genes 
within these clusters, each parasegment-speciic regulatory domain should be lanked by 
domain boundary elements [202]. At the time of this writing, only two Bx-C insulators 
were known, Fab-7 and Mcp. The discovery of many additional insulators as well as PREs 
and TREs associated with the HOX gene complexes suggests that the regulation of these 
complexes is parsed into independently regulated domains. A key parameter of this model 
is the relationship of these regulatory elements with one another. During the activation 
or repression of the domains, the spreading effect of the PREs must be limited by domain 
boundaries. In fact, available data indicate that boundary elements and PREs are in close 
proximity [197].
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INSULATORS MODIFY CHROMATIN STRUCTURE

Depletion of the BEAF insulator protein leads to a signiicant increase in the level and 
distribution of H3K9me3 and a concomitant repression of genes adjacent to its binding 
sites [203]. These results indicate that BEAF blocks H3K9 methylation and thereby preserves 
the transcription of adjacent genes. Consistent with these results is the observation that a 
dominant-negative suppressor of BEAF acts as an enhancer of position effect variegation, 
presumably by allowing the spread of H3K9me3 beyond the junction of the euchromatin-
heterochromatin rearrangement [204].

INSULATORS AFFECT NUCLEAR ORGANIZATION

The initial realization of this effect was the observation that although insulator proteins 
such as Su(Hw) and Mod(mdg4) occupy hundreds of sites on larval salivary gland polytene 
chromosomes, they are present in a very limited number of locations (20 to 25) in 
interphase nuclei. The insulator property that provides the explanation for this surprising 
aspect of nuclear architecture was the tendency to form aggregates (Fig. 14.5). Multiple gypsy-
like insulators (sites that are identiied by the presence of Su(Hw) and Mod(mdg4) but are 
not associated with gypsy retrotransposon insertions) interact to form rosette-like structures 
in the nucleus [204,205]; the proteins of the scs and scs’ insulators associate with each other 
juxtaposing these two insulators and forming a DNA loop between them [206].

The presence of an ectopic gypsy insulator causes the region where it is inserted to move 
from its normal location inside the nucleus to the nuclear periphery [207]. This observation 
suggested that the aggregation of insulator proteins and insulator sequences, referred to as 
insulator bodies, are associated with the nuclear matrix. This was demonstrated to be the 

FIGURE 14.5 
Detailed diagram of the association of Su(Hw) complexes with each other and with the nuclear matrix (from Ref. 218, reprinted 

with permission from Macmillan Publishers Ltd). (Please refer to color plate section)
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case [208]. The Topoisomerase I-interacting protein dTopors, a ubiquitin ligase, interacts 
with Su(Hw) and Mod(mdg4) as well as with Lamin Dm0 is involved in recruitment to 
the matrix [209]. Components of the RNAi machinery may be involved as well. Using 
immunoafinity puriication, a protein in the double-stranded RNA interference pathway –  
the RNA helicase Rm62 – was found to associate with CP190. Loss of function of this 
protein improves insulator activity of a gypsy transposon while loss of function of Argonaute 
(proteins that either degrade or prevent the translation of target RNAs) reduces this activity 
[210]. In the matrix, the insulator bodies formed by Su(Hw) enhancers overlap with those 
formed by CTCF enhancers, suggesting an association between them mediated by their 
common protein CP190 [211].

The architectural organization of much of the genome into rosettes of DNA loops attached 
to the matrix by insulator-body hubs must have direct implications for gene regulation 
(Fig. 14.6). Although a speciic demonstration of this contention has not yet been realized, 
a concordant correlative observation consists of the fact that the distributions of different 
insulator proteins (Su(Hw), BEAF, CP190, and CTCF) are different in different cell types [199].

DNA METHYLATION

Given the importance of this epigenetic modiication in fungi, plants, and vertebrates, it is 
appropriate to devote a major section to its discussion. In spite of this consideration, the 
discussion will be very brief because until recently [212], DNA methylation was thought to 
be absent in Drosophila. The DNA methyl transferase DNMT2 identiied in humans is present 
in Drosophila (dDNMT2). Similarly to the human enzyme, dDNMT2 methylates a small 
speciic RNA: aspartic acid transfer RNA (tRNAAsp). Loss of function mutations in the Mt2 
gene have no effect on the viability or fertility of these mutant individuals [213]. In contrast 
to human DNMT2 that does not methylate DNA, the Drosophila enzyme methylates cytosine 
nucleotides in the DNA of very early (1 to 5 hour-old) embryos [15]. While the absence of 
dDNMT2 activity had no effect on position effect variegation of genes relocated within or 
near centromeric heterochromatin, the variegation of reporter transgenes that landed within 
the domain of retrotransposons was strongly suppressed due to their enhanced transcription. 
In addition, the absence of dDNMT2 activity led to the loss of subtelomeric DNA repeats. 

FIGURE 14.6 
Models of the formation of DNA rosettes by the association of Su(Hw) (blue balls), Mod(mdg4) (green balls), CTCF (purple balls) 

and CP190 (pink balls). (A) Su(Hw) and CTCF insulators bind distinct but interspersed DNA sequences and, therefore, cluster 

together in the same insulator body. (B) Each insulator type forms its own insulator body but different bodies cluster together 

in particular nuclear regions (from Ref. 211, reprinted with permission from Elsevier Limited). (Please refer to color plate 

section)
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These results indicate that DNA methylation during an early developmental window is 
responsible for maintaining retrotransposons in a repressed state and is necessary for the 
integrity of telomeres. How these parameters are maintained after dDNMT2 is no longer 
active is an unanswered question.

PERSPECTIVE

Epigenetic chromatin modiications are responsible for the differential expression of the 
genome in time and space. They enable the rapid response to extra-cellular stimuli as well 
as the transmission of gene-expression states through cell divisions (cellular memory). 
Epigenetic changes can be perpetuated in the absence of the stimuli that caused them and 
they can be transmitted through meiosis (transgenerational memory). These facts validate 
the study of epigenetics as a central endeavor in biomedical research, in general; the 
increasing list of examples of transgenerational inheritance in Drosophila [214] validates the 
continued use of this model organism for this purpose.

Because all the factors that mediate epigenetic regulation are encoded in the genome, 
natural selection cannot operate on epigenetic variants without simultaneously operating 
on the underlying genetic variations. Yet, epigenetic phenotypes can exhibit rapid variation 
since they can result from responses to external stimuli. In contrast, genetic phenotypes 
resulting from mutations generally vary at a much smaller rate. These considerations raise 
the question whether epigenetic traits represent the preferred “fodder” of natural selection. 
Here again, the track record established with Drosophila for the experimental testing of 
evolutionary forces (see for example [215–217] bodes well.
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FIGURE 14.1 
Diagram of the In[1]w[m4] inversion that relocates the w[] gene next to centromeric heterochromatin. The resulting clonal silencing of the w[] gene is 

evidenced by pigmentless sectors in the inversion-bearing flies. (Please refer to Chapter 14, page 205).
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FIGURE 14.2 
A model depicting the binding of PHO and GAF to a PRE, the recruitment of PRC1 and PRC2 resulting in methylation of nucleosomes, and the extension of the 

methylated domain by loop formation (from [113], reprinted with permission from Macmillan Publishers Ltd). (Please refer to Chapter 14, page 214).
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(A) The MSL complex is distributed along the male X chromosome as evidenced by indirect immunostaining of one of its protein components. (B) Subunit 

components of the MSL complex (from Ref. 139, reprinted with permission from Springer Science Business Media). (Please refer to Chapter 14, page 216).
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FIGURE 14.4 
Diagram of the incorporation pathways of histones. H3 uses a replication-coupled (RC) mechanism and H3.3 and Cid a replication independent (RI) 

mechanism. Note that some degree of H3.3 incorporation can occur in an replication-coupled manner. (from Ref. 217, reprinted with permission from  

The National Academy of Sciences, USA). (Please refer to Chapter 14, page 219).
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FIGURE 14.5 
Detailed diagram of the association of Su(Hw) complexes with each other and with the nuclear matrix (from Ref. 218, reprinted with permission from 

Macmillan Publishers Ltd). (Please refer to Chapter 14, page 222).

FIGURE 14.6 
Models of the formation of DNA rosettes by the association of Su(Hw) (blue balls), Mod(mdg4) (green balls), CTCF (purple balls) and CP190 (pink balls). (A) Su(Hw) 

and CTCF insulators bind distinct but interspersed DNA sequences and, therefore, cluster together in the same insulator body. (B) Each insulator type forms  

its own insulator body but different bodies cluster together in particular nuclear regions (from Ref. 211, reprinted with permission from Elsevier Limited). (Please 

refer to Chapter 14, page 223).
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EARLY EXPOSURES AND ADULT DISEASE: THE MAMMALIAN 
MODEL ADVANTAGE

During WWII, heavy ighting, blocked railways, ruined bridges, and a German-issued food 
embargo left the Dutch population consuming, per capita, less than 1000 calories per day. 
Researchers later found that the famine not only affected the exposed cohort, it resulted 
in lasting consequences on the population’s health for several generations. Individuals 
exposed to famine during gestation had increases in coronary heart disease, breast cancer, 
obesity, stress responsiveness, disturbed blood coagulation, obstructive airway disease, and 
microalbuminuria [1]. The outcomes resulting from the Dutch Hunger Winter exemplify 
the “Developmental Origins of Disease” hypothesis, which was irst proposed by David J. P. 
Barker in the 1990s. This hypothesis simply states that early developmental exposures can 
lead to diseases later in life [2].

Although mechanistically still largely unexplained, increasing evidence implicates epigenetic 
changes as a primary impetus in disease development [3,4]. In the Dutch population, DNA 
methylation levels were decreased at the imprinted Insulin-Like Growth Factor 2 (IGF2) locus 
up to six decades following exposure to the famine [5]. As an adaptive response to stimuli, 
such as nutritional deprivation during development, epigenetic regulation alters gene 
expression to promote compensatory adjustments in metabolism. Unfortunately, these early 
adaptive epigenetic changes have consequences later in life when the metabolic changes no 
longer coincide with the external environment, resulting in pathologies such as coronary 
heart disease and obesity.

The Dutch Famine studies support the theory that early environmental exposures affect the 
inheritance of epigenetic marks, disrupt epigenetic proiles, and lead to disease progression 
later in life [1,3,4,6–14]. The inability to experimentally manipulate such exposures in 
humans leads to the necessity for mammalian models to further explore the molecular 
mechanisms behind this process. Many currently employed mammalian models provide 
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researchers with the ability to mimic human in utero exposures by modifying maternal 
nutritional, chemical, or psychological status before, during, and after pregnancy [15). 
Mammalian models are also useful for mechanistic analysis of unique forms of epigenetic 
regulation and inheritance such as metastable epialleles and gene-speciic imprinting. 
Although plants also contain these forms of regulation, the ability to study them in the 
developing embryo is limited [16] (Table 15.1).

Metastable epialleles are alleles found to be variably expressed in response to intrinsic or 
extrinsic inluences on CpG methylation and are valuable biosensors for the effects of such 
exposures. Three metastable epialleles are described in detail below. The mouse models 
that carry these alleles have been utilized to determine the establishment and disruption 
of methylation marks during development. Following a detailed description of metastable 
epialleles, genomic imprinting is briely described. Genomic imprinting is a form of 
epigenetic gene regulation that is disrupted in human disease. The regulation of imprinted 
genes and metastable epialleles is contingent upon the correct inheritance, establishment, 
and maintenance of DNA methylation marks during early development and throughout life. 
The established mouse models described below are tools that could be used to analyze the 
regulation of imprinted genes. Other epigenetic marks, such as histone modiications and 
regulatory small RNAs undoubtedly contribute to the establishment and maintenance of 
methylation marks. The potential for these models to address inheritance of these additional 
epigenetic marks will also be briely discussed.

METASTABLE EPIALLELES

Animal models have long been used to elucidate the effects of developmental exposures 
on adult disease, but certain models have proven to be invaluable for examining the role 
that epigenetic modiications play in development [15]. Mice that contain metastable 
epialleles are especially useful models for studying the inheritance of epigenetic marks and 
the developmental origins of adult disease. Metastable epialleles are identical alleles that 
are variably expressed in genetically identical individuals due to epigenetic modiications 
that are established during early development [17]. The creation of the epigenotype at 
each allele is stochastic and is associated with widely varying phenotypes. Stochastic 
epigenotype establishment can be brought about through several mechanisms. First, 
metastable epiallele epigenetic marks are not always completely reset during genome-wide 
epigenetic reprogramming that occurs during gametogenesis [18,19]. Incomplete erasure and 
reestablishment leads to mitotic inheritance of the residual epigenetic marks in the somatic 
tissues and to their passage to the next generation in the gametes through transgenerational 
epigenetic inheritance. Second, metastable epialleles may be subject to environmentally 
induced lability both during development and later in life [11,20–22].

Metastable epialleles are often associated with the presence of retrotransposable elements. 
Three murine metastable epialleles (Avy, AxinFu, CabpIAP) are associated with intracisternal 

TABLE 15.1 Model Features Useful for the Study of Epigenetic Inheritance

Feature Mice Plants Lower Organisms

DNA methylation   *

Gene-specific imprinting   
Metastable epialleles  – 
Developing embryo analysis  ** 
Transgenerational exposure studies   

*Certain types of yeast possess DNA methylation. Other lower organisms, such as C. elegans do not. Drosophila exhibits very 

low levels of DNA methylation.

**Analysis of the developing embryo is possible in plants, but difficult due to the fact that it is surrounded by endosperm and 

embedded in the tissue of the parent plant.
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A-particle (IAP) insertions. IAP retrotransposons are prevalent in the mouse genome and 
consist of elements up to 7 kb in full length [23,24]. In the mouse, approximately 1000 
copies of IAP retrotransposons are present in each cell [23]. These elements, along with 
several others, comprise Class II endogenous retroviruses, which make up 3% of the mouse 
genome [25].

The long terminal repeats (LTRs) lanking IAPs carry promoters that initiate transcription 
of the IAP and in some cases adjacent host sequences. Methylation status at LTRs 
inluences expression of the IAP and, in some cases, the nearby genes [26–28]. In fact, 
IAP hypomethylation at the 5’ LTR has been attributed to constitutive expression of IAP 
transcripts in many mouse tumors [23,28]. Inactivation of DNA methyltransferase 1 (Dnmt1) 
results in demethylation of IAP LTRs in the preimplantation embryo [29]. Likewise, de novo 
methyltransferase Dnmt3b knockouts causes slight demethylation and embryonic death, 
while Dnmt3a knockouts have normal methylation of endogenous retroviral elements,  
but die at 4 weeks of age [30]. IAP RNA transcripts have been identiied in most murine 
tissues, and these RNAs are increased dramatically in DNA methyltransferase knockout  
mice [23,31].

The ability of retrotransposons, such as IAPs, to dramatically affect gene expression has 
led researchers to dub them the “wild cards” of the epigenome [32]. Humans have 10-fold 
fewer IAP retrotransposons, but about 9 percent of the human genome still consists of other 
classes of retrotransposable elements [33]. In order to understand their effects more fully, 
global mapping techniques are currently being employed to further examine the integration 
sites of IAP retrotransposons, which should provide valuable information regarding the 
groups of genes most likely to be inluenced by their presence [34,35].

The Agouti Viable Yellow (Avy) Mouse Model

The murine Agouti gene encodes a paracrine signaling molecule that promotes follicular 
melanocytes to produce yellow phaeomelanin pigment instead of black eumelanin pigment. 
Transcription is initiated from a hair cycle-speciic promoter in exon 2 of the Agouti (A) 
allele. Transcription of the A allele normally occurs only in the skin, where transient A 
expression in hair follicles during a speciic stage of hair growth results in a sub-apical yellow 
band on each black hair, causing the brown (agouti) coat color of wild-type mice [36].

The Agouti viable yellow (Avy) allele was irst described in the early 1960s and resulted from 
the insertion of an IAP retrotransposon upstream of the transcription start site of the Agouti 
gene [21,36,37] (Fig. 15.1A). A cryptic promoter in the proximal end of the Avy IAP promotes 
constitutive ectopic Agouti transcription, leading to yellow fur, obesity, and carcinogenesis 
[18,38]. CpG methylation in the Avy IAP correlates inversely with ectopic Agouti expression. 
The degree of methylation varies dramatically among individual isogenic Avy/a mice, causing 
coat color to range from yellow (unmethylated) to pseudoagouti (methylated) [18] (Fig. 
15.1B and C).

In addition to the visible coat color change, extensive signaling from the binding of agouti 
to the melanocortin receptor in all tissues including the hypothalamus of Avy/a mice makes 
them more prone to obesity and cancer [39]. These physiological effects are positively 
correlated to ectopic Agouti expression, as seen in the week 15 isogenic Avy/a littermates 
shown in Figure 15.1C. This litany of possible phenotypes makes the Avy mouse model a 
unique biosensor for studying transgenerational inheritance of epigenetic marks and the 
disruption of these marks by developmental exposures.

The Axin Fused (AxinFu) Mouse Model

In 2002, a pair of monozygotic human twins was found to be discordant for a caudal 
duplication syndrome; one twin had a duplication of the distal spine and a tumor, 
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while the other remained healthy. A mutation in the human AXIN1 gene was thought 
responsible, yet no mutation was found upon sequencing [10]. Later, in 2006, Oates and 
colleagues discovered that methylation at the AXIN1 gene promoter region was signiicantly 
increased in the affected versus unaffected twin, demonstrating the potential for epigenetic 
mechanisms to alter phenotype of genetically identical humans [40].

In mice, the wild type Axin gene encodes the Axin protein, which inhibits Wnt signaling 
and is therefore involved in mammalian embryonic axis formation [41]. The Axin gene is 
ubiquitously expressed during embryonic development and in adulthood [41]. The AxinFu 
allele, irst discovered in 1937, contains an IAP insertion within intron 6 of the gene. This 
insertion results in expression of a truncated but biologically active Axin transcript that results 
in axial duplications and tail kinks forming during development [42–44] (Fig. 15.2A and B). 
AxinFu mice have kinked tails of varying severity. Moreover, the extent of the kink in the tail is 
inversely related to the degree of IAP methylation at the AxinFu locus [19]. Like Avy, the AxinFu 
model also provides a powerful tool for analyzing the ability of developmental exposures to 
affect genomic methylation and phenotype.

The Mouse CDK5 Activator Binding Protein (CabpIAP)  
Metastable Epiallele

In 2004, a novel metastable epiallele called CabpIAP was identiied by Druker and colleagues 
through searching murine C57BL/6J cDNA databases for sequences homologous to IAP 
LTRs. They discovered a novel sequence within intron 6 of a previously unidentiied gene 
in the mouse [45]. The gene shows sequence homology to the rat CDK5 activator binding 
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FIGURE 15.1 
(A) The Avy metastable epiallele contains a contraoriented intracisternal A particle insertion within pseudoexon 1A, a 

duplication of exon 1A. Normal transcription occurs from a hair cycle specific promoter in exon 2. The IAP insertion upstream 

of the wild type promoter leads to constitutive expression of Agouti from the IAP cryptic promoter. Methylation of the nine CpG 

sites upstream of the cryptic promoter inversely correlates with Avy expression. (B) Three-week-old, genetically identical, Avy 

mice with varying coat colors. Yellow mice (left) are hypomethylated upstream of the Avy promoter while pseudoagouti mice 

(right) are hypermethylated at these CpG sites. (C) Increasing levels of ectopic expression of Agouti in 15-week-old Avy mice 

(from right to left) leads to obesity, tumorigenesis, and diabetes.
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protein (Cabp) responsible for CDK5 kinase inhibition. Murine Cabp is located on mouse 
chromosome 2, contains 14 exons, and normally produces a 2 kb transcript.

Like the Agouti and Axin genes, CabpIAP contains a contraoriented IAP retrotransposon 
insert. This IAP insert is speciic to the C57BL/6J mouse strain, indicating a recent 
retrotransposition. CabpIAP is associated with an aberrant 1.3 kb transcript initiated from a 
cryptic promoter in the 5９LTR, which is variably expressed in genetically identical littermates. 
Like Avy and AxinFu, variable expressivity is inversely correlated to cytosine methylation in the 
5９LTR of the IAP element. Unlike Avy and AxinFu, mice that are hypomethylated at the 5９LTR 
also produce a number of short Cabp transcripts that start at the normal 5９promoter, but end 
prematurely, immediately 5９of the IAP element (Fig. 15.3). An additional short transcript 
resulting from the IAP insertion originates within intron 6. Therefore, CabpIAP is the irst 
metastable epiallele for which both upstream and downstream effects on gene transcription 
have been demonstrated.

The existence of a second metastable epiallele within the congenic Avy and AxinFu mice allows 
for examination of the epigenetic inheritance and the effects of environmental exposures 
at more than one metastable locus within a single animal. Consequently, researchers can 
now determine if retrotransposable elements within metastable epialleles share functional 
epigenetic hallmarks or if there are differences in structural features of the Avy, AxinFu, 
and CabpIAP loci that confer variation in epigenetic mark inheritance and susceptibility to 
environmental exposures (Table 15.2). Future studies should aim to incorporate the analysis 
of the CabpIAP metastable epiallele in the above mouse models.

3′5′
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(B)

3′ 5′

Truncated Axin IAP transcript
IAP
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6 7

5.1 kb

LTR

FIGURE 15.2 
(A) The AxinFu metastable epiallele contains a contraoriented intracisternal A particle insertion within intron 6 of the Axin 

gene. The IAP insertion can lead to transcriptional activation of a downstream cryptic promoter, resulting in a truncated 

Axin transcript. Methylation of the six CpG sites in the IAP upstream of the cryptic promoter inversely correlates with AxinFu 

expression and extent of tail kink. (B) Examples of AxinFu mice with varying severities of tail kink. The left mouse exhibits 

severe tail kink resulting from increased AxinFu expression and hypomethylation at the allele. The right mouse exhibits only 

slight tail kink due to lower levels of AxinFu expression and increased methylation of the IAP.
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INHERITANCE OF EPIGENETIC MARKS AT  
METASTABLE EPIALLELES

In the late 1970s, breeding studies involving both Avy and AxinFu revealed inheritance of coat 
color or tail kink phenotype [46,47]. For example, pseudoagouti Avy mothers produced more 
pseudoagouti offspring, and penetrant AxinFu mothers and fathers produced more offspring 
with tail kinks [19]. These observations suggested that epigenetic modiications are heritable 
across generations through ineficient erasure of methylation marks during gametogenesis; 
however, further developmental investigation indicates the presence of additional regulatory 
marks and/or mechanisms for epigenetic inheritance.

Epigenetic Inheritance in Avy Mice

Using embryo transfer experiments in inbred mouse strains, Whitelaw and colleagues 
determined that the observed inheritance patterns of the Avy allele occurred due to 
incomplete epigenetic reprogramming [18,19]. Furthermore, they observed different patterns 
of inheritance between paternally and maternally transmitted marks. If the Avy allele was 
transmitted maternally from a yellow or pseudoagouti dam, the offspring were more likely to 
be yellow or pseudoagouti, respectively; however, paternal transmission of the Avy allele did 
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FIGURE 15.3 
The CabpIAP metastable epiallele contains a contraoriented intracisternal A particle insertion within intron 6. The IAP insertion 

induces a cryptic promoter at the 5９end of the insertion as well as a downstream cryptic promoter within intron 6, resulting 

in production of truncated Cabp transcripts. In addition to these transcripts, the insertion of the IAP also leads to production of 

truncated transcript from the wild type exon 1 promoter when the CG sites within the IAP are hypomethylated. Methylation of 

the nine CpG sites in the IAP upstream of the cryptic promoter suppresses transcription of CabpIAP transcripts as well as the 

truncated transcripts from the wild type promoter, leading to normal Cabp transcription.

TABLE 15.2 Defining Features of Three Mouse Metastable Epialleles

Metastable 
Epiallele

Gene Location Methylation Hypomethylation Epigenetic 
Inheritance

Avy Agouti Chromosome 2;  
 pseudoexon 1A

Brown  
  coat color 
(pseudoagouti)

Yellow coat color,  
  obesity, diabetes, 
carcinogenesis

Maternal  
 Transmission

AxinFu Axin Chromosome  
 17; Intron 6

Straight tail Kinked tail Maternal and 
paternal 
transmission

CabpIAP Cabp Chromosome 2;
 Intron 6

Inactive IAP.
No transcripts  
  upstream or 
downstream

1.3 kb aberrant  
  transcript, short 
cabp transcripts

Phenotype  
  not yet 
identified due 
to aberrant 
transcript
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not result in phenotypic inheritance. This discovery was hypothesized to be due to complete 
erasure of epigenetic marks in the male germ line, but incomplete erasure in the female germ 
line [48].

Blewitt, Whitelaw, and colleagues’ later indings elaborated on the previous discovery, 
showing that the paternally derived Avy allele is subject to rapid demethylation immediately 
after fertilization, while the maternally derived Avy allele undergoes methylation erasure later, 
before implantation [49]. In zygotes, a dramatic decrease in methylation occurs at paternally 
derived Avy alleles, as compared to methylation observed in mature sperm. This demethylation 
is due to the active demethylation process that is indeed seen across the paternal genome. The 
methylation remains low in two-cell embryos (day 1) and blastocysts (day 3) and is thought 
to reset between implantation (day 4.5) and midgestation (day 9) (Fig. 15.4).

In contrast, oocytes and zygotes showed higher methylation patterns at the maternally 
derived Avy locus in pseudoagouti versus yellow mice. Yet, surprisingly, the maternal allele 
derived from pseudoagouti dams is completely unmethylated by the time it reaches the 
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FIGURE 15.4 
The erasure and establishment of methylation marks at the Avy allele differs in the case of male transmission or female 

transmission. Active demethylation occurs very quickly following fertilization and the male-derived Avy allele is completely 

demethylated by the 4-cell stage (represented by loss of shading). In contrast, methylation of the female-derived allele is 

slowly erased, reaching complete demethylation by the blastocyst stage (loss of shading). Reestablishment of methylation 

occurs for both male and female transmitted alleles following implantation (represented by increased shading).
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blastocyst stage (day 3) (see Fig. 15.4). Incomplete erasure of the methylation marks was 
initially hypothesized to contribute to the transgenerational inheritance of the maternally 
transmitted allele. Yet, these inding indicate that the marks are completely cleared in the 
blastocyst. Thus these observation are contrary to the initial hypothesis and question the role 
that methylation plays in the inheritance of phenotype seen from pseudoagouti dams.

To further explore the possibility that methylation may not be the inherited mark at the 
Avy allele, Whitelaw’s group utilized a Mel18 knockout, which encodes for a mammalian 
Polycomb group protein. Unexpectedly, they discovered that epigenetic inheritance of the Avy 
allele through the paternal germline was established in Mel18 haplo-insuficient offspring. 
The abnormal paternal epigenetic inheritance indicates that another epigenetic mark aside 
from DNA methylation is incompletely cleared in the heterozygous knockout offspring 
and leads to epigenetic inheritance and phenotypic change. Moreover, the events occur 
after zygotic genome activation and complete demethylation of paternally-derived DNA, 
further supporting the role of another inherited mark, such as histone modiications, in 
transgenerational epigenetic inheritance at the Avy allele.

Epigenetic Inheritance in AxinFu Mice

Contrary to the Avy mice, the AxinFu mice display both maternal and paternal transmission of 
the epiallele and consequent inheritance of the phenotype [19]. In addition, the methylation 
state of the AxinFu adult sperm was consistent with the methylation state seen in somatic 
tissues of the animal, indicating that epigenetic reprogramming does not occur at this locus 
during gametogenesis. The allele is hypothesized to be resistant to demethylation during 
gametogenesis and the epigenetic marks are also thought to be incompletely cleared post-
fertilization. Stochastic reestablishment of methylation marks ensures that some marks will 
remain and the memory of the parental alleles will inluence the inheritance of the parental 
phenotype in the offspring [19].

Future Studies in Epigenetic Inheritance

Although the mechanisms behind the inheritance of epigenetic marks at the Avy allele are 
incompletely deined, the data suggest further analysis of additional marks, such as histone 
modiications, for their role in maintaining epigenetic memory of the maternal allele. 
Likewise, the AxinFu model should also be examined for other marks that contribute to 
epigenetic inheritance. Despite unknown elements, phenotypic changes in these models 
are undoubtedly linked to epigenetic inheritance. Thus, these models serve as excellent 
biosensors for the effects of knockouts of other proteins that may be involved in epigenetic 
memory. With increased research and time, the complement of epigenetic marks should be 
entirely deined.

MOUSE MODELS AS A RESEARCHER’S TOOL

The Avy and AxinFu mouse models, along with the CabpIAP metastable epiallele, have 
become valuable tools to study the effects of nutrition and chemical exposure on epigenetic 
programming. Persistent epigenetic adaptations that occur early in development in response 
to maternal nutrition have been associated with alterations in methylation, coat color, and 
tail kink phenotypes among genetically identical littermates [11,21,50]. These epigenetic 
adaptations are becoming increasingly quantiiable and may also play an important role in 
developmental plasticity and disease susceptibility [51,52].

The Avy and AxinFu Models and Methyl Donors

Maternal epigenetics and methyl supplements affect Agouti and Axin gene expression in 
Avy and AxinFu mice [53]. Diet-derived methyl donors and co-factors are necessary for the 
synthesis of S-adenosylmethionine (SAM) that provides the methyl groups required for 
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DNA methylation. Environmental factors that alter early nutrition or SAM synthesis can 
potentially inluence adult phenotype via alterations in CpG methylation at critically 
important, epigenetically labile regions in the genome.

Using the Avy mouse model, Cooney et al. and Waterland et al. demonstrated that maternal 
dietary methyl supplementation with folic acid, vitamin B12, choline, and betaine shifts the 
coat color distribution of the offspring towards the pseudoagouti phenotype [50,54] (Table 
15.3). Moreover, it was also demonstrated that the shift in coat color distribution was caused 
by increased methylation at seven Avy CpG sites [54]. Methylation proiles at the seven CpG 
sites were highly correlated in tissues from ectodermal (brain and tail), endodermal (liver) 
and mesodermal (kidney) origins, indicating that methylation proiles at the Avy locus are 
established at the totipotent stem cell stage of embryogenesis. In addition, methylation 
in postnatal day (PND) 21 tissues was correlated with methylation in PND100 tissues, 
demonstrating that this pattern of DNA methylation is maintained over time.

The AxinFu mice have also been utilized to analyze the effects of maternal methyl donor 
supplementation. Waterland et al. found that methyl donor supplementation before and 
during gestation signiicantly increased methylation and decreased the tail kink in the 
offspring. Furthermore, this increase in methylation was speciic to the tail region, providing 
evidence that the timing of the effect in this study occurred around midgestation [55].

To analyze whether these methyl supplement-induced marks are inherited 
transgenerationally, Cropley and colleagues exposed only Avy pseudoagouti F0 mothers to 
methyl donor or control diets [56]. They then analyzed the F2 generation and found that 
pseudoagouti mothers that had been exposed to methyl donors in utero had darker offspring. 
The authors concluded that the methyl supplements induced a germ-line epigenetic 
modiication in the murine Avy allele [56].

Waterland et al. later found, however, that the epigenetic changes spurred by methyl 
supplementation are not inherited by the next generation through new germ line epigenetic 
modiications [57]. In this study, the researchers weaned Avy/a mice onto either control or 

TABLE 15.3 Summary of Developmental Exposures Shown to Alter Metastable Epialleles

Metastable 
Epiallele

Preconception and/or Gestational Treatment

Methyl Donors Genistein Bisphenol A In vitro Culture Heterozygous 
Paternal Mutation 
of Epigenetic 
Modifier Genes

Avy Hypermethylation [47],
Pseudoagouti coat  
 color shift [51],
Prevents trans- 
  generational 
amplification of 
obesity [55],

May maintain  
  epigenetic marks in 
germline as it is reset 
in the next generation 
[54]

Hyper- 
  methylation 
[64],

Pseudo-agouti  
  coat color shift 
[64],

Reduced adult- 
  onset obesity 
in offspring 
[64]

Hypomethylation  
 [67],
Shift towards  
  yellow coat 
color [67]

Shift in offspring  
  coat color 
towards

 yellow [69]

Shift in offspring  
  coat color 
towards yellow 
[70]

AxinFu Hypermethylation [52]
Less tail kink [52]

CabpIAP Hypomethylation  
 [67]



242

SECTION IV  

Model Organisms of Epigenetics

methyl supplemented diets. These F0 dams were then mated and F1 and F2 subsequent 
generations were weaned onto the same diet as their mother’s, stopping at the F3 generation. 
The animals were then rated for coat color, an indicator of methylation. As expected, the 
supplemented mice had darker coat colors, indicating higher levels of methylation compared 
to controls; however, this increase was stable across generations and did not increase as 
would be expected if the effects of maternal diet on offspring Avy methylation had been 
transmitted to the next generation. This study provides insight into Cropley’s initial indings, 
suggesting that environmental inluences maintain epigenetic information at the Avy germ 
line as it is reset in the next generation, but does not confer new germ line epigenetic 
information (see Table 15.3).

Recently, Waterland and colleagues demonstrated that methyl donor supplementation 
also prevents transgenerational ampliication of obesity [58]. In this study, obesity was 
shown to amplify through three successive generations of yellow, obese Avy mothers. 
This transgenerational ampliication of obesity in the third generation was prevented by 
a diet supplemented with methyl donors in prior generations. Furthermore, the methyl 
supplementation to yellow, obese Avy mothers did not signiicantly alter transgenerational 
epigenetic changes at the Avy allele, as no signiicant alteration in coat color was observed 
in the inal generation. Additionally, the authors found no association between body 
weight and offspring coat color phenotype, suggesting again that Avy methylation was not 
signiicantly altered and indicating that the Avy allele was not substantially involved in this 
effect. Thus, the authors concluded that the methyl donors acted to prevent the ampliication 
of obesity by directing epigenetic change at alternative locations that may have direct 
relevance to human obesity (see Table 15.3).

The Avy Model and Isoflavones

The Avy model has also been used to examine the effects of isolavones on the epigenome. 
Isolavones represent a class of phytoestrogens present in soy and soy products that are 
active in multiple biological systems, including estrogen receptor and non-estrogen receptor 
mediated signaling pathways [59,60]. Genistein, the major isolavone in soy, exhibits mixed 
estrogen agonist and antagonist properties, inhibits tyrosine kinase activity, and scavenges free 
radicals depending on timing, dose, and the tissue type [61–63]. In addition, genistein and 
other isolavones can interact with the estrogen receptor to enhance histone acetylation [64].

To determine if maternal genistein affects offspring by altering the epigenome in utero, 
Dolinoy et al. assessed coat color, DNA methylation, and body weight in heterozygous 
viable yellow Agouti (Avy/a) offspring [20,65]. The results show that genistein induces CpG 
hypermethylation of six sites in Avy, shifts coat color distribution towards pseudoagouti, 
and decreases the incidence of adult-onset obesity in the offspring [66]. This is the irst 
evidence that early in utero exposure to genistein results in decreased adult chronic disease 
susceptibility by producing permanent alterations in the epigenome (see Table 15.3).

Dolinoy’s methylation analysis serves as an example for future studies employing Avy mice 
and other metastable epialleles. In addition to assessing average methylation over the region, 
Dolinoy determined the methylation level at each of the nine Avy CpG sites for all animals 
using quantitative bisulite sequencing [67]. This method provided insight into site-speciic 
methylation and its importance to phenotypic change. The analysis revealed signiicantly 
different methylation proiles between the unsupplemented and genistein-supplemented 
diet groups at CpG dinucleotides 4 to 9. Moreover, the statistical signiicance of CpG site 4 
was an order of magnitude greater than that for CpG sites 5 to 9. The enhanced signiicance 
of CpG site 4, coupled with the general increase in methylation closer to the cryptic Avy 
promoter, suggests that CpG site 4 represents a boundary to methylation spreading, and 
may be particularly important in determining the epigenetically regulated mosaicism in Avy 
mouse coat color.
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Just as in the methyl supplementation studies performed by Waterland and Cooney, 
average methylation in PND21 tail tissues from a subset of genistein-supplemented animals 
was highly correlated with average methylation in PND150 tissues derived from the 
ectoderm (brain and tail), mesoderm (kidney), and endoderm (liver). The low variability 
in methylation across tissues derived from different germ layers relative to high variability 
between individual animals indicates that the establishment of epigenotype at Avy occurs 
at the totipotent stem cell stage of embryonic development. Furthermore, the concordance 
between Avy methylation in PND21 tail and that in the various tissues of the same animal at 
PND150 demonstrates that genistein-induced epigenetic changes persist to adulthood.

Methyl Donors, Bisphenol A, and the Avy Mouse

One of the most interesting studies to come from the use of the Avy mice in nutritional 
developmental research was Dolinoy et al.’s bisphenol A (BPA) study. This study showed 
that genistein and other methyl donors can counteract the hypomethylating effects of BPA, 
a compound found in baby bottles, food containers, and a variety of other plastics [68]. 
BPA supplementation induced hypomethylation of the Avy allele, leading to an increased 
proportion of yellow mice in the population. This hypomethylating effect was signiicantly 
counteracted by addition of methyl donors to the diet, restoring the exposed population to 
similar coat color frequencies that are seen in the control population. Additional analysis of 
the CabIAP allele in these same mice showed signiicant methylation changes that coincided 
with the alterations at the Avy locus. This study not only demonstrated the potential for the 
use of the Avy mouse as a toxicological biosensor, but also shed light on the capabilities 
of the mouse to be utilized for the examination of therapeutic agents meant to counteract 
negative epigenetic modiications. The above studies represent a systematic method  
for examining the effects of exposures at the Avy or AxinFu alleles and are outlined in  
Figure 15.5.

The Avy Mouse Model and in vitro Fertilization

The Avy mice are useful for more than just maternal nutritional and chemical exposure 
studies. They can also be used to analyze the epigenetic mechanisms behind development, 
and those mechanisms that become disrupted during in vitro fertilization (IVF). Children 
born through IVF, which involves human embryo culture, have a small but increased 
incidence of loss of imprinting and consequent elevated risk of Beckwith–Wiedeman and 
Angelman syndromes and certain cancers [69]. Although this phenomenon can be dificult 
to study in humans, the Avy mice provide a unique opportunity for examining the effects 
of an alternative preimplantation environment. Using the Avy mice, Morgan and colleagues 
demonstrated that the culture of zygotes to the blastocyst stage changes the postnatal 
expression of the epigenetically labile Avy allele [70]. In this study, Avy/a males were mated 
to ovulation-induced females; zygotes were collected and grown in the same commercial 
IVF media used for human preimplantation embryo growth and then transplanted to 
pseudo-pregnant recipient females. Alternatively, blastocysts were transferred without 
embryo culture, or pregnancy was allowed to occur naturally. The authors found that the 
offspring produced following exposure to in vitro culture were, by proportion, signiicantly 
more yellow than those conceived without culture or with natural pregnancy. This study 
successfully demonstrated that the preimplantation environment is important for regulation 
of the Avy allele and supports the notion that the environment encountered during this 
sensitive period of development has the potential to affect changes in the epigenetic 
regulation of the human genome.

The Avy Model and Paternal Effect Genes

Further demonstrating the versatility of the Avy model, Chong et al. employed Avy mice to 
analyze genes that show paternal effects in the mouse [71]. Paternal effects occur when 
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heterozygous mutations affect the phenotype of the offspring that do not inherit the mutated 
allele. Chong et al. showed that disruption of the epigenetic state in Avy mouse germ cells 
could affect the epigenetic state of the following generation, regardless of inheritance of 
the mutation. The group accomplished this by analyzing the ability for wild type male 
mice, with heterozygous mutations in genes involved in epigenetic regulation, to show 
paternal effects on the maternally inherited Avy allele in wild type offspring that do not 
inherit the mutant allele. Among the genes they found to show paternal effects are Smarca5, 
which encodes the chromatin remodeler Snf2h, and Dnmt1, which encodes the DNA 
methyltransferase enzyme that maintains somatic DNA methylation proiles during DNA 
replication. A shift towards yellow in offspring coat color was observed in the Avy mice from 
both epigenetic programming mutations. Thus, the Avy mice, carrying the reporter allele 
responsible for coat color, were essential in this study to show that the phenotype of the 
offspring is inluenced by the untransmitted genotype of the male parent through epigenetic 
alterations originally established in the gametes. Although the offspring do not carry 
the mutant genotype, the parental gametic changes were thought to shift ratios of sperm 
heterochromatin and euchromotin and affect methylation of sensitive alleles [71].

GENOMIC IMPRINTING

Just as these mouse models have been employed for their metastable epialleles, they are also 
beneicial for studying the regulation of imprinted genes shared with humans. Imprinting 

(A) Treatment

(B) Weaning and coat color analysis

(D) Site specific methylation analysis

mutliple tissues

(E) Analysis of other metastable epialleles

Analysis of imprinted genes

(C) DNA extraction and bisulfite treatment 

ACGTGGCCGACGT ACGTGGUCGAUGT

%
 c

e
ll
s

 m
e
th

y
la

te
d

CpG site
0

100

*

*
*

*

*
* *

FIGURE 15.5 
Utilizing Avy mice for determining the effects of developmental exposures on the epigenome. (A) Mice are exposed to treatment 

during gestation and/or lactation. (B) Mice are weaned 21 days postnatal, coat colors are analyzed, and significance is 

assessed with proper statistical tests. (C) DNA is extracted from multiple tissues to determine the exposure’s effects on the 

epigenome. DNA is modified with sodium bisulfite to allow for examination of DNA methylation. (D) Methylation is analyzed in 

a site-specific manner in order to correlate methylation at each site with phenotype. (E) Additional analysis of other metastable 

epialleles and imprinted genes aids in determining how exposure affects other parts of the epigenome, including regions 

intricately tied to human disease.
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is a form of gene regulation in which inherited epigenetic modiications drive differential 
gene expression in a parent-of-origin dependent manner. In mammals, imprinting is 
exclusive to therian species [72]. Since the identiication of the irst imprinted genes in 1991, 
approximately 80 imprinted genes have been identiied in mice and humans, with 29 of 
these genes showing imprinted expression in both species [73,74].

Imprinted genes are particularly relevant for study in disease occurrence due to their 
importance in development and growth combined with their normal haploid state and 
consequent vulnerability to deregulation. Since imprinted genes are functionally haploid, 
they are denied the protection from recessive mutations that diploidy normally provides 
(Fig. 15.6). Imprinted gene deregulation is associated with a number of neurodevelopmental 
and psychological disorders as well as increased susceptibility to cancer [7,75].

DNA methylation is a heritable epigenetic imprint mark that distinguishes the otherwise 
genetically identical parental alleles. For many imprinted genes, the methylation status of 
the two parental alleles is divergent. These regions are termed differentially methylated 
regions (DMRs). DNA methylation is also thought to interact with histone modiications 
and chromatin packaging to regulate imprinted gene expression. In fact, Waterland and 
colleagues have shown that developmental exposures can inluence imprinting by altering 
methylation levels of imprinted gene DMRs. In their study, they discovered that post-
weaning diet alters genomic imprinting at the insulin-like growth factor 2 (Igf2) locus and 
methylation at the Igf2 DMR2 region [76]. Igf2 is a potent mitogenic growth factor [77–79]. 
Their indings suggest that imprinted genes may be susceptible to other developmental 
exposures and in fact may be responsive to such exposures in a manner similar to that 
observed at metastable epialleles.

Tumor suppressor gene

Tumor suppressor gene

Tumor suppressor gene

Tumor suppressor gene

Insult

Product

No product

FIGURE 15.6 
Imprinted genes are normally expressed in a parent of origin manner, resulting in apparent haploid expression. Environmental 

insults occurring early in development, during imprint mark establishment, can alter expression of the active allele, for 

example via epigenetic alterations such as increased methylation (filled lollipops) and lead to deregulation, as depicted for the 

maternally imprinted tumor suppressor gene shown here.
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The mouse models described above provide an avenue to look at the inluence of early 
exposures on altered imprinted gene regulation and the potential for transgenerational 
inheritance of such defects. These models also provide the means to analyze these regions in 
detail along with the epigenetic mechanisms necessary for establishment and maintenance 
of imprinted gene expression. Future studies should take advantage of common imprinted 
genes between humans and mice in order to analyze the effects of exposures on regulation of 
these important genes.

MOUSE MODELS, HISTONE MODIFICATIONS, AND SMALL 
REGULATORY RNAs

Although the most widely understood inherited mark is DNA methylation, histone 
modiications and regulatory small RNAs undoubtedly contribute to the establishment and 
maintenance of methylation marks. Indeed, previous studies examining the inheritance 
of phenotype in the Avy mouse indicate that methylation is not alone in controlling IAP 
expression [49]. Given that DNA is tightly bound around histone proteins, chromatin must 
also be restructured during epigenetic programming. As a result, it is not surprising that 
DNA methylation changes during development have been linked to chromatin structure and 
histone modiications [80]. Histone acetylation and methylation maintain chromatin in 
a transcriptionally active (acetylated) or silenced (deacetylated) state and are necessary for 
marking DNA sequences for methylation, although the details remain undetermined.

The particulars about how methyltransferase and histone interactions drive methylation are 
still being actively researched. Cofactors and methyl-CpG binding proteins, which are not 
enzymatically active, are thought to regulate the association and interaction with histones 
to direct CpG methylation (reviewed in Ref. 81). Several other factors and speciic histone 
modiications have been recognized for their role in DNA methylation from loss of function 
and biochemical studies. For example, small RNAs have been found to work upstream of 
methyltransferase machinery to mediate methylation of male germ cell long interspersed 
nucleotide element-1 (LINE1) and Intracisternal A Particle (IAP) retrotransposons [82,83].

Studies that utilize the Avy allele as a biosensor, such as Chong et al.’s [71], will prove useful 
for analyzing the inheritance of histone modiications and regulatory small RNAs. The group 
demonstrated that mutations in Smarca5, which encodes the chromatin remodeler Snf2h, 
and Dnmt1, which encodes the DNA methyltransferase enzyme that maintains somatic 
DNA methylation proiles during DNA replication, lead to hypomethylation at the Avy 
allele. Additional loss-of-function studies can help elucidate the interactions between DNA 
methylation and other epigenetic alterations that inluence epigenetic inheritance.

THE FUTURE OF MOUSE MODELS IN EPIGENETIC RESEARCH

As researchers continue to unfold the mechanisms behind the developmental origins of 
adult diseases, such as obesity, cancer, diabetes, and other metabolic syndromes, epigenetic 
regulation continually inds precedence for study. The Avy and AxinFu mouse models have 
become powerful tools for examining transgenerational inheritance of epigenetic marks as 
well as unique biosensors for early developmental exposures to nutritional supplements and 
chemical contaminants that disrupt epigenetic programming.

With the increased utility of these models, our understanding of epigenetic mark inheritance 
at metastable epialleles and imprinted genes, and across the genome, will expand. Further 
research will provide information about additional inherited epigenetic marks. As the model 
is more completely deined, the possibilities for their expanded use to address a broad array 
of research questions involved in complex human disease such as diabetes, neurological 
disorders, and cancer increase.
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THE PLANT EPIGENOME

Genomes are deined by their primary sequence, which provides the genetic blueprint 
of a species. Eukaryotic DNA functions within the context of chromatin, which provides 
additional layers of gene regulation referred to as “epigenetic”. The commonly found 
deinition of epigenetics is that of a “study of heritable changes in genome function that 
occur without a change in DNA sequence” (Ref. 1 and ref. therein). However, evidence 
that neuronal gene-expression states are also regulated by epigenetic mechanisms, despite 
evidence that neuronal cells do not divide, has opened space for a broader unifying 
deinition that keeps “the sense of prevailing usage but avoids constraints imposed by 
stringently required heritability” [1].

Epigenetic mechanisms regulate developmental programs, stress responses and adaptation, 
senescence, disease, and various patterns of non-Mendelian inheritance. The totipotency 
of plant cells, in addition to the ability of plants to withstand biotic, abiotic, and genome 
stresses, such as changes in chromosome number and massive presence of transposable 
elements, relects the plasticity of plant genomes and makes them an excellent system to 
study epigenetic phenomena. Genome plasticity is determined by the EPIGENOME. DNA 
methylation and histone modiication proiles deine epigenomes of animals and plants. 
The main molecular mechanisms operating in epigenetic phenomena are DNA methylation, 
histone modiications, and RNA-based mechanisms, often referred to as “the three pillars of 
epigenetics” [2]. Recent advances in genome research technologies, deep sequencing analysis 
in particular, have led to an explosion of studies and novel results that are re-shaping our 
views. Non-coding RNAs (ncRNAs) are emerging as central players responsible for the 
establishment, maintenance, and regulation of plant genome epigenetic structure [3].

At the molecular level, a unifying view of epigenetics postulates that DNA methylation and 
histone modiication patterns provide “information” instructing genome function. Following 
this information, the chromatin remodelers (the ATPase-containing machines) re-position 
the nucleosomes modulating thus the access of Polymerase II (Pol II) to genes. NcRNAs 
(small silencing RNAs, in particular) are the molecular mechanism integrating numerous 
seemingly disparate cellular events [4] (Fig. 16.1). Long-standing questions about the 
molecular basis of pluripotency, tumorigenesis, apoptosis, position effect variegation (PEV), 
paramutation, imprinting, and cell identity are inding answers in small RNAs.

16
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Plants respond to internal and external stresses by altering expression of speciic genes 
involved in the response. A signiicant fraction of plant genomes is made of repeated DNA 
sequences and transposable elements (TE) which, if activated, may cause genome malfunction 
and instability. NcRNAs are involved in coordinating genome function and in keeping TEs 
silent. RNA-mediated silencing is an evolutionarily conserved mechanism through which 
double-stranded RNAs (dsRNAs) induce inactivation of cognate sequences. Once established, 
silent chromatin states can be propagated even in the absence of the initial cues. High-
resolution analysis of the Arabidopsis exosome revealed an astonishing world of ncRNAs 
including a novel class of plant RNAs matching the 5’-end of Pol II transcripts (upstream 
noncoding transcripts) resembling the CUTs (cryptic untranslated transcripts) in yeast and 
the P-associated short transcripts in mammals [5]. Among the transcripts, many represented 
precursors for the ~24-nt siRNAs. The latter, referred to as heterochromatic siRNAs, guide 
RNA-dependent DNA methylation (RdDM) and histone H3 Lysine9 (H3K9) methylation of 
transposons and heterochromatin-associated repetitive sequences in Arabidopsis [6–10].

A number of recent reviews have focused on speciic aspects of ncRNAs biogenesis, and 
on the similarities, differences, and the crosstalk between cellular pathways involving 
ncRNAs, as well as on their kingdom-speciic roles in organismal functions and epigenetic 
phenomena [4,10–12]. Here, a few plant-speciic epigenetic mechanisms including 
silencing of TEs, heterochromatin formation, and genome re-programming, as well as the 
phenomena of paramutation and imprinting, will be overviewed through the prism of the 
small heterochromatic 24 nt siRNAs (Fig. 16.1). The involvement of the PcG/TrxG-related 
activities in plant development and the presence of dual silencing/activating (H3K27me3/
H3K4me3) marks at developmental genes in Arabidopsis will be briely discussed. Due to 
space limitations, the newly emerging topic of the epigenetic regulation of plant responses 
to biotic and abiotic stresses will not be covered. However, recently published results and 
reviews provide insights into epigenetic mechanisms operating in plants under stress  
[13–16], suggesting that environmental factors may increase genomic lexibility even in 
successive, untreated generations, increasing, thus, the potential for adaptation [16].

THE SMALL RNAs IN EPIGENETIC REGULATION OF  
SILENCING IN PLANTS

About a decade ago Fire and Mello (1998) established that in C. elegans, dsRNA (termed 
RNA interference, RNAi) can trigger gene silencing [17]. The next year Hamilton and 
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FIGURE 16.1 
The main factors involved in epigenetic mechanisms regulating various plant processes. The noncoding small 24 nt siRNAs 

are the integrating function capable of mediating the activities of the chromatin remodeling machines, the histone modifying 

enzymes, and the DNA methylating mechanisms, as suggested by Costa [3]
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Baulcombe (1999) discovered that a critical step in the dsRNA silencing function is its 
conversion into small interfering RNAs (siRNAs) by the nuclease activity of a dsRNA-speciic 
(RNase III family) ribonuclease (Dicer) [18]. These indings had an enormous impact on the 
entire ield of molecular biology as they outlined unifying features for seemingly disparate 
processes, like homologous gene silencing, co-suppression, defense against viral infections, 
transposon-silencing, DNA methylation, heterochromatin formation, paramutation, 
nucleolar dominance, and imprinting. Small RNA mediated silencing mechanisms may 
operate at different levels: at the transcriptional level (through chromatin) and at the 
posttranscriptional and translation levels (through mRNA degradation). It is important to 
emphasize that the minimal machinery executing the various types of silencing is built by 
similar, albeit highly speciic, activities.

The steps common for all RNAi-involving pathways constitute: (i) formation of a dsRNA; 
(ii) its processing by a Dicer (DCL) enzyme to shorter (20–30 nucleotides) dsRNA duplexes 
(bearing a 5’ phosphate and 3’ hydroxyl group with two-nucleotide overhangs at the  
3’ ends); (iii) binding of the small RNA duplexes to a protein from the Argonaute (AGO) 
family; and (iv) targeting of the RNA-induced complex to mRNA (or DNA) guided by the 
strand complementary to the small dsRNA, called the guide.

Upon their formation, the two-nucleotide 3９ overhangs of the liberated small RNA duplex 
are methylated by a speciic methyltransferase HUA ENHANCER1 (HEN1) protecting the 
small RNA from polyuridylation and degradation [19,20]. Methylation of the 24-nt siRNAs 
generated by the RDR2–DCL3–AGO4 pathway (see further below) might be taking place in the 
Cajal bodies. Co-localization of the 24-nt siRNAs with AGO4, Pol IVa, RDR2, and DCL3 in the 
Cajal bodies indicated that multiple steps in siRNA biogenesis were coupled in vivo [21].

The small RNAs are grouped in two categories based on the mode of their biogenesis: 
microRNAs, miRNAs, and small interfering RNAs, siRNAs. miRNAs are generated from 
single-stranded RNA transcripts (transcribed from MIR genes) and have the ability to fold 
back onto themselves to produce imperfectly double-stranded stem loop precursor structures 
[see Refs 22–25]. siRNAs are processed from long, perfectly double-stranded RNA. siRNAs 
can be both exogenous and endogenous in origin and provide an epigenetic component of 
chromatin structure, gene silencing, and resistance against biotic and abiotic stresses.

In plants, several classes of siRNAs derived from distinct loci are: cis-acting siRNAs 
(casiRNAs), representing the most abundant endogenously produced siRNAs in plants; trans-
acting siRNAs (tasiRNAs), generated by the convergence of the miRNA and siRNA pathways 
in plants; and natural antisense transcript-derived siRNAs (natsiRNAs), produced in response 
to stress. natsiRNAs are generated from a pair of convergently transcribed RNAs: typically, 
one transcript is expressed constitutively, whereas the complementary RNA is transcribed 
only when the plant is subjected to stress [11–14,26,27].

CHROMATIN-BASED EPIGENETIC MECHANISMS OPERATING IN 
TRANSCRIPTIONAL GENE SILENCING (TGS)

Despite the fundamental similarities found in all eukaryotes using small RNA regulatory 
mechanisms, kingdom and species-speciic characteristics have evolved to satisfy unique 
needs. For example, plant cells have evolved pathways upstream of Dicer and downstream 
of AGO to recognize repeated DNAs and methylated sequences. Instead of cleaving 
mRNA, AGO4-siRNA complexes recruit chromatin-modifying enzymes. Some plant-
exclusive features of chromatin-based epigenetic mechanisms operating at transcriptional 
gene silencing (TGS) will be discussed. The main components of these mechanisms were 
identiied by forward genetic screen analysis of Arabidopsis mutants impaired in TGS. These 
include DCL3 (DICER3), AGO4 (ARGONAUTE4), Pol IV (RNA-POLYMERASE IV), Pol V, 
RDR2 (RNA DEPENDENT RNA POLYMERASE2), DRD1 (DEFECTIVE IN RNA-DIRECTED 
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DNA METHYLATION1) and DRM2 (DOMAINS REARRANGED METHYLTRANSFERASE2). 
Together, these activities control the accumulation of endogenous 24-nt siRNAs [28]. Several 
of the proteins involved in the biogenesis of the 24-nt siRNAs are genetically redundant, 
whereas others have specialized roles.

The Dicers

The sources for dsRNA are variable and dsRNAs can serve as precursors of different classes 
of small RNAs. Nonetheless, the speciic enzyme activity degrading dsRNA, DCL (Dicer), 
is an ancestrally conserved function of the RNAi machinery [23]. Most animals encode a 
single Dicer (insects encode two) but in Arabidopsis the DICER-LIKE genes have proliferated 
to four (DCL1–DCL4). The founding member (DCL1) of the plant-speciic RNase III-like 
endonuclease family was identiied in a mutant line, carpel factory (caf), displaying loral 
meristem and organ morphogenesis defects [29]. DCL1 cleaves endogenous dsRNAs to 
produce both siRNAs and miRNAs; DCL2 and DCL4 process dsRNA precursor into 21- and 
22-nt siRNAs and upon combining with AGO proteins guide degradation of homologous 
RNA in posttranscriptional gene silencing (PTGS) [30–32]. DCL3 is the nuclease involved 
in all known chromatin-dependent TGS events in plants producing the 24-nt siRNAs 
(heterochromatic siRNAs) that bind AGO4.

The ARGONAUTE (AGO) proteins were named after the characteristic squid-like phenotype 
of ago1 mutant Arabidopsis plants. A founding member of the AGO gene family, AGO1  
plays pleiotropic roles in embryonic development, cell differentiation, maintenance of stem 
identity, and organ polarity [33]. ARGONAUTE (AGO) proteins are the integral players in 
all known small RNA-directed regulatory pathways. The AGO family members segregate into 
three sister groups based on their phylogenetic relatedness and capacity to bind a particular 
class of small RNAs. Members of Group 1 (called the AGO proteins) bind to both miRNAs 
and siRNAs; Group 2 members (the PIWI proteins) interact with piRNAs, and Group 3 
members (described only in C. elegans) bind to secondary siRNAs. Plants encode only AGO 
(Group 1) proteins [23,34].

All ARGONAUTE proteins carry conserved PAZ, MID, and PIWI domains at the C-terminal 
and variable N-terminal domains. The PAZ domain recognizes and binds the 3９ end of small 
RNAs, the MID domain binds to the 5９ phosphate of small RNAs, and the PIWI domain 
adopts a folded structure similar to that of RNaseH enzymes exhibiting endonuclease (slicer) 
activity [35]. The PIWI domains speciically interact with GW (glycine-tryptophan) repeat-
containing partner proteins [36].

Among the ten Arabidopsis AGO proteins [23,34] slicer activity has been demonstrated for 
AGO1, AGO4, and AGO7. Only AGO4 and AGO6 operate in the DCL3-siRNAs TGS pathway 
and may be partially redundant [9,37,38]. The roles of the other AGO proteins are less clear. 
Although AGO9 and AGO8 belong in the same sister group as AGO4, mutations in AGO9 and 
AGO8 did not display obvious developmental defects or aberrant small RNA levels [34,39].

Some processes upstream of DCL and downstream of AGO involve unique plant speciic 
proteins. For example, RNA-dependent polymerases (RDRs), Chromomethylase3 (CMT3), 
and RNA polymerases, Pol IV and Pol V, participate in the process of RNA-directed DNA 
methylation (RdDM).

RNA-Dependent RNA Polymerases (RDRs) 

These enzymes produce dsRNAs used as substrates for DCLs in various small RNA pathways. 
Studied initially in plant antiviral defense (reviewed in Ref. 4) the RDRs participate in a 
number of endogenous functions beyond cellular defense. Heterochromatin structure, gene 
expression, and silencing of transposable element involve RDRs. These enzymes may initiate 
the RNAi pathway by producing the trigger dsRNA or may enhance the RNAi response by 
amplifying the amount of dsRNA.
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In Arabidopsis, RDR2 generates dsRNA from single-stranded transcripts either by de novo 
second-strand synthesis from “aberrant” RNA templates (presumably lacking a 5９ cap or a 
polyA tail) or by using siRNAs as primers to synthesize RNA complementary to the target 
mRNA. DCL3 cleaves the dsRNAs to generate the 24-nt siRNAs. Hundreds of thousands 
of RDR2-DCL3-dependent 24-nt siRNAs mapping to heterochromatic regions containing 
DNA repeats, transposons, or silent euchromatin (the heterochromatic siRNAs) have been 
identiied in Arabidopsis thaliana, rice, and tomato [40].

Many species outside plants and fungi do not have an RDR despite utilizing the RNAi 
machinery [23]. Animals, with the notable exception of C. elegans, do not have RDR genes and 
S. cerevisiae also does not carry RDR genes; it is noted that this species is devoid of the RNAi 
mechanism altogether. Absence of RDR activity in these species indicates that long dsRNA 
can derive from various sources, such as simultaneous sense and antisense transcription by 
Pol II or single-stranded RNA transcribed by RNA Pol II from inverted repeats and can form 
double-stranded hairpin RNAs after mono-directional transcription. Arabidopsis and rice have 
six identiiable RDRs, three of which (RDR3a, RDR3b, and RDR3c) form a distinct phylogenic 
clade for which no function has been established. The other three, RDR1, RDR2, and RDR6 
have direct orthologs in many plant species and contain the catalytic DLDGD motif; all three 
function upstream of DCL closely linked to both DCL and AGO [41]. Transcriptional silencing 
of transposons and repeats in the nucleus typically involves DCL3 and AGO4 downstream of 
RDR2 [8–10]. The accumulation of RDR2-dependent siRNAs is linked to DNA methylation in 
RNA-directed DNA methylation (RdDM).

RNA-Directed DNA Methylation (RdDM) of Plant Genomes

The irst indication that RNA could direct methylation of DNA came from observations 
that viroid RNA injected in plant cells caused de novo cytosine methylation of homologous 
genomic DNA sequences [42]. In plants, the RNA-directed DNA methylation (RdDM) 
pathway controls the establishment of DNA methylation at three sequence contexts (CG, 
CHG, and CHH) [43]. Three DNA methyltransferases cooperate to establish the genome 
methylation proile: CHROMOMETHYLASE3 (CMT3) and DOMAINS REARRANGED 
METHYLTRANFERASE2 (DRM2) produce de novo cytosine methylation, whereas the 
maintenance methylase, MET1, controls the symmetrical CG methylation on both DNA 
strands [44].

The CMT3-like genes, speciic to the plant kingdom, encode methyltransferase proteins 
containing a chromodomain [45]. Through the chromodomain CMT3 binds dimethylated 
lysine 9 on histone H3 (H3K9me2) and together with SUVH4 (the activity that establishes 
the H3K9me2 mark, known also as KRYPTONITE, KYP) CMT3 generates a feedforward loop 
maintaining CHG methylation [46]. siRNAs guide CMT3 to sequences targeted for non-CG 
methylations and loss of CMT3 function causes a large decrease in CHG methylation (and to 
a lesser extent in CHH) [47–50].

The DRM genes share homology with the mammalian Dnmt3 genes encoding de novo 
methyltransferases [51]. At CG sites, the DRM genes are required for the establishment, but 
not for the maintenance, of preexisting CG methylation. DRM is guided to the targeted 
sequences by siRNAs and may act redundantly with CMT3 to establish and maintain CHG 
and CHH methylations (reviewed in Ref. 46).

Symmetric (CG) methylation is achieved by MET1 with the help of DECREASED DNA 
METHYLATION1 (DDM1) and VARIANT IN METHYLATION1 (VIM1). DDM1 is a 
chromatin-remodeling factor from the SNF2-family of ATPases. VIM1 is an unconventional 
methylcytosine-binding protein that is enriched at methylated genomic loci and at 
chromocenters. It binds to hemimethylated CG through the SRA (SET- and RING-associated) 
domain. Binding of SRA stabilizes the interaction and prevents sliding [52]. VIM1 can also 
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bind to histones and it was suggested that VIM1 participates in methylated DNA-nucleosome 
interactions to maintain centromeric heterochromatin [53]. Loss of MET1 or DDM1 causes 
massive genome demethylation, transposon reactivation, and stochastic developmental 
defects [54,55]. Some results suggested that, once lost, CG methylation in plants could 
not be restored with idelity [56]. However, the robust and speciic restoration of the 
CG-methylation observed for the Arabidopsis centromeric repeats and transposons mediated 
by RNAi reported recently [57] challenged this view (see further below).

Although sounding paradoxical, siRNAs may also guide DNA demethylating activities 
[58,59]. The DNA glycosylase-lyase protein REPRESSOR OF SILENCING 1 (ROS1) can 
remove methylated residues and screens for suppressors of ros1 mutations have identiied 
RdDM factors; the protein ROS3 may guide demethylation by ROS1 [60]. The interplay 
between siRNA-directed DNA methylation and demethylation pathways might be required 
for the balance between the two epigenetic states.

High-resolution mapping of cytosine methylation in Arabidopsis conirmed previous reports 
that DNA in the centromeric regions and in repeat sequences was highly methylated 
[55,61,62]. In addition, it revealed unexpected patterns in the coding regions: less than 
5% of genes are methylated at their promoters but about 30% are methylated in their 
open reading frames [63,64]. Unlike their mammalian counterparts, plant introns are 
almost completely devoid of TEs and clusters of dense CG methylation are accumulated at 
exons, but deicient in introns [65]. These patterns were found in highly transcribed and 
in constitutively expressed genes, whereas genes displaying lower level and tissue-speciic 
expression patterns had methylated promoters [62]. These DNA methylation proiles 
contrast with the distribution of methylated cytosines in mammalian genomes where the  
CG islands in gene promoters are hypomethylated [66].

The gene body methylation in plants is almost exclusively restricted to CG, in marked 
contrast to the methylation of CG, CHG, and CHH sites typically seen at repeated sequences. 
Gene body methylation may result from two conlicting activities: one imposing it at 
CG sites, and one preventing extension to CHG sites. Importantly, the latter activity is 
not targeted towards silent transposable elements and is likely coupled to transcription 
elongation, suggesting that CHG methylation hinders this step [67]. According to a model, 
transcription of genes by Pol II attracts in its wake the maintenance DNA methyltransferase 
MET1 as well as a H3K9 methyltransferase activity. Gene transcription could also recruit the 
JmjC-domain containing histone demethylase, IBM1, which by demethylating H3K9 would 
prevent its recognition by the chromodomain CHG methyltransferase CMT3. Thus, targeting 
of DNA methylation seems to differ signiicantly for genes and TEs, despite the fact that 
many factors are shared by these two processes [68].

Pol IV and Pol V

In Arabidopsis, the RdDM machinery involves two plant-speciic RNA polymerases, Pol 
IV and Pol V. Their largest subunits (NRPD1 and NRPE1, respectively) are related to the 
largest subunit of Pol II (RPB1) but Pol IV and Pol V function exclusively in the RNA-driven 
silencing pathway.

Pol V can generate uncapped and nonpolyadenylated transcripts from noncoding sequences 
that are targeted by RdDM. Pol V transcripts originate from intergenic noncoding regions 
triggering the siRNA-pathway. The subsequent chromatin modiications established via the 
siRNA-directed machinery impede transcription of adjacent regions by Pol II and Pol III [69]. 
In an nrpe1 mutant, Pol V-generated transcripts disappear and methylation is lost, allowing 
uni- and/or bi-directional transcription by Pol II and Pol III. These indings suggest a unique 
mode for chromatin-based gene silencing based on Pol V generated transcripts [70] (see Fig. 
16.2). The model is supported by the pervasive intergenic transcription found in eukaryotic 
genomes [71].
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Pol IV uses the genomic DNA as a template to produce a single-stranded RNA transcript, 
which is then converted to dsRNA (by RDR2) to be used as a substrate by DCL3. 
Endogenous loci producing the 24-nt class of chromatin-targeting RNAs are dependent on 
Pol IV and on RDR2 [72,73]. Pol IV may directly transcribe a methylated DNA template, 
producing an aberrant (improperly processed or terminated) RNA that is copied by RDR2 to 
dsRNA precursors of siRNAs that trigger methylation [74,75] (Fig. 16.2A).

Subunits and Partners of Pol IV and Pol V

The N-terminal portions of NRPD1, NRPE1, and RPB1 containing the catalytic domains are 
conserved in Pol II, Pol IV, and Pol V. By contrast, their C-terminal domains (CTDs) differ 
in a very signiicant way: the CTD of RPB1 contains a reiterated heptapeptide recruiting 
proteins that process nascent RNA and catalyze histone modiications associated with Pol II 
transcription [76]. The NRPE1 of Pol V contains the WG/GW repeats, which can speciically 
interact with AGO4 [38]. Thus, the unique CTDs in the largest subunits of Pol II and Pol V 
attract different factors for different transcription functions [75].

Pol IV and Pol V share the same second largest subunit (NRPD2/NRPE2) and a smaller 
subunit, RDM2, similar in sequence to the Pol II subunit RPB4 [77]. Despite similarity in 

FIGURE 16.2 
AGO4-siRNAs complexes involved in chromatin modifications. (A) A model for de novo DNA methylation involving Pol IV 

transcription as suggested by Matzke et al. [80]. The role of Pol IV is to produce single stranded RNA transcripts to be used as 

substrates by RDR2. Pol IV may transcribe from methylated DNA (as illustrated): DRM2 establishes new methyl groups at DNA 

sequences complementary to the small RNA loaded onto AGO4. The single stranded RNA produced from methylated DNA by 

Pol IV is used as a template for a dsRNA synthesis by RDR2 triggering the 24 nt siRNA pathway. dsRNA is processed by DCL3 

and HEN1 into small 3９-end methylated siRNAs. The 24 nt siRNAs guide the AGO4 complex containing DRM2/DRD1/DMS3 

to homologous genomic sequences. DRD1, a putative SNF2-like chromatin remodeler, and DMS3, an SMC-hinge domain-

containing protein are accessory subunits of the complex [80]. (B) A model for spreading of silent chromatin and inhibiting 

Pol II activity through Pol V transcription, according to Wierzbicki et al. [85]. siRNAs and Pol V transcripts are produced 

by two independent pathways that collaborate to silence genes and to block Pol II activity. Pol V transcribes noncoding 

sequences enabled by DRD1 and DMS3. AGO4-siRNA complexes originated in a separate pathway recognize target loci by 

pairing with Pol V generated transcripts (see text). AGO4 recruits also DNA and histone modifiers (see panel C) to generate 

heterochromatin. The mechanism of recruiting chromatin modifiers is not clear. (C) AGO4-siRNA complexes in histone 

modifications and in DNA methylation establishing and propagating silenced chromatin. Once at a target locus, AGO4 and 

siRNA complexes might recruit several different chromatin-modifying enzymes to effect gene silencing. The order of action of 

these chromatin-modifying enzymes is not known, and their relative importance for gene silencing might be locus-specific.  

(I) Establishing the silencing H3K9me2 mark: SUVH4/KYP cooperates with the AGO4 complex to establish H3K9me2 according 

to [8–10,37,93]. (II) Removal of activating marks: LDL enzyme brought about by the AGO4-siRNA complex demethylates 

H3K4me3; de-ubiquitination of ubiquitinated H2B (H2Bubi) by the ubiquitinase SUP32 recruited and targeted by AGO4-siRNA 

[94]. (III) Establishing the CNG methylation: guided by homologous RNAs, AGO4 recruits the DNA methyltransferase CMT3 to 

produce CNG methylation at target loci [43,46,48]. (Please refer to color plate section)
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amino acid sequence, RDM2 has evolved as a Pol IV and Pol V speciic subunit that does not 
function in Pol II complexes. Furthermore, the subunit differences have been localized to 
regions important for template entry and RNA exit points [78] suggesting that Pol IV and Pol 
V are evolutionarily derivatives of Pol II specialized for generating and/or using noncoding 
RNAs for chromatin-based gene silencing [70,75,79–81]. As a result, plants have remarkably 
diversiied their transcriptional machinery enhancing their ability to modulate the epigenetic 
states of their genomes during transcription.

The SNF2-like ATPase nucleosome-remodeling factor DEFECTIVE IN RNA-DIRECTED DNA 
METHYLATION (DRD1) functions with Pol IV and Pol V complexes [75,82]. The cloning of 
a maize SNF2 ATPase protein (RMR1) related to DRD1 showed that a chromatin remodeling 
activity was required for paramutation at the purple plant (pl1) gene locus [83] (see further 
below).

DEFECTIVE IN MERISTEM SILENCING 3 (DMS3) is a protein consisting solely of the hinge 
domain region found in the structural maintenance of chromosomes (SMC) proteins, 
known to be involved in chromosome architecture [84]. DMS3 and DRD1 are involved in 
the assembly of Pol V initiation complex [85].

How are AGO and siRNAs Targeted to Specific Chromatin Sites?

How repeated sequences are selected for siRNA production and how the complex is recruited 
to the DNA to be silenced is still unclear. Lack of biochemically-tractable initiation-of 
silencing functional assays does not allow following the AGO-siRNA targeting steps in 
the context of intact chromatin. However, recent studies have provided groundbreaking 
insights into the sequence of the events. In Arabidopsis, targeting of DRM2 depends on 
AGO4-bound siRNAs as a guide [6,9,39]. An RdDM effector, KTF1, with similarity to the 

FIGURE 16.2
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transcription elongation factor SPT5, contains a C-terminal extension rich in GW/WG 
repeats. KTF1 co-localizes with ARGONAUTE 4 (AGO4) in nuclear foci and binds AGO4 
and RNA transcripts. Thus, KTF1 acts as an adaptor binding transcripts generated by Pol 
V and as a recruiter for AGO4-bound siRNAs to form an RdDM effector complex [86]. 
Chromatin-targeting siRNAs might base pair directly with unwound genomic DNA or could 
bind to a locus by RNA–RNA interaction with a nascent single-stranded transcript. Base 
pairing between AGO4-associated siRNAs and nascent Pol V transcripts has been observed 
indeed, supporting a recent model according to which AGO4 is recruited to target loci 
by Pol V transcription [85]. Furthermore, siRNAs and Pol V transcripts are produced by 
two independent pathways that collaborate to promote heterochromatin formation and 
gene silencing [85]. In one pathway, Pol IV, RDR2, and DCL3 produce 24-nt siRNAs that 
associate with AGO4; in a separate pathway, DRD1 and DMS3 enable Pol V transcription 
of noncoding sequences at target loci. siRNA–AGO4 complexes are guided to target loci 
by interacting with Pol V transcripts. The proposed direct interaction between AGO4 and 
Pol V [70] has not been detected in vivo suggesting that AGO4 recruitment to chromatin is 
primarily an RNA mediated process although protein–protein interactions are not excluded 
[85]. Interestingly, in S. pombe, heterochromatin formation is achieved by the RITS complex 
guided to chromatin via associations with nascent Pol II transcripts [85a], suggesting that 
plants and yeast use similar RNA guidance mechanisms for recruiting Argonaute-containing 
transcriptional silencing complexes to target loci. Apparently, the unique RNA polymerase, 
Pol V, has evolved in plants for the specialized role of generating noncoding RNAs that can 
serve as scaffolds for Argonaute recruitment [85] (Fig. 16.2B).

Furthermore, AGO4 can function through two separable mechanisms: by recruiting 
components that signal DNA methylation independently of its catalytic activity and/or by 
the catalytic activity required for the generation of secondary siRNAs reinforcing its repressive 
effects [87].

The SINE-related tandem repeat in the promoter of FLOWERING WAGENINGEN (FWA) 
gene provides an example for the involvement of repeated sequence in the production 
of siRNA. The siRNAs, then, recruit RdDM to an unmethylated FWA promoter in trans to 
silence FWA in vegetative tissues. However, the tandem repeat is dispensable as an FWA 
locus without repeats could also recruit siRNA-producing proteins [88,89]. Likewise, many 
transposons in heterochromatin do not contain tandem repeats suggesting that additional 
signals guide RdDM to silent heterochromatin. Furthermore, repeat-independent siRNA 
production could result also from aberrant RNA processing of very highly transcribed 
transgenes (a phenomenon termed sense post-transcriptional gene silencing (S-PTGS) [90]. 
Additional signals include DNA methylation, modiied histone marks, and proteins that 
“read” the marks and recruit the siRNA complex by interaction with its components. For 
example, the two SRA domain factors (SUVH9 and SUVH2) bind methylated cytosines and 
are essential both for de novo and for maintenance DNA methylations: SUVH9 preferentially 
binds asymmetric, while SUVH2 preferentially binds symmetrically, CG methylated sites 
[91]. The methylcytosine binding domain proteins MBD6 and MBD10 act in conjunction 
with RdDM to effect large-scale silencing of ribosomal DNA loci in the phenomenon of 
nucleolar dominance [92].

Non-CG methylation of developmental genes can be readily restored after it is lost, 
suggesting that targeting signals exist and remain in cells in the absence of DNA 
methyltransferase [44]. For the CNG methylation at the SUP locus controlled by CMT3, this 
signal may come from H3K9me2 (established by SUVH4/KYP) [50,93]; at other loci, only 
the H3K9me2 or a combination of pathways involving siRNAs may be used, whereas at the 
Ta3 locus, CMT3 can propagate CNG methylation without siRNAs or DRD1 [44,88]. Histone 
H3 lysine4 (H3K4) demethylation helps de novo DNA methylation of an FWA transgene and 
histone H2B de-ubiquitination regulates gene silencing via siRNAs [94] (Fig. 16.2C).
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TRANSPOSABLE ELEMENTS (TEs) AND HETEROCHROMATIN

DNA methylation is an epigenetic mark associated with silencing of TEs constituting 
about 45% and 75% of the human and maize genomes, respectively [95]. Their potential 
to transpose may cause signiicant damage to the host genome. Consequently, eukaryotes 
have evolved mechanisms, including epigenetic RNAi mediated chromatin modiications, 
to respond to the genome invaders and to suppress their activity. Among the earliest 
recognized mechanisms for keeping TEs silent is their sequestration in domains of constitutive 
heterochromatin. DNA methylation, histone modiications associated with silenced states, 
and condensed chromatin packing are features characteristic of heterochromatin found at 
the centromeres and the telomeres of eukaryotic chromosomes. The accumulation of TEs in 
regions essential for genome integrity suggests that silencing of TEs activity is critical for proper 
chromosome function. On the other hand, employment of TEs in essential cellular functions 
indicates that eukaryotes have “learnt” to not only silence, but also to take advantage of their 
presence. The DNA of centromeric heterochromatin in its condensed state is essential for the 
recruitment of the cohesin complex mediating sister-chromatid cohesion [96]. TEs are also a 
source of genetic and epigenetic material that can be utilized by the host to control chromatin 
structure, gene activity, phenotypic diversity, paramutation and imprinting.

Presence of endogenous centromeric repeats is important but not suficient to guarantee 
kinetochore formation [reviewed in Ref. 97]. The establishment and maintenance of 
centromeric chromatin (characterized by the centromere-speciic histone H3 variant, 
CENP-A, as the key determinant of centromere identity and the location of kinetochores) 
is epigenetically regulated. In the ission yeast S. pombe, the centromeric heterochromatin 
is maintained by non-coding transcripts from the outer (pericentromeric) repeats. These 
transcripts are processed into small interfering RNAs (siRNA) targeted to homologous 
sequences; together with recruited heterochromatin proteins, siRNAs are essential for the 
establishment of CENP-A centromeric heterochromatin. The Argonaute-associated proteins, 
Chp1 and Tas3, and the Suv39 and HP1 homologs, Clr4 and Swi6HP1, are required for 
establishing the centromeric heterochromatin [98]. Once assembled, CENP-A chromatin is 
propagated by epigenetic means in the absence of heterochromatin. These studies identiied 
an important, potentially conserved, role for RNAi in directing centromere and kinetochore 
formation [98].

In Arabidopsis, the heterochromatin is located mainly at the centromeres, represented by 
retrotransposons interspersed among arrays of satellite repeats, at the pericentromeric regions 
composed mainly of DNA transposons, and in the knobs representing jumbled TE islands 
triggering RNAi-mediated silencing, perhaps through read-through transcription (AGI, 
2000). The 180 base pairs centromeric methylated satellite repeats are found in thousands of 
tandem copies. However, in mutants lacking either MET1, or the histone deacetylase HDA6/
SIL1, or the chromatin remodeling ATPase DDM1, the silenced TEs and satellite repeats 
were reactivated causing de-condensation of centromeres. Silencing lost in met1 or hda6 
was reestablished in backcrosses to wild type, but silencing lost in RNAi mutants and ddm1 
was not. 24-nt siRNAs corresponding to the centromeric sequences were retained in met1 
and hda6, but not in ddm1, suggesting that siRNAs are guiding DDM1 for the silencing of 
centromeric DNA [7,46,99]. It should be noted that S. pombe lacks DNA methylation and 
plants do not have homologs of Argonaute-associated proteins Chp1 and Tas3 suggesting a 
convergent evolution of the siRNAs chromatin targeting pathways in S. pombe and in plants.

In grasses, a Ty3/gypsy class of centromere-speciic retrotransposons are conserved and highly 
enriched in domains associated with CENP-A and with the lanking centromeric satellite 
DNAs [100]. These elements are actively transcribed in maize suggesting that deposition 
of centromeric histones might be a transcription-coupled event [101]. Transcribed repeats 
silence the retrotransposons and transcripts from retrotransposons help silencing the repeats 
suggesting roles for siRNAs in the evolution of centromeres [102].
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In addition to DNA methylation, constitutive heterochromatin in Arabidopsis is marked 
by “repressive” histone modiications, including histone H3 dimethylation at Lys9 
(H3K9me2) and methylation at Lys27 (H3K27me). H3K9me2 overlaps almost exclusively 
with transposons and other repeats, while H3K27me3 is associated mostly with inactive 
euchromatin. Nontranscribed genes may be associated with H3K27me3, H3K4me1, and 
H3K4me2 [55,103–108]. H3K9me2 and H3K27me1 are mediated by SUVH2, SUVH4 
(KYP), SUVH5, and SUVH6, and ARABIDOPSIS TRITHORAX-RELATED PROTEIN 5 (ATXR5) 
and ATXR6 [109,110] (for a review on plant heterochromatin proteins see Ref. 110 and ref. 
therein).

Little is known about histone methylation in large-genome plants, which make up the 
bulk of the angiosperms. Combining high cytological resolution of maize pachytene 
chromosomes, three-dimensional light microscopy, and the ability to quantify staining 
patterns relative to cytological features, Shi and Dawe [111] reported that each methylation 
state identiied different regions of the epigenome: H3K27me2 marks classical 
heterochromatin, H3K4me2 is limited to areas clearly demarcating the euchromatic gene 
space, while H3K9me2 and H3K27me3 occur in euchromatic domains; H3K9me3 is 
associated with centromeres and H4K20me2/3 is nearly or completely absent in maize. 
H3K9me2 appears excluded from repeats and associating with genes but does not overlap 
with either H3K27me3 or H3K4me2 [111]. Apparently, the presumed epigenetic code has the 
capacity to evolve along with changes in genome structure.

CG methylation provides distinct and direct information for a speciic subset of histone 
methylation marks illustrating a crosstalk between DNA methylation and histone 
modiications (Fig. 16.1). CG methylation characteristic of heterochromatin speciically 
prevented H3K27 trimethylation but H3K27 mono- and dimethylation label silent 
heterochromatin independently of DNA methylation [108].

POSITION EFFECT VARIEGATION (PEV)

Heterochromatin can epigenetically inluence the expression of nearby genes causing 
variegated phenotypes in genetically identical cells. The PEV phenomenon, described 
by H. Muller in 1938, is illustrated by the Drosophila gene, white, which shows unstable 
expression when moved in close proximity to heterochromatin. In plants, variegated gene 
expression has been reported in Oenothera blandina after X-ray chromosomal disruptions 
and translocations [112,113]. A phenomenon similar to PEV is observed when transgenes are 
inserted into heterochromatic regions in ission yeast [114] and proximity to TEs might be 
responsible for the silencing effects. Furthermore, gene screens for suppressors/enhancers of 
PEV have identiied the same factors as those involved in TE silencing and heterochromatin 
structure, including the RNAi-mediated silencing implicating siRNAs in PEV [115].

Heterochromatin can spread linearly to about 10 kb until it encounters a boundary. TEs can 
function as nucleation centers for facultative heterochromatin, as well as insulators [116]. 
RdDM spreading is associated with the production of secondary siRNAs, which originate 
outside the region targeted by primary siRNAs [74,80]. An interesting example is that the 
spreading of methylation and siRNAs from a LINE element into the adjacent gene (BONSAI) 
is dependent on the chromatin remodeler DDM1 and a histone demethylase (INCREASE 
IN BONSAI METHYLATION1, IBM1) [54,117] but is not mediated by DRM2 or other 
components of the RNAi-dependent de novo methylation machinery [67].

EPIGENETIC VARIATIONS AND PLANT EVOLUTION

Because of their polymorphic locations and abilities to spread epigenetic marks, TE can 
inluence transcription of nearby genes or cause readthrough, which would be subjected 
to silencing. Thus, TEs can produce phenotypic variability by forming epialleles that 
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are metastable in nature and have variegated expression that resembles PEV. Epialleles 
are formed due to the proximity of a gene to a TE, and are regulated by the epigenetic 
mechanisms that the TE recruits. Natural epigenetic variation can originate from 
polymorphisms in transposon insertions and repeats, as illustrated by the siRNA-producing 
loci and DNA methylation in different Arabidopsis species and ecotypes of A. thaliana [118].  
A Mutator element in the irst intron of the loral repressor FLOWERING LOCUS C (FLC)  
in the ecotype Landsberg erecta (Ler) but not Columbia (Col) is a target of siRNAs that  
induce histone modiications and lowering time differences [119]. A HAT transposon in  
the promoter of FLC produces abundant siRNAs in Ler but not in Col, resulting in 
hypermethylation of the promoter only in Ler [120]. These results illustrated the role of the 
siRNAs-silencing pathway on the evolution of lowering time strategies and speciation. FWA 
epigenetic mutants cause a heritable late-lowering phenotype due to ectopic expression of 
the FWA gene in vegetative tissue. The expression level is heritable but variable within the 
examined 21 Arabidopsis accessions that have two direct repeats at the promoter [89].

A naturally-occurring mutant of Linaria vulgaris displaying a strikingly different lower 
phenotype with radial symmetry instead of bilateral, results from a different expression 
of the Lcyc gene. The Lcyc gene controlling lower symmetry is extensively methylated and 
transcriptionally silent in the radial lower mutant. The modiication co-segregates with 
the mutant phenotype, is heritable, and occasionally reverts phenotypically during somatic 
development, correlating with demethylation of Lcyc and restoration of gene expression 
[121]. A spontaneous epimutation was identiied at the Colorless non-ripening, Cnr, locus, a 
component in the regulatory network controlling tomato fruit ripening [122]. Mounting 
evidence is suggesting that epialleles and epigenetic mutations might play a more signiicant 
role in plant developmental processes, in the generation of natural variation and plant 
evolution, than has hitherto been suspected. The consequences of transgenerational 
epigenetic effects driven by cis- and trans-acting effects, chromatin modiications, RNA-
mediated pathways, and regulatory networks modulating differential expression of 
homologous genes in polyploids might also facilitate adaptive evolution of polyploid plants 
and domestication of crops [16,123,124]. Some epialleles may undergo paramutation, a 
trans-interaction between alleles that induce heritable expression change in one allele.

Paramutation

Paramutation is one of the best-known examples of non-Mendelian inheritance arising  
from allelic interactions that lead to meiotically heritable gene silencing. Because changes  
in gene expression are not associated with changes in DNA sequence, paramutation is a  
classical example of an epigenetic phenomenon. Among the best-studied examples are  
the four maize loci, Pl1, p1, r1, and b1, involved in the anthocyanin synthesis pathway.  
B’ and Pl’ display strong paramutation strengths, while r1 and p1 are variable [125,126]. All 
encode transcription factors that increase pigmentation in the plant and a paramutation 
event at any of these loci is relected by a decrease in coloration, providing an easily tractable 
system to study the phenomenon [127]. The allele that is capable of affecting (silencing) 
expression from the homologous locus is referred to as the paramutagenic allele and is usually 
expressed at low levels; by contrast, the affected (paramutable) allele is highly expressed. The 
paramutable B-I allele is transcribed at about a 20-fold higher level (providing for the strong 
red coloration of plants) than the paramutagenic B’ allele found in colorless plants [128]. 
Combining the two alleles (in B-I/B’ heterozygote) results in silencing of B-I transcription with 
100% penetrance. The most remarkable feature, however, is that the silenced B-I allele acquires 
paramutagenic capability itself, effectively silencing transcription from other homologous 
alleles in subsequent generations – secondary paramutation (“the vampire” effect).

The molecular basis of paramutation has been a long-standing enigma but recent studies 
have provided breakthrough insights. Fine structural analysis revealed that an array of 
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seven direct tandem 853-base repeats located ，100 kb upstream of b1 are necessary for 
the paramutagenicity of B’ and the ability of B-I to undergo paramutation [129,130]. The 
sequences are present as a single copy in neutral b1 alleles, while alleles with three repeats 
show partial paramutational ability [129–132]. Thereby, the presence and the numbers, as 
well as the organization of the repeats (as observed at the p1 locus, [133]), are essential for 
paramutation.

A critical question is how the silencing information is communicated. Some maize mutants 
deicient in the establishment and/or maintenance of paramutation at distinct loci are 
defective in genes encoding RdDM factors: a genetic suppressor of paramutation, Mediator of 
Paramutation1 (MOP1), encodes the maize ortholog of RDR2; Required to Maintain Repression, 
RMR1, encodes an SNF2-like putative chromatin-remodeling factor related to DRD1 and 
CLSY1, and RMR6 is the largest subunit of Pol IV (RPD1). All of these factors are required 
for siRNA production, for DNA methylation at the silent epialleles, and for paramutation 
at the purple plant (pl1) locus [83,134]. MOP1 is needed for paramutations at all four loci 
[126]. The mop1 gene is also required for silencing transgenes and Mutator-like transposons 
in maize [134]. The role of the chromatin remodeler RMR1 is not exactly known but it 
may act as a co-factor for Pol IV and, thus, be involved in interactions between siRNAs and 
chromatin [80].

RMR6, the largest subunit of the maize Pol IV (ZmRPD1), is required for both paramutation 
and for normal maize development [135]. ZmRPD1 is essential for accumulating the 
majority of 24-nt siRNAs indicating that it operates at repetitive DNAs. However, the 
biochemical function of ZmRPD1 remains unclear as it failed to produce detectable RNA 
transcripts for genomic regions represented by those siRNAs [133]. Furthermore, the  
primary polymerase for repetitive DNAs, including hypermethylated and repressed 
transposons in maize, seems to be Pol II [83] and not Pol IV, as in Arabidopsis. Transposon 
sequences proximal to Pol II templates could interfere with Pol II-dependent RNA synthesis, 
resulting in the production of abnormal Pol II transcripts, which could trigger the siRNA 
pathway [133].

Although essential for paramutation, the RNAi machinery is not the only factor. For example, 
the 853 nt repeats are transcribed from both B’ and B-I loci indicating that siRNAs, alone, 
are not suficient to establish paramutation. Recruitment of siRNA machinery to a locus is 
not always suficient for the RNA-directed DNA methylation either. For example, differences 
between the silent (FWA) and the unmethylated (fwa-1) epialleles in Arabidopsis were not 
accounted for by siRNA production: the repeat-derived siRNAs accumulate equally in plants 
with wild-type FWA, and those with fwa-1 and an introduced transgene can silence an 
unmethylated fwa-1 endogenous gene [88,89].

How interallelic transfer of epigenetic information is achieved remains to be determined. 
Some models propose trans-communication between epialleles, including physical pairing 
of alleles and transfer of silencing complexes, histone modiiers, nucleosome re-positioning 
factors, and DNA-methylating activities on the paramutable locus [126]. In some cases, 
acquisition of DNA methylation accompanies trans-inactivation of paramutable alleles as 
found for the maize r1, p1, the petunia A loci, and FWA [126,136,137]. However, cytosine 
methylation is not the causative factor for establishing the B’ silent state, despite B-I and B’ 
alleles having different methylation proiles [129,130]. Thereby, other factors contribute 
to the epigenetic states and to the ability of certain epialleles to inluence homologous 
sequences both in cis and in trans. Such factors could be chromosomal location (PEV), 
ploidy, environmental factors, and histone modiications. For example, the tomato sulf locus 
mapping near heterochromatin experiences silencing effects dependent on ploidy [138] and 
inactivation of an active transgene HPT locus in Arabidopsis is observed in a tetraploid but 
not diploid background [139].
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IMPRINTING, GENOME RE-SETTING, AND REPROGRAMMING

Imprinting

Differential expression of alleles of the same gene depending on the parent-of-origin 
(gene imprinting) is thought to have evolved independently in mammals and in lowering 
plants [140]. Imprinting occurs in the nourishing tissues, the placenta of mammals, and 
the endosperm of plants. The formation of the endosperm, a process involving a double 
fertilization of the central cell (CC) by the pollen, is a deining feature of lowering plants. 
Pollen contains three nuclei: the vegetative nucleus (VN) is in the cell developing into the 
pollen tube; as it grows, the pollen tube transports the two sperm nuclei to the ovules. One 
of the sperm nuclei fertilizes the egg, and the third nucleus fertilizes the diploid central 
cell to form the triploid endosperm. After fertilization, the proliferation of the endosperm 
ensures nutritional resources for the embryo. In humans, mutations of imprinted genes are 
associated with developmental disorders and diseases; mutations in plant imprinted genes 
lead to defective reproduction and loss of viability [142].

Ten imprinted genes are currently recognized in Arabidopsis: two encode Polycomb 
group proteins (MEDEA, MEA, and FERTILIZATION INDEPENDENT SEED2, FIS2), 
an RNA-binding protein (MATERNALLY EXPRESSED PAB C-TERMINAL, MPC), two 
encode transcription factors (FWA and PHERES1, PHE1), and four genes encode class IV 
homeodomain transcription factors [141–144]. Although imprinted in the endosperm, the 
PHE1 gene is set apart from MEA, FIS2, FWA, and MPC because PHE1 is expressed from the 
paternal allele [145,146]. Assuming that genes with endosperm-preferred expression are less 
methylated at 5’ sequences in the endosperm than in the embryo and that less methylated 
genes in the endosperm exhibit endosperm-preferred expression, it is estimated that there 
are ，50 imprinted genes in Arabidopsis encoding mainly transcription factors and chromatin-
related functions [144].

In mammals, imprinting is relected by differential methylation of speciic sequences in the 
gametes [147]. In Arabidopsis, imprinting is usually due to differences in the epigenetic marks 
(histone and DNA methylation) on alleles in the central cell, which are maintained in the 
endosperm [148]. The 5-methylcytosine DNA glycosylase DEMETER (DME) is expressed 
only in the CC before fertilization and demethylates the maternal alleles of imprinted genes 
establishing methylation asymmetry between embryo and endosperm [144,148]. A subset of 
Pol IV-dependent siRNAs speciically expressed from the maternal chromosomes was shown 
to accumulate in the maternal gametophyte and to persist during seed development linking 
genomic imprinting with RNA silencing mechanisms [149].

Bulk methylation in wild-type endosperm is lower in all sequence contexts compared with 
the embryo [150]. Genome-wide maize endosperm has 13% less 5-methylcytosine than 
embryos or leaves [151] and an imprinted gene is less methylated in the CC than in the egg 
cell or sperm [152]. Transposable elements are more heavily methylated than protein-coding 
genes, and genes are more methylated within their bodies than at their 5’ and 3’ ends. The 
reduced CG methylation at repeats and gene-bodies in Arabidopsis wild type endosperm was 
partially restored to levels found in other tissues in the dme endosperm, indicating that the 
CG demethylation is speciic to maternal sequences [144]. In contrast to CG, methylations 
of CHG and CHH were reduced in dme endosperm suggesting that DME activity is necessary 
for up-regulating RNAi-mediated methylation in endosperm and for activating the TEs by 
demethylating them.

Importantly, the genome-wide CG demethylation of the maternal endosperm genome 
is accompanied by similarly extensive CHH hypermethylation of the TEs in the embryo 
revealing that siRNA accumulation in the CC contributes to enhanced methylation and 
silencing of elements in the egg cell (and later in the embryo). This could happen through 
siRNA transport, which could be the original force behind the evolution of the central cell 
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demethylation. Thus, RNAi drives a substantial reconiguration of the methylation landscape 
in the seed suggesting that imprinting in plants evolved from targeted methylation of TEs to 
reinforce transposon silencing in the embryo [144,148].

Genome Re-setting and Reprogramming in the Male Gametophyte

A strikingly similar process occurs in the Arabidopsis male gametophyte where reactivation of 
the TEs in the pollen vegetative nucleus (VN) reinforces silencing of the TEs in reproductive 
sperm cells [153]. Apparently similar mechanisms operate in germ lines for detecting 
aberrant RNAs and for silencing TE in the embryo [148,149,153]. However, in pollen, TEs 
are reactivated and transpose, but only in the VN, which accompanies the sperm cells but 
does not provide DNA to the fertilized zygote. In the gametes, the mutagenic activity of 
TEs is epigenetically suppressed by siRNAs preventing transmission to the next generation. 
The expression of the small RNAs coincides with down-regulation of the heterochromatin 
remodeler DDM1 and of many TE siRNAs. An unknown DNA demethylase active only in the 
VN may act to selectively remove DNA methylation from some TEs.

The TEs are transiently activated in a coordinated fashion and down-regulation of the genes 
responsible for TEs silencing is conined to the VN of pollen. A silenced TE is transiently 
reactivated in maize pollen as well [153] and TE expression has been noted in the pollen 
of rice [154] indicating that the reactivation of silenced TEs in pollen is conserved among 
lowering plants. In contrast, the TEs in terminally differentiated senescing leaf cells are 
not coordinately reactivated suggesting that TE activation in the pollen VN represents a 
cell type-speciic epigenetic reprogramming that has evolved for a function. Changes in 
histone H4 acetylation and in histone variants consistent with reactivation of TEs and loss of 
heterochromatin observed in the pollen from both Lilium and Arabidopsis [155–157] support 
a genome-wide reprogramming taking place in pollen.

To answer the question of why epigenetic reactivation of TEs is needed in the VN of pollen 
Slotkin and co-authors [153] suggest that the relative position of the VN next to the sperm 
cells is important for the silencing of TEs in the next generation. Interestingly, transposon-
related siRNAs (21 nt long from the Athila retrotransposon family) are generated and 
accumulate in pollen and sperm [153]. The authors propose that these 21-nucleotide 
siRNAs, originating in the VN, travel to the adjacent sperm cells to reinforce silencing. 
Thus, only those transposons with the potential to be expressed (because they were 
expressed in the vegetative nucleus) would be targeted by siRNAs in sperm nuclei. Although 
new transposition events occur in pollen they are not inherited because the transposon 
activation occurs in the VN, which does not contribute DNA to the zygote akin to the TE 
reactivation that takes place in the endosperm. During reprogramming in Drosophila and 
mouse germlines, epigenetic marks are irst lost and then robustly reset each generation 
resulting in transient TE expression [158,159]. Subsequent remethylation and silencing in 
sperm depends on the sperm-speciic piRNA [160]. Movement of signals (small RNAs) from 
germline companion cells into germ cells conserved in insect nurse cells is consistent with 
speculation that the evolution of the sperm-companion vegetative cells interactions has 
promoted TE silencing in angiosperms. In contrast to the model suggesting that imprinted 
genes in the endosperm have evolved from TE-silencing mechanisms (see above), the 
authors conclude that the molecular mechanisms involved in the permanent silencing of 
foreign DNA have evolved from mechanisms required for the successful development of an 
embryo.

Genome Reprogramming During Flowering

Plant developmental and environmental responses involve reprogramming at speciic 
genome loci so that the normal program of plant development is reiterated in each 
generation. Epigenetic repression of FLOWERING LOCUS C (FLC) in winter-annual ecotypes 
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of Arabidopsis by prolonged cold (vernalization) ensures that plants lower in spring and not 
during winter. Flowering is induced by the photoperiod (day length) and/or temperature, 
which stimulate FLOWERING LOCUS T (FT). FLC represses the activity of FT to prevent 
lowering [161].

The activities of both paternally and maternally derived FLC reporter genes are reset after 
vernalization, but the timing of their initial expression differs. The paternal gene copy is 
active during early gametogenesis and in the single-celled zygote, whereas the maternal copy 
is not expressed until the early multicellular embryo stage. In the progeny, the paternally 
derived FLC gene is expressed in the single-celled zygote and through embryo development, 
but not in the fertilized CC, which generates the endosperm. FLC activity during late embryo 
development is a prerequisite for the repressive action of FLC on the lowering of the adult 
plant [162].

Positioned at the convergence node of at least four distinct pathways that block 
transition from the vegetative to the reproductive stage, FLC gene is repressed by low 
temperature through changes in FLC chromatin. Chromatin based mechanisms involve 
histone modiications [163–166], replacement by histone variants [167–169], and a Pol 
IV-dependent antisense RNA initiating in the 3’- region of the gene [170].

Transcription from the AP1 locus, required for the initiation of lowering and the 
reprogramming of the AP1 locus to an actively transcribed state, is accompanied by a change 
of the chromatin structure at the AP1 promoter. It involves removal of a nucleosome from 
the transcription start site and dynamic re-positioning of the TSS-nucleosome in a process 
that is developmentally regulated [165].

Restoring Lost Methylation at Heterochromatin

Given the importance of TEs for the formation of heterochromatin for centromere function 
and the role of DNA methylation in keeping the TEs silent, it is critical that cells maintain 
TE methylation levels throughout cell divisions and developmental transitions. It may be 
expected then that mechanisms guarding cells against accidental loss of heterochromatic 
CG methylation exist. Indeed, a novel corrective mechanism for restoring lost methylation 
from regions that need to remain silent was recently revealed [57]. Loss of CG DNA 
methylation during gametophyte generations was restored through the RNAi machinery 
in a robust and speciic CG-re-methylation of the Arabidopsis centromeric repeats and 
transposons. Methylation was RDR2 dependent, was guided by 24-nt siRNAs corresponding 
to transposons and repetitive DNA sequences, and did not spread to adjacent sequences. 
Furthermore, the RNAi machinery is crucial for discriminating remethylatable from non-
remethylatable sequences and is re-silencing only transposons activated in the ddm1 
mutants. Clearly, ability to re-methylate plays a protective role against the deleterious effects 
of active transposable elements. Apparently, it is advantageous for cells to maintain ongoing 
production of siRNAs from repeated DNAs, either as a backup for CG DNA methylation or 
to ensure rapid initiation of silencing at new transposon insertions [171].

POLYCOMB GROUP (PcG) AND TRITHORAX GROUP (TrxG) 
COMPLEXES IN PLANTS

In animals, expression states of homeotic genes (active or silent) are maintained and 
faithfully propagated throughout development by the counteracting activities of the PcG/
TrxG complexes (Ref. 172 and ref. therein). In contrast to animals, plant organs (leaves, 
lowers) and seeds originate from the same undifferentiated meristem active throughout 
the life cycle. Although differentiation and organogenesis are not ixed in embryogenesis, 
PcG/TrxG homologs play roles in plant development as well. In plants, as in animals, 
development of a wrong organ at a wrong place (homeosis) is a consequence of a mutation 



267

CHAPTER 16 

Epigenetic Regulatory Mechanisms in Plants

of a homeotic gene. Unlike their animal counterparts, plant homeotic genes are not clustered 
and belong to the MADS-box family of transcription factors but nonetheless, the PcG/TrxG 
complexes similarly regulate their expression by modifying their nucleosomes. Like their 
metazoan counterparts, the Arabidopsis PcG complexes establish H3K27me3 through the 
biochemical activity of Enhancer of zeste (EZ)-related proteins [173–175], while Trithorax 
family members speciically tri-methylate histone H3K4 [176–178]. In both plant and 
metazoan chromatins, the H3K27me3 and H3K4me3 modiications are associated with 
transcriptionally silenced and active gene states, respectively.

At animal genes, two classes of PcG repressor complexes, PRC2 and PRC1, participate in the 
transcription-resistant chromatin structure [172]. PRC2 catalyzes the H3K27 tri-methylation 
resulting in the recruitment of PRC1, which maintains suppression by catalyzing H2A 
monoubiquitination [179].

In Arabidopsis, PRC2 complexes are conserved both structurally and functionally and, like 
their animal counterparts, form 600 kDa complexes involved in development, lowering, and 
imprinting [174,177]. The Arabidopsis H3K27me3 modifying mechanisms have proliferated 
to three EZ homologs (CURLY LEAVES, CLF, SWINGER, SWN, and MEDEA, MEA) forming at 
least three distinct PRC2 complexes containing proteins homologous to the metazoan PRC2 
components: EMBRYONIC FLOWER2 (EMF2), VERNALIZATION2 (VRN2), FERTILIZATION 
INDEPENDENT SEED2 (FIS2) corresponding to SU(Z)12, and two WD-40 proteins 
(FERTILIZATION INDEPENDENT ENDOSPERM (FIE) and MULTICOPY SUPPRESSOR OF 
IRA1 (MSI1)) corresponding to ESC and P55, respectively. The different PRC2 complexes 
may have distinct functions as MEA expression is limited to the female gametophyte and 
embryo development, while CLF and SWN are expressed in adult plants [180].

Genes for proteins homologous to the PRC1 complex have not been identiied in Arabidopsis 
but a functionally similar complex might be formed by the LIKE-HETEROCHROMATIN 
PROTEIN1 (LHP1), two RING-domain containing proteins, and a plant-speciic protein, 
EMBRYONIC FLOWER1 (EMF1) [181]. LHP1 localizes at chromatin domains rich in 
H3K27me3 [103,105] and EMF1 is involved in the H3K27 tri-methylation [182].

The H3K4me3 mark of actively transcribed genes is established by the methyl transferase 
activity of the trithorax protein, which functions in a complex (COMPASS) conserved in 
yeast, Drosophila, and humans [183]. Genetic, biochemical, and molecular characteristics 
of the ARABIDOPSIS HOMOLOG OF TRITHORAX1, ATX1, have deined it as the plant 
counterpart of animal trithorax factors [106,176] but a plant COMPASS complex has not 
been identiied yet. A WDR5-related protein capable of binding ATX1 was reported recently 
[184]. The evolution and function of Trithorax-related genes in plants, as well as the role of 
ATX1 in maintaining normal levels of homeotic gene expression during plant development 
and transition to lowering, for organ identity, and for biotic and abiotic response 
mechanisms in Arabidopsis, was recently reviewed [178].

Antagonistic PcG/TrxG Functions in Arabidopsis

The lower homeotic gene AGAMUS, AG, is silent in young seedlings and in vegetative 
tissues but its correct expression during lowering is critical for lower organ development 
and identity. Expression of AG is suppressed by the Arabidopsis homolog of EZ, CLF, and 
up-regulated by the homolog of trithorax, ATX1 [173,176], supporting the idea that CLF and 
ATX1 have counteracting activities at the AG locus. Interestingly, loss of both ATX1 and CLF 
functions in atx1–/– clf–/– mutants rescued the single-mutant phenotypes suggesting that the 
Trx-like and the EZ-like plant homologs counterbalance each other at the shared locus [107]. 
Partial normalization of axial–skeletal transformations in mice was also observed when 
Mll (a human homolog of trithorax) and BMI-1 (a PcG component) were simultaneously 
deleted [185]. The molecular basis of this remarkable shift towards wild type phenotypes 
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in the double atx1/clf mutants was related to the partial restoration of the histone marks on 
the AG nucleosomes that were lost in the single mutants. Restored patterns, however, were 
not identical with the initial patterns, an observation that could account for the variability 
and instability of phenotypes often seen in epigenetic mutants. At the molecular level, both 
H3K4me3 and H3K27me3 marks were required for the normal suppression of AG in leaves 
[107], perhaps establishing a chromatin state similar to the bivalent states of embryonic 
stem cell chromatin [186]. Contrary to the expectation that absent ATX1 and CLF functions 
would erase the H3K4me3 and H3K27me3 marks, there was a partial restoration of the 
marks on the AG-nucleosomes in the double-mutant chromatin. The results suggested that 
in the absence of both ATX1 and CLF their roles could be undertaken by a different pair of 
modiiers supporting a model in which the PcG and TrxG-complexes form speciic pairs to 
generate simultaneously present H3K4me3 and H3K27me3 marks. ATX1 and CLF physically 
interact providing a mechanistic basis for the observed effects [107].

Bivalent Chromatin Marks

Simultaneously present H3K4me3 and H3K27me3 marks found at silent genes in 
embryonic stem cells has suggested that co-existing “activating” and “silencing” nucleosomal 
modiications establish a bivalent chromatin state at loci “poised” for transcription later 
in development [186]. In addition to pluripotent cells, K4me3-K27me3 co-localization is 
functional in more differentiated cells as well [187]. Dual H3K4me3-H3K27me3 marks 
labeling the non-expressing AG locus in young seedling chromatin might similarly relect 
a bivalent chromatin state to be expressed at a later developmental stage [107]. Coexisting 
H3K4me3 and H3K27me3 marks were found at two other loci (FLC and AP1) involved in 
the transition to lowering [165] suggesting that bivalent chromatin states might be a general 
characteristic of developmentally regulated genes in plants. The distribution patterns of 
the two antagonistic marks at promoters and at downstream gene-body nucleosomes are 
different. Presence of H3K4me3 and H3K27me3 on downstream nucleosomes remained 
unchanged throughout developmental transitions, independently of the transcriptional 
activity of AG, AP1, or FLC. In stark contrast, the H3K4me3/H3K27me3 proile at 5’-TSS 
nucleosomes changed dynamically, relecting changes in transcription [165]. “Activating” 
H3K4me3 and “silencing” H3K27me3 modiications co-exist at 5’-end nucleosomes of 
both the transcriptionally active FLC- and the silent AG genes, while highly transcribed AP1 
displays neither of the two marks suggesting that distinct mechanisms “read” and operate at 
each locus even for genes belonging to the same MADS-box family.

Regulation of Imprinted Genes by PcG

PcG proteins directly regulate the silencing of the paternal allele in the male gametophyte 
of the imprinted gene MEA [188] and reduce the level of bi-parental MEA expression in 
vegetative tissues [189]. Thus, the PcG component, MEA, participates in both maternally 
and paternally derived PcG complexes to silence the paternal MEA allele in the endosperm. 
Polycomb group proteins and DNA methylation regulate also the PHE1 gene imprinting. The 
paternal copy of PHE1 is preferentially expressed while the maternal allele is silenced in the 
Arabidopsis endosperm [145] where the Polycomb group complex (MEA, FIE, FIS2) silences 
the maternal PHE1 allele after fertilization. Loss of DNA methylation at a site 3’ of the 
maternal PHE1 allele is required for its silencing by the PcG proteins suggesting that DME 
might demethylate the maternal PHE1 allele in the central cell [146] triggering the siRNA 
silencing pathway.

CHROMATIN REMODELING

Ultimately, it is the structure of chromatin that provides the permissive or restrictive 
environment for the transcriptional machinery exercising, thus, epigenetic control over a 
gene’s expression. How chromatin structure (chromatin remodeling, involving assembly/
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disassembly, or re-positioning of nucleosomes) drives or responds to changes in gene 
expression is a subject of intensive studies. Revealing how chromatin remodeling, epigenetic 
marks (DNA methylation and histone modiications), and small RNAs are related 
mechanistically to achieve coordinated genome-wide control is among the most complex 
matters. Studies in animal systems are leading the way and have provided signiicant insights 
into the crosstalk of these factors at the molecular level. The nucleosome chaperones (CAF-1, 
NAP1, and HIRA) and chromatin remodelers (the SWI/SNF, RSC, ISWI, INO80, SWR1, and 
Mi-2/CHD) are specialized multi-protein machines regulating access to nucleosomal DNA 
by altering the structure, composition, and positioning of nucleosomes. ATP-dependent 
activities can remodel chromatin by either mobilizing nucleosomes on DNA or by 
exchanging one histone variant for another, within the nucleosome [190].

Components of the remodeling machinery are conserved throughout eukaryotes. In 
Arabidopsis, homologs of individual components of the nucleosome chaperone complexes, 
CAF-1, NAP1, and HIRA [191–194], of the CHD-type proteins PICKLE (PKL) and MOM1 
[195,196], and of the ATP-dependent SWI/SNF remodelers [197–201] have been identiied 
and shown to inluence gene expression and plant development [200–204]. Most of  
the plant Snf2 proteins carry similar function as their yeast and animal homologs but 
some have been adapted for functions occurring only in plants. Forty-one members of the 
Arabidopsis Snf2 family fall into 19 distinct subfamilies relecting the expansion of the  
SWI/SNF ATPase regulatory repertoire, while preserving essential ancestral functions 
[200,204]. DDM1, CLSY, and DRD1 are plant-speciic ATPase activities involved in genome-
wide DNA methylation, transposon silencing, and Pol IV-Pol V functions tightly coupled 
and guided by the 24-nt siRNAs, as discussed above. In contrast to yeast, Drosophila, and 
mammals, isolation and biochemical characterization of a full-size complex of plant origin 
has yet to be achieved for any of the chromatin-remodeling activities. However, homologs 
for the core subunits of the SWR1 chromatin remodeling complex have been characterized 
in Arabidopsis and shown to be functionally related to those described in yeast and human 
[205]. The SWR1-like chromatin-remodeling complex contains also a plant-speciic protein, 
SEF, which genetically and physically interacts with the ATPase subunit counterpart, PIE1, 
and together with the ARP6 homolog (ESD) control gene expression at the chromatin level 
[206].

CONCLUSIONS AND PERSPECTIVES

ｌ TEs are the major component of heterochromatin at the centromeres and telomeres. 
Regulation of the TEs activity is required for proper chromosome function, and epigenetic 
mechanisms in plants are largely oriented towards repressing TEs. Histone and DNA 
modiications are common epigenetic tools but they may be used in kingdom and 
species-speciic ways. For example, in Arabidopsis CG, CHG and CHH methylations 
are present mainly in repeats, whereas the gene bodies are CG methylated [62–65]. It 
remains to be seen how general these DNA methylation patterns would be for other 
plants. In plants, the activities establishing the epigenetic chromatin marks are largely 
dependent on guidance by the small heterochromatic 24-nt siRNAs.

ｌ Findings of siRNAs in all three eukaryotic kingdoms indicate that the siRNA machinery 
was present in the last common ancestor of plants, animals, and fungi [23]. Although the 
machinery might be ancient, the siRNA have diversiied over time to acquire specialized 
roles. Unique plant speciic proteins function upstream of DCL3 and downstream of 
AGO4 to produce 24-nt siRNAs that guide DNA methylation and heterochromatin 
formation. Instead of cleaving mRNA, AGO4-siRNA complexes recruit chromatin-
modifying enzymes. Some of the proteins involved in the biogenesis of the 24-nt siRNAs 
are genetically redundant, whereas others have specialized roles. The diversiication 
of RNA silencing pathways in plants relects the intricate ways evolved by the sessile 
organisms to cope with biotic, abiotic, and genome stresses.
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ｌ Pol IV and Pol V transcription complexes have evolved as evolutionary derivatives of 
the Pol II mechanism specialized for generating and/or using noncoding RNAs for 
chromatin-based gene silencing. Elucidation of their function helped solve the paradox 
that transcription of DNA sequences that are silent at the chromatin level is required for 
the assembly of chromatin in a silent state nonpermissive for transcription by Pol II and 
Pol III. Thus, plants have enhanced their ability to modulate the epigenetic states of their 
genomes by remarkably diversifying their transcriptional machinery [85].

ｌ As the ancestral role of chromatin-targeted siRNAs is the genome-wide suppression of 
repeated DNA, the number of endogenous genes that are controlled by this system might 
be small in Arabidopsis. However, in species with large genomes, like maize, the epigenetic 
control of TEs by chromatin-targeted RNAi has a much more important role regulating 
developmental genes [133,135].

ｌ In addition to silencing TEs, lowering plants have evolved intricate ways to implement 
siRNA pathways in the regulation of pollen and embryo development through gene 
imprinting. In a highly speciic RNAi-targeted process, transposon activation and siRNA 
accumulation in the central cell contribute to enhanced methylation and silencing of 
repetitive elements in the egg (and later the embryo). The model viewing imprinted 
genes not as exceptional sequences speciically targeted for demethylation in the central 
cell but rather as part of a process that reshapes DNA methylation of the entire maternal 
genome in the endosperm [148,149] is consistent with the hypothesis that imprinting 
arose as a byproduct of silencing the invading foreign DNA [207]. Transposon-silencing 
mechanisms might have been co-opted for the regulation of ribosome biogenesis and 
nucleolar dominance in interspecies crosses as well [208].

ｌ Transient TE reactivation occurring in the pollen is limited to the VN and is signaling 
TE silencing in the neighboring sperm preventing, via siRNAs, transposon activation in 
the embryo. It was proposed that the molecular mechanisms involved in the permanent 
silencing of foreign DNA have evolved from mechanisms required for the successful 
development of an embryo [153]. This model proposes that epigenetic silencing of TEs 
has evolved from a developmental process in stark contrast to the models for the origin of 
gene imprinting in the endosperm and the nucleolar dominance which suggested that the 
TEs silencing mechanism has been co-opted for developmental and nucleolar functions.

ｌ In addition to organismal development, epigenetic control of TEs has had a role in 
genome evolution. Epialleles are formed due to the proximity of a gene to a TE, and 
the regulatory complexes that the TE recruits. Natural epigenetic variation can originate 
from polymorphisms in transposon insertions and repeats, as illustrated by different 
Arabidopsis species and ecotypes of A. thaliana [95,118–120]. The consequences of 
transgenerational epigenetic effects for speciation and adaptive evolution are increasingly 
attracting attention [16,120–124].

ｌ As in animals, plant developmental processes are regulated by antagonistic PcG/TrxG-
related activities. Dual histone methylations (H3K27me3 and H3K4me3) mark silent 
genes in animal stem cells and non-differentiated cells establishing a bivalent chromatin 
state at loci poised for transcription later in development. Dual activating/silencing marks 
found at developmentally regulated Arabidopsis genes illustrate features of the epigenetic 
“code” conserved in animal and plant kingdoms despite differences in the developmental 
patterns. Co-existing H3K4me3 and H3K27me3 may form a distinct bi-modular 
“syllable” in the histone “code” that conveys speciic “meaning” at different genes [165].

ｌ DNA and histone modiications are linked with chromatin remodeling and nucleosome 
positioning. Although individual components of the remodeling machinery are 
conserved throughout eukaryotes, still very little is known about this mechanism in 
plants as full-size remodeling complexes have not been isolated and characterized 
biochemically. Given the existence of plant-speciic histone modiications and DNA 
methylations, one might expect that interactions with the nucleosome remodeling 
machinery might be plant-speciic as well.
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ｌ Uncovering features of plant-speciic “dialects” in the epigenetic language “written” by the 
histone and DNA modiications, inding plant-unique ways of employing the enormously 
complex small RNAs mechanisms, and establishing correlations between chromatin-
driven genome reprogramming processes in plants, would continue to be among the 
most challenging, fascinating, and revealing endeavors of contemporary molecular 
biology research.
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FIGURE 16.2 
AGO4-siRNAs complexes involved in chromatin modifications. (A) A model for de novo DNA methylation involving Pol IV transcription as suggested by Matzke 

et al. [80]. The role of Pol IV is to produce single stranded RNA transcripts to be used as substrates by RDR2. Pol IV may transcribe from methylated DNA (as 

illustrated): DRM2 establishes new methyl groups at DNA sequences complementary to the small RNA loaded onto AGO4. The single stranded RNA produced 

from methylated DNA by Pol IV is used as a template for a dsRNA synthesis by RDR2 triggering the 24nt siRNA pathway. dsRNA is processed by DCL3 and 

HEN1 into small 3９-end methylated siRNAs. The 24nt siRNAs guide the AGO4 complex containing DRM2/DRD1/DMS3 to homologous genomic sequences. 

DRD1, a putative SNF2-like chromatin remodeler, and DMS3, an SMC-hinge domain-containing protein are accessory subunits of the complex [80]. (B) A 

model for spreading of silent chromatin and inhibiting Pol II activity through Pol V transcription, according to Wierzbicki et al. [85]. siRNAs and Pol V transcripts 

are produced by two independent pathways that collaborate to silence genes and to block Pol II activity. Pol V transcribes noncoding sequences enabled by 

DRD1 and DMS3. AGO4-siRNA complexes originated in a separate pathway recognize target loci by pairing with Pol V generated transcripts (see text). AGO4 

recruits also DNA and histone modifiers (see panel C) to generate heterochromatin. The mechanism of recruiting chromatin modifiers is not clear. (C) AGO4-

siRNA complexes in histone modifications and in DNA methylation establishing and propagating silenced chromatin. Once at a target locus, AGO4 and siRNA 

complexes might recruit several different chromatin-modifying enzymes to effect gene silencing. The order of action of these chromatin-modifying enzymes is 

not known, and their relative importance for gene silencing might be locus-specific. (I) Establishing the silencing H3K9me2 mark: SUVH4/KYP cooperates  

with the AGO4 complex to establish H3K9me2 according to [8–10,37,93]. (II) Removal of activating marks: LDL enzyme brought about by the AGO4-siRNA  

complex demethylates H3K4me3; de-ubiquitination of ubiquitinated H2B (H2Bubi) by the ubiquitinase SUP32 recruited and targeted by AGO4-siRNA [94].  

(III) Establishing the CNG methylation: guided by homologous RNAs, AGO4 recruits the DNA methyltransferase CMT3 to produce CNG methylation at target  

loci [43,46,48]. (Please refer to Chapter 16, page 257).
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THE DYNAMIC METHYLOME

Over 100 methyltransferase enzymes (including four DNA methyltransferases) have been 
described in mammals, involved in the transfer of methyl groups to a large array of proteins, 
phospholipids, and nucleotides. These reactions are fundamental to many different cellular 
functions, and it is therefore not surprising that insuficient methyl donor availability has 
the potential to disrupt a wide variety of biological processes, including DNA nucleotide 
synthesis and methylation, and gene expression (among others). The production of  
suficient methyl-donors is therefore of critical importance for faithful cell division and 
development.

The methylated maternal and paternal genomes are de-methylated at fertilization and 
speciic patterns of methylation are then re-established progressively starting in the early 
post-conception period [1]. The de novo establishment of DNA methylation is carried out by 
DNMT3A and -3B methyltransferases and is modulated by DNMT3L, lacking direct catalytic 
activity [2]. Recent work with human cell lines has also shown dynamic remodeling of 
epigenetic markings during the cell cycle [3–5].

In addition to the de novo establishment and removal of DNA methylation markings during 
early development, genome-wide methylation proile of dividing cells is faithfully copied 
in newly synthesized DNA strands in daughter cells following cell division. This is carried 
out by the maintenance DNA methyltransferase, DNMT1 [6]. As around 4% of all cytosine 
nucleotides within genomic DNA of mammalian somatic cells are methylated [7], this 
necessitates the constant availability of a pool of methyl donors in dividing cells if the 
methylome is to be faithfully replicated. The focus of this chapter is dedicated to a discussion 
of the metabolic processes involved in one-carbon (methyl) donor production and their 
impact on DNA methylation.

ONE-CARBON METABOLISM AND METHYL DONOR PRODUCTION

The methyl groups required for establishment and maintenance of DNA methylation 
are derived solely from dietary methyl donors in association with speciic enzymes and 
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associated cofactors [8]. The addition of a methyl group to the 5th carbon of cytosine 
within CpG dinucleotides is catalyzed solely by DNMTs and utilizes the inal methyl donor 
produced by one-carbon metabolism, S-adenosylmethionine (also known as SAM, SAMe, 
adomethionine, adoMet). This molecule represents the universal methyl donor in all cells [9].

Folates are the primary methyl donors and key mediators of one-carbon metabolic pathways 
along with choline and other cofactors such as B-group vitamins B2, B6, and B12. Folate in 
blood plasma exists predominantly as polyglutamated methyl-tetrahydrofolate (methyl-THF) 
(① in Fig. 17.1). Following transport into cytoplasm, primarily by the reduced folate carrier 
(RFC), methyl-THF acts as a methyl group donor for the production of tetrahydrofolate (THF; 
② in Fig. 17.1) and a precursor for homocysteine conversion to methionine (③ in Fig. 17.1). 
The process is catalysed by methionine synthase (MS; ④ in Fig. 17.1), and requires cofactor 
vitamin B12. Since MS is the only reaction that utilizes methyltetrahydrofolate, folates remain 
“trapped” in this form by any impairment of the MS-catalyzed reaction [10,11].

Methionine is further activated to SAM by methionine adenosyltransferase (MAT; ⑤ in  
Fig. 17.1). SAM synthesis represents the preferred catabolic pathway for methionine in 
the liver, where up to half of the daily intake of methionine is converted to SAM and the 

FIGURE 17.1 
Schematic illustration of one-carbon metabolic pathway. Precursors and cofactors obtained exclusively from the diet are 

highlighted in orange. Red dashed lines indicate inhibition of enzymatic reactions: acetylaldehyde directly inhibits folate 

and absorption of folate. It also down-regulates MS [45,53]. High levels of SAH down-regulate the activity of MT. Increased 

concentration of SAM inhibits the activity of MTHFR, limiting the bioavailability of 5-methyl THF [8]. Cadmium is an inhibitor 

of DNMT activity [96]. Green dashed line indicates up-regulation of specific pathways. All mammalian tissues express MAT 

and MS, whereas BHMT is found only in the liver and kidney. SAM inhibits MTHFR and MS and activates CBS leading to 

homocysteine channeling down the trans-sulfuration pathway. Abbreviations: RFC, reduced folate carrier; FR, folate receptor; 

THF, tetrahydrofolate; MS, methionine synthase;, BHMT, betaine homocysteine methyltransferase; DMG, dimethylglycine; MAT, 

methionine adenosyltransferase; SAM, S-adenosylmethionine; MT, methyltransferase; X, substrates for methylation; SAH, 

S-adenosylhomocysteine; CBS, cystathionine beta-synthase; SHMT, serine hydroxymethyltransferase; MTHFR; methylene THF 

reductase; DHF, dihydrofolate; TS, thymidylate synthase. (Please refer to color plate section)
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majority of all subsequent methylation reactions take place [12]. Such reactions invariably 
result in conversion of SAM to S-adenosylhomocysteine (SAH; ⑥ in Fig. 17.1), which is further 
hydrolysed back to homocysteine by SAH hydrolase (SAHH; ⑦ in Fig. 17.1). SAH is a potent 
competitive inhibitor of transmethylation reactions; disruption of the SAH:SAM ratio, through 
an increase in SAH or a decrease in SAM, leads to inhibition of transmethylation reactions 
[13,14]. For this reason, SAH removal is essential and is carried out by SAH hydroxylase, but 
only in the absence of downstream products adenosine and homocysteine [15].

Folic acid is a synthetic form of folate which is widely used in food fortiication and diet 
supplements. Unlike folate, it must be reduced, prior to entering the one-carbon cycle, 
to DHF, dihydrofolate, and then to THF (⑧in Fig. 17.1). Both processes are mediated by 
dihydrofolate reductase (DHFR). THF formed in this manner (③, ④ in Fig. 17.1) is further 
converted and recycled to 5,10-methyl THF with the aid of vitamin B6 (⑨ in Fig. 17.1), and to 
5-methyl THF by methylene THF reductase (MTHFR) with the aid of vitamin B2 (⑩ in  
Fig. 17.1). The former reaction is associated with conversion of serine to glycine, catalyzed 
by serine hydroxymethyltransferase (SHMT). Folic acid may have a negative effect on the 
absorption of naturally-occurring folates as it binds endogenous receptors with a higher 
afinity than THF [16]. Chemical structural formulas for the key compounds involved in this 
pathway are shown in Table 17.1.

S-ADENOSYLMETHIONINE (SAM): MASTER OF THE METHYLOME

SAM is an essential precursor molecule, found in all living organisms. It is the principal 
methyl donor in all tissues (transmethylation) and also the precursor of aminopropyl groups 
(aminopropylation) and of glutathione (transsulfuration) in the liver [15].

Second only to ATP in its utility, in terms of the number of reactions it facilitates, SAM is 
critical not only for DNA methylation, but also for other metabolic reactions such as nucleic 
acid synthesis and histone methylation (an important epigenetic regulatory mechanism 
in its own right). In addition, SAM has an important role in the regulation of activity of 
several enzymes (discussed above) and evidence is mounting for independent actions on 
cell growth, apoptosis, and differentiation, independent of its role as a methyl donor [17]. 
The structure of SAM was irst reported by Catoni in 1951 [18]. This revealed the presence 
of a high energy sulphonium ion that activates each of the attached carbon atoms towards 
nucleophilic attack, making it an excellent substrate for distinct biochemical reactions (Fig. 
17.2). SAM is produced following transfer of the adenosyl moiety of ATP to methionine by 
the MAT enzyme.

In the majority of instances SAM reacts by transfer of the S-associated methyl group to 
acceptor molecules as part of transmethylation reactions [15]. The common product for all 
reactions is S-adenosylhomocysteine (SAH). Most transmethylation reactions are inhibited 
by SAH, whereas decreasing SAM is stimulatory to enzyme activity [14]. In this way, SAM 
inhibits formation of THF, involved in transmethylation, while at the same time stimulating 
the transsulfuration pathway that converts homocysteine (a byproduct of transmethylation 
reactions) to cystathione and cysteine [19] (Fig. 17.1). Interestingly, oxidative stress may play 
an important role in determining the balance between transsulfuration and transmethylation 
reactions. The MS enzyme is inactivated by oxidation and requires reductive methylation for 
reactivation [20].

REGULATION OF SAM LEVELS BY PRECURSOR AND  
COFACTOR BIOAVAILABILITY

The production of SAM as a methyl donor for DNA methylation involves a complex 
interplay between metabolic substrate and cofactor bioavailability and enzymatic activity, the 
latter being also inluenced by genetic variability.



284

SECTION V  

Metabolism and Epigenetics

TABLE 17.1 Chemical Structures of the Key Compounds Involved in the One-carbon 
Metabolic Pathway
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As mentioned above, SAM is the major methyl donor and is derived solely from dietary 
methionine, choline, and folates [21]. Transfer of a single methyl group from SAM to 
a cytosine residue in DNA occurs exclusively at CpG dinucleotides in mammals. As 
SAH, produced during DNA methylation, functions as an inhibitor of SAM-dependent 
methyltransferases (Fig. 17.1), removal of this byproduct is a prerequisite if methylation 
demand within the cell is to be met [8].

Homocysteine Metabolism

Homocysteine (2-amino-4-mercaptobutyric acid) represents a point of intersection between 
the methionine cycle and transsulfuration pathway. Homocysteine is a non-essential amino 
acid, derived from metabolism of dietary methionine [8], which causes toxicity upon 
accumulation [22]. Homocysteine is produced following hydrolysis of SAH by the enzyme 
S-adenosylhomocysteine hydrolase [23]. Homocysteine produced via hydrolysis of SAH can 
either undergo re-methylation, yielding methionine, or transsulfuration, yielding cysteine 
[8,23]. It can also be exported into extracellular luids [23]. The liver is the tissue thought to 
make the greatest contribution to the plasma homocysteine level via homocysteine export 
[24]. Regulation of homocysteine distribution between methylation and transsulfuration by 
SAM is speculated to occur primarily in the liver, which is unique in its ability to synthesize 
excess SAM in response to methionine availability. In non-hepatic tissues the level of SAM is 
tightly regulated and SAH may be the dominant effector [13].

The basic methionine cycle occurs in all mammalian cells. In contrast, transsulfuration has a 
limited distribution in mammalian cells, and those lacking this pathway require an exogenous 
source of cysteine [13]. Remethylation of homocysteine to methionine can be catalyzed by 
methionine synthase and requires cobolamin or vitamin B12 as a cofactor [8]. This is recycled 
via the action of MTHFR, an important reaction in one-carbon metabolism with the potential 
to inluence DNA methylation [8]. In the liver, homocysteine can also be remethylated to 
methionine by betaine homocysteine methyltransferase (BHMT) [23].

Because the pathways for the metabolism of folate and choline intersect at the conversion 
of homocysteine to methionine, folate and choline act together to decrease homocysteine 
concentration. Impairment of these pathways, as a result of dietary deiciency or 
genetic polymorphisms reducing enzyme activity (see below), leads to elevated plasma 
homocysteine concentrations.

Hyperhomocysteinemia is an independent risk factor for several diseases including cancer, 
mental health disorders and vascular disease [25–29]; however, it remains unclear whether 
this is a causative agent or a marker of speciic pathologies.

FIGURE 17.2 
Conversion of S-adenosyl methionine to S-adenosyl homocysteine. The high energy sulfonium ion (orange shading) of SAM activates each of the attached 

carbons towards nucleophilic attack facilitating methyl donor transfer. (Please refer to color plate section) 
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Glycine-N-methyltransferase

Glycine N-methyltransferase (GNMT) is a SAM-dependent enzyme present in liver, kidney, 
and pancreas. It plays an important role in regulating the ratio of SAM to SAH within the 
cell [23], which can be considered a “methylation potential” or indicator of capacity for 
functional SAM activity [30]. GNMT activity is inhibited by allosteric binding of 5-methyl 
THF, the synthesis of which is inhibited by SAM [8]. The activity of GNMT can therefore be 
regulated by the intracellular concentrations of SAM and 5-methyl THF. The SAM/SAH ratio 
is regulated via inhibition of SAM by 5,10-methylene-THF reductase (TMFR), and of GNMT 
by folate compounds [23]. Folate deiciency in rats leads to increased GNMT activity and a 
decrease in the SAM/SAH ratio [31].

Dietary Folate, SAM and DNA Methylation

Available evidence from both animal and human studies suggests that the effects of 
folate deiciency on DNA methylation are very complex, being cell type and target organ 
dependent, and are gene- and site-speciic [32,33]. Both circumstantial and direct evidence 
exists for a link between disruption in the folate pathway (Fig. 17.1), changes in DNA 
methylation, altered gene expression, and disease predisposition. Animal studies have shown 
that prenatal feeding of a methyl-supplemented diet can increase DNA methylation and 
decrease expression of genes in offspring [34–36], while limiting folate supply in humans 
results in increasing levels of homocysteine and reduced DNA methylation [29,37–39]. 
For example, colonic DNA methylation in humans has been positively correlated with 
serum and RBC folate concentrations and negatively correlated with plasma homocysteine 
concentrations [40]. Conversely, folate supplementation at 2.5–25 times the daily 
requirement for 3–12 months signiicantly increases genomic DNA methylation in subjects 
with resected colorectal adenoma or cancer [40–43].

Dietary folates (tetrahydrofolates or THFs) are required as cofactors for reactions involved 
in one-carbon metabolism. 5,10-Methylene THF is reduced to 5-methyl THF by the 
enzyme methylene THF reductase (MTHFR). 5-Methyl THF is required for conversion of 
homocysteine to methionine, and therefore inluences availability of methyl donor SAM 
[22]. Dietary choline is oxidized to betaine, which can be utilized in an alternative pathway 
for the conversion of homocysteine to methionine, also inluencing availability of SAM [44].

Low dietary intake of folate and choline decreases concentrations of SAM, resulting in 
hypomethylation of DNA.

Alcohol Antagonism of One-carbon Metabolism

Numerous studies have demonstrated that additional dietary or behavioral factors, such as 
alcohol consumption, can affect the bioavailability of SAM, and therefore DNA methylation 
levels [reviewed in Refs 45–48]. Alcohol antagonizes one carbon metabolism by preventing 
the absorption of folate in the body [49]. In addition, alcohol has been reported to adversely 
affect both the availability and metabolism of folate through diminished or inadequate 
dietary intake, impaired intestinal absorption, and increased loss via renal excretion [50].

Direct effects of alcohol on folate metabolism occur primarily via inhibition of the enzyme 
methionine synthase (MS), resulting in decreased concentrations of downstream products, 
methionine and SAM (Fig. 17.1), and increased concentrations of precursors, homocysteine 
and SAH [50]. A study utilizing a rodent model of alcoholism found that prolonged heavy 
alcohol consumption resulted in decreased tissue levels of SAM, increased tissue levels of 
SAH, and substantial global hypomethylation of DNA in the colonic mucosa [51]. In another 
study, inhibition of MS by alcohol in a rodent model also resulted in an increase in BHMT 
activity and a decrease in betaine level [52]. Alcoholism is associated with alterations in 
DNA methylation at both global and gene-speciic level [53]. It is also linked to increased 
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risk of cancer, especially in colon and liver. Paternal chronic alcohol consumption has been 
linked to impaired DNMT function in sperm. This further leads to the disruption of genomic 
imprinting and altered fetal growth [54].

GENETIC VARIANTS AND REGULATION OF SAM LEVELS

The rate of passage through the one-carbon cycle can be inluenced by genetic 
polymorphisms in genes encoding the enzymes involved in this pathway [55]. The C to 
T substitution at nucleotide 677 of the methylene tetrahydrofolate reductase (MTHFR) 
gene (677C ． T; rs1801133) has been most widely studied in this regard. This common 
SNP results in a more thermo-labile enzyme with lower catalytic activity, lower levels of 
5-methyltetrahydrofolate, and increasing levels of 5,10-methylenetetrahydrofolate and 
plasma homocysteine. TT homozygous individuals have generally lower levels of DNA 
methylation relative to CC homozygotes [55,56]. This variant of MTHFR has been linked 
to an increasing risk of adverse pregnancy outcomes, various cancers, coronary disease, 
atherosclerosis, alcoholic liver disease, Down Syndrome, and neuropsychiatric conditions in 
humans, in both case-control studies and meta analyses [57–60]. A second common variant 
of MTHFR (1298 C ． A; rs1801131) has also been widely studied and shown to reduce 
enzymatic activity, without altering thermolability [61,62]. Interestingly, opposite effects 
on red blood cell folate levels have been reported for each of the common MTHFR variants 
[63] and protective effects against disease have also been reported for these variants in some 
studies. A recent genome-wide association study conirmed genetic variation in the MTHFR 
gene as a major determinant of serum homocysteine levels [64].

Other previously described genetic variants with the potential to disrupt one-carbon 
metabolic include MTHFD1 (rs2236225, rs1950902), MTHFD2 (rs1667627), MTRR 
(rs1532268), MTR (rs1805087), BHMT (rs3733890), RFC-1 (rs1051266), and SHMT 
(rs1979277) [65–68] (reviewed in Refs 69,70].

In addition to the proposed link between genetic variants of enzymes regulating one-
carbon metabolism, variants in DNMTs have also been identiied as risk factors for disease, 
including DNMT1 in systemic lupus erythematosus [71]. Genetic deiciency of DNMT3B 
causes a recessive human disorder characterized by immunodeiciency, centromere 
instability, and facial anomalies [72]. Variants in other DNMTs (i.e. DNMT3L, DNMT1) have 
been associated with increased cancer risk [73–76].

MECHANISMS OF DNA DEMETHYLATION

The DNA methylation state is highly dynamic, and therefore represents a novel target for 
potential therapeutic intervention. Although the mechanism by which methyl groups are 
added to CpG dinucleotides is now well deined, the mechanism for DNA demethylation 
remains the subject of intense debate. Three candidate mechanisms have been proposed 
in mammals. The irst involves the removal of methyl groups from 5-methyl cytosine by a 
DNA (base-excision) repair-based system [77–79]. In this model, 5-methyl cytosine is irst 
deaminated to thymine, resulting in a T-G base pair mismatch. Deamination can be triggered 
either by a DNA methyltransferase, or DNA deaminases, such as the AID (Activation-induced 
deaminase)/APOBEC1 (apolipoprotein B mRNA editing enzyme, catalytic polypeptide 1) 
family in the zygote. Those deaminases are potential candidates for a global demethylating 
mechanism in early development [5,77,78]. There are also conlicting data related to the 
potential demethylating role of Dnmt3a/b [77]. T-G mismatches are recognized by thymine 
DNA glycosylase (TDG) and the base is removed, leaving an abasic site. Methyl Binding 
Domain protein-4 (MBD4) is suggested to play role in this process [80]. The DNA repair 
system then repairs the abasic site by replacement with a non-methylated cytosine.

The second proposed mechanism of DNA demethylation involves the passive loss of 
methylation in the absence of the maintenance methyltransferase, DNMT1 [79]. During 
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DNA replication, methylation of the newly synthesized DNA strand is established by the 
action of DNMT1 in conjunction with SAM. However, a decrease in enzyme level or activity 
can lead to passive DNA demethylation as cells undergo subsequent rounds of division and 
DNA replication. 5-Aza-2’-deoxycytidine (AzdC) is a well known DNMT inhibitor, associated 
with passive DNA demethylation [81].

The third, and most controversial, mechanism for DNA demethylation involves the direct 
removal of the methyl group from 5-methyl cytosine, via hydrolytic attack, oxidation, or 
a DNA demethylase enzyme (MBD2 has been suggested as a candidate) [82–84]. A recent 
study in rats has linked a speciic environmental trigger (maternal behavior) to recruitment 
of MBD2 at a speciic gene promoter (glucocorticoid receptor gene). It has been proposed 
that the candidate DNA demethylase favors the up-regulation of such genes, and that the 
activity of the demethylase can be inhibited by methionine supplementation (producing 
methyl donors) [83]. The absence of any in vitro studies replicating these indings suggests 
that there are likely to be other enzymes or cofactors involved. Future studies should 
therefore focus on the identiication of these components.

DISRUPTION OF ONE-CARBON METABOLISM, DNA METHYLATION, 
AND DISEASE: WHAT IS THE LINK?

Mounting evidence suggests a direct link between disruption of one-carbon metabolism and 
disease pathogenesis. This can arise either through genetic variability (described above) or 
environmental factors (dietary, lifestyle, or exposures), or a combination of both. There is 
little doubt that the downstream consequences of this disruption are manifold and include 
changes to genomic DNA methylation and an imbalance in homocysteine levels, each of 
which has been associated with increasing disease risk in numerous studies.

Cancer and One-carbon Deficiency

Perhaps the most compelling evidence for a link between altered one-carbon metabolism 
and disease comes from the success attributed to folic acid supplementation in reducing 
the rate of neural tube defects [50]. However, given the interplay between one-carbon 
production, DNA methylation, and other fundamental cellular activities, the direct 
contribution of DNA methylation to human disease risk remains controversial.

Irrespective of this, animal studies have proven to be invaluable in conirming much of 
the circumstantial data obtained in human studies linking insuficient methyl donors, 
DNA hypomethylation, and increasing disease risk. For example, insuficient zinc intake 
is associated with decreasing levels of SAM in the liver, DNA hypomethylation, low birth 
weight, and reduced growth in rats [45,85]. Similarly, another co-substrate of one-carbon 
metabolism, selenium, is also shown to induce hypomethylation in rat colon and liver with 
increased homocysteine level in the plasma [86]. A similar inding has been reported in 
a study using a human colon cancer cell line (Caco-2) [87]. An interesting study also has 
found that the group of rats fed with selenium were less susceptible to colon cancer than 
the control group, suggesting adequate selenium intake may have a protective effect against 
cancer [88]. Despite these indings, the mechanism(s) by which selenium interacts with 
other enzymes and substrates in one-carbon metabolism still remains to be clariied.

There is compelling evidence for folate deiciency increasing disease risk. In general, most 
studies have found that folate deiciency is directly associated with low SAM level. This 
limits the availability of the universal methyl donor and induces global hypomethylation, 
in addition to speciic promoter hypomethylation of certain genes associated with 
tumorigenesis associated with some cancers [11,89–91].

Interestingly, some suggest that the link between folate intake and risk of cancer may 
be dosage- and time-dependent [11,90,91]. Inadequate folate may contribute to cancer 
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progression but high folate levels may also promote cancer growth once established [90,91]. 
This may be due to the role of folate in synthetizing nucleotides which are required for rapid 
DNA replication and cell division in cancer; thus high folate levels may enhance tumor 
progression [11,92]. Therefore, it has been suggested that there exists an optimal folate intake 
for cancer prevention [90].

Additionally, the current evidence suggests that inadequate intake of vitamins B6 or B12, 
along with low folate, decreases the SAM levels which, in turn, causes the increased level of 
homocysteine in blood plasma due to a block in the one-carbon cycle. Both choline and 
methionine deiciency have also been linked to increased risk of cancer with a further elevated 
risk when the deiciencies occur in combination with each other or with folate deiciency 
[45]. The relationship between deiciencies in one-carbon metabolites/cofactors and cancer 
development/progression seems to be complex and requires further investigation [90].

Alcohol Related Disease

Given the accumulated data linking alcohol and folate antagonism through reduced folate 
absorption, increased folate excretion, and direct alteration of methionine synthase (MS) 
activity [45,53], it is not surprising that supplementing one-carbon metabolism has been 
investigated as a treatment for diseases associated with chronic alcohol consumption. Whereas 
inhibition of MS activity by chronic over-consumption of alcohol creates a condition that 
cannot be overcome by dietary folate supplementation alone, betaine supplementation can 
alleviate alcohol-induced alterations to one-carbon metabolism in the liver by restoring levels 
of SAM and preventing increased export of homocysteine [23]. Direct administration of SAM 
to subjects with alcoholic liver disease, has been associated with improvements in survival [93], 
and can prevent the development of liver cancer in at least some rodent models [94], but does 
not appear to reverse cancer progression once established [95].

CONCLUDING REMARKS

The metabolic pathways that generate the primary methyl donors needed for the de novo 
establishment and maintenance of the DNA methylation proile are complicated and do 
not exist in isolation from other essential biochemical reactions necessary for cell survival, 
division, and differentiation. However, despite the “mountains” of conlicting experimental 
data, the signiicance of methyl donor production and insuficiency is unequivocal. To date, 
unraveling the mechanisms underlying disease risk associated with deiciencies in these 
pathways has proven problematic, and in many cases, controversial. The recent rise in reports 
providing novel insights into the interaction of environmental, genetic, and epigenetic 
determinants suggest that an understanding of these processes is likely to be achieved in the 
not too distant future. Application of emergent technologies which can be applied to high-
resolution studies of DNA methylation across the genome (e.g. next-generation sequencing), 
will further speed progress towards this important goal.
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INTRODUCTION

Eukaryotic DNA is intimately associated with histones forming chromatin. Two different 
forms of chromatin have been described: heterochromatin is a tightly compacted form of 
DNA usually associated with transcriptionally silent genomic regions, whereas euchromatin 
is a lightly packed form of chromatin usually under active transcription. The term chromatin 
remodeling encompasses a wide variety of changes in chromatin structure but can be deined 
as a discernible change in histone–DNA contacts. This molecular mechanism is regulated by 
epigenetic processes, for example covalent modiication of histones, DNA methylation, non-
coding RNA (microRNA and others), and Polycomb-group proteins [1].

The fundamental unit of the chromatin is the nucleosome, which consists of approximately 
147 base pairs of DNA wrapped around a histone octamer containing two copies of each 
of the four conserved core histones: H2A, H2B, H3, and H4 [2]. Chromatin is further 
compacted by the incorporation of the linker histone H1, which has been reported to have 
eight isoforms in higher eukaryotes [3]. There are also variant histone subspecies that are 
recognized by differences in their amino acid sequence relative to the major histone species 
[4]. Each protein has both a histone fold domain, which mediates the histone–histone 
and histone–DNA interactions that are crucial for the assembly of the nucleosome core 
particle, and a lexible amino-terminal tail domain, which protrudes from the nucleosome 
core particle [5]. As shown in Figure 18.1, there are various histone post-transcriptional 
modiications that decorate the canonical histones (H2A, H2B, H3, and H4), as well as 
variant histones (such as H3.1, H3.3, and HTZ.1). The combination of modiications 
(’marks’) produced by speciic enzymes has been proposed to constitute a code that regulates 
downstream processes such as gene transcription, DNA repair, and apoptosis [6,7].

Altering chromatin structure at the level of histone modiications involves the participation 
of multiple enzymes that induce biochemical changes on precise amino acids in a post-
transcriptional manner. Thus, enzymes have been identiied for lysine acetylation, lysine and 
arginine methylation, serine and threonine phosphorylation, and lysine biotinylation (Fig. 18.2),  
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but also for ubiquitination, sumoylation, ADP-ribosylation, deimination, and proline 
isomerization [8]. Functions of these enzymes depend on cofactors, such as acetyl CoA, biotin, 
NAD, and S-adenosyl methionine (SAM), with the intranuclear levels of them depending on the 
metabolic, inlammatory, or redox state of the cell (Fig. 18.2). More subtle effects can be exerted by 
naturally occurring inhibitors, such as short chain fatty acids or nicotinamide. In any case, aging, 
environmental exposure, and lifestyle changes (including the diet) are closely associated with an 
epigenetic drift [9,10]. There are even transient, reversible circadian epigenetic patterns controlled 
by chromatin remodeling that are sensitive to environmental cues [11]. Especially important in 
epigenetic programming is the nutritional status of the mother during pregnancy and lactation, as 
well as the maternal behavior during interactions with pups [12].

Most modiications are localized to the amino- and carboxy-terminal histone tails, and 
a few are focused into the histone globular domains. There are over 60 different residues 
on histones where modiications have been detected, either by speciic antibodies or by 
mass spectrometry. Extra complexity comes partly from the fact that methylation at lysines 
or arginines may be one of three different forms: mono-, di-, or trimethyl for lysines and 
mono- or di- (asymmetric or symmetric) for arginines. This vast array of modiications gives 
enormous potential for functional adaptive responses, but it has to be remembered that not 
all these modiications will be on the same histone at the same time. The majority of these 
histone changes regulate gene transcription, which has been explained by two different 
mechanisms. The irst one proposes that chromatin packing is directly altered (either by a 
change in electrostatic charge or through internucleosomal contacts) to open or close the 
DNA polymer, thus controlling access of DNA-binding proteins such as transcription factors. 
The other one postulates that the attached chemical moieties alter the nucleosome surface to 
promote the association of chromatin binding proteins.

The effects of chromatin modiications on transcription regulation of the protein-encoding 
genome have been broadly classiied into repressing and activating (Fig. 18.3). In other 
words, they correlate with, and perhaps directly regulate, gene repression and induction. 

FIGURE 18.3 
Histone modifications involved in the repression of gene transcription (left) or gene transcription activation (right). (Please refer 

to color plate section)
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In general, histone acetylation and phosphorylation act as activators of gene expression, 
whereas histone deacetylation, biotinylation, and sumoylation inhibit gene  
expression. Methylation and ubiquitination can act as repressor or activator of gene 
expression depending on the histone residue being targeted [2,13,14].

The involvement of histone modiications in transcription factor binding processes provides 
a potentially enormous repertoire of signals. In fact, more than 100 possible chemical 
modiications of histones are known (acetylation, monomethylation, dimethylation, 
trimethylation, etc.), performed by different families of modifying and demodifying 
enzymes. Many of these enzymes require common metabolites as substrates or cofactors for 
regulating the “histone code” and the way the genes are regulated. Furthermore, changes in 
cellular metabolic compounds can affect enzyme function, acting as substrates or inhibitors 
of the modiication of the N-terminal tail domains of the core histones. Cellular metabolic 
compounds can be affected in general by diet and nutrients, metabolic status of the body 
(hypoxia, hyperglycemia, redox status, inlammation), and also by endocrine unbalance and 
diseases that, in turn, could alter mRNA and protein levels of histone-modifying enzymes 
(Fig. 18.4).

This chapter does not intend to give an exhaustive review of the role of histones in 
epigenetics, but it is focused on the effect of metabolic and dietary compounds, as well as 
the metabolic state, on relevant post-translational histone modiications, with emphasis on 
acetylation and methylation of histones H3 and H4.

HISTONE ACETYLATION

Histones suffer acetylation and deacetylation, especially on lysine residues in the N-terminal 
tail. This regulatory mechanism is catalyzed by two types of enzyme, histone acetyltransferases 
(HATs) and histone deacetylases (HDACs), which not only act on histone substrates but also 

FIGURE 18.4 
Influence of metabolic compounds and diseases on the activity of histone-modifying enzymes and gene transcription 

regulation. (Please refer to color plate section)
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on nonhistone proteins. In the acetylation process, acetyl-coenzyme A is the donor of the 
acetyl group, whereas this group is transferred to coenzyme A [15]. In fact, nuclear acetyl-CoA 
synthesis is a rate limiting step for histone acetylation. Thus, acetyl-CoA metabolism is directly 
linked to chromatin regulation and may affect diverse cellular processes in which acetylation 
and metabolism intersect, such as disease states and aging [16].

Many stimuli can activate histone acetylation (Fig. 18.5), such as inlammation (including 
IL-1, TNF, LPS), oxidative stress, UV light, bacteria, viruses, cigarette smoke [17], aging 
[18], hypoxia [19], cell adhesion-mediated signaling [20], biotin deiciency [21], quercetin 
[22], caffeine [23], or glucose availability [24]. Indeed, histone acetylation in mammalian 
cells is dependent on ATP-citrate lyase, the enzyme that converts glucose-derived citrate 
into acetyl CoA [25]. Regarding hormones, estrogens (i.e. 17beta-E2) attenuate H3 and H4 
histone acetylation [26]. Finally, different metals are involved in histone acetylation, such as 
zinc, nickel, arsenite, chromium, and copper [27].

Histone Deacetylases (HDACs)

HDACs are speciic deacetylases that remove the acetyl groups of lysine residues of histone 
tails leading to chromatin compaction and transcriptional repression [17,28,29]. HDACs are 
divided into four main classes based on their sequence homology and expression patterns. 
Class I, II, and IV HDACs are Zn-dependent deacetylases, whereas the Class III HDACs, also 
called sirtuins, are NAD-dependent deacetylases [30].

Different HDAC inhibitors have been clinically used for cancer therapy and psychiatry, and 
proposed for the treatment of metabolic diseases, such as stroke and cardiovascular diseases, 
asthma, arthritis, type 2 diabetes, and neurodegenerative processes [29,31,32]. These 
inhibitors include hydroxamates, such as trichostatin A (TSA) and vorinostat (SAHA); short 
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chain fatty acids, such as butyrate and valproic acid; cyclic tetrapeptides, such as apicidin or 
depsipeptide, benzamides, epoxides, amides, ketones, and lactones [29,30,32].

Different dietary agents, such as biotin, lipoic acid, garlic organosulfur compounds  
(i.e. diallyl disulide), and vitamin E metabolites show structural features compatible 
with HDAC inhibition [33]. Thus, diallyl disulide is an organosulfur compound found 
in garlic that increases histone H3 and H4 acetylation in human colon tumor cell lines 
[34] and, such as allyl mercaptan and butanethiol, in liver and Morris hepatoma cells 
[35]. Sulforaphane (SFN) is an isothiocyanate found in cruciferous vegetables that weakly 
inhibits HDAC activity in human cell lines [36]. Isothiocyanates with a similar spacer length 
to that of sulforaphane, such as sulforaphene, erucin, and phenylbutyl isothiocyanate, 
exhibit comparable HDAC inhibitory activities. Even compounds with a longer or shorter 
spacer length, such as SFN[6], SFN[9], 6-erucin, and phenethyl isothiocyanate, display a 
similar effect [37]. Similarly, other natural organoselenium compounds found in yeasts 
(methylselenocysteine and selenomethionine) also act as HDAC inhibitors with potential 
anticancer properties [38]. The isolavone genistein, with antiestrogenic activities, is able 
to inhibit HDAC6, which is the main cytoplasmic deacetylase in mammalian cells [39]. 
Other plant compounds with effects on the histone acetylation process are lavone [40], 
isoliquiritigenin, dihydrocoumarin, quercetin, and psammaplin A [5]. Finally, an activatory 
role of green tea’s theophylline on HDAC activity has been reported [41]. However, despite 
the ability of these substances to induce punctual epigenetic changes, it has to be clariied 
whether they should be considered as real epigenetic modiiers [42].

Regarding metabolism, oxidative stress inhibits HDAC activity [43,44]. Function of Class IIa 
HDAC, at least in mouse models, is regulated by neuronal stimuli, immune activity, physical 
exercise, and perhaps fasting. Smoking alters the expression of Class I/II HDACs and a high-
salt diet induces the expression of a kinase that can block the functioning of Class IIa HDACs 
in rats [45]. Finally, as all the above HDACs are zinc-dependent hydrolases [46], zinc levels 
in the diet could affect their activity.

Concerning Class III HDACs or sirtuins, resveratrol is a polyphenolic activator of SIRT1 found 
in red wine and different vegetable products that shows neuroprotective, antioxidant, and anti-
aging effects [47]. Other SIRT1-activating compounds are the plant polyphenols butein and 
isetin [48], the resveratrol metabolite piceatannol, the liquorice lavonoid isoliquiritigenin, 
and the lavonoid luteolin [49]. Similarly, calorie restriction upregulates SIRT1 in human 
mononuclear cells [50], fat, muscle, and liver [51], contributing thus to extend lifespan 
and ameliorate insulin resistance. However, as sirtuins need to bind to NAD, low levels of 
NAD inhibit their activity [52]. Other sirtuin inhibitors are high nicotinamide levels and the 
naphthol-derived lactone sirtinol [47], as well as high glucose levels [53].

Histone Acetyltransferases (HATs)

HATs are acetyltransferases that acetylate lysines within lysine-rich amino-terminal tails 
of histone proteins, resulting in charge neutralization and a more relaxed, open, and 
transcriptionally active chromatin structure. They are broadly classiied into two different 
classes, based on their functional localization: type A HATs, in the nucleus, and cytoplasmic 
type B HATs, that modify the newly synthesized histones before their assembly [54].

HAT inhibitors seem promising for the treatment of human diseases such as Alzheimer’s 
disease, hyperlipidemias, and diabetes [55]. Despite that, few natural inhibitors of HATs 
have been reported. Thus, anacardic acid, isolated from cashew nut shell liquid, has been 
identiied as a potent noncompetitive inhibitor of both p300 and PCAF HAT activity in 
vitro [56]. A polyprenylated benzophenone known as garcinol, isolated from Garcinia indica 
fruit rind, has been also identiied as an inhibitor of p300 and PCAF HAT activity [57]. The 
polyphenol curcumin is a p300/CREB-binding protein-speciic inhibitor of acetyltransferase 
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that exhibits a variety of pharmacological effects including anti-tumor, anti-inlammatory, 
and anti-infectious activities [58,59]. The catechin epigallocatechin-3-gallate, abundant in tea 
and with potent antioxidant properties, acts also as a histone acetyltransferase inhibitor [60]. 
Although not natural products, several isothiazolone-based HAT inhibitors have been also 
identiied showing inhibitory effects on PCAF and p300 [61], in a similar way to some alpha-
methylene butyrolactones, benzylidene acetones, and alkylidene malonates [62]. Finally, 
there are different synthetic HAT inhibitors that are speciic for p300 (i.e. lysyl CoA) and for 
PCAF (i.e. H3-CoA-20) [63].

Concerning HAT activators, glucose induces overall acetylation of H3K9, K18, and K27 and 
H4K5, K8, and K12 in yeasts, probably by regulating HAT activity [64]. Retinoic acid, an 
oxidized form of vitamin A, is also able to acetylate H3K9 [55]. Ethanol has been reported 
to acetylate histone H3 at lysine 9 (H3K9) in rat hepatocytes, as well as other hepatic nuclear 
and non-nuclear proteins, which probably contributes to alcohol-induced hepatotoxicity 
[65]. Surrogate alcohols, such as 1-propanol, 1-butanol, and isopentanol, modulate H3K9 
via increasing HAT activity [66]. A high carbohydrate/fat ratio diet induces histone H3 
acetylation at lysine 9 on the SGLT1 gene and its expression in the jejunum [67].

Other physiological factors that could participate in the acetylation process are cold exposure 
[68] and aging [69,70], at least for H4K16, whose acetylation plays a critical role in lifespan 
regulation, transcription activation, and protein interactions [71,72]. Chronic hypoxia 
induces H3K9 acetylation in prostate cancer cells, with several histone acetyltransferase 
enzymes (i.e. CBP and p300) being components of the HIF-1 complex and therefore 
potentiating the HIF-1 gene expression response to hypoxia [73].

Finally, apart from HATs and HDACs, other post-translational modiications regulate cellular 
acetylation. Thus, phosphorylation has been shown to activate HAT function and repress 
HDACs and, recently, methylation has also been shown to control HAT function [54].

HISTONE METHYLATION

Methylation of lysine or arginine residues can occur in several modiication states. Thus, 
lysine residues can house either mono-, di- or trimethyl moieties on their amine group, 
whereas arginine residues can carry mono- or dimethyl groups on their guanidinyl group 
[74,75]. The dimethyl arginine state is further deined by whether the modiication exists in 
the symmetric (me2s) or the asymmetric (me2a) coniguration [74]. These modiications in 
histone methylation states can have different and profound implications for the function 
of chromatin, conforming per se an internal cryptogram within the histone code. Histone 
arginine methylation is more dynamic, correlating well with gene activation, whereas its 
loss from target arginines in H3 and H4 correlates with gene inactivation [76]. In contrast, 
lysine methylation seems to be a more stable mark, but with a more complicated readout 
[77]. Thus, although methylation of H3K4 and H3K79 correlates with gene activation, 
methylation of H3K27 correlates with repression [76].

Changes at any particular amino acid are determined by the dynamic equilibrium between 
the activities of modifying and de-modifying enzymes. Although histone methylation was 
discovered in the 1960s, histone methyltransferases (KMTs) and histone lysine demethylases 
(KDMs) have only recently been identiied [75]. The most thoroughly studied lysine 
methylation marks in histones are found on H3K4, K9, K27, K36, K79, and H4K20. In 
general, H3K4, K36, and K79 methylation are localized near active or poised transcriptional 
units, and H3K9 and H4K20 modiications are hallmarks of silenced or heterochromatic 
regions. KMTs use SAM as methyl donor, while KDMs require either lavine adenine 
dinucleotide (FAD) or -ketoglutarate, oxygen and Fe2, depending on whether they act on 
mono- and dimethyl lysine (e.g. KDME1/LSD1) or trimethyl lysine (e.g. jumonji domain 
enzymes) [78].
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Histone arginine methylation occurs on H3R2, R8, R17 and R26 and H4R3. As lysine 
methylation, it can be either activatory or repressive for transcription, and the enzymes 
(protein arginine methyltransferases, PRMTs) are recruited to promoters by transcription 
factors [74]. The arginine demethylation process has recently been described as performed 
by deiminases and jumonji-group demethylases [79]. Thus, recently, a member of the JmjC 
family (JMJD6) was shown to apparently reverse histone methylation.

As different authors have described [80–83], epigenetic mechanisms could be directly 
controlled by metabolic and dietary compounds, metabolic state, endocrine unbalances 
and diseases (Fig. 18.4). Deepening into histone methylation, these studies early postulated 
possible effects of one-carbon and redox metabolism on methyltransferases action in addition 
to effects of oxygen on demethylases. Thus, DNA and histone methyltransferases (KMT and 
PRMTs) all use SAM as methyl donor [82], which can directly induce epigenetic marks. The 
bioavailability of SAM is directly inluenced by the diet. Thus, SAM is formed from methyl 
groups derived from choline, methionine, or methyl-tetrahydrofolate. Betaine, choline, 
methionine, zinc, and folate are necessary for homocysteine conversion into methionine [1]. 
Thus, the effects of these nutrients on epigenetic marks are interrelated, interacting among 
them to alter epigenetic DNA and histone methylation processes. In fact, the perturbation of 
the metabolism of one of the methyl donors results in compensatory changes in the other 
methyl donors because of the intermingling of these metabolic pathways [84].

Several examples have been published in the literature showing a direct effect of metabolic 
compounds on methyltransferase activity. Thus, Clarke et al. [85] early described 
methyltransferases as being inhibited by the cellular ratio of SAM and S-adenosyl-
homocysteine (SAH), especially by the inhibitory capacity of the latter. More recently, it 
has been observed that a methyl-deicient diet reduces protein and mRNA levels of some 
lysine and arginine methyltransferases in mice [85–88]. And a diet low in methionine and 
cysteine increases histone H1 relative to the total content of histones in rat liver [89]. On the 
other hand, gestational choline supplementation [90] and the in vitro experiments carried 
out by Ara et al. [see Ref.91] increase lysine methyltransferase mRNA levels. Finally, it is 
interesting to remark on the clinical relevance in cardiovascular diseases of the asymmetric 
dimethylarginine, a product of PRMTs [92,93].

Sometimes, changes in protein/mRNA levels of histone modifying enzymes are not 
experimentally related to changes in posttranslational modiications of histones. Thus, 
changes in the levels of methylated histones (lysines and arginines), in a global manner or 
on a speciic locus, are more relevant (Table 18.1) in order to discriminate the direct effect 
of a metabolic compound. Changes in the methylation levels in lysine and arginine residues 
of histone 3 and 4 have been described as a result of changes in methyl donors in the diet. 
Thus, the levels of H3K9Me2 and H3K27Me3, tags of transcriptionally repressed chromatin, 
were up-regulated by choline supplementation, whereas the levels of H3K4Me2, associated 
with active promoters, were highest in choline-deicient rats [90]. A methyl-deicient diet 
increases considerably the level of histone macroH2A and H3K9me3 in mice, and reduces 
the levels of H3K27me3, H3K4me2, and H4K20me3, being sometimes related to changes 
in enzymes or not [88,94]. Similarly, it led to progressive loss of H4K20me3, H3K9me2, 
and H3K9me3 [94,95]. Food restriction and/or protein restriction increases H3K27me3, 
H3K9me3, and H3K9me1, and reduces H3K4me3, being related to changes in glucocorticoid 
receptor and IGf2 mRNA gene expression [96,97].

Interestingly, most of the JmjC domain-containing proteins are upregulated by hypoxia 
[98], and hypoxia induces an increase in methylated histones [99,100]. On the other hand, 
demethylase levels are regulated by oxygen tensions [100–102]. These indings suggest that 
an overexpression of jumonji histone demethylases helps to compensate for decreased  
levels of molecular oxygen in maintaining H3K4 methylation as a target of HIF-1 
transactivation [100].
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Also, glucose deprivation induces a higher NAD/NAD ratio that is related to a redox-
induced increase in the histone methyltransferase Suv39H1 and in H3K9me2 [103]. Finally, 
recent results from Kabra et al. [104] have shown that insulin, via ROS, increases H3K4me1 
and H3K9me1, demonstrating that theoretical previous studies were right concerning the 
control of epigenetic mechanisms by redox status.

These results open the door to the possibility of the control of histone modiications 
by other metabolic compounds. Different minerals, such as arsenite, nickel, selenite, or 
chromium, also induce changes in histone methylations (H3K4, H3K9, and H3K27), 
although most of the studies are related to toxicity and teratogenic effects [105–107]. In a 
similar way, high doses of some polyphenols, such as genistein [108] have been related to 
histone methylation. Insulin reduces the methylation levels at H3R17 in relation to a down-
regulation of PEPCK and G6Pase [109]. Glucose and cAMP produce opposite effects on the 
methylation status of histone H3 associated with the L-PK promoter and coding regions 
[110]. The sustained up-regulation of the NFkappaB-p65 gene as a result of ambient or prior 
hyperglycemia was associated with increased H3K4m1 and the suppression of H3K9m2 and 
H3K9m3 methylation on the p65 promoter [111]. Remarkably, the diabetic state induces a 
decrease of H3K9me3 in VSMC cells from db/db mice [112] and a decrease of H3K9me2 
and an increase of H3K4me2 in human peripheral blood cells [113]. In this context, the 
same group [114] described an epigenetic role for the increase of histone H3K9m2 in the 
lymphocytes of type 1 diabetic patients.

TABLE 18.1 Examples of Experimental Changes in the Level of Histone Methylations (lysines, K and 
arginines, R) by Different Metabolic Models

Effect Residue/Methylation Experimental Model Reference

Increase H3K4me1 Insulin via ROS, high glucose, choline deficiency [90,104,111]
H3K4me2 Methyl deficiency, hypoxia, hexavalent  

chromium, aging, glucose
[94,99,100,105,117]

H3K4me3 Hexavalent chromium, arsenite, nickel, LPS,  
aging, hypoxia, glucose, ischemia, TNF-alpha

[91,99,100,105,106, 
110,115,116,117]

H3K9me1 Protein restriction, nickel, insulin via ROS with 
hyperglycemia, glucose deprivation, gestational 
choline supply, hypoxia, chromium, high glucose

[90,96,100,103,104, 
105,107,113]

H3K9me3 Food restriction, methyl deficient model,  
hexavalent chromium

[88,95,97,101]

H3K27me3 Food restriction, hypoxia, gestational  
choline supply

[90,97,99]

H3K36me3 Hypoxia [100]
H3K79me2 Hypoxia [99]
H4R3me2 Hypoxia [99]

Reduction H3K4me1 Insulin via ROS with hyperglycemia [104]
H3K4me2 High glucose, glucose induced cAMP,  

diabetic state
[110,113,114]

H3K4me3 Food restriction, chromium, SAM, LPS [91,97,101]
H3K9me1 Insulin via ROS [104]
H3K9me2 Protein restriction, choline/methionine restriction, 

high glucose
[94,96,111,113]

H3K9me3 db/db mice, high glucose [111,112]
H3K27me3 Hypoxia, hexavalent chromium, methyl  

deficient diet
[88,99,105]

H3R17 Insulin [109]
H3R2me2 Hexavalent chromium [105]
H4K20me3 Food restriction, methyl deficient diet,  

glucose-induced cAMP
[88,95,97,110]
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TABLE 18.2 Inductors of the Different Histone Modifications, Enzymes Implicated and Amino Acidic Residues Affected

Phosphorylation ADP- 
Ribosylation

Sumoylation Ubiquitination Deimination Biotinylation Proline  
Isomerization

Enzymes Serine kinases Poly-ADPribose  
polymerase

Sumo-protein  
ligases

Ubiquitin  
ligase

Peptidylarginine  
deiminases  
(PAD 1–6)

Biotinidase Cyclophilins

Serine 
phosphatases

Mono-ADP-
ribosyltransferases

Holocarboxylase  
synthetase

FK506-binding  
proteins

ADP-ribosyl 
cyclases

Pin1

Sirtuin SirT4

Amino acids Serine, threonine,  
tyrosine

Arginine,  
glutamic acid,  
phosphoserine

Lysine Arginine Lysine Proline

Inductors DNA breaks Oxidative stress Ginkgolic acid PYR-41 Inflammation Biotin Juglone
Benzene Genotoxics Anacardic acid Oxidative stress Cell proliferation
Bisphenol A DNA breaks Oxidative stress
UVA Tryptophan Kerriamycin B
Oxidative stress NAD

Hypoxia Nicotinamide 
(niacin)

Butyrate (inhibitor)
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TABLE 18.3 Examples of Different Metabolic and Dietary Conditions, as Well as Several Plant Compounds, 
in the Level of Histone Methylation and Acetylation and the Activities of Related Enzymes

Effector Effect

Metabolism Insulin Increases H3K4me1 and H3K9me1  
Reduces H3R17

High glucose Inhibits sirtuins and induce acetylation  
Increases H3K4me2  
Decreases H3K9me2 and H3K9me3

Glucose deprivation Increases Suv39H1 and H3K9me2  
Increases demethylase activities

Diabetes Decreases H3K9me3 and H3K4me2  
Increases H3K9me2

Hypoxia Activates histone acetylation (i.e. H3K9)  
Activates JmjC-containing proteins  
Increases H3K9me2 and G9a

Oxygen Activates KDMs

Aging Acetylates H4K16  
Increases H3K4me2 and H3K4me3

Inflammation Activates histone acetylation  
Increases H3K4me3 and H3K4  
Recruits 65, p300, and SET7/9  
Increases H2A.Z and SET1 MT

Oxidative stress Inhibits HDAC activity

Estrogens Decreases H3 and H4 acetylation

Cold exposure Acetylates H4K16

Diet Methyl deficient diet Down-regulates methyltransferases  
Loss of H4K20me3 and H3K9me3  
Increases macroH2A and H3K9me3  
Reduces H3K27me3 and H4K20me3  
Increases histone H1 proportion

Choline deficiency Increases H3K4Me2

Choline supplementation Up-regulates lysine methyltransferase  
Up-regulates H3K9Me2, H3K27Me3

Calorie restriction Up-regulates SIRT1

Food/protein restriction Increases H3K27me3, H3K9me1/me3  
Reduces H3K4me3

High carbohydrate/fat ratio Acetylates H3K9

Biotin deficiency Activates histone acetylation

High-salt diet Inhibits Class IIa HDACs

Zinc deficiency Inhibits Class I and II HDACs

Plant compounds Genistein Activates histone methylation  
Inhibits HDAC6

Diallyl disulfide Increases H3 and H4 acetylation

Sulforaphane Inhibits HDAC activity

Theophylline Increases HDAC activity

Quercetin Activates histone acetylation

(Continued )
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Inlammation, as a complex biological response of vascular tissues to harmful stimuli, such 
as pathogens, damaged cells, or irritants, has recently been related to multiple diseases such 
as obesity and cardiovascular diseases. There is evidence regarding the epigenetic control of 
inlammation. Thus, LPS increases H3K4me3 and H3K4 levels [91] in relation to iNOS and 
TNF-alpha genes and SET1MLL methyltransferase. TNF-alpha induces the recruitment of p65, 
p300, and SET7/9 (H3K4 methyltransferase) at the MCP-1 and TNF-alpha promoters, along 
with increased H3K4me levels (especially trimethylation) [115]. In this sense, a recent study 
reports that ischemic renal injury activates proinlammatory genes and progressive elevations 
of H3K4me3, H2A.Z, and SET1 methyltransferase in mice, suggesting that inlammation 
could be a trigger of methyl-histone modiications [116]. Epigenetic and transcriptional 
mechanisms also contribute to dysregulated inlammatory and autoimmune responses 
associated with aging, especially in changes associated to H3K4me2 and H3K4me3 [117].

OTHER HISTONE MODIFICATIONS

Other important post-translational histone modiications are led by enzymatic reactions. 
Thus, phosphorylation, usually an activator of gene expression, can be regulated by different 
dietary compounds, including genistein [118], sulforaphane [119], or the fungal estrogenic 
contaminant of moldy feeds, zearalenone [120].

Other histone modiications inluenced by dietary compounds and metabolic processes are 
carbonylation, reduced by aging and calorie restriction [121], biotinylation, inluenced by 
dietary biotin levels [122], and ubiquitination, regulated by nickel [123]. Finally, other less 
known histone modiications are ADP-ribosylation [124], sumoylation [125], deimination 
or citrullination [126], proline isomerization [127], and lysine propionylation and 
butyrylation [128]. Although they have been less exhaustively analyzed, some metabolic 
and dietary activators and inhibitors have been described (Table 18.2) and they are new 
promising target for studies concerning histone modiications by the metabolic state.

CONCLUSIONS

As a conclusion, it is well established that epigenetic processes allow plasticity of phenotype 
in a ixed genotype [129]. Thus, only environmental (including nutritional) factors are able 
to explain the phenotypical and epigenetic differences reported in monozygotic twins, which 

TABLE 18.3 (Continued)

Effector Effect

Resveratrol Activates SIRT1

Luteolin Activates SIRT1

Butein and fisetin Activates SIRT1

Anacardic acid Inhibits HAT activity

Garcinol Inhibits HAT activity

Curcumin Inhibits HAT activity

Epigallocatechin-3-gallate Inhibits HAT activity

Retinoic acid Acetylates H3K9

Ethanol Acetylates H3K9

Surrogate alcohols Acetylates H3K9
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increase over the years [9]. These altered epigenetic marks are implicated in the etiology 
of several diseases including cancer and chronic metabolic diseases [130]. The metabolic 
compounds and physiological situations that regulate these enzymatic modiications 
are being thoroughly studied in order to understand the intrinsic mechanisms that are 
involved in histone action in human diseases (Table 18.3). Although research in nutritional 
epigenomics is just beginning, the number of histone modiications whose transcriptional 
effects are known is increasing every year. Thus, the coming years will undoubtedly show 
lourishing research in related ields and important advances in this topic.
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INTRODUCTION

Two cardinal features characterize stem cells: their ability to undergo unlimited self-renewal 
by division and their potential to generate at least two different cell types. Progenitor cells, 
which possess a limited capacity for self-renewal, are the immediate progeny of stem cells, 
and behave as transit amplifying cells that can expand the number of new differentiated 
cells owing to their higher rate of proliferation than the more quiescent stem cells. It can be 
dificult to distinguish these two cell types unambiguously, and they are sometimes referred 
to by the collective term “precursor cell”.

Numerous studies have indicated that stem cells respond to a combination of intrinsic 
programs and extracellular cues from the environment that determines which types of 
progeny they will produce. One of these intrinsic programs is epigenetic modiication, which 
encompasses DNA methylation, chromatin modiication, and non-coding RNA-mediated 
processes. Epigenetic modiications are temporally regulated and reversible, thereby ensuring 
that stem cells can generate different types of cell from a ixed DNA sequence.

The excitement generated by recent vigorous research on stem cell epigenetic modiication 
relects the prospect that this new knowledge may enable us to reprogram or modulate the 
fate of stem cells, using treatments with deined components and at speciic time points to 
alter the epigenetic status of the treated cell and thereby produce a desired cell phenotype. In 
this review, we discuss recent progress in the study of epigenetic modiications that regulate 
stem cell differentiation.

STEM CELLS

Animal stem cell research began in the ields of embryology and of the biology of organs 
with inherent regenerative ability [1]. Other organs with presumptive non-regenerative 
behavior, such as brain, heart, and lung, were thought to lack stem cells. However, there is 
increasing evidence that stem cells occur ubiquitously, from embryo to adult and in many 
organs of the body.

Embryogenesis in multicellular organisms starts with the fertilization of an ovum by a sperm 
to make a zygote. The zygote is totipotent: it has the potential to develop into a complete 
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organism and also to make a trophoblast, a structure that will form the placenta. Initial 
divisions of the zygote yield the morulla and later on the blastocyst, which is composed of 
the trophoblast, inner cell mass, and blastocyst cavity [2]. The inner cell mass can be isolated 
and cultured under speciic conditions in vitro to generate embryonic stem cells (ESCs). ESCs 
are categorized as pluripotent, since they can generate cells of all body tissues except the 
trophoblast. This deiciency makes ESCs incapable of forming a complete organism upon 
implantation into the uterus. Nevertheless, ESCs have the capacity to generate somatic stem 
cells and subsequently differentiated cells of all three germ layers, ectoderm, mesoderm, and 
endoderm, if they are pre-treated under optimal in vitro culture conditions (Fig. 19.1).

During subsequent developmental stages, each germ layer retains cells that possess stem 
cell features. These cells are described as being multipotent, because they can generate all 
progenitor and differentiated cell types within their particular restricted lineage. Neural stem 
cells (NSCs) and hematopoietic stem cells (HSCs) are examples of such multipotent cells. 
NSCs can differentiate into neural progenitor cells, neurons, and glial cells (astrocytes and 
oligodendrocytes). The neuroepithelial cells lining the neural tube are considered as the 
primary NSCs. From this cell type, the central nervous system develops in a sophisticated 
temporal and spatial sequence, governed in part by epigenetic mechanisms [3–5]. Likewise, 
HSCs can give rise to all lineages of the blood, including T and B cells (the lymphoid 
lineage) and neutrophils, eosinophils, basophils, monocytes, macrophages, megakaryocytes, 
platelets, and erythrocytes (the myeloid lineage) [6].

FIGURE 19.1 
Developmental potential of stem cells. The totipotent level exists after the egg is fertilized. After several mitotic divisions that lead to 

the blastocyst, the inner cell mass can be isolated in vitro, yielding pluripotent embryonic stem cells (ESCs). ESCs can self-renew and 

differentiate into multipotent somatic stem cells specific to each of the three germ layers. (Please refer to color plate section)
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EPIGENETICS OF STEM CELLS

There are two pathways in the developmental course of stem cells: either to self-renew while 
retaining pluripotency or multipotency, or to differentiate into other cell types. During 
this course, genes that are active at an earlier stage or in maintaining the potency gradually 
become silenced, and subsets of later-stage genes or cell type-speciic genes responsible 
for the cells’ differentiation are then turned on. This reduction in potency over time by 
progressive gene silencing can be achieved by epigenetic mechanisms in concert with 
differential expression of certain transcription factors (TFs).

DNA Methylation

Several studies have indicated that DNA methylation regulates the timing of differentiation 
and maintenance of cell type identity [7–9]. The DNA methylation pattern in the genome 
is established by a family of DNA methyltransferases (DNMT). Maintenance of methylation 
patterns is achieved by a function of DNMT1 during DNA replication, while new or de novo 
methylation is primarily catalyzed by DNMT3a and DNMT3b.

In the developing embryonic brain, neurons are generated irst and glial cells (astrocytes and 
oligodendrocytes) afterward. At mid-gestation, embryonic day (E) 11.5 mouse (m) NSCs can 
only differentiate into neurons, not astrocytes. The glycoprotein 130 and signal transducer 
and activator of transcription 3 (gp130-STAT3) signaling is a well known pathway to induce 
astrocytogenesis. Although this pathway can be activated in primary culture of E11.5 mNSCs, 
its astrocytic target genes are not yet competent to respond to this signal [10,11]. This 
prevention of premature astrocytogenesis is established in NSCs through methylation in the 
promoter regions of astrocytic genes, such as glial ibrillary acidic protein (gfap). Even in the 
presence of interleukin-6 (IL-6) family cytokines such as leukemia inhibitory factor (LIF), 
which can activate the gp130-STAT3 signaling pathway, E11.5 mNSCs do not differentiate 
into astrocytes because STAT3 cannot bind to the methylated promoter region. The same 
promoter region becomes hypomethylated as gestation proceeds, which allows the binding 
of STAT3 and the expression of astrocytic genes in later-stage NSCs [10,12,13], leading them 
toward astrocytic lineages (Fig. 19.2A).

The astrocyte gene speciic demethylation is not just conined to the gfap promoter, but is 
rather common among astrocytic genes. For example, an earlier astrocytic marker S100 
also possesses a particular cytosine residue in its promoter which is highly methylated in 
mESCs but becomes lower methylated as mESCs differentiate into neural progenitors [13]. 
Demethylation of S100 promoter also occurs at mid-gestation coinciding with the onset 
of its expression in the mouse brain [12]. Furthermore, a genome-wide DNA methylation 
status of E11.5 and E14.5 mNSCs has been recently compared by the proiling method using 
microarrays [14], conirming that many astrocytic genes become demethylated in late-stage 
mNSCs.

The gfap promoter was also found to be hypomethylated in neurons derived from primary 
culture of later-stage mNSCs, raising the question of why these cells had not differentiated 
into astrocytes. Setoguchi et al. [15] showed that even though STAT3 can bind to the 
hypomethylated gfap promoter, gfap expression is blocked in neurons due to the association 
of methyl-CpG-binding protein 2 (MeCP2) with hypermethylated exon 1 (Fig. 19.2A). 
MeCP2 is a member of the methyl-CpG-binding domain (MBD) proteins, which is 
highly expressed in neurons. Although recent studies showed that MeCP2 can be found 
in astrocytes, its expression is very low [16,17]. Indeed, ectopic expression of MeCP2 in 
vitro directs mNSCs to become neurons and inhibits astrocytic differentiation even in the 
presence of astrocyte-inducing cytokines [18]. Moreover, Tsujimura et al. [18] showed that 
these astrocytic cytokines actually induce mNSCs to produce more neurons with ectopic 
MeCP2 expression, by as-yet-unknown mechanisms. It will be intriguing to study how the 
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level of MeCP2 expression and its binding to the astrocytic genes such as gfap, inluence NSC 
differentiation in the future. Nevertheless, recent studies show that oligodendrocytes which 
also have a hypomethylated gfap promoter, but unlike neurons which possess MeCP2 at the 
exon 1 region, can change their fate and become astrocytes by the stimulation of astrocytic 
cytokines in vitro and in vivo [17].

A further intriguing question is how astrocytic gene promoters become demethylated in  
later-stage NSCs. Several reports have indicated that Notch ligands are expressed in neuronally 
committed precursor cells and young neurons generated from NSCs [19–21]. Notch 
signaling is a conserved pathway from insects to mammals which contributes to cell-to-cell 
communication [22–25] and controls cell fate determination in the central nervous system 
(CNS) [26]. Namihira et al. [11] showed that in the cortex of mouse embryo, Notch ligands 
are expressed in neuronally committed precursor cells and young neurons, and that Notch 
signaling is activated in neighboring NSCs (Fig. 19.2B). During this activation, the Notch 

FIGURE 19.2 
(A) Astrocytic gene methylation status during NSCs development. Although STAT3 can be activated in mid-gestational NSCs, it cannot 

bind to astrocytic gene promoters such as gfap due to promoter hypermethylation (left). As gestation proceeds, these promoters 

become demethylated, allowing STAT3 to bind and activate astrocytic genes, resulting in the differentiation of NSCs into astrocytes 

(upper right). Methyl-CpG binding protein 2 (MeCP2) blocks this activation in neurons (lower right). (B) Notch-induced demethylation of 

astrocytic genes. Activation of Notch signaling in residual NSCs by young neurons induces demethylation of astrocytic gene promoters 

by up-regulation of NFIA and release of DNMT1 from astrocytic gene promoters. In turn, at late gestation, IL-6 family cytokines 

activate the STAT3 pathway and induce NSCs to differentiate into astrocytic lineages. (Please refer to color plate section)
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intracellular domain (NICD) is released from the plasma membrane and translocated into the 
nucleus, where it converts the CBF1(RBP-J)/Su(H)/LAG1 repressor complex into an activator 
complex [27,28]. Forced expression of NICD in primary culture of E11.5 mNSCs induced 
the up-regulation of nuclear factor IA (NFIA), which in turn accelerated demethylation of 
astrocytic gene promoters by preventing DNMT1 binding, thus allowing precocious astrocytic 
differentiation in response to LIF [11] (Fig. 19.2B).

The chicken ovalbumin upstream promoter transcription factors I and II (COUP-TFI/II) were 
also found to be important for unlocking the silencing epigenetic marks of astrocytic genes 
[29]. Expression of COUP-TFI/II, which is transiently up-regulated in the early neurogenic 
period, markedly decreased before the onset of astrocytogenesis. Using mESC-derived NSCs 
that recapitulate in vivo mouse CNS development [30], Naka et al. [29] showed that the 
CpG methylation status of the gfap promoter remained high after COUP-TFI/II knockdown. 
Moreover, COUP-TFI/II knockdown inhibited the switch from neurogenesis to gliogenesis in 
this culture system and at developing mouse forebrain. Taken together, these results indicate 
that COUP-TFI/II are important factors for gfap promoter demethylation, although it is not 
yet clear how demethylation occurs.

The maturation of erythrocytes during hematopoiesis is associated with increased expression 
of - and -globin genes. The -globin locus consists of ive genes, , G, A, , and , 
which are under the regulation of the locus control region located 6–22 kb upstream 
of the -globin gene [31]. In non-erythroid cells, all of these genes are methylated and 
transcriptionally silent. During erythroid differentiation, individual genes corresponding 
to embryonic (), fetal (G, A), and adult (, ) stages of erythropoiesis are expressed in 
a sequential fashion, such that when the adult genes are activated the embryonic and fetal 
genes become silenced. Initial activation of embryonic/fetal genes is thought to be caused by 
demethylation of their promoters, since in vitro differentiation of baboon HSCs derived from 
fetal liver and adult bone marrow into mature erythroblasts is accompanied by a progressive 
decrease in -globin promoter methylation and an activation of transcription [32]. Promoter 
methylation also occurs in other hematopoietic lineages to regulate differentiation of their 
precursors. For example, the Ets family transcription factor PU.1 (SPI1) is highly expressed in 
human (h) HSCs and differentiated B cells, but not in T cells. Hypomethylation of PU.1 can 
lead to diffuse large B-cell lymphoma, indicating a requirement for tight DNA methylation 
control of this gene for normal hematopoiesis [33]. In vitro study using murine-derived 
cell lines showed that differentiation of common progenitors into myeloid and erythroid 
lineages is also regulated by PU.1 which can recruit SUV39H1, HP1, and retinoblastoma 
(Rb) proteins when they associate with GATA-1 on its target genes, thereby inhibiting 
erythroid differentiation [34]. Differential methylation of other genes such as GATA3, TCF-7, 
c-maf, TBX21, and Etv5 has also been observed to control lineage-commitment in human 
hematopoiesis [33].

Histone Modification

ACETYLATION

Histone modiication processes are at least partially involved in the differentiation of ESCs 
into NSCs and neurons. mESCs appear to have higher global levels of histone acetylation 
than lineage-restricted stem cells and differentiated cells, which is consistent with their higher 
level of transcription and more open chromatin coniguration [35]. In fact, heterochromatin 
markers such as HP1 are highly dynamic and dispersed in the nuclei of mESCs, and then 
become more concentrated at speciic loci as differentiation proceeds [36,37].

Neuron-speciic genes are repressed in mESCs by the binding of RE-1 silencing transcription 
factor (NRSF/REST) to its conserved 21–23 bp DNA response elements (RE-1) which forms a 
repressor complex by recruiting HDAC1/2 and Sin3A [38–41]. As the cells differentiate into 
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neural progenitors and neurons, this HDAC containing-repressor complex is released from 
neuron-speciic genes due to the degradation of REST/NRSF [38].

Adult rat (r) hippocampus-derived NSCs differentiate predominantly into neurons, 
at the expense of astrocytes and oligodendrocytes, if treated by the antiepileptic and 
HDAC inhibitor valproic acid (VPA) in vitro, even in conditions that favor glia-speciic 
differentiation [42]. This HDAC inhibition up-regulates the neuron-speciic gene NeuroD, 
a neurogenic basic helix-loop-helix transcription factor, resulting in the induction and 
suppression of neuronal and glial differentiation, respectively. In the developing rat brain 
and in cultured E14 rNSCs, VPA treatment can also promote neurogenesis by activating the 
Ras-ERK pathway [43].

Progression of the oligodendrocyte lineage in rat is also dependent on HDAC activity [44]. 
Postnatal administration of VPA was shown to delay the timing of NSC differentiation 
into myelin-forming oligodendrocytes in the developing rat brain [45], and signiicant 
hypomyelination in the developing corpus callosum together with sustained expression of 
progenitor markers and delayed expression of late differentiation markers were observed 
in this study. However, HDAC inhibition by VPA after the onset of myelination resulted 
in comparable myelin gene expression with control, attributed to further changes of 
nucleosomal histones from a state of reversible deacetylation to a more stably repressed 
state by histone methylation. It has recently been shown that HDAC1/2 contribute to the 
progression of murine oligodendrocyte differentiation by disrupting the -catenin-TCF 
activator complex at inhibitor of differentiation genes id2/4, thereby preventing the synthesis 
of Id2/4 proteins to inhibit myelin gene expression [46].

During hematopoiesis, lineage-restricted TFs can also regulate speciic gene expression by 
recruiting HAT or HDAC complexes to its promoter region [47]. In vitro study using erythroid 
cell line G1E showed that erythroid-speciic TFs such as GATA1, which is necessary for red 
blood cell survival and maturation, recruit HAT-containing complexes to the -globin locus, 
inducing acetylation of histones H3 and H4 thus stimulating globin gene expression [48]. 
Some co-activators such as p300/CBP can also be recruited by TFs to catalyze acetylation of 
histones, correlating with transcriptional activation of hematopoietic genes [49]. However, 
p300 can also repress transcription as in the case of acetylation of the promyelocytic 
leukemia zinc-inger (PLZF) protein [50].

METHYLATION

The methylation of histones on lysine and arginine residues by histone methyl transferase 
(HMT) represents another level of histone modiication. The mixed-lineage leukemia (MLL), 
which belongs to the trithorax group (trxG) gene, can speciically methylate H3K4 for gene 
activation by recruiting HATs such as MOF and CBP in various cell lines [51–53], or it can 
repress target genes through the recruitment of polycomb group (PcG) proteins, HDACs and/
or SUV39H1 [54]. In the postnatal mouse brain, MLL1 is required for neurogenesis, and its 
deiciency in NSCs at the subventricular zone leads to a glial lineage preference [55]. MLL 
also plays a critical role in the proliferation and lineage determination of hematopoietic 
progenitors derived from RW4 mESC line, by maintaining the expression of HOX genes, such 
as Hoxa7 and Hoxa9 [56,57], whose up-regulation can confer leukemogenic potential [58].

Stem cell chromatin can be maintained in the bivalent state by PcG proteins [59,60]. The 
bivalent state is characterized by the existence of both activating and repressive histone 
methylation marks. In mESCs, while pluripotency-related genes are marked by active 
histone H3K4 trimethylation (H3K4me3), those that are necessary for differentiation 
are marked by both activating H3K4me3 and repressive histone H3K27 trimethylation 
(H3K27me3) chromatin marks [61,62] (Fig. 19.3). Moreover, H3K4me3 is found at nearly 
70% of all gene promoters in hESCs [63], while the level of H3K27me3 is only around 10% 
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[59,60,64]. Large blocks of the silent chromatin mark H3K9 methylation also accumulate 
in differentiated cells rather than in mESCs [65]. In mESC derived-NSCs, on the other hand, 
the ESC pluripotency-related genes are repressed by methylated H3K9 and the bivalent state 
exists on neuronal and glial differentiation genes. Thus, it is conceivable that the bivalent 
state produced by PcG proteins is a common mechanism for maintaining the differentiation 
potential of many stem/progenitor cell types [64].

Pluripotency is also maintained in human and mouse ESCs by regulatory networks of 
several TFs, which in some cases, such as Oct3/4, Sox2, and Nanog, are believed to be the 
main controller [66,67]. Interestingly, these TFs’ main direct targets are also transcriptional 
regulators that might extend the regulatory effects of the network to numerous subsequent 
targets [68]. Moreover, most of the differentiation regulatory genes are located at the 
chromatin domains with bivalent state modiications H3K4me3 and H3K27me3 [62] and 
they are enriched with binding sites for these TFs (Fig. 19.3). This suggests that bivalent-
marked differentiation-related genes are kept in a poised state, ready for rapid transcriptional 
activation upon differentiation under the control of pluripotency TFs, a mechanism that 
might be responsible for the balance between maintenance of ESC pluripotency and 
differentiation.

FIGURE 19.3 
Regulatory mechanisms of pluripotency. Genes associated with pluripotency are actively transcribed in pluripotent cells 

(left), while differentiation-associated genes are kept in a silent poised state. Several epigenetic regulators and pluripotency 

factors regulate this state, in part by a combination of the activating methylation H3K4me3 (red circles) and the repressive 

methylation H3K27me3 (green circles). In pluripotent cells, only H3K4me3 is present at pluripotency-associated genes, but 

both H3K4me3 and H3K27me3 at differentiation-associated genes. Upon differentiation, miRNAs down-regulate pluripotency 

factors and differential repression of differentiation-associated gene groups is sustained only by epigenetic regulators. 

Pluripotency-associated genes and silenced differentiation-associated gene groups retain the H3K27me3 mark, while 

activated differentiation-associated gene groups retain the H3K4me3 mark. Chromatin status also changes from hyper to less 

dynamic during differentiation [36,37]. (Please refer to color plate section)
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Multipotent stem cells such as NSCs and HSCs, CD4 T cells and embryonic ibroblasts 
also possess bivalent histone modiication, although less than that in ESCs [64,69–72]. 
Their lower amount of bivalent histone marks is a result of selective retention: genes whose 
expression levels are induced upon ESC differentiation retain the H3K4me3 mark, while 
genes that are silenced keep the H3K27me3 mark [62,64,71] (Fig. 19.3). The persistence of 
bivalent histone marks at some genes in these cells may ensure the genes’ plasticity at later 
stages of differentiation.

Micro RNA

MicroRNA (miRNA) is one of many types of non-coding RNA, and is typically a 20–25-
nucleotide length that can bind to the 3’-untranslated region (UTR) of target mRNAs 
through an imperfect sequence match to repress their translation and stability [73]. 
Repression is achieved by the formation of a structure called the RNA-induced silencing 
complex (RISC). Interestingly, some human miRNAs also have been reported to function as 
activators of target mRNA translation [74].

Several lines of study using various stem cells have indicated the importance of miRNA in 
stem cell regulation, and especially in fate speciication. The lack of miRNA’s maturation 
processing machinery can resulted in differentiation deiciencies. For example, in Dicer-
null mESCs, differentiation marker expression is not present even after the induction of 
differentiation [75]. The coding regions of pluripotency-markers Nanog, Oct4, and Sox2 in 
mESCs are also targets of differentiation-related miRNAs such as miR-134, miR-296, and 
miR-470 [76], and they fail to be silenced in DGCR8-null mESCs [77]. On the other hand, a 
subset of the miR-290 cluster, called the ES cell-speciic cell cycle (ESCC) regulating miRNA, 
for example miR-291-3p, miR-294, and miR-295 is known to promote proliferation of mESC 
[78]. Interestingly, these miRNA gene promoters are targets of pluripotency-associated factors 
Nanog, Oct4, and Sox2 [79]. These observations indicate that the existence of miRNA is 
both important for ESC differentiation and proliferation, and that miRNAs can promote 
differentiation by reducing pluripotency-associated protein levels (Fig. 19.3).

In neural tissues, miR-124a is expressed predominantly and has been shown to participate 
in the in vitro differentiation of mNSCs into neurons by mediating degradation of non-
neuronal gene transcripts [80]. miR-124a expression is regulated by REST/NRSF, which 
is expressed only in NSCs and non-neuronal cells including ESCs (see above). In NSCs, 
therefore, since the expression of the miR-124a gene is suppressed by REST/NRSF, the 
stability of non-neuronal gene transcripts can be increased, thus limiting NSCs to 
differentiate into neurons. When REST/NRSF is absent, the expression of miR-124a and 
neuronal genes is up-regulated, leading to a preference for neuronal lineage differentiation. 
miR-124 can also target small carboxy-terminal domain phosphatase 1 (SCP1), which, 
like REST/NRSF, is an anti-neuronal factor in non-neural tissues and is recruited to RE1-
containing gene promoters by REST/NRSF [81], thus providing another mechanism to 
induce neurogenesis [82]. miR-124a and miR-9 were also found to promote neurogenesis 
via inhibition of STAT3 activation [83]; STAT3 activation induces rNSCs to differentiate into 
astrocytes while also inhibiting neuronal differentiation [84]. miR-124 and miR-128 are 
found exclusively in the neuronal lineage, while miR-23, miR-26, and miR-29 are expressed 
in the astrocytic lineage [85].

Differentiation of early progenitors of the hematopoietic lineage is prevented by miR-128 
and miR-181. In addition, another set of miRNAs such as miR-16, miR-103, and miR-107 
prevents proliferation of later progenitor cells, whereas miR-221, miR-222, and miR-223 
control the terminal differentiation pathways [86]. Mouse hematopoietic progenitor cells can 
differentiate into lymphoid and myeloid progenitors by selective expression of miR-181 and 
miR-223, respectively [87]. Within the mouse lymphoid lineage, the differential expression 
of miR-150 regulates the lineage decision between T- and B-cells [88], while in the myeloid 
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lineage miR-150, miR-155, miR-221, and miR-222 are progressively down-regulated, 
with up-regulation of miR-451 and miR-16 occurring during the late phase of human 
erythropoiesis in in vitro study [89].

REPROGRAMMING FOR PLURIPOTENCY

Cell differentiation has been depicted as a ball rolling down an epigenetic landscape [90], 
starting from totipotency, moving through pluripotency, and inally reaching lineage-
committed states. In the last three years, multiple studies have reported that the “ball” can 
actually be pushed back up the hill (Fig. 19.4): several types of differentiated cells have 
been shown to be reprogrammable back to the pluripotent state under the inluence of a 
few factors such as Oct4, Sox2, Klf4, Myc, Nanog, and Lin-28 [91–101]. Such reprogrammed 
cells, which have been called induced pluripotent stem (iPS) cells [91], are similar to ESCs in 
terms of their morphology, expression of major ESC marker genes, and capacity to self-renew 
and to differentiate into various cell types of the three germ layers.

Induced pluripotency in iPS cells was shown to be caused by changes in epigenetic 
modiication of the treated cells. The promoter regions of various pluripotency-associated 
genes are hypermethylated in differentiated cells, but in iPS cells these genes are 
hypomethylated, resembling their state in ESCs [102]. How the above-mentioned inducing 
factors can trigger the demethylation of pluripotency genes remains elusive, because it is 
unclear whether they possess direct or indirect DNA demethylation activity. Interestingly, 
nevertheless, generation of iPS cells can be promoted by demethylating agents such as 
5-azacytidine [103], underlining the importance of the DNA demethylation process in 
mediating induced pluripotency.

Bivalent methylation marks on histone H3 are also re-established at the promoter regions 
in iPS cells [103,104]. Both ESCs and iPS cells have H3K4me3 in the promoter regions of 
pluripotency-associated genes, while both active H3K4me3 and repressive H3K27me3 are 
present at their differentiation-associated genes [62] (Fig. 19.3). Because differentiated cells 
such as mouse ibroblasts have the opposite histone methylation pattern [104], it is very 
likely that histone methylation also plays a role in reprogramming.

FIGURE 19.4 
Epigenetic landscape. The totipotent fertilized egg can be depicted as a red ball that can roll down one of several possible 

valleys, passing through the pluripotent state and then differentiating into a particular tissue-lineage cell (blue, green, and 

pink balls). Reprogramming factors can push the ball back up the hill, enabling it to re-acquire pluripotency features. Lineage-

committed cells can also trans-differentiate into cells of another lineage (yellow ball) by other epigenetic reprogrammings. The 

diagram is modified from Waddington [90]. (Please refer to color plate section)
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In both ESCs and iPS cells, histones H3 and H4 at the promoter regions of pluripotency-
associated genes are hyperacetylated, whereas these promoters in differentiated cells 
display hypoacetylated H3 and H4. Addition of the HDAC inhibitor VPA can lead to a 
hyperacetylated histone status, and has proved to be eficient in inducing pluripotency of 
human ibroblasts, with only Oct4 and Sox2 required as necessary supplemental factors 
[105]. Other factors may be dispensable under these conditions if any role they play in 
increasing acetylation by recruiting HATs, a known function in the case of c-Myc [106], can 
be substituted by VPA.

CONCLUDING REMARKS

Revealing the epigenetic mechanisms that contribute to stem cell potency and differentiation 
has been an exciting journey. Still, many avenues remain to be explored. For example, 
several HDAC inhibitors and DNA demethylating agents such as VPA and 5-azacytidine are 
now in clinical trials for therapeutic application to several disorders and diseases [107,108]. 
While HDAC inhibitors or DNA demethylating agents might be expected to affect a broad 
range of genes or their activator/repressor complexes, they actually do not. This differential 
effect must be attributable to characteristics that the affected genes alone possess. Therefore, 
the knowledge of how these compounds relieve or cure disorder and disease by changing 
epigenetic marks is highly important. It will be also interesting to explore the effect of 
disruption of certain miRNAs in order to generate iPS cells, because recent indings show that 
RNA binding protein Lin28 can promote reprogramming by selective inhibition of miRNA 
maturation machinery [109,110]. We also have to evaluate carefully the various origins of 
cells and induction methods available for stem cell differentiation in order to generate 
speciic cell phenotypes that can be used for clinical applications. To develop an optimal 
method to generate speciic cell types, we must urgently learn more about the precise 
mechanisms of stem cell fate speciication.
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INTRODUCTION

Therapeutic repopulation of diseased organs and tissues by endogenous progenitor cells is 
one of the most challenging tasks in regenerative medicine. Tissue and organ precursors are 
often referred to as adult “somatic stem cells” (SSCs) because of their functional analogies 
with the embryonic stem cells (ESCs), including the ability for long-term self-renewal and 
the potential to commit into multiple lineages. However, while ESCs are totipotent and can 
adopt virtually all lineages, SSCs are located within differentiated tissues and organs, have 
restricted “potency”, and provide an immediate reservoir for repair upon injury or disease-
associated events [1].

Lineage commitment, migration, proliferation, and differentiation of SSCs are regulated by 
the coordinated activation and repression of distinct subsets of genes in response to cues 
released within the regenerative environment [2]. Therefore, understanding how extrinsic 
signals are converted into the epigenetic information that controls gene expression at 
different regeneration stages is critical to devise strategies aimed at manipulating SSCs for 
therapeutic regeneration of diseased tissues and organs [3].

The extensive knowledge gained on muscle stem cells (MSCs) makes muscle regeneration 
an interesting paradigm to unveil general principles of epigenetic regulation of tissue 
regeneration and to investigate strategies for regenerative medicine using SSCs. Because 
of the extraordinary potential of muscle regeneration in the treatment of currently fatal 
genetic diseases (e.g. muscular dystrophies) or widespread muscular disorders, such as 
muscle atrophies, cachexia, and sarcopenia, the molecular and epigenetic basis of skeletal 
myogenesis has been the object of intense investigation [4]. As such, this chapter will focus 
on the epigenetic regulation of muscle regeneration, as a paradigm for other tissues.

EPIGENETIC PROFILE OF MUSCLE STEM CELLS

The epigenetic proile of MSCs consists of a variety of chromatin modiications and 
the expression pattern of a variety of microRNAs (miRNAs) that are transmitted along 
the transition through sequential stages of the regeneration program, and establish the 
“memory” of an active and a repressive gene state. These modiications contribute to 
sequentially reprogram the MSC genome toward a differentiated phenotype [3].

20
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Satellite muscle cells are one typical example of adult MSCs that can regenerate injured 
or diseased skeletal myoibers [5]. Recent studies have reported on the heterogeneous 
nature of satellite cells and on the myogenic potential of additional subpopulations of 
putative MSCs that are distinct from satellite cells [6]. Other cell types that participate 
in muscle regeneration are resident ibroblasts and the inlammatory and hematopoietic 
cells recruited in the regenerative environment [7]. These cells contribute to regeneration 
of skeletal muscles directly, via cell-to-cell interactions, and indirectly, by releasing 
paracrine/autocrine cues. Independent studies have reported on the ability of MSCs and 
other regeneration-associated cell types to adopt the myogenic, adipogenic and, possibly, 
other lineages [8]. Although the actual impact of such “plasticity” is controversial, it 
suggests that signal-dependent regulation of cell fate might inluence muscle regeneration 
and regulate the relative abundance of muscle and fat in adult organisms. Thus, the 
complete elucidation of the epigenetic network (epigenome) that regulates gene 
expression in distinct cell types within the regenerative environment is important to 
identify new targets for selective interventions that promote muscle regeneration by 
manipulating the expression of key genes, and to conceive strategies toward achieving 
favorable metabolic responses, via modulation of the relative proportion of skeletal 
muscles and adipose tissue.

GENOME REPROGRAMMING OF MUSCLE STEM CELLS

During skeletal myogenesis the nucleus of the multipotent muscle progenitor cell is 
sequentially reprogrammed to adopt and maintain the new pattern of gene expression [9]. 
This process is achieved epigenetically, via the engagement of chromatin modifying enzymes, 
which are recruited by tissue-speciic transcription factors on target promoters in response 
to the activation of signaling cascades [10]. This global genome reprogramming allows 
the acquisition of the myogenic identity, and the proliferation of muscle progenitors and 
their subsequent differentiation into multinucleated myoibers. For instance, the myogenic 
lineage is determined by the selective activation of genes that establish the myogenic identity 
(e.g. Pax3 and Pax7, MyoD and Myf5) and the repression of genes associated with the 
acquisition of nonmuscle lineages – a process termed lineage-commitment [10]. One feature 
of SSCs is the asymmetric division [11–13], which predicts that the epigenetic information 
stored in one cell has to be segregated into two daughter cells that are committed toward 
distinct fates. One cell returns to quiescence and replenishes the pool of reserve satellite 
cells; another cell enters the differentiation program. Thus asymmetric division is deputed 
to regulate the proportion of cells that repopulate injured muscles, while maintaining the 
integrity of satellite cell potential to sustain repeated cycles of regeneration. Recent studies 
have identiied putative molecular markers that correlate with distinct fates of the progenies 
generated by asymmetric division. In particular, Pax7 expression appears to co-segregate 
with the fraction of satellite cells that do not enter the differentiation program, while the 
expression of MyoD, Myf5, and Numb relects the commitment to differentiation [11–13]. 
Pax7 is a paired box transcription factor required for satellite cells to generate skeletal 
muscle-committed progenitor cells [14,15]. It is expressed in quiescent satellite cells and the 
expression persists during the irst stages of regeneration, when it promotes proliferation 
and survival, and induces the expression of MyoD and Myf5 [16,17]. Despite the established 
role of Pax7 in satellite cell lineage acquisition [14,15], recent studies indicate that Pax7 
is dispensable for adult muscle regeneration [18]. Because of the asymmetric division of 
satellite cells, Pax7 is likely to drive two distinct transcription networks that determine 
the fate of satellite cell progeny. Pax7-mediated activation of MyoD and Myf5 speciies 
the population of MSCs that enter the differentiation program [13,19]. Studies from the 
Rudnicki lab have elucidated the mechanism underlying Pax7-mediated activation of Myf5 in 
satellite cells [20]. Pax7, which is by itself a weak transcriptional activator, associates with the 
Wdr5-Ash2LMLL2 histone methyl-transferase (HMT) complex, which directs the methylation 
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of H3K4 on the chromatin of the Myf5 locus. By contrast, in the fraction of MSCs that 
returns to quiescence, MyoD and Myf5 loci is refractory to Pax7-mediated activation.

The different response of these loci to Pax7 might depend on the epigenetic memory, 
which is determined by the presence of different types of histone and by the methylation 
proile of the DNA at the regulatory elements of the MyoD locus. On the MyoD promoter, 
the presence of the histone H3.3 variant establishes the epigenetic memory conducive 
for transcription in differentiation-committed MSCs [21]. By contrast, the presence of 
the H1b isoform bound to the homeoprotein Msx1 induces repressive chromatin on the 
regulatory elements of MyoD in MSCs that re-enter quiescence [22]. Since the expression 
of MyoD is promoted by the cooperative activity of Pax7 and FoxO3 [17], it is likely that 
these two proteins establish the chromatin conformation permissive for MyoD expression 
in differentiation committed satellite cells – or vice versa; in these fractions of cells the 
particular histone composition might facilitate the access of Pax7 and FoxO3 to MyoD 
regulatory elements. Finally, MyoD expression is regulated by DNA methylation, which 
precludes the ectopic activation of MyoD in non-muscle cells [23]. Thus, the expression 
of MyoD is regulated by distinct epigenetic events, including histone exchange, binding of 
transcriptional activators and repressors, and DNA methylation. The precise relationship 
between these events is currently unclear.

TRANSCRIPTIONAL NETWORK THAT REGULATES ADULT 
SKELETAL MYOGENESIS

Genome wide-based approaches indicate that the progression of muscle progenitors through 
sequential stages of skeletal myogenesis is underlined by epigenetic changes that permit a 
coordinated expression of speciic subsets of genes [24,25]. Sequence-speciic transcription 
factors and chromatin-modifying enzymes form the transcriptional network that establishes a 
feed-forward circuit, which drives the genome reprogramming toward terminal differentiation.

The bHLH muscle-speciic transcriptional activators – MyoD, Myf5, myogenin, and MRF4 –  
initiate and perpetuate the differentiation program in collaboration with the ubiquitously 
expressed E2A gene products (E12, E47, and HEB) and MEF2 proteins [3]. When ectopically 
introduced into somatic cells, MyoD reprograms the host genome toward the skeletal muscle 
lineage – a process referred to as “myogenic conversion” [26]. This potential depends on 
MyoD’s ability to penetrate and remodel the chromatin at previously silent muscle loci 
[27]. Subsequently, a feed-forward circuit involving other bHLH muscle proteins, their 
hetero-dimerization partners (the products of the E2A gene), MEF2 proteins, and other 
downstream genes, ampliies the process of skeletal myogenesis by recruiting a variety of 
chromatin-modifying enzymes, which catalyze the deposition of epigenetic marks conducive 
for muscle gene expression [28]. Thus, the balance between transcriptional co-activators 
and co-repressors, and the consequent exchange of post-transcriptional modiications of 
histone tails, such as acetylation, methylation, phosphorylation, and ubiquitination, imparts 
to the chromatin at muscle loci the epigenetic proile that coordinates gene expression in 
muscle cells. In undifferentiated myoblasts, the premature activation of the differentiation 
program is precluded by the presence of histone deacetylases (HDACs), which prevent 
local hyperacetylation (Fig. 20.1A). Two additional events involved in the formation of 
the heterochromatin on promoters of muscle genes in myoblasts are Suv39h1-mediated 
dimethylation of H3-K9, which mediates the interaction with the chromodomain containing 
Heterochromatin Protein 1 (HP1) and Polycomb-mediated tri-methylation of H3-K27 [3] 
(Fig. 20.1A). Removal of these epigenetic marks by differentiation-related cues are likely 
to involve speciic dimethylases and histone exchange, and permits the recruitment of the 
acetyltransferases p300/CBP, PCAF, the arginine-methyltransferases CARM1 and PRMT5, 
the ATPase-dependent SWI/SNF chromatin-remodeling complexes, and the MLL/TrxG-
associated lysine methyl transferases [3]. These enzymatic complexes endow the myogenic 
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transcriptosome with the enzymatic activities necessary to initiate the transcription of target 
genes (Fig. 20.1B). A further level of control of muscle gene expression is achieved by the 
switch of the core promoter recognition complex that confers speciicity on muscle gene 
transcription. The prototypic core promoter recognition complex, TFIID, which initiates the 
preinitiation complex (PIC) on target sequences, is present in myoblasts, but is replaced by 
the TAF3/TRF3 complex in myotubes [29].

CHROMATIN-ASSOCIATED KINASES: REGULATORS OF 
THE EPIGENOME IN MYOGENIC CELLS IN RESPONSE TO 
REGENERATION CUES

Extrinsic cues in the regeneration environment (the stem cell niche) are converted into epigenetic 
modiications by signal-activated intracellular cascades, leading to the chromatin recruitment of 
kinases, which phosphorylate histones and chromatin-associated proteins [30,31].

Recent studies have identiied p38 kinases as important regulators of chromatin associated 
proteins. p38 kinases direct the assembly of the chromatin-remodeling machinery by targeting 
distinct enzymatic complexes. Phosphorylation of the structural BAF60 subunits of the 
SWI/SNF complex mediates the SWI/SNF recruitment of on the chromatin of muscle genes 
[32]. Phosphorylation of MEF2D by p38 alpha/beta kinases promotes the recruitment of 
the histone methyltransferase Ash2L – the enzymatic subunit of the Trithorax group (TrxG) 
that catalyzes H3K4 tri-methylation [33], which favors gene transcription. Since the catalytic 
subunits of SWI/SNF and TrxG are functionally linked, p38 kinases appear to integrate at 
the chromatin level two functionally-related chromatin-remodeling complexes, via distinct 
biochemical events – e.g. direct phosphorylation of BAF60 and MEF2D. Thus, p38 signaling 
couples SWI/SNF-dependent remodeling of nucleosomes and TrxG-mediated H3K4me3 
at the regulatory elements of muscle genes. Because p38-mediated phosphorylation of E47 

FIGURE 20.1 
Schematic representation of the dynamic exchange in the chromatin-associated machinery that controls the epigenetic 

changes at the regulatory regions (promoter/enhancer elements) of muscle genes. (Please refer to color plate section)
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induces the formation of MyoD-E47 heterodimers [34], which promotes optimal binding of 
MyoD to the DNA recognition sites (the Ebox), this event is likely to contribute to the stable 
recruitment of SWI/SNF and TrxG complexes to MyoD target promoters [3].

The IGF1-activated PI3K signaling proceeds as a pathway parallel to p38 and regulates 
the recruitment of p300 HAT. The terminal effectors of IGF1 signaling to the chromatin 
of muscle genes are AKT1 and 2 kinases, which phosphorylate the C-terminal region of 
p300 on serine 1834 at the onset of differentiation. This AKT-mediated phosphorylation is 
required for productive interactions between p300 and MyoD [35]. 

Chromatin re-setting during the transition from undifferentiated myoblasts to terminally-
differentiated myotubes is essential for the exchange of transcriptional co-repressors with 
co-activators.

Indeed, recruitment of transcriptional co-activators to muscle genes must be preceded, or 
take place simultaneously, by the displacement of corepressor enzymes and the erasure of 
pre-existing epigenetic modiications generated by these enzymes. Displacement of histone 
deacetylases by calcium/calmodulin-dependent kinase (CaMK) and cell cycle events are 
necessary for local hyperacetylation [36,37]. Another mechanism that contributes to impart 
to the chromatin of undifferentiated myoblasts the conformation repressive for transcription 
relates to the recruitment of the Polycomb complex, which silences transcription by 
trimethylation of lysine 27 of histone 3 (H3K27me3), which is catalyzed by the enzymatic 
subunit – the histone–lysine methyltransferase Ezh2 [38]. The Ezh2 is recruited to the 
chromatin of muscle regulatory regions via interaction with YY1. Further association with 
HDAC1 forms a repressive complex. At the onset of differentiation, the down-regulation 
of Ezh2 and HDAC1 proteins, and the replacement of YY1 with SRF, allows the binding of 
MyoD and the recruitment of the positive co-activators, to form a productive transcriptosome 
[38]. Although the intracellular signaling that regulates these events on muscle regulatory 
sequences is still unknown, recent evidence indicates that interactions with speciic miRNAs 
establish a regulatory circuit (see next section). The involvement of histone methylation in the 
dynamic regulation of muscle gene expression implicates the role of histone demethylases in 
the control of myogenesis. This model postulates that muscle gene expression in myoblasts 
is controlled by dynamic histone methylation/demethylation exchange [3]. Muscle-speciic 
histone demethylases have not been discovered yet; their identiication will complete our 
knowledge on the epigenetic network that controls chromatin structure and accessibility.

Current knowledge on the molecular mechanism that regulates muscle gene transcription 
has already inspired pharmacological interventions to boost muscle regeneration. Histone 
acetyltransferases and deacetylases regulate the acetylation status of target genes and are a 
target of epigenetic drugs. Inhibition of histone deacetylase in MSCs by drugs currently used 
in clinical practice (deacetylase inhibitors) implements muscle regeneration and counters the 
progression of muscular dystrophy in dystrophic mice [39–40].

The application of genome-wide technologies to complex systems, such as muscle regeneration, 
promises to elucidate the regulatory mechanism underlying signal-dependent distribution 
of epigenetic marks in the genome of muscle progenitors. This technology has revealed the 
existence of particular combinations of epigenetic modiications, such as the simultaneous 
H3K4 and H3K27 tri-methylation, that deine a “poised” chromatin conformation typical of 
developmental genes in stem cells. It will be interesting to know if similar epigenetic marks 
regulate the temporal gene expression in MSCs during muscle regeneration.

EPIGENETIC REGULATION OF SKELETAL MYOGENESIS BY miRNA

MicroRNA (miRNAs) are short (20–24 nt-long) non-coding RNAs that post-transcriptionally 
regulate gene expression in both animals and plants [41–43]. It is estimated that more than 
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50% of mammalian messenger RNAs (mRNAs) may be regulated by miRNAs, making it by far 
the most prevalent regulatory mechanism of mRNA availability. miRNAs are transcribed by RNA 
polymerase II as long primiRNAs, often encompassing more than one miRNA. In the nucleus, 
pri-miRNAs are cleaved into ~70 nucleotide hairpin RNA by the Drosha protein complex to 
generate pre-miRNA [44,45], which are subsequently exported to the cytoplasm via an actively 
regulated process controlled by Exportin-5 [46]. Dicer cleaves miRNAs into their mature forms 
so that they can be incorporated into the RNA-induced silencing complexes (RISC) [47].

miRNAs utilize base-pairing to target RISC to speciic mRNAs with fully or partly complementary 
sequences located, in the majority of the cases, in the 3’ untranslated regions (UTRs) [43]. 
The most common outcome of RISC-recruitment is repression of the targeted mRNA via 
translational inhibition, site-speciic endonucleolytic cleavage, or accelerated exonucleolytic 
mRNA decay [48]. However, RISC-mediated microRNA targeting can, upon cell cycle arrest, 
mediate translational activation of the target mRNA [49]. The repressive effect of an individual 
miRNA on the accumulation of a given protein is relatively small [50], rarely exceeding 2-fold 
[51]. However, an individual miRNA can target hundreds of targets. In addition, miRNAs often 
act in concert with other regulatory processes. For instance, an upstream event may promote 
miRNA transcription and concomitantly repress expression of its target mRNAs [52,53]. Thus, 
the inal effect of miRNA on protein output is the summation of several and independent events.

miRNAs AND SKELETAL MYOGENESIS (see Fig. 20.2)

The fundamental role played by miRNAs during mouse development is underlined by the 
inding that experimental deletion of the processing enzyme Dicer results in embryonic 
lethality by day 7.5 [54]. In an attempt to overcome lethality and to speciically inactivate 
Dicer in developing skeletal muscle, O’Rourke and colleagues crossed a MyoD-Cre 
recombinase transgenic mouse with a loxed Dicer mouse. The MyoD-Cre:loxed Dicer 
animals have reduced muscle miRNAs, and die perinatally due to skeletal muscle hypoplasia 
accompanied by abnormal myoiber morphology. Moreover, Dicer mutant mice showed 
increased muscle apoptosis [55].

Role of Individual miRNAs in Muscle Development

Individual miRNAs have been shown to regulate skeletal myogenesis in cell culture system 
as well as in developing and adult embryos. In some instances, the target mRNAs have been 
identiied as known important regulators of muscle gene expression [56]. However, unbiased 
approaches based on miRNA overexpression and underexpression coupled to mRNA and 
protein output [50,51] will be required to systematically describe the constellation of mRNA 
targets. A non-exhaustive discussion of some of the miRNAs regulating skeletal muscle 
differentiation is reported here below.

FIGURE 20.2 
Regulatory circuits linking transcription factors and chromatin-modifying complexes to miRNA and their relative targets. 

(Please refer to color plate section)
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miR-1/206 and miR-133a/133b

miR-1-2 and miR-133a-1 (located on chromosome 18), miR-206 and miR-133b 
(chromosome 1), and miR1-1 and miR133a-2 (chromosome 2) are co-expressed in skeletal 
muscle and in the differentiating C2C12 cell line as a single bicistronic transcript [57] 
regulated by upstream regions bound by MyoD and myogenin [58,59].

Employing a MyoD-inducible system, MyoD was shown to directly promote miR-206/133b 
transcription [60]. MEF2 is also involved in regulating expression of miR-1 and miR-133a 
through binding to an intronic enhancer located between the two microRNA-expressing 
regions [61]. miR-1 and miR-133a regulate proliferation and differentiation of C2C12 
skeletal muscle cells [57]. miR-1 exerts its effects, at least in part, by reducing the levels of the 
histone deacetylase HDAC4 protein. Whether the HDAC4 mRNA levels are also affected has 
not been investigated.

Since HDAC4 negatively regulates MEF2 activity, miR-1 establishes a positive feed-
forward loop favoring cell differentiation. On the contrary, miR-133a promotes cell 
proliferation, thus counteracting differentiation, by repressing SRF. Therefore, two 
co-regulated miRNAs (miR-1 and miR-133a) exert opposing effects on muscle cell 
differentiation. In a negative feedback loop, SRF regulates miR-133a expression, thus 
providing a mechanism to inely regulate the relative abundance of the two molecules. 
Indicating a conserved evolutionary function, both miR-1 and miR-133 control muscle 
gene expression and sarcomeric actin organization in zebraish [62]. Mir-206 expression 
promotes C2C12 cell differentiation [60,63] and targets several mRNAs, including 
follistatin-like 1 (Fstl1), utrophin (Utrn) [60], and connexin 43 (Cx43) [64]. Recently, 
miR-206 has been shown to block human rhabdomyosarcoma growth in xenotransplants 
by regulating the MET proto-oncogene [65].

miR-24

TGF-1 signaling inhibits skeletal muscle differentiation. miR-24 expression is up-regulated 
during myoblast differentiation. TGF-was found to inhibit the expression of miR24 in a 
Smad-dependent manner. While direct targets for miR-24 in skeletal muscle cells have not 
been identiied yet, the results of overexpression and blocking experiments are consistent 
with a promyogenic role exerted by miR-24 and suggest that the inhibitory effects exerted by 
TGF-1 on muscle differentiation may be mediated, in part, by miR-24 [66].

miR-26a

In C2C12 skeletal muscle cells, miR-26a targets the Polycomb group (PcG) Ezh2 
methyltransferase, a negative regulator of muscle differentiation [38], thus favoring 
myogenesis [67,68]. Up-regulation of miR-26a is evident at the latest stages of C2C12 cells 
differentiation, appearing only after several days of cell culture in differentiation medium. 
Initial reduction of the Ezh2 protein level at the earlier differentiation step coincides with 
activation of miR-214, a microRNA that also targets Ezh2 (see below). Thus, miR-214 and 
miR-26a may target Ezh2 at distinct developmental myogenic stages.

miR-27

miR-27b is expressed in several anatomical structures, including the somites. It is present 
in somitic regions from where Pax3 expression is absent. miR-27b (and a) directly target 
Pax3 3’UTR. Transgenic animals expressing miR-27b in Pax3-positive cells display a shift 
from Pax3/7-positive progenitor cells to cells that are myogenin-positive and have entered 
myogenic differentiation. Thus, miR-27b favors in vivo differentiation of muscle progenitor 
cells by reducing Pax3 [69].



336

SECTION VI  

Functions of Epigenetics

miR-29

During myogenesis, miR-29 expression is induced by MEF2 and SRF. In undifferentiated 
myoblasts, miR-29 expression is silenced by the transcription factor YY1 and Polycomb 
proteins. In turn, YY1 is a primary target of miR-29. In rhabdomyosarcomas (RDs), elevated 
levels of YY1 recruit Polycomb proteins to miR16 29 regulatory regions, resulting in its 
transcriptional silencing and maintenance of the undifferentiated state of RD cells [70].

miR-146a

Expression of miR-146a increases when C2C12 cells undergo cyclical mechanical stretching –  
an intervention that prohibits differentiation. miR-146a targets the Notch-1 inhibitor 
Numb and miR-146a anatgomirs reverse the effect of mechanical stretching on C2C12 cell 
differentiation [71]. The causative role of Numb in C2C12 mechanical stretching remains to 
be demonstrated.

miR-181

Mir-181 is strongly up-regulated during differentiation of C2C12 skeletal muscle cells and 
in ES-derived embryonic bodies [72]. miR-181 – barely detectable in skeletal muscle of 
adult mice – is strongly up-regulated in regenerating myoibers. Blocking miR-181 with 
speciic antagomirs interferes with C2C12 cell differentiation. This phenotypic effect may be 
mediated by miR-181 targeting of the homeobox Hox-A11, which represses MyoD through a 
mechanism that has not been fully explored yet.

miR-214

Mir-214 is co-transcribed with miR-199a from a conserved antisense intronic transcript  
at the dynamin3 (Dnm3) locus. In myoblasts, the Polycomb group (PcG) proteins Suz12  
and Ezh2 occupy and repressed miR-214 transcription [73]. Transcriptional down-regulation 
of Ezh2 and concomitant recruitment of MyoD and myogenin at the Dnm3 locus during the 
initial phases of skeletal muscle cell differentiation allow for miR-214 expression. miR-214 
targets the 3’ UTR of Ezh2, thus contributing to further reducing the Ezh2 protein levels and 
activating by derepression its own expression in differentiating myocytes [73]. Since PcG 
proteins restrain cell differentiation [57], miR-214-mediated regulation of Ezh2 acts as a pro-
myogenic switch. A similar miR-214-dependent regulation of PcG proteins operates in mouse 
embryonic stem cells [73]. Mice subjected to genetic ablation of the miR-199a/214 regions 
within the Dnm3 locus die within a month of birth and displayed several abnormalities, 
including skeletal and muscle defects [74]. In zebraish, miR-214 positively regulates the slow 
muscle phenotype by targeting the 3’ UTR of suppressor of fused Su(fu) [75]. Zebraish and 
mammalian Su(fu) 3’UTRs have not been conserved throughout evolution, and thus miR-
214 does not target mammalian Su(fu).

miRNAs Regulating Myosins

Exploiting an elegant regulatory mechanism, miRNAs embedded in myosin-encoding genes 
have been shown to target myosins themselves in heart and regulate stress-dependent cardiac 
remodeling [56,76].

miRNAs and Muscular Dystrophies

In both limb girdle myopathies and Duchenne muscular dystrophy (DMD), expression of 
subsets of miRNAs is modiied [77]. For instance, miR-299-5p, miR-487b, and miR-362 
are up-regulated in DMD but not in the milder Becker muscular dystrophy. Speciic miRNA 
signatures could aid in distinguishing facioscapulohumeral muscular dystrophy (FSHD) 
from DMD, and other rare degenerative myopathies from inlammatory myopathies.  
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In addition to the diagnostic value, functional validation of the miRNA predicted targets 
should help in further identifying molecular pathways disregulated in muscular dystrophies.
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FIGURE 20.1 
Schematic representation of the dynamic exchange in the chromatin-associated machinery that controls the epigenetic changes at the regulatory regions 

(promoter/enhancer elements) of muscle genes. (Please refer to Chapter 20, page 332).
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FIGURE 20.2 
Regulatory circuits linking transcription factors and chromatin-modifying complexes to miRNA and their relative targets. (Please refer to Chapter 20, page 334).
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INTRODUCTION 

During embryonic development, mammalian female cells have one of the two X chromosomes 
silenced through the process of X chromosome inactivation (XCI). The XCI phenomenon 
is regarded as a classic paradigm of epigenetic gene regulation and, indeed, it has attracted 
great interest in the scientiic community over the past 60 years. The irst hint of the difference 
between the two X chromosomes in mammalian female cells was given in 1949 by Barr and 
Bertram [1]. They discovered that one of the X chromosomes is comprised of facultative 
heterochromatin. This seminal work denoted the inactive X chromosome characterized 
by facultative heterochromatin as the “Barr body”. In 1961 Mary Lyon [2] discovered the 
underlying process for the formation of the facultative heterochromatin on one of the X 
chromosomes. The milestone work of Lyon put forward her hypothesis that the “Barr body” 
is an inactive X chromosome (Xi) that appears in mammalian cells with more than one X 
chromosome (Fig. 21.1). The inactivation allows dosage compensation in females as compared 
to males who carry only one X chromosome. In 1962, asynchronous replication was discovered 
as another feature characterizing the Xi [3]. These studies opened up an entire research ield 
that is still active today. Although many features of this process were discovered over the past 
50 years, there are still more questions to be asked. In this chapter we will describe the key 
regulatory events in XCI. 

CHAPTER 21 

Xist FISH H3K27me3 DAPI 

FIGURE 21.1 
Visualization of major marks of XCI. Shown here are the three different visualizations of XCI: Xist RNA coating of the inactive 

X chromosome by fluorescence in situ hybridization (FISH); punctate staining of H3K27me3 as a major mark for XCI by 

immunostaining; and the Barr body detected as a dense DAPI staining within the nucleus. (Please refer to color plate section) 
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XCI REGULATION DURING DEVELOPMENT 

XCI is a developmentally-regulated process that involves sequential acquisition of silencing 
markers on the X chromosome to be inactivated. Two different patterns of XCI exist: 
imprinted and random. The majority of XCI properties are shared between the two different 
patterns, yet some differences exist that relect the nature and the degree of stability of 
inactivation. Most of the research concerning XCI in mammals has been conducted with 
the mouse model system. At the fertilization stage, the female mouse zygote has both 
X chromosomes active. The irst inactivation during development occurs upon the irst 
cleavage. This inactivation is imprinted and therefore only the paternal X chromosome is 
inactivated [4,5]. Later on, after the blastocyst has formed, cells from the inner cell mass 
(ICM) reactivate the inactive X [5,6]. At this stage the embryo has two types of XCI status; 
the ICM cells have both active X chromosomes while the trophectoderm and the primitive 
endoderm still retain their imprinted paternal XCI since the irst cleavage. Then, only upon 
differentiation will the ICM cells again inactivate one of their X chromosomes but this time 
stochastically, in contrast to the irst cleavage event [5,6]. Since the ICM cells are the origin 
of the embryo proper, the second round of inactivation will result in random XCI in each 
cell and throughout development its progenies will maintain that particular Xi. The 
primordial germ cells (PGC) are an exception in this regard since these cells again reactivate 
their Xi later on in mouse development (E11.5–E13.5) and this status is maintained in the 
female germ cells [7]. 

Both random and imprinted XCI are initiated by monoallelic Xist gene expression. This 
expression leads to a series of epigenetic modiications such as depletion of RNA 
polymerase II, transcription factors, and euchromatic markers (see Fig. 21.3). Imprinted 
XCI is temporary compared to the random XCI that remains stable from the moment of 
establishment throughout many cell divisions and across the entire lifespan. Therefore 
in order to establish stable random XCI, the mechanisms for CpG island methylation are 
employed [8]. This modiication is considered to be more stable than histone modiications 
which are characteristic of imprinted XCI and early epigenetic events of random inactivation 
[9]. Although XCI occurs in a narrow time window during mouse development it is 
suggested that the kinetics of gene silencing varies. Existing evidence shows that genes 
located in the vicinity of the X chromosome inactivation center (XIC) are irst silenced 
during differentiation [10]. 

SECTION VI 

Functions of Epigenetics 

Another interesting phenomenon in XCI is the “escape” from inactivation; although the 
majority of the genes on the Xi are subjected to complete silencing, some are able to express 
from both active and inactive X chromosomes. The exact mechanism for genes escaping XCI 
is not fully understood but a recent study using the transgene approach revealed that it is 
probably an intrinsic property of a speciic locus. Random integration of BAC clones carrying 
normally silenced or escaped gene (Jarid1c) loci into the X chromosome of female ESC lines 
was able to recapitulate the endogenous expression pattern. The authors concluded that the 
DNA sequence itself is suficient to determine whether a locus will be subjected to XCI [11]. 

Xist RNA AS A KEY PLAYER IN XCI 

XCI occurs in three steps: initiation, spreading, and maintenance. The Xist gene is thought 
to be the major regulator of the XCI process and is the key component of the initiation and 
spreading stages. Interestingly, this gene lies within a speciic region in the X chromosome 
designated as the XIC (Fig. 21.2) [12]. This center is believed to be important for the 
initiation of XCI and is involved in the process of counting and choice in random XCI. The 
counting and choice process achieves a ratio of one active X chromosome per diploid set 
of autosomes. In this process the number of sex chromosomes compared to autosomes is 
being “counted” and the number of X chromosomes to be inactivated is designated. Each 
cell needs to choose which X chromosome will be transcriptionally silenced. Random XCI is 
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FIGURE 21.2 
The X chromosome inactivation center (XIC) gene structure and interactions. The XIC contains three main genes that 

are involved in XCI. Xist is the main regulator of the initiation of XCI. Tsix is transcribed antisense to Xist and inhibits Xist

expression and consequently XCI. Xite is a Tsix enhancer and therefore when it is expressed it prevents the expression of Xist. 

In addition, three more regulatory components are shown. The A-repeat located on the 5９ of Xist plays a major regulatory role 

in XCI. Xpr region plays a crucial role in X chromosome pairing, and RNF12 has been recently found to be a dose-dependent 

activator of XCI.
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MacroH2A association 

Gene promoter 

DNA methylation 

known to be coupled with loss of pluripotency [13] and the involvement of the pluripotency 
factor Oct4 in counting and choice was recently demonstrated [14]. However, different 
models for the counting and choice mechanism exist and need to be further examined [15]. 

A speciic portion of the XIC was shown to be the origin of inactivation spreading; this 
region contains three main genes: Xist, Tsix, and Xite [16]. Xist is a non-coding gene located 
within the XIC; it was shown to be transcribed solely from the X chromosome that will be 
inactivated [17–19]. Xist RNA coating on the cis X chromosome is the initial event in the 
cascade of silencing. Interestingly its antisense overlapping non-coding gene, Tsix, is thought 
to repress Xist expression and therefore it is highly expressed from the active X chromosome 
[20]. The balance between these two gene expressions allows inactivation of one X 
chromosome while the other remains active. Possible mechanisms for the regulation of Xist 
expression by Tsix and other components will be discussed below. Recently, the X-linked 
RNF12 gene was discovered to regulate XCI initiation and counting. The RNF12 gene lies 
upstream to the Xist gene (Fig. 21.2) and over-expression of this gene results in XCI initiation 
in both male female mouse ES cells. Additionally, XCI initiation is reduced in female ES cells 
that are heterozygous for this gene. This work identiies the irst X-linked XCI activator [21]. 

Xist RNA coating the soon-to-be Xi is the initial step in silencing (Fig. 21.3). It is believed 
that Xist RNA is responsible for the induction of asynchronous DNA replication that is 

FIGURE 21.3 
The layers of epigenetic marks characterizing imprinted and random XCI. Shown are the sequential events for the 

establishment of XCI. Xist coating and RNA polymerase II exclusion (striped light gray) are responsible for the initiation of the 

cascade. Later on the loss of active histone marks, the recruitment of the PcG proteins, and the induction of repressive histone 

marks such as H3K27me3 (dark dotted gray) allow for the maintenance of the inactive state to occur. Finally DNA methylation 

on the gene promoters of the Xi locks the inactive state in somatic cells (black). 
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characteristic of the Xi [22]. Moreover, Xist RNA coating is known to induce the recruitment 
of histone variant macro H2A [23], a variety of histone H3 and H4 modiication such 
as H3K9 [24] and H4 hypoacetylation [25], H4K20-monomethylation [26], H3K9 
di-methylation [27,28], and H3K27 tri-methylation [29]. In addition, promoter CpG island 
methylation occurs after Xist coating [30]. Therefore the presence of Xist RNA appears to 
be the trigger for recruitment of epigenetic markers associated with gene silencing in the 
initiation step and the maintenance of the Xi. However, it was recently discovered that Xist 
coating is not necessary for establishment of imprinted XCI. In mouse embryos that carry 
a paternal X chromosome lacking the Xist gene, the imprinted XCI can still be initiated. 
However, Xist transcript is still important for stable silencing of the Xi [31]. 

Xist A-Repeat Role in Silencing 

The Xist gene consists of several conserved repeat regions and areas of unique sequences. 
The A-Repeat is the most conserved sequence located in the 5’ region of the Xist gene 
and was shown to be essential for XCI. Its role was demonstrated by a series of deletion/ 
mutation analysis in an exogenous Xist cDNA transgene (Fig. 21.2). Interestingly the 
deletion of a 5’ 0.9 kb region resulted in complete abolition of silencing activity of the 
transgene although the transcript was still capable of associating with the chromatin and 
spreading throughout the X chromosome [32]. Recently, a non-coding RNA transcript 
generated from the A-Repeat region, RepA, was identiied. This transcript was shown 
to recruit the PRC2 Polycomb group (PcG) proteins that are involved in chromatin 
remodeling for the maintenance of gene silencing. For instance the PcG protein Eed 
(embryonic ectoderm development) was shown to play a crucial role in preventing 
transcription activation of the inactive X in the extraembryonic cells upon their 
differentiation [33]. It was also suggested that the coupling of the RepA and the PRC2 
results in tri-methylation of H3K27 and expression of the full length Xist transcript that 
consequently allows inactivation to occur. Interestingly, this group also showed that Tsix 
inhibits the RepA–PRC2 interaction and propose a regulatory mechanism for the initiation 
of XCI [34]. However, this mechanism seems to have certain redundancies. PcG proteins 
and H3K27me3 can also be recruited without a functional RepA in the mutated A-Repeat 
study [32]. Overall it seems that the A-Repeat is involved in gene silencing; however, its 
role in recruitment of H3K27me3 and PRC2 might be dispensable. 

SECTION VI 

Functions of Epigenetics 

Xist GENE REGULATION 

As described above Xist is the master regulator of both random and imprinted XCI process. 
As such, an interesting question is what regulates the master regulator and what promotes 
or stalls the initiation of this process. Interestingly the main negative regulator known 
for Xist expression is its antisense transcribed gene Tsix. This property of the antisense 
Tsix gene was irst shown by mutating the Tsix gene on one allele of female embryos and 
embryonic stem (ES) cells. The result of these mutation experiments revealed preferential 
inactivation on the mutated X chromosome due to the uninhibited Xist expression on the 
mutated X chromosome [20,35]. However, the question of how Tsix modulates Xist activity 
mechanistically remains. Generally it is believed that Tsix affects the chromatin of the XIC 
locus. The proposed models for the repression mechanism of Tsix on the Xist promoter 
come from two different cellular systems and give diverse explanation for the repression 
mechanism. One group reported that mutating Tsix results in accumulation of repressive 
chromatin markers on Xist promoter such as H3K27me3 (Fig. 21.1) [36], while the other 
reported the opposite – that the ablation of Tsix expression leads to an increase in active 
chromatin markers such as H3K4me2, H3K4me3, and H3K9 acetylation at the XCI locus 
[37,38]. These seemingly contradictory results are not surprising since it had been described 
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before that Tsix is not the exclusive regulator of Xist expression and that other mechanisms 
might exist. This notion was inspired by the study of XY and X0 ES cells that carry a Tsix 
mutation. Some of these cells, but not all, have up-regulation of Xist upon differentiation 
[39,40]. The variability effect of Tsix mutation in XY/X0 and between different cellular 
systems as shown by Sun et al. [36] and Navarro et al. [38], strongly suggests that there is a 
complementary mechanism to regulate Xist expression. 

Xist Expression Regulation by Tsix

Tsix is transcribed antisense to Xist and regulates Xist expression. Several research groups 
have investigated the mechanism of Xist expression regulation. Since Tsix is also a noncoding 
RNA gene, it was suggested that the transcript itself is responsible for the repression of Xist 
expression. In an experiment where the Tsix transcript was truncated before it reached the 
Xist gene body, Tsix repressive activity was completely abolished [41]. Another group tried 
to further pinpoint the exact critical region required for Tsix activity. It was found that Tsix 
transcript that has less than 93% of its full size and in which the transcription does not 
go through the Xist promoter region would fail to repress the Xist expression [42]. The Xist 
promoter region is therefore a critical region of the Tsix transcript that allows the repression 
of Xist activity to occur. 

The expression balance between the Xist and Tsix transcripts determines which X 
chromosome is active or inactive. An active X chromosome is characterized by high 
Tsix expression level and low/none Xist expression, and vice versa for the inactive X 
chromosome [20]. One research group claims that the coordinated action from both Xist 
and Tsix transcripts is needed to establish XCI. According to their model Tsix and Xist form 
a double stranded RNA and it then gets cleaved by the RNAi enzyme Dicer during XCI. 
The products from the cleavage are ，30 nt RNAs designated as xiRNAs, bigger than the 
expected fragment size cleaved by Dicer [20–24 nt]. Also, these fragments are claimed to 
be involved in Xist repression on the active X chromosome [43]. Their proposed model 
showing the involvement of RNAi machinery in Xist repression is elegant, but it is in 
conlict with another study showing that knockout Dicer female embryos have intact 
XCI [44]. The mechanism through which Tsix represses Xist during XCI still needs to be 
elucidated. 

Regulation of Xist by Pluripotency Related Factors 

During female mammalian embryogenesis, random XCI is coupled with transition from 
the undifferentiated to differentiation state. Interestingly, this feature is maintained even in 
female ES cells where XCI is initiated only upon differentiation in vitro or in vivo whereas 
the undifferentiated female ES cells carry two active X chromosomes. This correlation 
was also shown to exist in reprogramming of the mouse somatic cell. Reprogramming 
of a somatic cell line carrying one inactive X chromosome resulted in full reactivation 
of that Xi in the induced pluripotent stem cell (iPS) line that resulted in two active X 
chromosomes. Moreover, differentiation of these newly generated iPS cell line results in 
random XCI [45]. Thus induction of pluripotency can directly affect XCI status. Lately it 
has been shown that the pluripotency transcription factor Oct4 is involved in the process 
of pairing and counting. By protein–protein interactions with the transactivators, Ctcf and 
Yy1, Oct4 binds to the Tsix and Xite loci and regulates the pairing and counting [14]. This 
interesting coupling between differentiation and XCI commencement might suggest a tight 
regulation of Xist by factors which are also engaged in the transition from pluripotency to 
differentiation. 

Indeed it was discovered recently that the three transcription factors that are known to 
be essential for initiation and maintenance of pluripotency–Oct4, Nanog, and Sox2 
[46–48]–directly bind to the chromatin of the Xist gene in pluripotent cells [13]. Using 
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chromatin immuno-precipitation (ChIP) analysis the researchers were able to show that 
all three pluripotency factors bind to Xist intron 1 in undifferentiated ES cells. However, 
upon differentiation the binding of these factors to Xist intron 1 is dramatically reduced. 
In addition, binding of the pluripotency transcription factors to the Xist intron 1 is a Tsix-
independent mechanism. This supports the previous hypothesis that the Tsix regulation 
of Xist expression is complemented by another mechanism. Furthermore, by applying an 
inducible down-regulation system the authors were able to show that Oct4 is the main 
regulator of Xist expression. By down-regulating Oct4 all three pluripotency transcription 
factors lost their binding capacity to Xist intron 1. Consequently this led to comparable levels 
of Xist expression between female ES cells and differentiated female ES cells [13]. Hence the 
involvement of pluripotency factors in Xist regulation is direct and can explain the temporal 
nature of the XCI process. 

The interplay between pluripotency factors and XCI in human ESCs (hESCs) is currently 
unknown. We assume that the relationships in the human cells won’t be as simple as in 
mouse cells. It is known that hESCs can exist in three different XCI states [49–51] [reviewed 
in Ref. 52]. This requires re-assessment of the relationships between XCI and pluripotency 
factors in hESCs. It is possible that the different levels of pluripotency factors distinguish 
the three different XCI statuses or different binding capacities of the Xist promoter. It is also 
possible that the main pluripotency factor that regulates XCI in human cells is different than 
Oct4 and it has yet to be discovered. 

Regulation of XCI by the Pairing of Sister X Chromosomes 

Regulatory interactions between Xist and Tsix were clearly demonstrated in several different 
ways. Higher order chromatin structure of the region surrounding the XIC revealed 
interaction between Xist and Tsix. By using hypersensitive site mapping and chromosome 
conformation capture (3C) several domains of interactions between Xist, Tsix, and Xite were 
discovered. These interactions were shown to be regulated in a developmental manner, 
indicating a direct regulatory role of three dimensional organization in XCI [53]. It was 
demonstrated that an interaction between the two X chromosomes occurs even prior 
to the initiation of XCI in mouse. A region on the X chromosomes, an X-pairing region 
(Xpr) (Fig. 21.2), is responsible for homologous pairing of the two X chromosomes. This 
pairing indicates whether there is more than one X chromosome and signals for XCI 
to begin. Moreover it is suggested that the pairing of the X chromosomes also regulates 
complementary expression of Xist/Tsix [54]. These studies indicate a crucial role of the 
structural interactions in the initiation and developmental regulation of XCI. 

SECTION VI 

Functions of Epigenetics 

CHROMATIN MODIFICATIONS CHARACTERIZING THE XCI 

The initiation of XCI by Xist expression is followed by a distinct pattern of chromatin 
modiications that support silencing and the stabilization of the Xi in a timely manner. 
Histone modiications are known to be highly involved in the control of gene expression. 
These modiications allow easy modulation of gene expression that is stable upon cell 
division and yet can be reversible. Indeed it was shown that after initiation of XCI, Xist is 
dispensable while other repressive epigenetic modiications maintain the inactive state 
[55]. The combination of histone modiications provides a signature that is indicative for 
an either repressive or active chromatin region. It was shown by ChIP studies that the Xi is 
characterized by heterochromatic histone modiications such as H3K27me3, H3K9me2, 
H2AK119Ub, H4K20me1, and macroH2A. Conversely, the Xi is depleted of euchromatic 
histone modiications such as H3K4me2/3 and H3, H4 acetylated lysines [27,56,57]. It is 
believed that the active histone marks are the irst to be lost upon Xist RNA coating of the 
Xi [57]. Then genes begin to be silenced with the appearance of histone modiications 
such as H3K9me2, H3K27me3. Later macroH2A accumulation occurs subsequent to 
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asynchronous DNA replication [23,57]. In the later stages of XCI, Ezh2 (PRC2) mediates the 
trimethylation of H3K27 [29] (as reviewed in Ref. 58]. More careful examination in human 
somatic cells revealed that the heterochromatin marks can be divided into two spatially 
distinct groups. The irst group is the chromatin modiications that are associated with Xist 
RNA such as macroH2A, H3K27me3, H2AK119Ub, and H4K20me1. The second group is the 
constitutive heterochromatic marks such as H3K9me3, H4K20me, and HP1 [27,56,57]. 

High throughput proiling studies [59,60] were able to provide a more comprehensive 
picture of the characteristics of the Xi and the changes occurring during XCI. It was found 
that the Xi contains approximately 1.5-fold more macroH2A1 than the autosomes. The 
distribution of macroH2A1 along the X chromosome is homogeneous along the entire 
Xi. However, the pseudoautosomal region is characterized by higher enrichment [59]. 
This wide distribution of macroH2A can indicate a role in chromosome structure and 
stability of the Xi. A ChIP-chip analysis combined with expression analysis during ESC 
differentiation was able to provide an insight into the dynamic chromatin changes in XCI. 
Tsix repression is characterized by H3K27me3 binding to its promoter region in female 
and male cells. However, the Xist locus in female cells shows active epigenetic marks 
in agreement with its high expression upon differentiation. Generally, an increase in 
H3K27me3 is widely observed on the Xi indicating a tight association of H3K27me3 with 
gene silencing on the Xi [60]. 

CpG island promoter methylation is another feature associated with the Xi. However, this 
epigenetic marker is not associated with the early stages of XCI. CpG island methylation is 
thought to be a more permanent lock of the inactive state for random XCI [56]. In addition, 
DNA methylation is required for the maintenance of random XCI. DNA demethylation 
induced by either mutagenesis of DNA methyl transferase 1 (Dnmt1) or exposure of 5’ 
azacytidine resulted in the reactivation of the Xi [61]. SmcHD1 is protein associated with 
structural maintenance of chromosomes and was localized to the Xi. This protein has a 
critical role in maintenance of XCI and the hypermethylation of CpG islands on the Xi [62]. 
SmcHD1 might be an example of the structural maintenance protein involved in epigenetic 
gene regulation. 

DNA methylation also directly regulates Xist expression. Differentiating ES cells and 
developing mouse embryos with Dnmt1 mutation have ectopic expression of Xist, even in 
male cells. This indicates that DNA methylation is required for repression of Xist on the 
active X chromosome [63,64]. Finally, it was found that the differentiated somatic cells have 
gene body methylation on the active X chromosome whereas promoter region methylation 
was on the Xi [65]. However, the role of gene body methylation in regulating gene expression 
is still unknown. 

ROLE OF SPATIAL ORGANIZATION WITHIN THE NUCLEUS 
IN X INACTIVATION 

As described above, Xist RNA coating of the X chromosome is the decisive event in 
the expression silencing of the inactive X chromosome. However, the mechanism of 
transcriptional silencing cannot be explained solely by the coating and chromatin 
modiication accompanying it. It was discovered that the position of a gene within a distinct 
nuclear compartment indicates the activity level of transcription. More particularly, gene-rich 
regions might loop out of their chromosomal territory when they are transcriptionally active 
[66]. In somatic cells Xist RNA is not involved in gene silencing. X-linked genes are located 
in the internal region of the chromosomal territory of the Xi. However, these X-linked 
genes are found in the periphery of the chromosomal territory of the active X chromosome 
[67]. A later study shows that non-coding regions of the X chromosome are located within 
the Xist coated region and are involved in XCI. In addition it is suggested that Xist RNA 
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interacts with the structural elements of the X chromosome to condense and silence it rather 
than interacting directly with the silenced genes [68]. In addition, many of the X-linked 
genes are located at the border of the Xi territory, not in the internal region as previously 
discovered. However, another research group seems to have a more precise view of the 
silencing compartment. In their 3D analysis of the X chromosome within the nucleus, Xist 
RNA accumulates and generates a silent compartment. This compartment mainly consists of 
repetitive sequences of the X chromosome and lacks RNA polymerase II and transcription 
factors. Also the compartment is independent of the Xist A-Repeat, which is involved in a 
later stage of gene repression and shifting of the genes into the silencing compartment [69]. 
Recently, SATB1 and SATB2 were shown to play a role in the gene silencing function of Xist. 
Interestingly, the previous work on these proteins during T lymphocyte development [70] 
has led the investigators to propose that SATB1 and SATB2 may be involved in the relocation 
of genes into the silent compartment during XCI [71]. Another interesting structural player is 
SAF-A (scaffold attachment factor A) that is abundant in territories of Xi [72]. SAF-A protein 
contains RNA and DNA binding domains and was found to be involved in gene expression 
regulation. It was shown that its binding to the Xi territories occurs via its RNA binding 
domain. Some evidence for interactions between SAF-A protein and Xist RNA on the Xi 
were provided. It is speculated that SAF-A plays a role in structural stabilization of inactive 
territories by interacting with Xist RNA [73]. 

Localization within the nucleus might complement the structural organization of the 
X chromosome itself. The Xi is known to be located at the periphery of the nucleus or at 
the nucleolus [74]. As these areas are associated with heterochromatin it was not surprising 
to ind the Xi there. It was proposed that the localization of the Xi in the vicinity of the 
nucleolus during the S phase of the cell cycle correlates with maintenance of the inactivation 
markers. Interestingly, deletion of Xist resulted in the loss of peri-nucleolar localization and 
the heterochromatin characteristic of the Xi, which then consequently reactivate Xi. These 
authors propose that the separation of Xi from the nucleolus during the S phase allows the 
inactivated state to be maintained during cell cycles [75]. 

CONCLUDING REMARKS 

As described here, XCI is characterized by a cascade of events that allows the silencing of 
one of the two X chromosomes during female mammalian embryogenesis. While it is 
believed that Xist coating is the initial event in XCI, the gradual progress of other epigenetic 
components is crucial for allowing stability and lexibility of the inactivated state to occur 
(as shown in Fig. 21.3). The transition from a transcriptional active to a silent chromosome 
requires the engagement of cellular relocalization as well as distinguished chromatin code. 
Nevertheless, the complexity and the multiple components involved in XCI continue to 
invite many researchers to discover more. 
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Xist FISH H3K27me3 DAPI 

FIGURE 21.1 
Visualization of major marks of XCI. Shown here are the three different visualizations of XCI: Xist RNA coating of the inactive X chromosome by fluorescence 

in situ hybridization (FISH); punctate staining of H3K27me3 as a major mark for XCI by immunostaining; and the Barr body detected as a dense DAPI staining 

within the nucleus. (Please refer to Chapter 21, page 341). 
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INTRODUCTION

When eukaryotic organisms reproduce sexually, each parent contributes a haploid set of 
chromosomes to create diploid progeny. Two copies, or alleles, exist for most gene loci. 
According to classical Mendelian genetics, both copies are expressed, and certain variations 
in DNA sequence may allow the phenotype of a dominant allele to prevail over a recessive 
one. However, some genes carry epigenetic marks that distinguish between maternally and 
paternally inherited alleles. These genomic “imprints” can dramatically alter gene expression 
depending on parent of origin – even if the two alleles are otherwise identical.

In mammals, genomic imprinting manifests in monoallelic silencing according to parental 
lineage. Because a second allele may provide genetic diversity and mask undesirable traits 
[1], it is somewhat counterintuitive to ind functionally haploid genes in complex diploid 
species. However, genomic imprinting arose in mammalian evolution over 150 million years 
ago [2], which implies that monoallelic expression is not necessarily detrimental to genetic 
itness. Rather, it is imperative for several loci to maintain imprinted monoallelic expression. 
In humans, aberrant imprinting underlies numerous developmental and neurological 
disorders [reviewed in Ref. 3], and loss of imprinting is common in cancer [reviewed in  
Ref. 4].

Even though it is highly relevant to human development and disease, genomic imprinting 
went undiscovered in mammals until relatively recently. Imprinted (as opposed to random) X 
chromosome inactivation has been a known phenomenon since the early 1970s [5,6], but it 
was twenty more years before imprinted autosomal genes were discovered in mammals [7–9]. 
The existence of these genes was predicted by earlier nuclear transplantation experiments, 
that produced mouse embryos with both sets of chromosomes derived from one parent. 
Not only were these uniparental embryos abnormal, but gynogenetic (female-derived) and 
androgenetic (male-derived) embryos displayed contrasting phenotypes [10–13]. These studies 
demonstrated the nonequivalence of maternal and paternal genomes – even after accounting 
for sex chromosome differences. Subsequent complementation studies narrowed these 
parental effects to discrete autosomal regions [14].

In 1991, three imprinted genes in mice were characterized: insulin-like growth factor 2 
receptor (Igf2r), which is maternally expressed [7]; its ligand, insulin-like growth factor 
2 (Igf2), a paternally-expressed regulator of growth and development [9]; and H19, a 
maternally-expressed noncoding RNA [8] that is physically linked to Igf2 [15] and regulated 
by shared elements [16,17]. These archetypes of genomic imprinting have yielded much 
insight into various epigenetic regulatory mechanisms. The Igf2 gene is particularly 
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interesting because its complex regulation involves both the H19 gene at the transcriptional 
level and the Igf2r protein at the post-translational level [reviewed in Ref. 18]. Igf2 is also 
highly conserved among vertebrates [2,19], but its imprinting status is not. The divergence 
of Igf2 imprinting in the phylogenetic tree has fueled many theories on vertebrate evolution 
and the origin of genomic imprinting.

Genomic imprinting is often described as an exclusively mammalian phenomenon, yet 
parental effects on gene expression were documented in insects and plants long before 
the discovery of imprinted mammalian genes. The term “imprint” was actually used as 
early as 1960 to describe epigenetic parental effects in fungus gnats of the genus Sciara. 
At various stages of sciarid development, certain paternally-derived chromosomes are 
heterochromatized and eliminated from cells independently of genomic constitution and 
“determined only by the sex of the germ line through which the chromosome has been 
inherited” [20]. Allele-speciic silencing in Drosophila was recorded in the mid-1930s, when 
vague reports noted the preferential silencing of the X-linked scute-8 gene when paternally 
inherited [21,22]. The earliest (and perhaps most extreme) example of genomic imprinting 
in insects can be traced to a 1931 report, which described sex determination in the family 
Pseudococcidae [23]. Coccids (commonly known as mealybugs) represent a striking example 
of haplodiploidy, a system of sex determination commonly employed by insects, in which 
females are diploid but males are haploid [reviewed in Ref. 24]. In males, all paternally 
derived chromosomes are either silenced by heterochromatin or completely eliminated; thus, 
all male coccids are functionally haploid [reviewed in Ref. 25].

Epigenetic parent-speciic effects were demonstrated even earlier in plants. In 1918 and 1919, 
two independent studies demonstrated parent-speciic effects at the maize R locus, which 
controls anthocyanin pigment expression in the aleurone endosperm [26,27]. When the 
female gamete transmits the dominant R allele in RR (pigmented) 3 rr (colorless) crosses, 
the aleurone seed covering is solidly pigmented; conversely, if R originates from the paternal 
(pollen) parent in a reciprocal cross, the endosperm is lightly pigmented, and mottled or 
spotted in appearance (Fig. 22.1A). Although the endosperm of lowering plants is usually 

(A)

(B)

RR/r

(M/P)

RR/r

RR/rr

RRRR/r

–R/r

rr/R
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rr/R
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–/R

RR RRrrrr

Solid Mottled

FIGURE 22.1 
Influence of parental lineage on the R-mottled phenotype in maize RR (pigmented) 3 rr (colorless) crosses. (A) When R is 

transmitted by the maternal gamete (left), the RR/r triploid aleurone of the progeny is solidly pigmented. In the reciprocal 

cross (right), the resulting rr/R aleurone is lightly pigmented and mottled [26,27]. (B) Maize genotypes that yield solid or 

mottled phenotypes. M and P designate maternal and paternal origin, respectively. The solid phenotype occurs only when R 

is maternally derived, irrespective of gene dosage. A paternally transmitted R allele yields a mottled phenotype if the female 

gamete is homozygous for the r allele, and even when the maternal gamete is deficient (–) for the R region [28].
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polyploid, later experiments [28] conirmed that the mottling effect is indeed dependent on 
parental origin rather than differences in gene dosage (Fig. 22.1B).

Deinitions of “genomic imprinting” do not always include parent-of-origin effects in insects 
and plants, but are instead limited to those observed in mammals. However, syntactic 
differences aside, these processes use conserved regulatory mechanisms to achieve a common 
purpose: to epigenetically distinguish maternal and paternal genomes. Though genomic 
imprinting may not be a uniquely mammalian phenomenon, its discovery in mice did 
uncover an epigenetic basis of human disease, and catalyzed a ield of research devoted to 
parent-speciic gene expression. As with many genetic processes, the epigenetic phenomena 
in other organisms have helped elucidate the mechanisms of mammalian imprinting and its 
evolutionary origin.

MECHANISMS OF GENOMIC IMPRINTING

What distinguishes an imprinted gene from its non-imprinted counterparts, and destines it 
for allele-speciic expression? This question has puzzled scientists for decades, and is now 
beginning to be understood. Genomic imprinting is currently known to involve numerous 
epigenetic processes – many of which are conserved among diverse species. While its exact 
catalyst is not entirely clear, the primary imprint in many organisms involves the classic 
epigenetic mark: DNA methylation. This primary mark is propagated by cis and trans factors 
that trigger additional modiications and culminate in allele-speciic gene expression.

DNA Methylation

Many organisms – from primitive bacteria to complex eukaryotes – use methyl groups to 
distinguish DNAs of different origins [reviewed in Ref. 29]. In higher eukaryotes, methylation 
primarily occurs on the cytosine residue of CpG dinucleotides, which tend to cluster around 
promoter regions as “CpG islands” but appear sparsely in the rest of the genome due to 
spontaneous deamination of 5-methylcytosine to thymine [reviewed in Ref. 30]. In the 
mammalian genome, much of the DNA methylation targets transposable elements, which 
illustrates a role in host defense mechanisms that silence invasive DNAs [31]. Methylation is 
also a common denominator of differential DNA regulation; before the irst imprinted genes 
were discovered in mammals, studies demonstrated that transgenes could acquire allele-speciic 
methylation patterns depending on the transmitting parent [32,33]. Differential methylation 
was thus identiied as a heritable epigenetic feature that distinguishes maternal and paternal 
alleles – and a central mechanism in genomic imprinting.

IMPRINT ESTABLISHMENT AND MAINTENANCE IN MAMMALS

Mammalian imprinted genes are often (if not always) situated near differentially-methylated 
regions (DMRs), also known as differentially-methylated domains (DMDs), which are 
believed to be the primary targets of epigenetic modiications. DMRs may in turn direct other 
cis and trans elements to achieve stable allele-speciic gene expression [reviewed in  
Ref. 34]. Thus, DMRs may serve as imprinting control regions (ICRs), also known as imprinting 
control elements (ICEs) or imprinting centers (ICs). Aside from the high frequency of CpG 
dinucleotides, DMRs share little sequence homology; instead, they are characterized by 
tandemly repeated elements [35–37]. These repetitive structures are believed to trigger de 
novo differential methylation [35–37], similarly to how retrotransposon-derived repetitive 
sequences – such as short interspersed nuclear elements (SINEs) and CpG-rich Alu repeats – 
may acquire germline-speciic differential methylation [38,39]. Primary imprints occur in the 
germline, where the prospective parent’s existing imprints can be erased and reestablished 
in the haploid gametes. This occurs through global demethylation in germ cells, followed by 
differential methylation by the de novo DNA methyltransferase Dnmt3a [40] and its cofactor 
Dnmt3L [41].



356

SECTION VI  

Functions of Epigenetics

It is not entirely clear how the de novo methyltransferases differentiate between maternal 
and paternal DMRs in the germline, though this seems to be partially determined by DMR 
location. Maternally-methylated DMRs coincide with transcription units, whereas the few 
known paternally-methylated DMRs occur within intergenic regions (Table 22.1). Paternal-
speciic germline methylation appears to target tandem repeat sequences, as evidenced by 
the H19 [42] and Rasgrf1 [43] loci, which contain two of the three known paternal germline 
DMRs. On the other hand, the act of transcription may dictate maternal-speciic methylation 
in oocytes, as demonstrated by the Gnas/Nesp locus (Fig. 22.2). This complex imprinted 
domain [reviewed in Ref. 44] includes Gnas, which exhibits maternal-speciic expression 
in some tissues. Gnas encodes the highly conserved signaling protein Gsa; alternative 
promoters give rise to two paternal-speciic transcripts, Gnasxl (which encodes the variant 
protein XLas) and the noncoding IA. The upstream Nesp locus encodes the Nesp55 protein, 
which is involved in the secretory pathway. This maternally expressed Nesp transcript also 
appears to have a major functional role in imprinting the entire locus. There are two DMRs 
in this domain: one encompassing the promoters for the paternally-expressed Gnasxl and the 
noncoding Nespas, and another at the 1A promoter. Truncating Nesp transcription disrupts 
methylation of both DMRs in the female germline, suggesting that the act of transcription 
facilitates de novo methylation [45]. This model is supported by the fact that all known 
maternal DMRs occur in transcribed regions – either in introns or near promoters that are 
downstream of alternate transcription start sites (Table 22.1). It is hypothesized that oocyte-
speciic transcription facilitates germline DMR methylation by favorably altering chromatin 
structure; alternatively, the RNA itself might recruit de novo methyltransferases or other trans 
regulatory factors that promote germline methylation [45].

Allele-speciic methylation also involves germline-speciic timing of Dnmt3L expression. 
This protein lacks in vitro methyltransferase activity, but is required for de novo methylation 
by Dnmt3a [40,41]. Additionally, alternate germline-speciic promoters lead to differential 
Dnmt3L expression in oocytes and spermatocytes [46]. Oocytes express Dnmt3L for only 

TABLE 22.1 Known Germline DMRs and Their Locations 

DMR/location Locus

Maternal/intron Gnas (1A) Inpp5f Peg3

Gnas (Nespas/Gnasxl) Kcnq1 (KvDMR) Peg13

Grb10 Mcts2 Snrpn
Igf2r (Air) Nap1l5 U2af1-rs1
Impact Peg1 Zac1

Maternal/promoter Peg10 Slc38a4

Paternal/intergenic Dlk1-Gtl2 (IG-DMR) H19 Rasgrf1

Adapted from Ref. 45

Nesp

Nespas Gnasxl ex 1A

Gnas*M

P Gnas

FIGURE 22.2 
The Gnas imprinted domain (not drawn to scale), including the protein-coding transcripts (Nesp, Gnasxl, and Gnas) and 

noncoding transcripts (Nespas and 1A). Maternal (M) transcripts are indicated by arrows above the line, while paternal (P) 

transcripts are below the line. Arrowheads indicate the direction of transcription. Gnas shows maternal-specific expression in 

some tissues, as indicated by the asterisk (*). Two germline DMRs (black boxes) acquire maternal methylation imprints (black 

circles) in oocytes. Nesp transcription is believed to facilitate germline methylation, as indicated by dashed arrows. A somatic 

DMR (gray box), which covers the Nesp promoter, is methylated on the paternal allele after fertilization. Adapted from  

Ref.45.



357

CHAPTER 22 

Genomic Imprinting

a few days before ovulation, and primary methylation imprints are established during 
this short time frame [41]. On the other hand, Dnmt3L expression begins prenatally 
in embryonic prospermatogonia, and continues until a few days after birth; paternal-
speciic DMR methylation then persists in the male germline well into adulthood [47]. 
Because methylated cytosine residues spontaneously deaminate to thymine, the prolonged 
methylation time may explain why paternal DMRs tend to have far fewer CpGs than 
their maternal counterparts; moreover, this gradual sequence degeneration may explain 
why so few paternal DMRs have been identiied [reviewed in Ref. 48]. Coincidentally, 
retrotransposon silencing depends heavily on Dnmt3L in male germ cells [49] but to a 
lesser extent in the female germline [41,50]. Since paternal-speciic DMR methylation 
requires tandemly-repeated elements [42,43], the primary paternal imprint likely targets the 
retrotransposon-like nature of DMRs.

After the maternal and paternal genomes join during fertilization, the primary germline 
imprints persist while the rest of the zygotic genome is demethylated [reviewed in Ref. 51]. 
It is not entirely clear how these primary parental imprints survive this early embryonic 
demethylation; however, methyl-CpG-binding proteins (MBDs), which regulate transcription 
by binding methylated DNA and recruiting additional silencing factors [52], are required 
to maintain differential methylation of imprinted mouse genes in somatic cells [53]. The 
murine maintenance methyltransferase Dnmt1 is also pivotal for preserving parental 
methylation patterns during zygotic demethylation and subsequent somatic cell divisions 
[54]. PGC7/Stella and ZFP57 are additional factors that appear to protect imprinted DMRs 
from zygotic demethylation. PCG7/Stella is a nuclear protein that is highly expressed in both 
male and female primordial germ cells (PGCs); maternal-speciic expression of PCG7/Stella 
continues in the early embryo, and is essential for maintaining methylation at maternal 
DMRs [55]. ZFP57 is a Kruppel-associated box (KRAB) zinc inger protein that is expressed in 
oocytes and in certain somatic tissues; it is required for maternal imprint establishment (and 
for both maternal and paternal imprint maintenance) at some DMRs [56].

Many imprinted genes occur in clusters in the genome, which can be several megabases 
(Mb) in length and contain multiple differentially-expressed genes under the control of one 
or two DMRs. Such is the case with an approximately 3-Mb region on human chromosome 
15q11-13 that is implicated in Prader–Willi syndrome (PWS) and Angelman syndrome (AS)  
[reviewed in Ref. 57]. At least ive paternally expressed genes (MKRN3, MAGEL2, NDN, 
SNURF, and SNRPN) and two maternally expressed genes (UBE3A and ATP-10A) lie in this 
region (Fig. 22.3). On the homologous region on mouse chromosome 7c, Atp10a is not 
imprinted [58,59]; however, an additional paternally-expressed gene, Peg12/Frat3, lies distal 
to the Mkrn3/Magel2/Ndn cluster [60,61]. A bipartite ICR for this region was deined by 
observed microdeletions in PWS and AS patients; it encompasses the maternally-methylated 
SNURF/SNRPN promoter and a region 35 kb upstream that also has ICR function. Deletions 
in this upstream region (known as AS-IC) cause AS when maternally inherited, whereas 

SNURF/SNRPN, UBE3A-ASFrat3* MKRN3 MAGEL2

UBE3AM

P NDN

IC ATP10a

Atp10a†

FIGURE 22.3 
The PWS/AS imprinted domain on human 15q11-13 (not drawn to scale). Maternal transcripts are above the line; paternal 

transcripts are below the line. An additional paternal-specific gene, Peg12/Frat3, lies distal to Mkrn3 on mouse chromosome 

7c (*); however, murine Atp10a is not imprinted (†). The ICR near the SNURF/SNRPN promoter (PWS-IC, black box) is 

methylated in the female germline (black circle) and implicated in PWS. The upstream ICR (AS-IC, gray box) is implicated in 

Angelman syndrome, and facilitates germline methylation of PWS-IC (indicated by the curved dashed arrow). IC transcripts 

that arise from oocyte-specific alternate promoters may facilitate methylation of PWC-IC [64].
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deletions in the SNURF/SNRPN promoter (called PWS-IC) cause PWS when paternally 
inherited [reviewed in Ref. 62]. The upstream ICR is believed to help establish the primary 
maternal imprint on PWS-IC [reviewed in Ref. 63]. In mouse and human oocytes, alternative 
promoters upstream of AS-IC give rise to maternal-speciic IC transcripts that may facilitate 
PWS-IC methylation [64]. This is consistent with the hypothesis that maternal germline 
imprints are dependent on transcription [45].

The 5’ DMR of H19 is one of three known paternal germline DMRs (Table 22.1) and displays 
persistent paternal methylation in both mice [65] and humans [66]. It was initially identiied 
as an ICR when its deletion in mice abolished imprinting for both Igf2 and H19 [67]. CpG 
mutations that prevent methylation also disrupt imprinting in this region [68]. In humans, 
IGF2 overexpression is implicated in Wilms’ tumor and in the overgrowth disease Beckwith-
Wiedemann syndrome (BWS) [69]. Loss of imprinting (resulting in biallelic expression) is 
one of several known mechanisms that cause IGF2 overexpression [70,71]. Not surprisingly, 
many BWS or Wilms’ tumor cases involve mutations or deletions in the ICR [72–76]. 
Because IGF2 overexpression is a common denominator in carcinogenesis, it is  
also not surprising that ICR dysfunction has been noted in numerous cancers [reviewed in 
Refs 77,78].

METHYLATION AND GENOMIC IMPRINTING IN PLANTS AND INVERTEBRATES

Some plants and insects also use DNA methylation to achieve parent-speciic gene 
expression, albeit with several distinct features. In plants, the major role of methylation 
appears to be in maintaining differential expression [79,80], whereas the primary 
imprint is established by a DNA glycosylase rather than a de novo methyltransferase [81]. 
In mealybugs, parent-speciic genome silencing also involves differential methylation, 
though the heterochromatic paternal DNA is associated with hypomethylation rather than 
hypermethylation [82]. In Drosophila, parent-speciic genomic imprints appear to involve 
chromatin-modifying proteins rather than DNA methylation [83,84]. It was once believed 
that DNA methylation does not occur at all in Drosophila [85,86]; however, it is now known 
that methylation does in fact occur – though only at early stages of development at non-CpG 
dinucleotides (most often CpT and CpA) [87,88]. It remains unclear whether methylation 
is involved in Drosophila imprinting, yet homologs of Drosophila Polycomb group (PcG) 
proteins appear to coordinate differential methylation of imprinted genes in mice [89] 
and plants [reviewed in Ref. 90]. Another model organism, Caenorhabditis elegans, exhibits 
imprinted X chromosome inactivation [91] and also imprints exogenous transgenes [92], 
despite the long-held notion that C. elegans does not genomically imprint [93]. However, 
these parent-speciic effects in C. elegans apparently do not involve methylation, as attempts 
to detect 5-methylcytosine have failed [94]. Because the C. elegans genome is considerably 
less complex than higher eukaryotic genomes, constitutive silencing mechanisms such as 
DNA methylation are thought to be less critical [95].

Replication Timing

Asynchronous DNA replication is a curious hallmark of imprinted alleles and other 
monoallelically-expressed genes, including those on the active and inactive X chromosomes 
[5]; actively transcribed genes tend to replicate early, while late replication is characteristic 
of repressed genes and transcriptionally silent heterochromatin [reviewed in Ref. 96]. 
Differential methylation correlates with replication asynchrony on human chromosomal 
region 15q11-q13, which contains multiple imprinted genes and is associated with PWS and 
AS (see Fig. 22.3). This implies that replication and methylation are coordinately regulated 
[97]. While differential replication could simply be a consequence of genomic imprinting, 
there is some evidence that it may occur independently of methylation imprints and might 
even play a regulatory role. In some cases of aberrant human IGF2/H19 imprinting, loss 
of differential methylation does not disrupt asynchronous replication [98]. Moreover, 
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in mouse embryonic stem (ES) cells that lack de novo methylation machinery (Dnmt1 
and Dnmt3L), the Igf2/H19 locus continues to replicate asynchronously despite loss of 
imprinting [99]. On the other hand, methylation imprints may also be established at the 
Igf2/H19 locus without affecting replication timing [100]. Nonetheless, these results suggest 
that replication asynchrony does not necessarily occur secondary to genomic imprinting. Of 
note, asynchronous replication is reset during gametogenesis and maintained throughout 
zygotic development, which coincides temporally with imprint erasure, reestablishment, 
and maintenance [101]. Thus, a component of the primary epigenetic imprint may indeed 
involve replication timing; however, this remains uncertain.

Chromatin Modifications

Gene expression is not only affected by covalent DNA modiications such as methylation, 
but also by higher-order changes in chromatin structure that involve DNA-protein 
interactions. Conformational changes in chromatin (revealed by differential DNAseI 
hypersensitivity) may determine whether genes are accessible to transcription factors and 
other regulatory proteins [reviewed in Ref. 102]. Thus, differential modiications of key 
chromatin structures, such as core histones, are epigenetic events that can contribute to 
allele-speciic gene expression.

HISTONE MODIFICATIONS

Differential histone modiications occur in many examples of genomic imprinting, including 
paternal genome silencing/elimination in insects [reviewed in Ref. 103] and imprinted  
X chromosome inactivation in mammals [104]. Modiications (generally to the lysine residues 
in histone N-terminal tails) may result in either transcriptional activation or silence, and 
often coordinate with DNA methylation status [reviewed in Ref. 105]. Acetylation is a well-
known histone modiication that generally associates with active transcription; deacetylation 
may require DNA methylation, as certain methyl-CpG binding proteins (such as MECP2) 
can recruit histone deacetylases that repress transcription in mice [106] and frogs [107].

Methylation not only takes place on CpG residues of DNA, but also on lysine residues 
of histones; these may be either transcriptionally repressing or activating, depending on 
lysine position and level of methylation [reviewed in Ref. 108]. Methylation on lysine 9 of 
histone H3 (H3K9) is required for DNA methylation in Neurospora [109] and Arabidopsis 
[110]; it also coincides with methylation of pericentric heterochromatin [111] and the 
inactive X chromosome in mammals [reviewed in Ref. 108]. Differential H3K9 methylation 
corresponds with imprinting in the PWS/AS domain (see Fig. 22.3). In human cells, both 
H3K9 methylation and CpG methylation occur at the maternal PWS-IC [112]. In mouse 
ES cells, deleting the gene that encodes G9a (the H3K9 methyltransferase) reduces PWS-IC 
methylation and disrupts imprinting at the PWS/AC locus, suggesting that H3K9 methylation 
regulates allele-speciic ICR methylation [113].

While H3K9 methylation is associated with transcriptional repression, methylation of 
histone H3 lysine 4 (H3K4) is associated with transcriptional activation [reviewed in Ref. 
108]. On the unmethylated and transcriptionally active paternal PWS-IC (see Fig. 22.3), 
H3K4 is methylated and H3K9 is unmethylated [112]. H3K4 has also emerged as an 
important variable in primary imprint establishment. Dnmt3L, the critical cofactor of the  
de novo DNA methylase Dnmt3a [41], functions in part by binding H3 and recruiting Dnmt3a 
to DNA; this complex cannot occur with methylated H3K4, which essentially prevents 
de novo CpG methylation [114]. H3K4 demethylation by the lysine demethylase KDM1B, 
which is highly expressed during late oogenesis, is required for de novo methylation of some 
(but not all) maternal DMRs [115]. Because different maternal DMRs acquire methylation 
imprints at speciic stages of oocyte development [116], and only DMRs imprinted during 
late oogenesis are associated with H3K4 demethylation, KDM1B expression timing is  
likely to be a factor in maternal DMR speciicity [115]. At the three known paternal DMRs 
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(see Table 22.1), histone methylation may also direct primary imprint establishment. In 
sperm, H3K4 methylation occurs speciically at unmethylated maternal DMRs; in somatic 
tissues, the methylated paternal DMRs coincide with H3K9 and H4K20 methylation 
[117]. This concurs with the DNA/histone methylation patterns of the heterochromatin in 
pericentric satellite repeats [111]. Thus, histone methylation appears to be a critical precursor 
to primary imprinting of both maternal and paternal DMRs.

POLYCOMB AND TRITHORAX GROUP PROTEINS

Polycomb group (PcG) and trithorax group (TrxG) proteins, which have reciprocal functions in 
maintaining chromatin stability, may also regulate differential expression at imprinted regions. 
Both PcG and TrxG proteins were originally identiied as modiiers of Drosophila position 
effect variegation, but are now known to control gene expression in mammals and many other 
species [reviewed in Ref. 118]. In Drosophila, TrxG and Su(var) (suppressor of variegation) 
proteins mediate imprinting of the mini-X chromosome [119]. Drosophila PcG proteins are also 
able to recognize the murine Igf2/H19 ICR [120], and the mouse PcG protein Eed apparently 
mediates histone methylation and initiation of imprinted (but not random) X chromosome 
inactivation [104,121]. Murine Eed may also regulate autosomal imprinted loci, where it 
appears to modulate differential methylation of ICRs [89] and histones [122]. PcG proteins 
appear to coordinately regulate DNA and histone methylation to achieve tissue-speciic gene 
expression, as evidenced by the differential methylation patterns associated with tissue-speciic 
Grb10 imprinting [123]. Interestingly, genes that encode PcG proteins may themselves be 
imprinted; in mice, the PcG gene Sfmbt2 has paternal-speciic expression in extraembryonic 
tissues [124], and several PcG genes that control endosperm development are imprinted in 
Arabidopsis and maize [reviewed in Ref. 90].

Chromosomal Position Effects

When inserted into imprinted chromosomal regions, transgenes acquire allele-speciic 
methylation patterns that are determined by the transmitting parent [32,33]. This 
phenomenon bears resemblance to Drosophila position effect variegation, in which gene 
expression patterns may change upon transposition to other chromosomal locations – either 
by juxtaposition to enhancing elements, or insertion into heterochromatic DNA [reviewed 
in Ref. 125]. Thus, it has been proposed that position effects, similar to those observed in 
Drosophila variegation, may occur at imprinted domains. In this model, primary imprints 
established at ICRs lead to secondary methylation and heterochromatization, which can in 
turn spread to surrounding regions and silence distant genes [126]. In Drosophila, classical 
modiiers of position-effect variegation (such as chemicals and PcG proteins) mediate 
paternal-speciic silencing of three closely linked genes on a mini-X chromosome [84,119]. 
The site of the primary imprint is a cis regulatory ICR; its effects extend to silence a distal 
gene within a 1.2-Mb region, as well as the entire 1.5-Mb mini-X chromosome, which is 
distinguished by reduced transcription and late replication [126]. Imprinting of a novel 
gene in the mouse PWS/AS cluster, Peg12/Frat3 (Fig. 22.3), is believed to be a product of 
analogous position effects; this gene lacks a human homolog, and was likely retrotransposed 
during species divergence into the mouse PWS/AS locus, where it acquired the imprinted 
status of the surrounding genes [60,61]. Interestingly, ICRs themselves remain faithfully 
imprinted when inserted into non-imprinted regions, and can imprint hybrid transgenes 
[127,128]. Even more remarkably, mammalian ICRs function as silencers in Drosophila; 
although imprinting is not established, this demonstrates that genomic imprinting involves 
highly conserved silencing mechanisms [129,130].

Chromatin Insulators

Chromatin insulators establish boundaries between different DNA regulatory domains, and 
demarcate transcriptionally inactive heterochromatin from euchromatin that is conducive 
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to transcription. Thus, insulators can protect against chromosomal positional effects and 
cis regulatory elements such as enhancing and silencing elements [reviewed in Ref. 131]. 
Insulators feature at several imprinted domains, most notably at the Igf2/H19 locus (Fig. 
22.4), which has become a paradigm of imprinted gene regulation. The ICR between 
Igf2 and H19 contains binding sites for CCCTC binding factor (CTCF), a multifunctional 
transcription factor; at the Igf2/H19 locus, CTCF acts as a methylation-sensitive insulator 
protein that dictates whether a shared downstream enhancer can activate either promoter 
[132,133]. On the maternal chromosome, CTCF binds the ICR and forms a chromatin 
barrier between Igf2 and the downstream enhancer, resulting in Igf2 silence and H19 
expression. On the paternal chromosome, methylation of the ICR prevents CTCF binding –  
thus allowing the enhancer to activate the Igf2 promoter (Fig. 22.4). This likely occurs 
through CTCF-mediated chromatin arrangements, that allow the enhancer to differentially 
activate the Igf2 and H19 promoters [134]. ICR methylation then leads to secondary H19 
methylation and transcriptional repression on the paternal allele [135].

Chromatin insulators have been proposed to regulate several other imprinted domains. At 
the Xist/Tsix locus, the identiication of functional CTCF binding sites [136,137] has led to 
a similar model for X chromosome inactivation (Fig. 22.5). The ICR for this region exhibits 
differential methylation [138] and bidirectional promoter activity [139]; it is also part of a 
bipartite enhancer that is believed to activate Tsix expression on the active X chromosome 
[140,141]. CTCF also binds at the ICRs of several other imprinted loci [142], and is strongly 
correlated with imprinting in cross-species comparisons [143]. Another multifunctional 

Igf2

H19M

P

CTCF

FIGURE 22.4 
The insulator model of genomic imprinting at the Igf2/H19 locus. This region (not drawn to scale) contains a downstream 

enhancer (gray oval) that may activate either Igf2 or H19 (curved dashed arrows), likely by chromatin looping events that allow 

the enhancer to contact either promoter [134]. The intergenic ICR (black box) is one of three known paternal germline DMRs 

(Table 22.1). When this DMR is paternally methylated (black circle), the enhancer activates Igf2 expression on that allele, as 

indicated by the curved dashed arrow. The paternal H19 promoter is then silenced by secondary methylation (gray box with 

black circle). On the maternal allele, the unmethylated DMR binds CTCF, which prevents the enhancer from accessing Igf2. 

The downstream enhancer thus activates maternal-specific H19 expression (dashed curved arrow).

Xist

TsixM

P

CTCF(Xi)

(Xi)

FIGURE 22.5 
The Xist/Tsix region (not drawn to scale), which controls both random and imprinted X chromosome inactivation. The Xist 

ncRNA mediates silencing of the inactive X chromosome (Xi), and is antagonized by the Tsix antisense ncRNA on the active 

X chromosome (Xa) [reviewed in Ref. 152]. The ICR for this region exhibits paternal-specific methylation (black circles) and 

contains multiple CTCF binding sites; it also shows bidirectional promoter activity (arrows). The ICR and a downstream element 

(gray oval) both have enhancing activity on the Tsix promoter (dashed curved arrows). The Tsix promoter is believed to acquire 

biallelic methylation (gray box) as a secondary event after X inactivation takes place [138].
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transcription factor, yin yang 1 (YY1), similarly functions as a methylation-sensitive insulator 
that mediates parent-speciic expression at several imprinted loci [144–146]. Interestingly, 
YY1 associates with CTCF through protein-protein interactions and serves as a cofactor in 
X chromosome inactivation; because both proteins are ubiquitously expressed, they are 
hypothesized to alternately regulate (or co-regulate) developmentally or tissue-speciic 
imprinting [147].

Noncoding RNAs

While only a fraction of the mammalian genome is actively transcribed in differentiated cells 
[148], much of the transcriptional activity produces non-coding RNAs (ncRNAs) [reviewed 
in Ref. 149]. Several of these ncRNAs – ranging from ，21 nucleotides to several kilobases in 
length – are now known to serve regulatory functions [reviewed in Refs150,151]. Perhaps the 
most well known ncRNA in mammalian gene regulation is Xist, which mediates long-range 
silencing of the X chromosome to achieve dosage compensation [reviewed in Ref. 152]. 
Many imprinted loci studied to date contain ncRNAs [reviewed in Ref. 153], which form the 
basis of another genomic imprinting paradigm.

The maternally-expressed Igf2r was the irst of three imprinted mouse genes identiied 
in 1991 [7]. It encodes a receptor for the Igf2 protein, and primarily serves as a negative 
regulator by internalizing Igf2 and targeting it for degradation [reviewed in Ref. 154]. The 
Igf2r domain includes several nonimprinted genes (Slc22a1, Mas1, and Plg), two additional 
maternally-expressed genes (Slc22a2 and Slc22a3), and a single paternally-expressed gene 
that encodes the antisense Igf2r RNA (Air) (Fig. 22.6). The irst intron of the Igf2r gene 
contains a DMR that coordinates the maternal-speciic expression of Igf2r [128], Slc22a2, and 
Slc22a3 [155]. Air transcription originates within this DMR, and proceeds in an antisense 
orientation to Igf2r [156]. When Air transcription is prematurely terminated, the remaining 
promoter retains its imprint; however, all of the paternally-silenced genes (Igf2r, Slc22a2, 

AirPlg

Slc22a3 Mas1M

P Slc22a1

Plg Slc22a2 Slc22a1 Igf2r

Mas1

FIGURE 22.6 
The Igf2r/Air region (not drawn to scale), which demonstrates ncRNA-dependent imprinting. Maternally expressed genes 

(Slc22a2 and Slc22a3) are represented by solid arrows above the line, and the single paternally expressed antisense Igf2r 

RNA (Air) is indicated below the line. Biallelic genes (Plg, Slc22a2, and Mas1) are also shown. The DMR for this region resides 

in the first intron of the Igf2r gene, and is methylated on the maternal allele (black circle); it also serves as the origin of Air 

transcription on the paternal allele. The Air ncRNA overlaps the reciprocally imprinted Igf2r, and also mediates silencing at 

Slc22a2 and Slc22a3 [157]. The Air transcript overlaps (but does not silence) Mas1 [156].

Kcnq1ot1

Phlda2 Ascl2M

P

Osbpl5 Slc22a18 Cdkn1c Kcnq1 Cd81Tssc4

CTCF

FIGURE 22.7 
The Kcnq1 locus (not drawn to scale) contains several maternally expressed genes (indicated above the line); a single 

paternally expressed Kcnq1ot1 ncRNA is transcribed antisense to the Kcnq1. The ICR lies within a Kcnq1 intron and is 

methylated on the maternal allele; on the paternal allele, the unmethylated ICR binds CTCF and also serves as the origin of 

Kcnq1ot1 transcription. While the Kcnq1ot1 ncRNA is required to imprint the maternally expressed genes [159], CTCF has 

been proposed to regulate imprinting of Cdkn1c in some tissues [161].
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and Slc22a3) become active, which indicates that the full-length Air transcript is required to 
silence the maternal-speciic genes in this region [157].

The Kcnq1 locus also supports an ncRNA-dependent model of genomic imprinting. It 
contains several maternally expressed genes and one paternally expressed ncRNA, Kcnq1ot1, 
which is transcribed antisense to the Kcnq1 potassium channel gene (Fig. 22.7). The ICR for 
this domain, which is also the origin of Kcnq1ot1 transcription, lies within a Kcnq1 intron 
(Table 22.1) and is methylated on the maternal allele [158]. Premature termination of the 
Kcnq1ot1 ncRNA disrupts imprinting in the locus, but the truncated Kcnq1ot1 retains its 
imprint [159]. This is consistent with the observations at the Igf2r-Air locus [157].

Interestingly, the Kcnq1 locus may also utilize the insulator model of genomic imprinting, 
as the unmethylated paternal ICR not only serves as the origin of Kcnq1ot1 transcription but 
also binds CTCF [160]. Truncating Kcnq1ot1 transcription does not affect Cdkn1c imprinting 
in some tissues, which implicates ncRNA-independent mechanisms that are perhaps 
mediated by CTCF [161]. Likewise, the Igf2/H19 domain (Fig. 22.4), which is believed to 
follow a strict CTCF-dependent insulator model [162], may also use multiple imprinting 
mechanisms – some of which may require the H19 ncRNA. In a targeted disruption of the 
H19 transcriptional unit, the DNA cassette inserted in its place becomes imprinted – yet Igf2 
becomes biallelic; this indicates that full-length H19 is required for imprinting Igf2 [163], 
though its precise function remains unclear.

These ncRNAs are distinct from the protein-coding transcripts that contribute to maternal 
germline imprints [45], and the antisense orientations of Air and Kcnq1ot1 evoke a possible 
dsRNA-based mechanism for silencing Igf2r and Kcnq1, respectively. This model would 
emulate RNAi, a system that likely evolved to silence transposable elements, viral DNAs, 
and other parasitic nucleic acids [reviewed in Ref. 150]. However, these antisense ncRNAs 
do not overlap all oppositely imprinted genes in their domains; moreover, non-imprinted 
genes may be overlapped, such as Mas1 in the Igf2r/Air locus [156]. These observations argue 
against the likelihood of a homology-dependent silencing mechanism.

Imprinted silencing by ncRNAs may be similar to Xist-mediated X chromosome inactivation. 
In this scenario, transcripts coat the DNA and recruit chromatin modifying proteins and 
silencing factors [reviewed in Ref. 152]. Consistent with this hypothesis, Kcnq1ot1 associates 
with the PcG proteins at the chromatin level [164], and both Air and Kcnq1ot1 recruit 
repressive histone methyltransferases to their target promoters – an effect that requires the 
full-length ncRNAs [165,166]. The silent genes in both the Kcnq1 and Igf2r loci also become 
contracted into repressive nuclear compartments that exclude RNA polymerase II [164], 
which mirrors the transcriptionally silent nuclear compartment formed by the repressive Xist 
RNA [167]. Thus, imprinted silencing by ncRNA has been proposed to be mechanistically 
similar to Xist-mediated gene silencing [164].

However, there is some indication that Xist antagonism by the complementary Tsix does 
involve RNAi, whereas RNAi does not appear to be suficient for silencing at the Kcnq1 locus. 
The Xist and Tsix ncRNAs have been shown to form double-stranded duplexes processed by 
Dicer, a central protein in the RNAi pathway [168]. Though this study showed that Dicer 
deiciency abolishes Tsix-dependent Xist repression, other studies have shown Dicer-deicient 
ES cells to have normal Xist expression patterns and X chromosome inactivation [169,170]. 
Likewise, abolishing Dicer function does not affect Kcnq1ot1-mediated gene silencing, which 
suggests that RNAi pathways are not involved [171]. Interestingly, in the Dicer-deicient 
embryos that exhibit normal Xist expression, the Xist promoter is hypomethylated –  
suggesting that Dicer affects promoter methylation indirectly by regulating Dnmt3a [170], 
the de novo methylase involved in primary imprint establishment [40]. These studies 
demonstrate an interesting intersection of various epigenetic mechanisms, which may all 
contribute to genomic imprinting.
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Transposable Elements

As evidenced by the incorporation of Peg12/Frat3 into the murine PWS/AS domain 
(Fig. 22.3), previously non-imprinted genes may acquire allele-speciic expression when 
transposed next to other imprinted genes [60,61]. However, there is increasing evidence that 
transposition not only adds genes to existing imprinted domains, but may also establish 
genomic imprinting de novo. This is conceptually similar to position effect variegation 
in Drosophila, in which genes are silenced when placed adjacent to heterochromatin 
[reviewed in Ref. 125]. Interestingly, genomic imprinting in Drosophila is usually conined 
to heterochromatin [reviewed in Ref. 172], which is characterized by repetitive sequences 
and transposable elements [reviewed in Ref. 173]. Due to its ability to silence genes by 
juxtaposition and its correlation with genomic imprinting in Drosophila, heterochromatin has 
been hypothesized to establish imprinted domains when transposed to euchromatin [172].

The concept of transposable “controlling elements” originated with Barbara McClintock’s 
seminal discovery of transposons in maize [174], and transposable elements are now 
believed to serve major regulatory functions in genomic imprinting. Retrotransposons, which 
are transposons that replicate via RNA intermediates, are especially abundant in eukaryotes; 
much of the eukaryotic 5-methylcytosine is targeted to these elements [reviewed in Ref. 31]. 
In plants, transposable elements are differentially methylated and maintained by DDM1 
[175], a homolog of the yeast SWI2/SNF2 chromatin-remodeling complex [176]. Differential 
methylation of the imprinted Arabidopsis FWA promoter is targeted to a retrotransposon-
derived SINE element, which in itself is suficient for imprinted silencing of FWA [177]. This 
SINE element of FWA also corresponds to small interfering RNAs (siRNAs), which supports a 
role for RNAi in genomic imprinting in plants [175].

Retrotransposons compose about 50% of the human genome [reviewed in Ref. 178], 
which also contains several hundred coding sequences for reverse transcriptases that 
facilitate retrotransposon replication [31]. While mammalian imprinted domains tend to 
have an overall lower frequency of retrotransposon-derived SINEs [143,179], DMRs and 
ICRs themselves are highly enriched with repeats [35–37], which may be remnants of 
transposition. Indeed, the repeat-rich ICR of the Xist/Tsix locus (Fig. 22.5) bears a striking 
resemblance to the ERV family of endogenous retrovirus-like transposons [139]. Known 
paternal DMRs are also correlated with tandemly repeated sequences [42,43], which are 
likely to be vestiges of retrotransposons that are targeted for allele-speciic methylation by 
Dnmt3L [49].

Retrotransposons have been shown to act as novel promoters [180], which may also be 
imprinted. In mice, a retrotransposon inserted upstream of the agouti gene drives ectopic 
expression in a parent-speciic manner [181,182]. Several imprinted retrotransposons 
have been found within introns, which are sometimes called “microimprinted” domains; 
these may serve as maternal germline DMRs that give rise to paternal-speciic transcripts 
on the opposite allele [183]. Retrotransposons also serve as oocyte-speciic promoters, 
which produce abundant transcripts (over 10% of the mRNA pool) that persist into 
the early embryo [184]. It has been proposed that transcripts from oocyte-speciic 
alternative promoters facilitate maternal DMR methylation [45]; given the abundance of 
retrotransposon-derived transcripts in the oocyte [184], it is very likely that these alternative 
promoters are of retrotransposon origin.

ON THE ORIGIN OF GENOMIC IMPRINTING

The underlying mechanisms of genomic imprinting – such as DNA methylation, chromatin 
modiication, and ncRNAs – are well conserved across diverse taxa and may theoretically be 
traced to common origins. It is likely that diverging species independently recruited these 
mechanisms, and evolved modes of imprinting that fundamentally differ while retaining 
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striking similarities. For example, entire chromosomes are often silenced or eliminated 
in insects [reviewed in Refs 25,185] whereas in mammals (with the exception of the X 
chromosome), imprinting generally targets discrete loci [14]. However, when transgenically 
introduced into Drosophila DNA, mammalian ICRs can silence neighboring genes [129,130], 
which demonstrates remarkable mechanistic conservation. The most highly conserved 
silencing mechanism (at least among higher eukaryotes) is methylation, which is  
used by both animals and plants to maintain differential gene expression [reviewed in  
Ref. 186]. In mammals, de novo methylases establish primary imprints [reviewed in Ref. 
187]; in contrast, imprinted alleles in plants are selectively activated from a default silent 
state by DNA glycosylases [81]. Yet in both phyla, imprinted genes feature prominently in 
tissues that support embryonic development – such as the mammalian placenta and the seed 
endosperm of lowering plants [reviewed in Ref. 186]. Selective forces in these tissues form 
the basis of prominent evolutionary models of genomic imprinting.

Though ongoing research is steadily increasing our understanding of genomic imprinting, 
the phenomenon remains puzzling in many ways. Opinions differ as to how genomic 
imprinting originated, how parent-speciic expression is selected, why imprinting affects only 
some genes, and why only certain taxa exhibit genomic imprinting. As expected, the ield 
is rife with theories and models – the most prominent of which consider the phylogenetic 
distribution of genomic imprinting in vertebrates. The Igf2 gene is of particular interest 
because it is well conserved among vertebrates but not universally imprinted [reviewed in 
Refs 188,189]; thus, studies have examined Igf2 in various vertebrate classes [2,19,143, 
190–194] in an effort to pinpoint the evolutionary origin of genomic imprinting. Only 
mammals in the subclass Theria, which includes metatherians (marsupials) and eutherians 
(mice, humans, and most other contemporary mammals), are known to genomically 
imprint; therefore, established theories are largely based on both physiological and genomic 
differences between therian and prototherian (monotreme) mammals [reviewed in Ref. 195].

According to philosophical tradition, scientiic theories may be classiied as organismic, 
mechanistic, or reductionist [196]. Organismic theories center on interactions between 
individual organisms; in terms of genomic imprinting, these interactions may favor allele-
speciic expression, rather than biallelic or stochastic (random) monoallelic expression, 
for certain genes. These models consider the physiological functions of imprinted genes, 
and attribute their parent-speciic expression to genetic conlicts or co-adaptive interactions 
within populations. In contrast, mechanistic models focus mainly on the fundamental 
processes of genomic imprinting, such as silencing mechanisms that target certain genomic 
elements. According to the established mechanistic theories, genomic imprinting evolved 
from host defense mechanisms against invasive genetic elements, which relect increasing 
genome complexity. Finally, reductionist theories dissect complex systems into interactions 
between individual parts; in the case of genomic imprinting, this may focus on the 
interaction between two alleles. Reductionist theories of genomic imprinting examine the 
possible beneits of monoallelic gene expression in diploid organisms. Various organismic, 
mechanistic, and reductionist theories have been presented as opposing viewpoints; 
however, they address different levels of hierarchy in imprinted gene regulation, and may 
actually form complementary models of genomic imprinting.

Organismic Models of Genomic Imprinting

The majority of known imprinted genes have established roles in growth, metabolism, or 
behavior during mammalian development [reviewed in Refs 188,189]. Because resources 
must be carefully allocated between the mother, offspring, and siblings during this time, 
it has been proposed that competition for resources imposes selective pressure on these 
genes. Prominent evolutionary models of genomic imprinting are based on these organismic 
interactions between related individuals. The parent–offspring conflict theory was originally 
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formulated by Trivers [197], before imprinted genes were characterized, and proposed that 
genes (such as those governing altruistic behavior and maternal instinct) would be positively 
or negatively selected to optimize resource allocation during maternal care. A variation on 
this concept, known as the kinship theory, includes adaptations driven by additional familial 
or social interactions – such as in litters or social insects [24]. Thus, these selective pressures 
optimize survival not just for individuals, but also for populations. After the discovery 
of genomic imprinting, genes were increasingly viewed as modular alleles as opposed 
to singular units; thus, these concepts were adopted by Haig to explain parent-speciic 
monoallelic expression in angiosperm (lowering) plants [198] and mammals [199].

Therian mammals are distinguished from the extant egg-laying prototherians by viviparity 
(live birth) and the presence of a highly-developed placenta, which is the site of nutrient 
transfer between mother and fetus [reviewed in Ref. 200]. Therefore, many organismic 
models of genomic imprinting correlate the known functions of imprinted genes with 
prolonged gestation and postnatal care. The parent–offspring conlict theory proposes that 
growth-promoting genes, such as Igf2, favor paternal expression – particularly in the  
placenta – to maximize resource transfer to the embryo, which represents the paternal 
genetic contribution; in contrast, maternal expression of growth-suppressing genes (such 
as H19 and Igf2r, which both negatively regulate Igf2) would optimize maternal health 
[reviewed in Ref. 188]. Imprinted genes are not only common in the placenta but also in 
the brain [reviewed in Ref. 201], where they may contribute to cognitive processes [202], 
postnatal adaptation to feeding and novel environments [203,204], and other neurological 
processes that may also be relevant to parent-offspring interactions.

Because imprinted genes were irst identiied based on developmental phenotypes, this may 
have created a sampling bias for genes involved in embryonic or postnatal development; 
thus, it is not surprising that most imprinted genes conform to the parent-offspring conlict 
theory. However, not all imprinted expression patterns are so easily predicted by this 
theory. Mash2, a gene required for trophoblast development in mice [205], is a notable 
example [reviewed in Ref. 206]. The trophoblast is one of the more critical placental tissues 
for embryonic growth, as it promotes nutrient transfer to the embryo [207]. The conlict 
theory predicts a paternal expression pattern, yet Mash2 is biallelic in the early embryo 
then maternally expressed by 8.5 days past coitum [208]. Complex trophoblast-mediated 
processes involving placental hormones may justify this paradoxical expression pattern 
[reviewed in Ref. 206]. Imprinted genes, such as Rasgrf1, may also indirectly control growth 
by regulating non-imprinted growth factors such as insulin-like growth factor I (Igf1) 
[209]. Other genes may display complex imprinting patterns that manifest more strongly 
in adulthood, after maternal contribution has ceased [210]; these expression patterns may 
not be obviously consistent with the simple parent-offspring conlict theory, but the more 
intricate aspects of the kinship theory may apply.

In social animals, survival is not restricted to maternal-offspring conlict, but also involves 
interactions between related individuals and other members of society [reviewed in Refs 
206,211]. Hence, the more inclusive kinship theory may apply to imprinted genes without 
obvious relevance to simple maternal-offspring conlict. For animals that group together for 
warmth, such as emperor penguins and species with large litters, this might include genes 
that govern “huddling” behavior in addition to metabolic processes, such as thermogenesis 
[reviewed in Ref. 212]. Furthermore, parental investment in higher mammals is not limited 
to perinatal development, but includes courtship and mating; these complex interactions 
may explain why some genes that affect sexual behavior may also be imprinted. One such 
gene is the paternally expressed Peg3, which not only regulates suckling behavior in mouse 
pups but also olfactory-dependent maternal instincts (such as licking and grooming of 
pups) and male sexual behavior [213–216]. Because Peg3 is involved in complex co-adaptive 
interactions that are beyond the scope of maternal–offspring conlict, the kinship theory 
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has been challenged with the co-adaptation theory [217,218]. The co-adaptation theory has 
also been proposed for unexpected patterns of imprinted expression, such as the apparent 
preponderance of maternally-expressed genes [219]. However, since the kinship theory is 
not limited to maternal–offspring interactions but involves all interactions between related 
individuals [206], the co-adaptation theory may not be that dissimilar to the kinship theory.

Theories based on organismic interactions also predict genomic imprinting to occur in 
species that make signiicant maternal contributions to their young during gestation 
and postnatal development, such as the placental (therian) mammals. Indeed, genomic 
imprinting is characteristic of viviparous therian mammals [reviewed in Ref. 200] and 
apparently lacking in egg-laying (oviparous) animals, including monotreme mammals [191] 
and birds [19]. However, viviparity is also characteristic of certain placental ish and reptiles 
[reviewed in Ref. 220], which so far have not been associated with genomic imprinting 
[reviewed in Refs 188,189]. Comparative analyses in teleost ishes (which include both 
oviparous and viviparous species) have linked placental development with positive selection 
at the Igf2 locus, which supports the notion that genomic imprinting is coincident with 
placental evolution [192]. However, the apparent lack of genomic imprinting in monotreme 
mammals – which have primordial placentas yet lay eggs – suggests that a stronger link may 
exist between genomic imprinting and viviparity [reviewed in Ref. 200].

Oviparity has also been linked to primordial imprinting mechanisms. Orthologs to imprinted 
mammalian genes (complete with CpG islands) occur in many egg-laying ish, such as 
zebraish [221], puffer ish [222,223], and goldish [194]; however, conservation is rather poor 
in terms of synteny (chromosomal position) [190,222] and differential methylation [194,223]. 
The biallelic methylation patterns in ish orthologs may be explained in part by Dnmt3L, the 
cofactor in primary imprint establishment in mouse [41]. Dnmt3L is conserved among therian 
mammals [224] but lacking in animals that do not genomically imprint, such as monotremes 
[225], ish, and birds [224]. Interestingly, though zebraish lack Dnmt3L, they can differentially 
methylate exogenous transgenes according to parent of origin [226]. Furthermore, the CpG 
island near the goldish Igf2 gene is hypermethylated in goldish sperm but not in eggs; this 
mirrors the methylation patterns of mammalian orthologs, though differential methylation is 
not maintained zygotically in goldish [194]. Together with the reduced viability of uniparental 
zebraish [227] and goldish [228], both of which are oviparous, these data suggest that a 
primordial form of genomic imprinting exists in ish – and is not strongly correlated with 
viviparity or placentation. In addition to ish, other invertebrate genomes (such as chicken and 
frog) contain orthologous arrays with varying degrees of synteny with mammalian imprinted 
loci; this suggests that primordial imprinting mechanisms existed in a common vertebrate 
ancestor prior to mammalian divergence [190].

Mechanistic Models of Genomic Imprinting

It is important to note that the organismic conlict-based theories seek to explain the parent-
speciic expression patterns of imprinted genes, as well as to justify their natural selection 
during evolution; they do not explain how or why the mechanisms of genomic imprinting 
arose. This aspect of the kinship theory is sometimes interpreted as a weakness. However, the 
kinship theory assumes preexisting mechanisms and proposes selective pressures to impart 
allele speciicity on these mechanisms; it does not actually attempt to explain their origins 
[206]. Mechanistic models of genomic imprinting address these fundamental processes.

One such model proposes that genomic imprinting evolved from a primitive host-defense 
mechanism [229,230]. In many species, this manifests as methylation and silencing of foreign 
nucleic acids, endogenous transposed DNAs, and repetitive elements [229]. Unlike conlict-
based theories, the host defense hypothesis does not consider the biological functions of 
imprinted genes or species-speciic reproductive features. Rather, it correlates imprinting with 
distinguishing genomic features and mammalian divergence [reviewed in Ref. 195].
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Molecular and genomic evidence for this hypothesis again centers on Dnmt3L. This 
component of the de novo methylation machinery not only establishes germline-speciic 
imprints in mammals [41], but also silences retrotransposons and repetitive DNA sequences 
[49]. Cross-species genome comparisons also support the link between retrotransposon 
silencing and imprinting, as Dnmt3L is present in therian mammals [224] but lacking in 
monotremes, ish, and birds [224,225]. Interestingly, most de novo methyltransferases are 
highly conserved between mice and humans (at least 80% identical), yet the Dnmt3L protein 
sequence is highly divergent (，60% identical); this rapid rate of evolution is consistent  
with a role in host defense [231].

Recent comparative genome analyses also support the notion that genomic imprinting is 
an incarnation of a primordial host defense mechanism against retrotransposons. Paternally 
expressed 10 (Peg10) belongs to the sushi class of retrotransposon-derived genes that have lost 
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the ability to transpose in mammals, which presents a link between genomic imprinting and 
retrotransposon silencing [232,233]. Peg10 and the neighboring sarcoglycan epsilon (Sgce) 
gene are imprinted with paternal-speciic expression in eutherians (mice and humans); 
however, the Peg10 gene is conspicuously absent in the non-imprinted homologous region 
in platypus (Fig. 22.8), which correlates its retrotransposition into the therian genome 
with genomic imprinting [234]. Moreover, Peg10 is imprinted in a marsupial (the tammar 
wallaby) but Scge is not (Fig. 22.8). This suggests that Peg10 acquired differential methylation 
and primordial imprinting upon retrotransposition [234]. Compared to imprinted domains 
in therians, orthologous monotreme regions also have fewer repeat elements; thus, genomic 
imprinting coincides evolutionarily with retrotransposition and the accumulation of 
repetitive sequences in therian genomes [235].

The genomic evidence strongly correlates imprinting with increased retrotransposition 
during therian divergence. This implicates a host-defense origin for genomic imprinting 
mechanisms, yet does not address why certain alleles are preferentially expressed based on 
parent of origin. This may be better resolved with organismic models, such as the kinship 
theory; however, the host defense hypothesis may also provide underlying mechanisms 
for allele-speciic silencing. The primary imprint in the male germline requires repeat 
elements in paternal DMRs [42,43] and is coincident with retrotransposon silencing by 
Dnmt3L [49]; thus, it is possible that Dnmt3L expression in the male germline targets the 
retrotransposon-like characteristics of DMRs. Conversely, maternal germline imprints appear 
to require transcription from oocyte-speciic alternative promoters [45], which may also 
be of retrotransposon origin. This is supported by the regulatory role of retrotransposons 
in oocyte-speciic transcription [184]. Since Dnmt3L-mediated retrotransposon silencing 
appears to be limited to the male germline [50], this may explain the abundance of 
retrotransposon-derived transcripts in the oocyte. Nonetheless, it remains unanswered why 
genes should be monoallelically expressed at all – whether they are silenced randomly or 
in a parent-dependent fashion. This question is addressed with reductionist theories of 
genomic imprinting.

Reductionist Models of Genomic Imprinting

Considering the purported genetic advantages of diploidy [1], it is perplexing for autosomal 
genes to be hemizygous – or expressed from just one allele – in diploid organisms. 
Reductionist theories of genomic imprinting address this paradoxical nature of genomic 
imprinting. These hypotheses not only apply to imprinted genes, which number around 
125 according to several online databases (Table 22.2), but also to autosomal genes that are 
subject to stochastic (random) monoallelic expression. This includes genes in the immune 
and odorant systems that are randomly silenced via allelic exclusion [reviewed in Refs 
96,236,237], as opposed to genes on the X chromosome that are silenced to achieve dosage 
compensation. Random monoallelic expression is a widespread phenomenon; according to 
a recent genome survey, 5–10% of autosomal genes – or well over 1000 – may be randomly 
expressed from only one allele at any given time [238]. While genomic imprints are set 
in the germline, random monoallelic expression is a zygotic process; however, similar 
mechanisms are used in either imprinted or random allelic silencing, which suggests that the 
two processes are related [reviewed in Ref. 96]. The prevalence of monoallelic expression – 
imprinted or random – implies that it may serve some sort of evolutionary purpose.

It is generally agreed that hemizygosity increases the evolvability of a particular locus, 
and hence the adaptability of the overall population [217,239,240]. Because diploidy 
may mask both deleterious and beneicial mutations, functional haploidy may quickly 
eliminate undesirable recessive traits while simultaneously promoting beneicial 
mutations. In complex multicellular organisms, monoallelic expression of multiple loci 
may combinatorially increase phenotypic variability and facilitate adaptive responses. 
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This is plainly illustrated by the broad range of highly speciic receptors generated via 
allelic exclusion in the immune and olfactory systems [reviewed in Ref. 241]. Monoallelic 
expression is even characteristic of Drosophila odorant receptor genes, which are unrelated 
to vertebrate olfactory genes [reviewed in Ref. 242]. Thus, monoallelic expression is 
fundamental to adaptive processes, and may in fact be evolutionarily advantageous.

Because hemizygosity is so widespread, one might speculate that it relects the economic 
costs associated with maintaining diploid genomes. Heterozygosity may be genetically 
advantageous; however, for a multicellular organism, the beneits of diploidy must outweigh 
the costs of replicating or expressing two copies of a locus in every single cell. An analogy 
can be made using one of the simplest model organisms, the bacterium Escherichia coli. It is 
a widely known fact that E. coli cultures only retain plasmids if they confer some selective 
advantage, such as antibiotic resistance; if there is no selective pressure, then cells without 
plasmids are at a growth advantage because they do not expend resources replicating 
extraneous plasmid DNA [243]. More primitive forms of genomic imprinting, such as 
paternal genome elimination in mealybugs and fungus gnats [reviewed in Refs 25,185], 
might illustrate this extraneous nature of duplicate genomes. In higher eukaryotes, the need 
to repress superluous DNA is demonstrated by the targeted methylation and silencing 
of duplicated genes [244,245]. Gene silencing is also a fundamental property of complex 
multicellular organisms [95], and it is estimated that less than 10% of mammalian genes are 
transcribed at any given time in differentiated cell lineages [148]. Thus, it should not come as 
a surprise that monoallelic silencing is a widespread phenomenon. In the most basic model 
of genomic imprinting, monoallelic expression may simply represent an economical means 
of maintaining a diploid genome. Whatever the rationale, monoallelic expression may be 
subject to additional selective pressures that determine random or allele-speciic silence.

One common limitation of reductionism is that it may not adequately accommodate 
complex systems or concepts [246]. Indeed, neither the mechanistic nor reductionist 
models presented here can fully account for the parent-speciic expression that is central to 
genomic imprinting, which is best explained by the organismic kinship theory. Nonetheless, 
the mechanistic theories provide insight into the origin of genomic imprinting processes, 
and, as with many reductionist theories, those presented here may serve to facilitate the 
understanding of this complex phenomenon. Most importantly, none of these theories are 
mutually exclusive, and may serve complementary functions in deciphering the complex 
phenomenon of genomic imprinting.

CONCLUSION

Genomic imprinting was once perceived as a bizarre characteristic of plants, insects, and a 
handful of mammalian genes; it has since become the focus of intensive research, which 

TABLE 22.2 Select Online Databases of Imprinted Genes

Database Taxonomic Group(s)

Brain Imprinted Source Tables | Cardiff University Mouse (brain)
http://www.bgg.cf.ac.uk/imprinted_tables

Catalog of Parent of Origin Effects | Otago University
http://igc.otago.ac.nz

Human, mouse, rat, cow, pig, 
sheep, marsupial, monotreme

Geneimprint | Duke University 
http://www.geneimprint.com

Human, mouse, rat

Genomic Imprinting | MRC Harwell Mouse
http://www.har.mrc.ac.uk/research/genomic_imprinting

WAMIDEX | King’s College London Mouse
https://atlas.genetics.kcl.ac.uk/atlas.php

www.bgg.cf.ac.uk/imprinted_tables
www.geneimprint.com
www.har.mrc.ac.uk/research/genomic_imprinting
http://igc.otago.ac.nz
https://atlas.genetics.kcl.ac.uk/atlas.php
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has produced numerous implications for development, disease, and evolution. Genomic 
imprinting may also explain the long-standing mystery of reciprocal interspecies hybrids, 
which produce progeny with dramatically different phenotypes. For example, crossing 
a male tiger with a female lion produces a tigon, which is about the same size as either 
parent; however, the reciprocal cross produces a liger, which is known for its great size [247]. 
Another notable example is the mule, a hybrid of a male donkey and a female horse. It has 
been known for millennia that the hinny, which is the lesser-known reciprocal hybrid, differs 
remarkably in appearance from the mule [248]. Genomic imprinting is now known to 
underlie the inequality of reciprocal hybrid crosses [reviewed in Ref. 249].

In just three decades, the number of known imprinted genes in mice and humans has 
grown from three to over 100. In the past, most imprinted genes were recognized based on 
measurable phenotypes or by association with previously known imprinted genes; however, 
newer genome-wide analyses may predict novel imprinted genes based on expression proiles 
or even DNA sequence characteristics. Conservative estimates suggest that up to 150 or so 
additional imprinted genes exist [250,251]. Recent genome-wide analyses have also revealed 
complex patterns of imprinting that manifest over multiple generations, and depend not just on 
parent of origin but also on other imprinted alleles [210]. Thus, more inely tuned approaches 
may identify additional candidates – particularly those with expression proiles that are more 
complicated than the traditional binary (on-or-off) deinition of genomic imprinting.
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INTRODUCTION

Seminal studies continue to demonstrate that the histone proteins and DNA that comprise 
chromatin are targets of neuronal signaling pathways involved in CNS plasticity and memory 
formation. As it applies to cognition, we deine epigenetics as the covalent modiication of 
chromatin that inluences activity-dependent changes in gene expression. These changes 
can be transient, underlying the dynamic regulation of gene activity states, or they can be 
long-term and responsible for lasting alterations in gene activity states. The combination of 
dynamic and stable components renders chromatin an ideal substrate for signal integration 
and storage of cellular information in the CNS. Indeed, studies are being published at a 
rapid pace demonstrating that epigenetic mechanisms mediate experience-driven changes 
in the CNS. Concerning the ield of learning and memory, there are two basic molecular 
epigenetic mechanisms that are currently studied – post-translational modiications of 
histone proteins and direct covalent methylation of cytosines. In the following sections, we 
irst briely introduce the reader to these mechanisms, and then summarize the current body 
of literature pertaining to their role in learning and memory.

EPIGENETIC MODIFICATION OF HISTONES UNDERLYING  
MEMORY

Histones are proteins that organize DNA in the nucleus. There are eight histone proteins 
(histones 2A, 2B, 3, and 4, with two copies of each molecule) at the heart of the chromatin 
core. DNA either coils or uncoils around this core, a process that is mediated in part by the 
post-translational modiications of the N-terminal tail of the histone proteins. Modiications 
of the tails include acetylation, phosphorylation, methylation, ubiquitination, and 
sumoylation [1,2]. These modiications, along with DNA methylation, are the principal 
epigenetic mechanisms that help govern the activity of genes in the CNS.

Histone modiications have different effects on gene activity. For example, histone acetylation 
is coupled to gene activation, while sumoylation is coupled to gene repression. Histone 
methylation on the other hand is a more complex process, and can be associated with either 
gene activation or repression dependent upon the particular amino acid residue modiied. 
Since histone acetylation has been the most extensively studied epigenetic modiication 
in the ield of learning and memory, we will briely review the enzymes catalyzing this 
modiication and how this reaction promotes gene transcription.
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Enzymes known as histone acetyltransferases (HATs) catalyze the direct transfer of an acetyl 
group from acetyl-CoA to the -NH group of the lysine residues within a histone [3]. 
The addition of an acetyl group decreases the afinity between the protein tail and DNA, 
thus relaxing the chromatin structure and providing access for transcriptional machinery. 
Acetylated histone tails at the same time also provide a substrate for the binding of additional 
co-activators with domains that recognize acetylated lysines. Thus, histone acetylation is 
generally associated with transcriptional activation and is widely regarded as one of the 
epigenetic marks associated with active chromatin, often referred to as euchromatin.

Histone acetylation is also reversible, and the enzymes that catalyze the reversal of histone 
acetylation are known as histone deacetylases (HDACs). There are a total of eleven classic 
HDAC isoforms, most of which are expressed in the CNS. HDACs remove the acetyl groups 
from lysine residues, a reaction that promotes DNA condensation around the histone core. 
Trichostatin A, sodium butyrate, valproic acid, and suberoylanilide hydroxamic acid (SAHA) 
are the most widely used HDAC inhibitors, each having varying degrees of selectivity for the 
classical HDAC isoforms. The use of these inhibitors has been instrumental in helping deine 
a role for histone modiications in adult memory formation. Furthermore, these inhibitors 
have potential therapeutic value in alleviating cognitive deicits.

Some of the earliest evidence for the role of histone modiications in adult cognition 
came from studies that investigated the role of a particular HAT, cAMP Response Element 
Binding Protein (CBP), in long-term memory formation. Long-term memory formation is 
the stabilization of recently learned information, a process that evokes gene expression and 
structural synaptic changes in restricted regions of the brain. Mice with a truncated form of 
CBP were found to have signiicant deicits in long-term memory following several tasks, 
including step-through passive avoidance (a paradigm in which animals will learn to avoid 
the dark box of the apparatus, although they have a natural preference for dark), novel object 
recognition (a test based on the premise that rodents will explore a novel object more than 
a familiar one, but only if they remember the familiar one) and cued-fear conditioning 
(an associative learning paradigm in which an association is made between a neutral 
stimulus such as an odor and an aversive stimulus such as foot-shock) [4,5]. However, since 
CREB and CBP govern developmental processes, these animals also had developmental 
abnormalities. Thus, straightforward interpretation of data pertaining to memory is dificult. 
Three laboratories later developed CBP-deicient mice that were void of the effects of CBP on 
development [6–8]. Similar to results from previous studies, acquisition of new information 
(learning) and short-term memory were spared in these mice, but these mice exhibited 
signiicant impairments in novel object recognition, spatial and fear memory, and also had 
signiicant deicits in hippocampal long-term potentiation (LTP) [6–8]. In a recent report, 
Marcelo Wood’s group has shown that the HDAC inhibitor sodium butyrate can establish 
and generate more persistent forms of long-term novel object recognition memory in both 
CBP mutant and wildtype mice [9].

Evidence continues to mount in support of the hypothesis that speciic histone modiications 
are involved in long-term memory formation. In our initial studies, we investigated whether 
there were hippocampal histone modiications following contextual-fear conditioning in 
mice. Commonly used to assess hippocampal-dependent learning and memory function, this 
is a behavioral paradigm in which animals learn to associate a novel context (conditioned 
stimulus) with a mildly aversive unconditioned stimulus (foot-shock) that naturally elicits 
a freezing response (unconditioned response). After a few presentations of the two stimuli, 
animals readily learn this association and freeze in response to presentation of the context 
in the absence of the foot-shock (conditioned response). Their memory of this association 
can be assessed by returning the animal to the same context (typically 24 hours following the 
training) and measuring their freezing behavior in the absence of the foot-shock. Freezing 
behavior in then used as an index to illustrate whether the animals have successfully learned 
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and maintained memory of the association. We observed signiicant increases in both 
acetylation and phosphorylation of histone 3 (H3), but not histone 4 (H4), in mice that 
had learned fear, and found that these chromatin remodeling events were regulated by the 
extracellular signal-regulated kinase/mitogen-activated protein kinase (ERK/MAPK) pathway 
[10,11]. Furthermore, HDAC inhibitors (sodium butyrate and trichostatin A) were shown 
to enhance both LTP and the fear memory itself [11]. These observations were the irst to 
indicate that epigenetic marking of the genome occurs in long-term memory formation, and 
that manipulation of epigenetic processes is a viable way to alter memory capacity.

In a landmark study in 2007, Li-Huei Tsai’s group showed that the beneicial effects of 
environmental enrichment on restoring learning and memory in neurodegenerative mice 
involves increased hippocampal and cortical H3 acetylation [12]. Also in that study, they 
demonstrated that the use of the HDAC inhibitor sodium butyrate is suficient to restore 
learning and memory in these impaired mice. This beneicial effect of various HDAC 
inhibitors in improving learning and memory in non-diseased rodents and in other models of 
neurodegeneration and brain injury has continued to be replicated [13–16]. Tsai’s group has 
now been working to delineate the functions of particular HDACs in learning and memory. 
In a recent report, they presented data that indicate HDAC2 negatively regulates memory by 
suppressing the activity of genes that are necessary for synaptic plasticity, such as the brain-
derived neurotrophic factor gene (BDNF) and glutamate receptor 1 gene (GLUR1) [17].

Several studies have also implicated the involvement of histone modiications at speciic 
gene loci during fear memory formation. The gene that has undoubtedly received the most 
attention is BDNF, as it has been established to have an essential role in regulating neuronal 
structure and neural function, and is critical for the synaptic plasticity underlying long-
term memory formation. This gene has also been the focus in several DNA methylation 
studies. In a recent report, we showed that acetylation of H3 increases at promoter IV of 
BDNF, and that these modiications parallel changes in expression of BDNF mRNA during 
the consolidation period (Fig. 23.1) [18]. Other reports also indicate that neural plasticity 
and long-term memory requires speciic histone modiications at BDNF loci. For example, 
there are increased H3 acetylation levels within several regions of promoter I of BDNF 
following NMDA treatment in cultures of hippocampal neurons [19]. The extinction of 
conditioned fear in mice induces H4 acetylation around exon IV in the prefrontal cortex 
[20]. Additionally, chronic social defeat stress in adult mice produces a lasting down-
regulation of hippocampal BDNF transcripts III and IV that are associated with increased 
H3 lysine methylation at the particular promoters [21]. Investigators continue to show that 
other stressors and memories of stressful events evoke similar changes in hippocampal H3 
phosphorylation and acetylation [22–25].

In summary, there are now varied but extensive data indicating that an adult animal’s 
capacity to form and consolidate memories depends in part on speciic histone 
modiications in the CNS. Data also highlight the therapeutic value of HDAC inhibitors 
in restoring memory capacity. Despite this emerging role of histone modiications in 
learning and memory, several questions remain to be addressed. For example, though the 
current body of literature suggests that histone acetylation and phosphorylation are the 
major histone modiications supporting memory, this may be attributable to the fact that 
these are the two modiications that have received the most attention. Whether there is a 
role for histone methylation and sumoylation in memory has been largely unexplored. 
An additional caveat of the data is that the currently available HDAC inhibitors can also 
target non-histone substrates [26]. Thus, it is possible that some of the beneicial effects of 
HDAC therapy on memory capacity is through non-histone effects. Thus, to gain a better 
appreciation of the role of histone modiications in memory and how they can mediate 
memory capacity, it will be crucial to resolve whether histone-modifying enzymes have any 
non-histone mediated functions.
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COVALENT MODIFICATION OF DNA UNDERLYING MEMORY

In addition to histone modiications, DNA methylation appears to have some active 
role in regulating synaptic plasticity and memory. DNA methylation is a direct chemical 
modiication that adds a -CH3 group through a covalent bond. This modiication occurs 
at cytosine–guanine dinucleotide (CpG) sequences that occur in clusters in and around 
gene regulatory regions as well as within intragenic regions. DNA methylation is catalyzed 
by a class of enzymes known as DNA methyltransferases (DNMTs) [27,28]. DNMT3a and 
DNMT3b, the de novo DNMTs, methylate previously unmethylated CpG sites in DNA –  
sites which have no methyl-cytosine on either DNA strand. The maintenance DNMT 

BDNF transcription during contextual-

fear memory formation

Acetylation of H3 (AcH3) at BDNF promoter IV

during memory formation

R
e
la

ti
v
e
 f
o
ld

 c
h
a
n
g
e

(n
o
rm

a
liz

e
d
 t
o
 i
n
p
u
t 
fr

a
c
ti
o
n
)

10

8

6

4

2

0

Naive animals Context + Foot-shock

(C + S)
C + S

with zebularine

*

Shock
5

(A)

(B)

4

3

2

F
o
ld

 c
h
a
n
g
e
 i
n
 m

R
N

A
 r

e
la

ti
v
e

to
 n

a
iv

e
 c

o
n
tr

o
ls

1

0

exon I exon IV Total (exon IX)

Context

Context + Shock

#

#

*

*

FIGURE 23.1 
Contextual-fear memory formation elicits hippocampal BDNF transcription that is associated with histone modifications at 

exon-specific BDNF promoters. (A) Quantitative real-time PCR data indicate that 2 hr following contextual-fear conditioning 

there are significant increases in BDNF exons IV and IX mRNA in area CA1 of Context  Foot-shock animals (*p-value 

significant versus Naive, Shock, and Context controls). Context exposure alone also elicits an increase in BDNF exon I and IX 

mRNA (#p-value significant versus Naive controls). (B) At promoter IV of the BDNF gene, there is also a significant increase 

in acetylation of histone 3 (H3) in Context  Foot-shock animals. This increase is blocked if DNA methylation is inhibited (by 

pre-training treatment with zebularine). BDNF  brain-derived neurotrophic factor gene.
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isoform, DNMT1, perpetuates methylation marks after cell division, regenerating the methyl-
cytosine marks on the newly synthesized complementary DNA strand that arises from DNA 
replication.

DNA methylation is a process that is generally associated with suppression of gene 
transcription. In essence, methylation of cytosines at CpG dinucleotides recruits methyl-DNA 
binding proteins and HDACs at speciic sites in the genome. This triggers localized regulation 
of the three-dimensional structure of DNA and its associated histone proteins, resulting in a 
higher-afinity interaction between DNA and the histone core [27,28]. In all, this ultimately 
suppresses transcription. However, while DNA methylation is usually associated with 
transcriptional suppression, it is important to point out that recent studies provide evidence 
that DNA methylation status alone does not always relect that a gene is repressed, as MeCP2 
can also be associated with active genes [29–31].

The idea of whether there is active DNA demethylation in post-mitotic cells, such as neurons, 
remains a controversial topic in the ield. DNA demethylation has been historically viewed as 
a passive and largely irreversible process in differentiated cells, whereby multiple rounds of 
cell division without DNMT-mediated remethylation is necessary to erase epigenetic marks. 
However, recent evidence argues that there is indeed active methylation and demethylation 
in mature cells, mediated by either DNMT3a and 3b or Gadd45b through a glycosylase 
reaction/DNA repair mechanism, though it should be noted that Gadd45-mediated 
demethylation remains controversial [32–37]. Furthermore, an active demethylase that can 
remove methyl groups has not been identiied.

Regardless of the exact mechanism involved in the mature CNS, results continue to highlight 
the capacity of DNA methylation to regulate synaptic plasticity and memory [18,38–42]. 
Initial studies in 2003 indicated that DNA methylation might play a key role in activity-
dependent neural plasticity, as the methylation status of BDNF was shown to undergo 
dynamic changes in response to stimulation [43,44]. For example, Martinowich and 
colleagues demonstrated in neurons that transcription of BDNF exon IV is suppressed by 
methyl-CpG binding protein 2 (MeCP2), and upon depolarization, MeCP2 is released along 
with HDAC1 [44]. Since these studies, 5-azadeoxycytidine (5-aza-C), which disrupts DNA 
methylation, and the HDAC inhibitor trichostatin A, have been shown to up-regulate speciic 
BDNF transcripts, including exons I and IV [18,45].

Work from our own laboratory provided the irst demonstration that the acute application of 
5-aza-C or zebularine (a drug that also disrupts DNA methylation) to mouse hippocampal 
slices not only inluences the methylation status of BDNF and RELN DNA, but also blocks 
hippocampal LTP [39,40]. The effects of their ability to disrupt synaptic plasticity have since 
then been conirmed and extended by Lisa Monteggia’s group [42]. Using in vivo approaches 
we have begun to more deinitively link DNA methylation with fear memory capacity. Our 
irst efforts showed that DNMT3a and DNMT3b were up-regulated in the hippocampus 
following contextual-fear conditioning in adult rats [41]. In those same rats, we observed 
a decrease in methylation (demethylation) and transcriptional activation of RELN, and 
an increase in methylation and transcriptional silencing of the memory suppressor gene 
protein phosphatase 1 (PP1) [41]. Our recent efforts have focused on epigenetic regulation 
of the BDNF gene during fear memory formation, and have shown that contextual-fear 
conditioning also evokes BDNF DNA demethylation (Fig. 23.2A) [18]. These modiications 
are associated with localized histone modiications at speciic BDNF promoters and 
up-regulation of BDNF transcription (Fig. 23.1) [18]. Furthermore, we have shown that 
disrupting DNA methylation with various agents blocks these epigenetic changes, as well as 
the fear memory (Fig. 23.2B) [18]. As a inal point, a recent report has shown that disrupting 
the function of MeCP2 is suficient to impair the ability to form a fear memory (amygdala-
dependent cued-fear conditioning) [38]. All together, the available data indicate that both 
DNA methylation and demethylation are key components in adult memory formation.
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As DNA methylation presents itself as a new mechanism underlying memory, questions 
remain to be answered to overcome limitations of the current data. For example, the 
bulk of what we know regarding the role of DNA methylation in synaptic physiology and 
memory is from pharmacological studies using drugs whose mechanisms we do not fully 
understand. Because both 5-aza and zebularine are nucleoside analogs that need to be 
incorporated into DNA to trap DNMT and block DNA methylation, the mechanism of how 
these drugs are able to alter methylation in post-mitotic neurons, or glia for that matter, is 
not clear. They may do so by actively demethylating DNA in non-dividing cells through a 
replication-independent event, such as a DNA repair process. There is only one behavior 
study to date that has used a non-nucleoside compound (RG108) to directly inhibit DNMT 
enzyme activity. Results indicated that RG108 had similar effects on memory as that of 
zebularine and 5-aza-C [18]. We also do not know whether these methylation changes are 
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Contextual-fear memory formation also elicits changes in DNA methylation at specific BDNF loci within the hippocampus.  

(A) Methyl-specific quantitative real-time PCR data indicate that 2 hr following contextual-fear conditioning there is significant 

demethylation of DNA within the regulatory regions of exons I and IV in area CA1 of Context  Foot-shock animals (*p-value 

significant versus Naive controls). Context exposure alone also elicits demethylation of exon I. (B) Animals that receive 

contextual-fear conditioning demonstrate significant freezing behavior, which is indicative of learned fear. Pharmacological 

agents that interfere with DNA methylation, such as zebularine or RG108, disrupt fear memory capacity in these animals 
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occurring genome-wide, or only at a handful of gene loci. Moreover, all studies to date have 
investigated epigenetic mechanisms in memory using a target-gene approach to assessing 
changes at speciic candidate gene loci. Finally, we do not know yet whether epigenetic 
changes contribute to the maintenance and persistence of memory. It has only been shown 
that they are involved in the early stages of memory formation and consolidation. The best 
evidence that they might subserve memory persistence is in the studies that demonstrate that 
there are epigenetic changes that underlie the persisting effects, or “memory”, of early-life 
experiences [46–51].

SUMMARY

It is becoming increasingly clear that epigenetic mechanisms have some necessary role in 
the dynamic nature of the adult CNS in response to the environment, and that epigenetic 
regulation of gene transcription facilitates memory formation (Fig. 23.3). Studies also indicate 
that manipulation of such mechanisms can restore learning and memory deicits in several 
rodent models of neurodegeneration and brain injury. Thus, one of the most important 
questions that future studies will continue to address is whether epigenetic drugs can alleviate 
cognitive deicits in humans, particularly those associated with age-related neurological 
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FIGURE 23.3 
Overview of the epigenetic changes that we have shown to date are responsible for supporting adult hippocampal plasticity 
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methylation changes at several gene loci. This evokes activity-dependent changes in gene transcription necessary for synaptic 

plasticity and behavior modifications underlying fear memory. HDAC inhibitors (e.g. trichostatin A, sodium butyrate) enhance 
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disorders (i.e. Alzheimer’s) and neuropsychiatric disorders (such as schizophrenia). Indeed 
studies continue to demonstrate that epigenetic alterations occur in these patients [52–55]. 
The continued study of epigenetic marks in the regulation of cognition and in postmortem 
tissue promises a future where we will fully appreciate the role of epigenetic molecular 
mechanisms in CNS control, and importantly, the viability of epigenetic therapy treatment to 
alleviate the growing prevalence of memory dysfunction in society.
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INTRODUCTION

The regulation of gene expression through epigenetic modiications provides a dynamic 
route through which environmental experiences can lead to persistent changes in cellular 
phenotype. This plasticity plays an important role in mediating cellular differentiation 
and the potential stability of these modiications can lead to persistent and heritable 
variations in gene expression. Though there are numerous types of epigenetic mechanisms, 
studies of environmentally-induced changes in the epigenome have focused primarily on 
DNA methylation and post-translational modiication of histone proteins. The process 
of DNA methylation whereby cytosine is converted to 5-methylcytosine is mediated by 
methyltransferases which either promote maintenance (i.e. DNMT1) or de novo DNA 
methylation (i.e. DNMT3) [1–3]. The process of methylation is dependent on the presence 
of methyl donors (provided by nutrients such as folic acid, methionine, and choline) 
and the transcriptional repression associated with DNA methylation is sustained through 
methyl-binding proteins such as MeCP2 [4]. Histone proteins, which form the core of the 
nucleosome, also signiicantly alter gene expression through their interactions with DNA. 
Histones can undergo multiple post-translational modiications, including methylation, 
acetylation, and ubiquitination, which can alter the accessibility of DNA and the density 
of chromatin structure. In particular, histone acetylation is associated with increased 
transcriptional activity whereas histone deacetylation is associated with transcriptional 
repression [1,5].

The role of epigenetic mechanisms in mediating the long-term effects of environmental 
experiences is a rapidly expanding ield of study, and it has become evident that experiences 
across the lifespan can induce modiications to the epigenome. Moreover, these epigenetic 
effects can have implications for neurobiology, physiology, and behavior of an organism 
leading to divergent developmental outcomes. Thus the molecular mechanisms that 
regulate gene expression can contribute to the “epigenesis” of phenotype as described by 
Waddington in the 1940s, in which the term “epigenetics” has its roots [6]. Within the study 
of mammalian development, the quality of interactions between parents and offspring 
is a particularly salient aspect of the early environment and there is converging evidence 
from numerous experimental paradigms for parental inluences on the regulation of gene 
expression and behavior [7–10]. Though maternal effects have been well established in 
the literature, there is increasing evidence for paternal regulation of offspring development 
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which may provide important insights into the role of epigenetic mechanisms in mediating 
the transmission of environmental experiences across generations. In this review, we will 
discuss evidence of maternal and paternal epigenetic inluence on offspring development, 
with particular focus on studies indicating an association between parental experiences/
environmental exposures and epigenetic alterations in offspring. An emerging theme within 
these studies is the transgenerational implications of these environmentally-induced effects 
(i.e. effects observed in grand-offspring generations or later) and here we will explore the 
pathways through which parental inluences may persist across multiple generations leading 
to the stable inheritance of an epigenetically-mediated phenotype.

Epigenetic Consequences of Prenatal Maternal Exposures

The quality of the maternal nutritional environment during pregnancy can have a signiicant 
impact on the growth and development of the fetus, with long-term consequences for 
brain development and metabolism [11–13]. Epidemiological studies of cohorts exposed 
prenatally to conditions of famine, as in the Dutch Hunger Winter, suggest a heightened 
risk of schizophrenia and other neurodevelopmental abnormalities – with the speciic 
consequences dependent on the timing of exposure to maternal undernutrition [14,15]. 
Analysis of blood samples from siblings gestated during periods with or without maternal 
famine indicates that there is decreased DNA methylation of the insulin-like growth factor II  
(IGF2) gene as a consequence of maternal periconceptual exposure to famine [16]. 
Laboratory studies in rodents have subsequently identiied speciic nutritional deicits, such 
as prenatal protein restriction or folic acid/choline deiciency, as having similar epigenetic 
consequences. Offspring of female rats placed on a protein deicient diet throughout 
gestation were found to have elevated hepatic glucocorticoid receptor (GR) and peroxisomal 
proliferator-activated receptor (PPAR) gene expression associated with decreased DNA 
methylation of these genes [17,18]. Moreover, these epigenetic effects are not observed when 
gestational protein restriction is accompanied by folic acid supplementation [17]. Dietary 
effects on levels of DNMT1 may account for these observed modiications in global and 
gene-speciic methylation, as DNMT1 expression is increased in hepatic [19] and brain tissue 
[20] as a function of protein/choline restriction. The impact of dietary supplementation with 
methyl-donors during fetal development is also clearly demonstrated by the consequences 
for phenotype among mice with the Avy allele of the Agouti gene or AxinFu epiallele of the 
Axin gene. The expression of these alleles is epigenetically regulated through levels of DNA 
methylation, with decreased methylation associated with yellow coat color and obesity 
among Avy mice or a “kinky” tail phenotype among AxinFu mice [21,22]. Though there is 
typically an epigenetic inheritance of these phenotypes, gestational exposure to methyl 
donors through dietary supplementation of the mother can effectively silence the expression 
of these alleles with the consequence of inducing a pseudo wild-type phenotype [23,24]. 
Thus the maternal nutritional environment can have a sustained impact on development 
through alterations in gene expression that are maintained through DNA methylation. 
Though the focus of these nutritional studies (as well as the majority of studies to be 
described further in this chapter) has been on epigenetic modiications within candidate 
genes implicated in the outcome of interest, it is likely that the transcriptional activity of 
multiple genes is altered by these experiences with the role of DNA methylation in these 
experience-dependent genome-wide changes yet to be determined.

The rapid period of cellular proliferation and differentiation that occurs during fetal 
development provides a critical window during which maternal gestational exposure to 
toxins may lead to long-term disruptions in offspring and there is increasing evidence for the 
epigenetic basis of these effects. In utero methyl mercury exposure in mice has been shown 
to lead to DNA hypermethylation, increased histone tri-methylation and decreased histone 
acetylation within the IV promoter of the brain derived neurotrophic factor (BDNF) gene in 
the hippocampus of offspring and is associated with depressive-like behaviors [25]. Exposure 
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of pregnant mice to inhaled diesel exhaust particles combined with an allergen results in 
altered offspring immunoglobulin (IgE) levels associated with hypermethylation of the 
interferon (IFN)-gamma promoter and hypomethylation of the interleukin (IL)-4 promoter 
[26]. Altered DNA methylation within these immune pathways may account for observed 
maternal effects of prenatal smoking on offspring asthma risk [27]. In rats, prenatal exposure 
to the anti-androgenic fungicide vinclozolin or the estrogenic pesticide methoxychlor results 
in increased rates of prostate disease, kidney disease, immune system abnormalities, testis 
abnormalities, and tumor development [28]. Though the molecular pathways through 
which these endocrine disrupting chemicals exert epigenetic modiications has yet to be 
determined, this exposure is associated with altered DNA methylation patterns in sperm 
and impairments in reproduction in male offspring [29]. In utero exposure to the endocrine 
disruptor bisphenol-A (BPA) has been demonstrated to induce widespread changes in 
promoter methylation in the fetal mouse brain, with consequences for neural development 
[30]. BPA-induced hypomethylation of the Avy allele in mice leads to metabolic abnormality 
and obesity in adulthood. Interestingly, these toxin induced effects can be reversed through 
folate supplementation in the mother’s diet [31], suggesting that abnormalities in DNA 
methylation can be ameliorated through exposure to increased levels of methyl-donors.

Evidence for the epigenetic inluence of antenatal maternal mood has emerged from human 
cohort studies and animal models – providing further support for the role of epigenetic 
mechanisms in mediating developmental outcomes. Analysis of cord blood samples from 
infants born to mothers with elevated ratings of depression (using the Hamilton Depression 
Scale) during the 3rd trimester of pregnancy indicates elevated GR 1F promoter DNA 
methylation levels associated with maternal depressed mood [32]. Moreover, the level of 
methylation within the neonatal GR 1F promoter predicts increased salivary cortisol levels 
of infants at 3 months of age, and these effects are independent of exposure to selective 
serotonin reuptake inhibitors during pregnancy. This study provides preliminary evidence 
for the utility of using epigenetic markers within blood samples to predict developmental 
outcomes; however, the relationship between these markers and changes in the brain in 
human cohorts remains an issue of debate. In rodents, the long-term consequences of 
prenatal stress for brain and behavior have been explored with recent evidence of altered 
gene expression and DNA methylation within the placenta and hypothalamus as possible 
mediators of these maternal effects. In mice, chronic variable stress during the 1st trimester 
is associated with decreased DNA methylation of the corticotrophin-releasing-factor 
(CRF) gene promoter and increased methylation of the GR exon 17 promoter region in 
hypothalamic tissue of adult male offspring [33]. Gestational stress within these experiments 
was found to exert sex-speciic effects on the expression of DNMT1 in the placenta which 
may induce disruption of the epigenetic status of genes within this critical interface between 
mother and fetus. Imprinted genes, such as IGF2, may be particularly sensitive to this 
disruption, leading to impairments in placental growth and function with subsequent 
consequences for offspring growth and neurodevelopment [34].

Postnatal Maternal Regulation of the Epigenome

Though dynamic epigenetic modiications were once thought to be limited to the very early 
stages of development, evidence for continued parental inluence on DNA methylation 
beyond the prenatal period has challenged this view. Studies of the effects of natural 
variations in postnatal care in rodents have established the mediating role of epigenetic 
factors in shaping individual differences in brain and behavior [9,35]. Postnatal maternal 
licking/grooming (LG) behavior, in particular, has been found to induce increased 
hippocampal GR expression leading to more eficient negative feedback of the stress response, 
and cross-fostering studies have conirmed that these effects are mediated by the level of 
maternal care received during postnatal development [36,37]. Analysis of the GR 17 promoter 
region suggests that variations in GR expression associated with differential levels of maternal 
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care are maintained though altered DNA methylation [38]. Thus, offspring who receive 
high levels of maternal LG during the early postnatal period have decreased hippocampal 
GR 17 promotor methylation, increased GR expression, and decreased stress responsivity 
whereas low levels of LG are associated with increased GR 17 methylation, decreased GR 
expression, and an increased HPA response to stress. Time course analysis has indicated that 
these maternally-induced epigenetic proiles emerge during the postnatal period and are 
sustained into adulthood [38]. The pathways through which these effects are achieved are 
currently being elucidated and it appears likely that maternal LG mediated up-regulation of 
nerve growth factor inducible protein A (NGFI-A) in infancy may be critical to activating GR 
transcription and maintaining low levels of DNA methylation within the GR 17 promoter. 
Though the exploration of these brain region-speciic maternal effects in humans is limited 
by the inaccessibility of brain tissue, recent studies have illustrated the long-term effects of 
childhood abuse on hippocampal DNA methylation patterns of suicide victims [39,40]. 
Analysis of hippocampal tissue from suicide victims with a history of childhood abuse 
indicates decreased GR expression and elevated GR 1F promoter methylation associated 
with disruptions of the early environment and conirms the potential role of NGFI-A as a 
mediator of differential GR promoter methylation. Early life effects on GR signaling pathways 
in humans are further illustrated by a recent genome-wide analysis of gene expression of 
peripheral blood mononuclear cells from healthy adults who had experienced conditions 
of low vs. high socioeconomic (SES) status during childhood, with low childhood SES 
associated with a down-regulation of genes containing GR response elements [41].

Paternal Influence on Offspring Development

Mammalian development is characterized by intense prenatal and postnatal mother–infant 
interactions and thus studies of parental inluence have primarily focused on maternal 
rather than paternal effects. However, even among species in which biparental care is not 
typical, signiicant paternal modulation of offspring development has been observed. In 
rodents, pre-mating exposure of males to alcohol is associated with reduced offspring litter 
size, reduced birth weight, increased mortality, and numerous cognitive and behavioral 
abnormalities [42–47]. Likewise, offspring of cocaine-exposed males perform poorly on tests 
of visuo-spatial attention, spatial working memory, and spontaneous alternation and have 
a reduced cerebral volume [48,49]. When pre-mating housing conditions of male mice lead 
to reduced oxygen and increased carbon dioxide, female offspring are found to have elevated 
blood hemoglobin [50]. Among isogenic Balb/c mice, offspring anxiety-like behavior can 
be predicted based on paternal levels of open-ield exploration, even when offspring have 
had no interaction with their fathers [51]. Signiicantly, these effects persist when factors 
such as maternal care, litter characteristics, and duration of time the male was housed with 
the mother during the mating period are statistically controlled. Moreover, variation in 
the dietary environment of fathers appears to be transmissible to offspring. For instance, 
reduced serum glucose and altered levels of corticosterone and IGF1 are found among 
offspring of male mice that undergo a 24-hour complete fast two weeks before mating [52]. 
Finally, epidemiological studies in humans have demonstrated increased risk of autism 
and schizophrenia that emerge as a function of increased paternal age [53–55]. Laboratory 
studies of paternal age effects in genetically-identical rodents also indicate that offspring of 
“old” fathers have reduced longevity and perform more poorly on learning and memory 
tasks [56–58]. The transmission of these paternal effects to offspring in the absence of any 
postnatal contact with fathers suggests that these exposures may lead to alterations in the 
male germline with consequences for early embryonic development.

Investigation of the role of epigenetic mechanisms in mediating these paternal effects 
suggests that environmentally-induced changes in DNA methylation within sperm cells may 
be transmitted to offspring with implications for development. In the case of paternal age, 
hypermethylation of ribosomal DNA has been found in the sperm and liver cells of “old” 
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(21–28 months) compared to “young/adult” (6 months) male rats [59], and twin studies 
suggest that a drift in epigenetic patterns of various cell types occurs with age, such that 
“old” twins have relatively divergent DNA methylation patterns compared to “young” twins 
[60]. Though there are many genetic and morphological abnormalities in sperm associated 
with aging, these epigenetic modiications may contribute to the aberrant developmental 
outcomes associated with increasing paternal age. In males, chronic exposure to alcohol 
or cocaine can induce chromatin remodeling and changes in DNA methylation within 
numerous genes in both the brain and periphery [61–63]. In particular, alcohol exposure 
has been shown to decrease DNMT mRNA levels in the sperm cells of adult male rats [64] 
and chronic cocaine exposure in adult male mice has been shown to decrease DNMT1 while 
increasing DNMT3 mRNA expression in the germ cell-rich cells of the seminiferous tubules 
of the testes [49]. Altered DNMT levels may have particular implications for imprinted 
regions within the genome as analysis of sperm DNA methylation levels in heavy drinkers 
indicates reduced methylation in the normally hypermethylated H19 and IG regulatory 
regions [62]. Thus, environmental exposures in males may lead to altered levels of enzymes 
involved in maintenance of epigenetic marks, with possible paternal transmission of the 
epigenetic abnormalities to offspring.

Transgenerational Effects of Parental Influence

The stability of epigenetic modiications within an individual’s own development and 
evidence supporting a transmission of parental epigenetic changes to offspring provide a 
new perspective on the stable inheritance of traits. Moreover, there is increasing evidence 
that this non-genomic inheritance can be maintained over multiple generations, such that 
in addition to the developmental effects of parental experiences on offspring, there may be 
observed inluences of parental (F0) experiences on grand-offspring (F2) and possibly great-
grand-offspring (F3). In general, there may be two distinct routes through which these types 
of epigenetic inheritance patterns can occur: germline-mediated vs. experience-dependent/
non-germline-mediated (Fig. 24.1). Within germline-mediated transgenerational effects, 
grandparental environmental exposures are thought to induce epigenetic alterations within 
the developing gametes that persist in the absence of continued exposure with consequences 
for F1, F2, and F3 generations. In contrast, experience-dependent/non-germline mediated 
epigenetic transmission requires that a particular experience or environmental exposure be 
repeated in each generation to re-establish the epigenetic modiications which permit the 
trait to persist in subsequent generations. The distinction between these two routes can be 
dificult to establish experimentally, particularly in the case of prenatal exposures in which 
F1 offspring and the F1 offspring’s germline, which will give rise to the F2 generation, are 
exposed to the inducing environmental factor. Though both of these processes can lead to 
the stable inheritance of phenotype, there is certainly divergence in the routes through which 
this is achieved.

Germline-mediated Transgenerational Inheritance

Evidence for the transgenerational impact of early life nutrition or prenatal exposure to 
toxins/chemicals provides support for an inheritance pattern that is likely germline-mediated, 
though in many cases, the speciic effect on the germline has yet to be elucidated and the 
experimental design may not conclusively identify the effect as being independent from 
experiences occurring during formation of the germline which persist through developmental 
effects. Analysis of archival records from Sweden in which crop success (used as a proxy 
for food intake) and longevity can be determined in multiple generations, suggests that in 
humans, a high level of nutrition during the slow growth period that precedes puberty is 
associated with diabetes and cardiovascular disease mortality of grand-offspring [65,66]. 
Interestingly, these effects are sex-speciic, with paternal grandfather nutrition predicting 
grandson mortality and paternal grandmother nutrition predicting grand-daughter 
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longevity [67]. Laboratory studies in rodents have conirmed the transgenerational impact 
of nutrition and indicate that prenatal protein restriction can exert effects on growth and 
metabolism of offspring and grand-offspring through changes in methylation status of 
GR [68]. When F0 female mice are exposed to caloric restriction during late gestation, F2 
grand-offspring are found to have impaired glucose tolerance and this effect is maintained 
even when the F1 generation is provided with ad libitum food throughout their lifetime. In 
human cohort studies, paternal consumption of betel nuts (which contain nitrosamines) 
leads to dose-dependent increases in offspring risk of metabolic syndrome [69] and in 
transgenerational studies of mice, 2–6 days of betel nut consumption by F0 generation 
males was found associated with increased glucose intolerance amongst F1, F2, and F3 
generation offspring [70]. Similar metabolic effects are observed when males are exposed in 
utero to dexamethasone, with increased glucose intolerance observed among the offspring 
of these males when mated with non-exposed females [71]. However, in the case of prenatal 
dexamethasone exposure, these metabolic phenotypes do not persist beyond the F2 
generation indicating that there is either compensation for the germline effects or that the 
effect is mediated by experience-dependent transmission.

The consequences of in utero exposure to endocrine-disrupting compounds has also been 
explored within a transgenerational model and provides evidence for the pervasive effects 
on epigenetic proiles of these early life exposures. In humans, matrilineal transmission of 
the effects of diethylstilbestrol (DES)-induced hypomethylation and increased cancer risk 
has been observed in daughters and granddaughters [72]. In utero exposure to vinclozolin 
in rats has been demonstrated to disrupt DNA methylation in sperm and increase rates 
of infertility and risk of prostrate and kidney disease in F1, F2, and F3 offspring with the 
transmission though the patriline [29]. Vinclozolin-induced alterations in gene expression 
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FIGURE 24.1 
Illustration of the distinction between a germline epigenetic inheritance (A) and an experience-dependent inheritance of 

an epigenetic effect (B). In an example of a germline inheritance, an environmental exposure occurring during prenatal 

development results in an epigenetic alteration within the F1 germline that is transmitted to F2 and F3 generation offspring. In 

contrast, experience-dependent inheritance, such as the transmission of maternal behavior across generations, requires that 

each generation is exposed to differential maternal care in infancy.
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within the hippocampus and amygdala have also been observed for up to three generations 
post-exposure with sex-speciic effects on anxiety-like behavior [73]. Interestingly, mate-
choice studies suggest that females presented with F3 vinclozolin-exposed or non-exposed 
males show a signiicant partner preference for non-exposed males, indicating an additional 
measure of decreased reproductive success as a consequence of treatment with endocrine 
disruptors [74]. The persistence of these disruptions beyond the F2 generation suggests 
that the effects of these exposures have become incorporated into the germline and there is 
incomplete erasure of the associated epigenetic marks during the process of gametogenesis, 
fertilization, and embryogenesis [75]. The sensitivity of sperm and oocytes to epigenetic 
disruption is further illustrated in indings of increased incidence of imprinting disorders, 
such as Angelmann Syndrome and Beckwith–Wiedemann Syndrome, occurring following 
in vitro conception using assisted reproductive technology (ART) [76]. Ovarian stimulation 
with gonadotropins and the quality of the embryo culture medium have been found to 
alter DNA methylation and gene expression [77–79], particularly within imprinted genes, 
and there is recent evidence that in vitro conception is associated with decreased DNA 
methylation within the placenta and increased methylation within cord blood samples [80]. 
Thus, understanding the mechanisms through which these environmental effects lead to 
alterations in the epigenome will have signiicant implications for offspring disease risk.

Experience-dependent Transgenerational Inheritance

Across species, there is evidence for the transmission of individual differences in maternal 
behavior from mother to offspring and grand-offspring. In humans, mother–infant 
attachment classiications (secure, anxious/resistant, avoidant, disorganized) are similar 
across generations of female offspring [81,82] as are levels of parental bonding [83]. In 
rhesus and pigtail macaques, the frequency of postpartum maternal behavior has been 
observed to be transmitted across matrilines as are rates of maternal rejection and infant 
abuse [84–86]. Cross-fostering studies conducted between abusive and non-abusive 
macaques females indicates that the transmission of abusive behavior from mother to 
daughter is dependent on the experience of abuse during the postnatal period [87]. As 
such, females born to abusive mothers who are then fostered to a non-abusive mother do 
not show increased rates of infant abuse. This matrilineal transmission is also also evident 
in laboratory rodents. Natural variations in maternal LG observed in the F0 generation 
are associated with similar levels of LG in F1 and F2 generation females [88,89]. As such, 
under stable environmental conditions, offspring and grand-offspring of Low LG females 
display low levels of LG whereas offspring and grand-offspring of High LG females display 
high levels of LG. Similar to the transgenerational effects of abuse in macaques, cross-
fostering studies have demonstrated that the transmission of maternal LG from mother 
to female offspring is dependent on the level of maternal LG received in infancy [36,88]. 
Further evidence for the experience-dependent nature of these effects comes from studies in 
which maternal LG is altered, through chronic exposure to stress [90] or manipulation of 
the juvenile environment [89], leading to a disruption of the inheritance of the predicted 
maternal phenotype.

There is evidence that epigenetic mechanisms may be critical in mediating the transmission 
of maternal behavior across generations. Female offspring of low LG mothers exhibit a 
reduced sensitivity to estrogen and have reduced levels of estrogen receptor  (ERｂ) mRNA 
in the medial preoptic area (MPOA) of the hypothalamus [91,92]. Analysis of methylation 
within the ERｂ 1B promoter region indicates that the experience of low levels of LG in 
infancy is associated with increased methylation whereas high levels of LG in infancy are 
associated with low levels of methylation at several sites within the promoter [93]. This 
differential methylation results in reduced binding of signal transducer and activator 
of transcription (Stat)5 to the ERｂ promoter with consequences for the transcriptional 
activity of this gene. Thus, epigenetic modiications to a gene that regulates several aspects 
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of reproduction, including postpartum maternal behavior, results in differential levels 
of expression of ERｂ in adulthood, which alters estrogen sensitivity and consequently 
leads to variations in the level of maternal care that these females provide to their own 
offspring. The transmission from mother to daughter of variations in maternal LG within 
this transgenerational framework is mediated by the stability of brain region-speciic 
epigenetic modiications that occur in infancy and inluence behavior in adulthood [94]. 
Similar experience-dependent effects of the postnatal environment in rats have been induced 
through exposure to abuse. Increase in methylation of exon IV of the BDNF promoter and 
consequent decrease in BDNF mRNA in the prefrontal cortex has been found in association 
with exposure to periods of abusive maternal care (dragging, burying etc.) [95]. Moreover, 
these effects on exon 1V methylation are perpetuated to the F1 offspring of abused females 
suggesting a role for epigenetic mechanisms in this transgenerational effect. Enrichment of 
the postnatal environment in mice through use of communal nursing (multiple mothers and 
litters housed together) has also been found to alter F1 and F2 offspring brain and behavior 
[96], though the role of epigenetic effects has not yet been explored within this model. 
Overall, these studies highlight the stable inheritance of traits that can be achieved through a 
behavioral transmission of epigenetic modiications.

Epigenetics, Plasticity and Evolving Concepts of Inheritance

Though the study of mechanisms of inheritance and the origins of individual differences 
has traditionally been the domain of the ield of genetics, there is increasing evidence for 
the role of epigenetic modiications in maintaining environmentally-induced variations 
in phenotype both within and across generations. The dynamic nature of these epigenetic 
effects provides a mechanism through which a single genotype can give rise to multiple 
phenotypic outcomes conferring a heightened level of developmental plasticity to an 
organism. In contrast to environmentally-induced genetic alterations/mutations, which 
are thought to be non-directed, there may be adaptive consequences associated with 
experience-dependent epigenetic modiications. For example, nutritional “programming” 
of fetal metabolism has been explored as an adaptive consequence of early life experience 
[97,98] and, as has been described in previous sections, there is clearly a role for epigenetic 
mechanisms in mediating the effects of variations in prenatal food intake. When the prenatal 
period is characterized by undernutrition, a “thrifty phenotype” may result which allows an 
individual to be conservative with regard to energy output and which promotes storage of 
glucose [99,100] – with adverse health consequences associated with a mismatch between 
the quality of the prenatal and postnatal nutritional environment [101,102], Similar adaptive 
consequences may be relevant to the development of heightened HPA reactivity. Though 
elevated stress responses are typically considered to be a negative outcome and associated 
with increased susceptibility to physical and psychiatric disease, within an evolutionary 
perspective, the ability to respond rapidly to threat would be particularly advantageous under 
conditions of high predation/low resource availability [103]. Laboratory studies of maternal 
care in rodents suggest that chronic stress and social impoverishment can lead to reduced LG 
with consequences for the increased stress response of offspring via differential methylation 
of hippocampal GR [37,38,89,90]. Though this environmentally-induced phenotype is 
associated with impaired cognitive performance under standard testing conditions [104], 
recent evidence suggests that synaptic plasticity is enhanced in offspring of low LG mothers 
when corticosterone levels are elevated [105]. Thus, the consequences of early life experience 
can be considered as adaptive or maladaptive dependent on the consistency or “match” 
between early and later environmental conditions, and epigenetic mechanisms play a critical 
role in shaping these phenotypic adaptations.

The concept that experience-induced characteristics can be transmitted across generations 
is reminiscent of Lamarckian theories of use/disuse and the inheritance of acquired 
characteristics [106]. Though the role of heritable epigenetic modiications in evolutionary 
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processes is still questionable [107], the plasticity that these modiications confer certainly 
has implications for our understanding of the developmental origins of health and disease. 
Importantly, there is growing support for transgenerational epigenetic consequences 
of environmental exposures, though our understanding of the molecular, cellular, and 
behavioral pathways through which these outcomes are achieved is still in its infancy. 
Though these epigenetic effects have often been explored from the perspective of pathology, 
recent evidence suggests that genetically-induced impairments in learning and memory 
can be overcome through exposure to environmental enrichment – with improvements in 
cognition persisting across generations [108]. Thus, broadening our concept of inheritance 
to include both genetic and epigenetic mechanisms may provide insights into effective 
therapeutic approaches and lead to a greater appreciation of the beneits that can be achieved 
through intervention in parental and grand-parental generations.
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INTRODUCTION 

Although there are many theories of aging and longevity, epigenetic hypotheses only 
constitute a recent addition to the well-established principles that have been developed 
to explain some aspects of aging. Overall, aging epigenetics is still a neglected ield that 
may have a signiicant impact on biogerontology and other biomedical ields in the near 
future. While an endless supply of evidence supporting classical evolutionary theories of 
aging appears to exist [1], they are always subject to change as new knowledge becomes 
available. In this context, epigenetics is of special interest, as epigenetic events may play a 
role, directly or indirectly, in nearly all aging theories. One of the earliest theories of aging is 
the theory of programmed death, proposed by the German experimental biologist, August 
Weisman, in 1891 [2]; Weisman was heavily inluenced by Darwin’s work on evolutionary 
biology, published 32 years earlier. His initial idea was that a limited lifespan of an organism 
confers an evolutionary advantage to the species, but not the individual, mainly because 
older members of the population would no longer compete with younger generations for 
vital resources. His ideas sprouted numerous new theories, including the theory of mutation 
accumulation, which states that old age is not under selective pressure per se. This explains the 
fact that there is no evolutionary mechanism to rid a population of detrimental mutations 
in old animals [3]. A second popular theory, the antagonistic pleiotropy hypothesis, appeared 
shortly thereafter, and states that aging evolved due to the pleiotropic effects of genes that 
are beneicial early in life, but become harmful at late ages [4]. On the epigenetic level, these 
theories can be combined to form new explanations for observed aging phenomena. For 
example, epigenetic patterns that cause overproduction of sex hormones, thereby increasing 
reproductive output, may interfere with other cellular processes in old age after hormone 
levels in the body are dramatically altered, and may even cause sex-related cancers such as 
prostate or ovarian cancer. Aging is unlikely to have adaptive traits in humans, because natural 
selection does not occur in elderly individuals, hence, it does not provide any signiicant 
additional contribution to offspring numbers [1]. Since abnormal epigenetic patterns 
(epimutations) can be induced during aging by various processes and no selective pressure 
regulates these epimutations, it is possible for hazardous, late-acting epigenetic patterns to 
exist and form the basis for development of many age-related disorders. Aberrant epigenetic 
patterns have already been linked to a number of age-related disorders, including cancer, 
Alzheimer’s disease (AD), and autoimmune disorders. Evidence is beginning to mount that 
the epigenetic code may be – at least in part – responsible for many other age-related diseases, 
including diabetes, osteoarthritis, chronic pancreatitis, and Parkinson’s disease, just to name 
a few. As there is no longer any doubt that age-dependent epigenetic mechanisms exist, this 
chapter will focus on some of the components that are relevant to aging epigenetics. 
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DNA METHYLATION CHANGES DURING AGING 

DNA methylation is a universal phenomenon observed in bacteria, plants, and animals. 
In mammals, DNA methylation usually refers to the methylation of cytosine bases 
at the 5 position (mC), and is found almost exclusively as symmetrical methylation 
within CpG dinucleotides. DNA methylation is mediated by a family of conserved DNA 
methyltransferases (DNMTs). Maintenance methylation, which becomes necessary after 
each round of DNA replication, is carried out by DNMT1, the most abundant DNA 
methyltransferase in mammalian cells [5]. The transmission accuracy of epigenetic 
information to the next cellular generation critically depends on the degree of DNMT1 
speciicity for hemimethylated DNA. In contrast, DNMT3a and DNMT3b are responsible for 
de novo DNA methylation reactions of unmethylated DNA. Hence, they are able to inluence 
numerous biological processes mediated by gene repression, as DNA methylation has been 
shown to silence gene expression in a heritable manner. Recently, 5-hydroxymethylcytosine 
(hmC) was discovered to be an additional DNA modiication in humans [6–8]. The 
formation of 5-hydroxymethylcytosine occurs by conversion of mC by the oxygenase, TET1. 
Overrepresentation of hmC occurs in regulatory regions, and the base appears to be highly 
tissue-speciic, as it is only present in some tissues. However, since hmC is a recent discovery, 
no information exists on the roles of the hmC modiication at molecular and cellular levels, 
nor is it known if this DNA modiication plays an essential role in the aging process. 

Dynamics of DNA Methylation During Aging 

DNA methylation is a very dynamic process throughout life, especially during early 
embryogenesis, when methylation patterns change dynamically on larger scales to facilitate 
X-inactivation, genomic imprinting, or to initiate various differentiation processes. It was 
found that methylation patterns vary during a single cell cycle, with global levels of DNA 
methylation decreasing in G1 and increasing during S phase [9]. DNA methylation changes 
are even observed in fully differentiated, post-mitotic cells. Neurons, for example, show 
altered DNA methylation in response to environmental changes affecting behavioral tasks, 
such as learning and memory [10]. Gain or loss of methylation during aging, for example by 
deamination of methylcytosine, must be prevented by well-organized repair mechanisms. 
Eficient repair may be particularly critical for cells that are required to function normally for 
most of the lifetime of an individual, such as post-mitotic neurons. 

In general, it can be assumed that a signiicant number of methylation errors during aging 
are due to replication errors, which are mainly stochastic in nature. Overall, maintenance 
methylation is a highly eficient process, with DNMT1 moving along the DNA in a random 
walk, methylating hemimethylated substrates with high processivity [11]. However, unlike 
DNA sequence, methylation patterns change noticeably with age in human cells at speciic 
loci, suggesting that epigenetic replication error rates may be signiicantly greater than genetic 
replication errors rates [12,13]. Such epimutations seem to occur at dissimilar frequencies 
in different tissues, because somatic cells within an individual do not have the same mitotic 
ages (total number of cell divisions since the zygote); this is attributable to the fact that each 
cell type divides at its own rate, time-period, and developmental stage. Cells with greater 
mitotic ages (e.g. epithelial cells) would usually accumulate a higher number of epigenetic 
errors relative to cells with fewer divisions [12,14]. However, methylation changes also occur 
independent of cell division, since age-dependent DNA methylation changes can also be 
observed in post-mitotic tissues [15], although not much is known about DNA methylation 
dynamics in post-mitotic cells. Intriguingly, despite the high expression levels of DNMT1 in 
post-mitotic neurons [16], mouse models have shown that DNMT1 deiciency in post-mitotic 
neurons neither affects levels of global DNA methylation nor inluences cell survival during 
postnatal life [17]. The absence of an obvious phenotype raises the question of “Why do 
neurons retain so much maintenance methyltransferase?”. One reasonable role of DNMT1 
in neurons might be the re-methylation of cytosine residues that have lost their regulative 



 

 
 

           
             

          
 

             
 

              
              

     
 

           
 

 
            

 
          

         

methyl-group, for example, due to environmental factors or spontaneous deamination 
of methylcytosine to thymine and subsequent DNA mismatch repair [18]. Alternatively, 
DNMT1 may still be essential for maintaining DNA methylation if methylation turnover 
occurs in post-mitotic neurons. In aging cells, striking changes in the gene expression of 
methyltransferases were observed, with the mRNA of DNMT1 and DNMT3a becoming 
reduced, while the production of DNMT3b increased steadily [19]. These studies indicate 
that changes in transcriptional control of the DNMTs are one potential cause for alterations 
in DNA methylation in aging cells. A study on 50 loci encompassing primarily CpG islands 
of genes related to CNS growth and development indicated that there is a robust and 
progressive rise in DNA methylation levels across an organism’s lifespan for a variety of loci, 
such as GABRA2, GAD1, HOXA1, NEUROD1, or SYK, usually in conjunction with declining 
levels of the corresponding mRNAs [20]. Additionally, methylation studies on sorted nuclei 
have provided evidence for bidirectional methylation events in cortical neurons during the 
transition from childhood to advanced age, as relected by a signiicant increase or decrease 
in DNA methylation of speciic loci [20]. These methylation changes indicate that epigenetic 
repair mechanisms may not be restricted to maintenance methylation alone, but may also 
involve active demethylation. Indeed, Mu and colleagues demonstrated that the murine stress 
response gene Gadd45b can be transiently induced by neuronal activity and may promote 
adult neurogenesis through dynamic DNA demethylation of speciic gene promoters, 
potentially regulating long-lasting changes in neural plasticity in mammalian brains [21]. 

Global Methylation Changes in Aging Cells 

Several studies that examined age-dependent changes in total methylated cytosine content 
have demonstrated that a large amount of vertebrate tissues tend to demethylate with 
aging (overview in Richardson 2003, Ref. 22). The highest amount of methylated cytosines 
in vertebrates is most commonly observed in DNA isolated from embryos and newborn 
animals, and gradually decreases with aging. This phenomenon may be accelerated under 
certain conditions, as loss of global DNA methylation has been found in a variety of 
common human age-related diseases, namely cancer or disorders of the immune system. It 
is likely that global genomic DNA hypomethylation is partly attributable to demethylation 
in transposable repetitive elements, including the Alu and LINE-1 sequences, which play a 
crucial role in gene regulation and genomic stability. It is noteworthy that the majority of 
all methylated cytosines are found within CpG islands located in these and other repetitive 
elements. Data from the Boston Normative Aging Study indicated a progressive loss of DNA 
methylation in speciic repetitive elements dispersed throughout the genome [23]. In total, 
the authors measured DNA methylation in 1097 blood DNA samples from 718 elderly 
subjects between 55 and 92 years of age, who had been repeatedly evaluated over an 8-year 
time span. The results demonstrated a signiicant decrease in average Alu methylation over 
time compared to blood samples collected up to 8 years earlier. The longitudinal decline 
in Alu methylation was linear and highly correlated with time since the irst measurement, 
whereas average LINE-1 methylation did not vary over time. Unfortunately, it is dificult 
to estimate the impact of the observed genome-wide hypomethylation of Alu elements 
over time, as the changes are relatively small, particularly when compared with the wide 
interindividual variability in DNA methylation [24]. Nevertheless, it may be speculated that 
demethylation with age promotes chromosomal translocations by activating transposable 
elements, which are usually repressed by DNA methylation in humans [25]. Although 
future follow-up studies will be needed to determine the exact impact of age-dependent 
hypomethylation on human health, these indings suggest that genome-wide losses of 
methylation through aging may account, at least in part, for the increased rates of many 
complex diseases that are not explained by DNA sequence-based genetics [26,27]. 

CHAPTER 25 
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The Boston Normative Aging Study is a good example of a prospective study design, 
demonstrating that a single age-related epigenetic mechanism that affects methylation 
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patterns in the entire human genome is probably unlikely. Most aging studies are not 
prospective and merely compare different age groups based on average methylation values, 
rather than paired sampling in the same individuals over time. It is not surprising that the 
initial phase of the human epigenome project (HEP), which interrogated about 1.9 million 
CpG methylation values derived from 12 different tissues, failed to identify any signiicant 
age-attributable effects on DNA methylation [28], likely due to averaging of methylation 
levels across individuals for a given age group. To prove that longitudinal changes exist in 
the global epigenetic patterns of individuals, a prospective study design with direct 
examination of methylation in the same individuals is indispensable. Using a quantitative 
luminometric measurement of genome-wide DNA methylation, the effectiveness of this 
methodology was demonstrated in a landmark paper by Bjornsson and co-workers. The 
study utilized DNA samples in individuals from an Icelandic and a Utah cohort, in which 
the samples were collected several years apart [29]. The Icelandic set consisted of 111 
individuals who donated DNA at two visits separated on average by 11 years [30]. Although 
the average methylation difference over this time-period was zero, a wide range of changes 
were observed in the majority of samples, including signiicant global methylation gains (up 
to 26%) and losses (30%) [29]. In total, 29 percent of the individuals showed greater than 
10% methylation change over time. The 126 three-generation family-based Utah samples, 
derived from the Salt Lake City CEPH pedigrees collected an average of 16 years apart, 
also showed intra-individual changes over time, and additionally demonstrated familial 
clustering of methylation change. This clustering occurred for both decreased and increased 
methylation, indicating that the stringency of global methylation pattern maintenance is 
itself a heritable trait. Intriguingly, a gene-speciic analysis from the same DNA samples 
demonstrated that within the genes that showed the greatest change over time, there was a 
signiicant enrichment of imprinted genes. This is a notable observation, as imprinted genes 
seem to be very sensitive to environmental factors, such as diet or in vitro manipulation 
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408 [31,32]. 

Gene-Specific Methylation Changes 

Global methylation studies carry only limited information, as some parts of the genome 
can show an increase in DNA methylation, whereas other loci may exhibit an inverse age-
dependent development, resulting in a net modiication of zero over the whole epigenome 
(Fig. 25.1). In most organisms, it is likely that speciic genes will experience age-related 
methylation abnormalities before larger, global changes occur; only in the last stages of 
an animal’s life will variation of methylation levels change exponentially (unpublished 
data from our lab). Indeed, the list of genes that change their methylation during aging 
grows steadily, and many of these loci can be linked to human diseases, especially cancer. 
Such genes include the proto-oncogenes c-fos and c-myc, which were among the irst genes 
determined to be epigenetically unstable during aging in the liver of aged mice [33]. 
Similarly, transcriptional silencing of tumor suppressor genes associated with age-dependent 
DNA methylation is a common epigenetic event in various malignancies. In particular, an 
age-dependent inactivation is frequently detected at the RASSF1A tumor suppressor genes 
[36] and CDKN2, which is probably the most commonly altered gene known in human 
cancers [34]. The loss of CDKN2 activity through promoter hypermethylation is a common 
step in tumor development and progression. 

Most of the epigenetically unstable genes currently identiied may underlie the age-related 
risk of cancer development. Cancer is one of the most rigorously studied diseases; hence, the 
observation of aberrant methylation in cancer-related genes is highly biased. The situation 
is further complicated by the fact that epigenetic changes are highly tissue-speciic. For 
example, it could be demonstrated that in aged mice, the methylation status of c-myc tends 
to be unaffected in the brain, whereas it is prone to hypermethylation in the liver, and 
hypomethylation in the spleen at the same time [33]. 
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FIGURE 25.1 

Gene-specific methylation changes during aging. The overall methylation content of DNA in very old individuals may be stable 

during aging, as was shown in the case of a 97-year-old Alzheimer ’s patient  [15] . However, the post-mortem brain DNA of 

this individual (orange [upper] line) exhibited a hypomethylation of the PSEN1 promoter, whereas the promoters of DNMT1 and 

TFAM were significantly hypermethylated compared to the median brain methylation pattern observed in healthy individuals 

(black [lower] line). (Please refer to color plate section) 
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It should be mentioned that gene promoters are not always completely affected over their 
entire sequence. In a study of autopsied human cerebral cortex, it was found that the 
changes in methylation status of the tau gene differed among transcription factor binding 
sites with age [35]. CpG sites within AP2-binding sites were never methylated in any of the 
cases studied at any age, whereas methylation within binding sites for SP1, a transcriptional 
activator, signiicantly increased with age. Also, CpG methylation in the binding sites for 
GCF, a repressor of GC-rich promoters, signiicantly decreased with age. These indings 
suggest that the methylation status of the promoter region of the tau gene may have changed 
actively with age to adjust the transcriptional activity of this locus in the human cerebral 
cortex. In a recent study of 217 non-pathologic human DNA samples from 10 different 
tissues, methylation proiles were shown to be signiicantly associated with age and were 
eficient predictors of tissue origin [36]. In solid tissues, the authors found that loci in CpG 
islands gained methylation with age, whereas loci outside of CpG islands lost methylation. 
Furthermore, many of the methylation proiles showed association with environmental 
factors, such as asbestos, smoking, and alcohol consumption. Some genes may be generally 
unstable on the epigenetic level, resulting in frequent methylation switches. As a certain 
gene may be hypermethylated in one cell and demethylated in the next, these methylation 
changes can be dificult to discover, and may not be detected when analyzing whole tissues 
where the net effect is zero. 

One-Carbon Metabolism in Aging 

The presence of familial clustering of age-dependent DNA methylation changes [29] raises 
the possibility that epigenetic stability might be directly related to genetic and epigenetic 
variation, for instance, in genes controlling DNA methyltransferase activity or 1-carbon 
metabolism. Intriguingly, it was found that some genes that are essential components of 
the 1-carbon metabolism in humans, MTHFR, and DNMT1, show a notable interindividual 
variation in DNA methylation [15]. A signiicant interindividual variance may be an 
indicator of age-related instability of these genes that, in turn, could inluence methylation 
homeostasis in cells. This can result in aberrant levels of important methylation metabolism 
components, such as homocysteine (Hcy) and folate (see Fig. 25.2). Many epidemiological 
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FIGURE 25.2 
Aberrant methylation metabolism observed in aging. Several components of methylation pathways are frequently found to be 

abnormal (see arrows) in age-related disorders, either through environmental, hereditary, or nutritional factors. It was reported 

that S-adenosylmethionine (SAM), which is required for the methylation of DNA as well as methylation of histones, is severely 

decreased in the spinal fluid and brains of late-onset Alzheimer patients. A reduction of SAM can be the cause of a decreased 

uptake of folate and vitamin B12, which in turn induces the accumulation of homocysteine and S-adenosylhomocysteine 

(SAH). A number of steps in the metabolism of SAM, such as the transformation of Hcy to methionine or a methionine 

adenosyltransferase deficiency, which is frequently observed in dementia patients, could lead to altered methylation levels 

within a cell. The accumulation of Hcy reverts the methionine metabolism to SAH, which acts as a strong inhibitor of DNA 

methyltransferases, resulting ultimately in DNA hypomethylation. Clearance of Hcy by methionine synthase maintains a 

favorable SAM:SAH ratio, an index of cellular methylation potential. These age-dependent metabolic changes may be very 

important factors that play a paramount role in the genesis of age-related disorders. THF  tetrahydrofolate; 5-MTHF 
5-methyltetrahydrofolate. (Please refer to color plate section) 

and experimental studies have linked elevated plasma Hcy and low serum folate 
concentrations with several age-related conditions, including stroke, AD, and Parkinson’s 
disease [37]. 

Epidemiological studies have shown that elevations in plasma Hcy temporally precede the 
development of age-dependent dementia, and that there is an inverse linear relationship 
between plasma Hcy concentrations and cognitive performance in older persons [38–40]. 
These observations indicate that some epigenetic pathways may be disrupted before the 
main age-related phenotypes occur, such as formation of amyloid plaques in AD. In a 
healthy cell, low Hcy levels are maintained by the remethylation pathway that requires 
folate and vitamin B12, and by the activity of the enzyme cystathionine-beta-synthase 
(CBS) in the trans-sulfuration pathway that converts Hcy to cystathionine; Hcy induces 
oxidative stress in the cells and impairs DNA repair. Interestingly, this process results in 



 

 

 
             

   
         

        
             

              

           
         

           
            

          

 
             

              

the activation of poly-(ADP ribose) polymerase (PARP), another central component of the 
epigenetic machinery, which contributes to an epigenetic deregulation in aging cells. 

CHANGES OF HIGHER ORDER CHROMATIN STRUCTURE IN AGING 

Changes in the composition and higher order structure of chromatin with age represent a 
major causative mechanism for the deterioration of cellular and tissue functions. The major 
components of chromatin are DNA and histones, although numerous other chromosomal 
proteins also have important functions. The smallest unit of chromatin is the nucleosome, 
which consists of a histone octamer core that contains two copies of histones H2A, H2B, 
H3, and H4, around which a 147 base pair DNA segment is wrapped in a super-helical turn. 
To lock the DNA into place, the linker histone H1 binds to the nucleosome at the entry and 
exit sites of the DNA, therefore allowing the formation of higher order chromatin structures. 
While age-associated DNA methylation changes are well documented, information on 
chromatin structural rearrangements in aging has only just begun to accumulate. 

Histone Modifications During Aging 

Long N-terminal tails protrude from the nucleosome at histones H3 and H4, and several 
locations on these tails can undergo a number of covalent post-translational modiications, 
such as acetylation, methylation, sumoylation, phosphorylation, ubiquitination, 
ribosylation, biotinylation, deamination (citrullination), proline isomerization, and the 
lesser known carbonylation [41,42]. The different combinations of modiications are thought 
to constitute a histone code, which directs the binding of transcription factors to the DNA 
and changes the chromatin structure on a genome-wide scale. A 2005 study analyzed the 
major DNA methylation and histone-modiication differences in aging in a large cohort of 
monozygotic (MZ) twins, revealing a signiicant epigenetic drift between siblings during 
aging [43]. At the time, these changes were associated with phenotypic discordance, 
which was attributed to an unshared environment, although several of the observed 
epigenetic changes are more likely to result from stochastic or other inluences, rather than 
environmental effects. Overall, it could be shown that histone modiications change during 
aging and frequently occur in concert with changes in DNA methylation. 

CHAPTER 25 

Aging Epigenetics 

At present, only small subsets of histone modiications have been studied in aging, such 
as histone methylation at lysine residues. Lysines can be mono-, di-, or trimethylated, and 
this likely plays a role in transcriptional control and DNA repair [41]. Usually, sites showing 
trimethylation correlate with transcription starts, while those showing mainly dimethylation 
occur elsewhere near active genes [44]. One of the irst studies of histone methylation 
detected a signiicant increase in trimethylated histone H4 (H4K20) in kidney and liver of 
rats older than 30 days, whereas the amounts of mono- and dimethylated forms did not 
essentially change in organs from young (10 days) or old animals (30 and 450 days) [45]. 
Using bone-marrow-derived dendritic cells (DCs) from C57BL/6 mice, it was shown that 
with age-dependent up-regulation of the newly-discovered cytokine, IL-23, gene expression 
is associated with chromatin remodeling, characterized by di- and trimethylation of histone 
H3K4 [46]. In contrast to methylation, it was found that histone carbonylation, which is 
speciic for histone H1, H2A, H2B, and H3, is decreased with age in the rat organs [42]. 
Whereas a reduction of trimethylation potentially affects multiple processes, including gene 
activation, gene repression, chromatin condensation, S phase progression, mitosis, and DNA-
damage checkpoint signaling [47], the role of carbonylation, a form of oxidative modiication 
of proteins, is not yet understood. Since reduced carbonylation in basic amino acid residues 
would increase the positive charge in histones, these indings are consistent with the fact that 
chromatin is more condensed in old animals, consequently reducing gene activities [42]. 

The most investigated histone modiication is histone acetylation, which changes 
dynamically with developmental age at individual gene regions, and is correlated with the 
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state of transcription [48]. Histone acetylation occurs via histone acetyltransferases (HATs), 
which acetylate histones H3 and H4 at a number of residues. Acetylation is a reversible 
process, performed by histone deacetylases (HDACs) that actively deacetylate the histone 
tails. In a crosstalk with phosphorylation, methylation, ubiquitination, sumoylation, 
and DNA methylation, lysine acetylation is believed to be a major signal for an active 
chromatin coniguration and dynamic control of cellular pathways [49]. A study of histone 
modiication changes with age in rat liver showed that histone H3 Lys9 acetylation (H3K9ac) 
was signiicantly decreased, whereas H3 Ser10 phosphorylation (H3S10ph) was increased 
with age [50]. These indings may indicate that a decrease in acetylation and an increase in 
phosphorylation of H3 histones may inhibit gene activity. 

HAT:HDAC Balance 

Recent data indicate that one of the key determinants of aging is the HAT:HDAC balance, as 
transcriptional events involve alternate exchange of HDAC complexes with those containing 
acetylase activities [51]. Such switching in steady-state cells suggests a stoichiometrical 
balance in HAT and HDAC enzymatic activities, which in turn confers stability to the cellular 
homeostasis by coordinating time-dependent gene expression. In healthy cells, the HAT:HDAC 
equilibrium is maintained very stringently and any disruption of this equilibrium severely 
interferes with cellular homeostasis. Emerging evidence suggests that the disproportionate 
presence of HATs or HDACs and the resulting loss of acetylation homeostasis is a major 
reason for neuronal dysfunction, toxicity and, particularly, age-dependent neurodegeneration 
[51,52]. Severe disruptions of the HAT:HDAC balance can potentially collapse the chromatin 
structure, thereby obstructing the expression of critical genes. This mechanism was supported 
by the observation that, in a model of primary neurons, histone acetylation levels decreased 
at the onset of apoptosis. The hypoacetylation was induced by decreased activity of the CREB-
binding protein (CBP), a HAT that also acts as a co-activator controlling CREB-dependent 
transcriptional activity, which usually exerts neuroprotective functions [53]. A CBP-dependent 
histone deacetylation was also observed in two different pathological contexts: amyloid 
precursor protein-dependent signaling and amyotrophic lateral sclerosis model mice, 
indicating that HAT down-regulation likely contributes to neurodegenerative diseases [53]. 
Similarly, treatment of neurons with HDAC inhibitors like trichostatin A (TSA) induces 
neuronal apoptosis [52]. Taken together, alteration of the HAT–HDAC regulatory system, 
with its involvement in regulation of chromatin structure and transcription machinery, may 
contribute signiicantly to the progression of aging. 

SECTION VI 

Functions of Epigenetics 

Sirtuins 

In humans, four classes of histone deacetylases have been recognized [54]. Classes I and II 
are zinc-dependent amidohydrolases, class IV are not well-characterized enzymes classiied 
only by their DNA sequence similarity to other HDACs, whereas class III enzymes depend 
on their catalysis of NAD(). Due to homology with the yeast histone deacetylase, SIR2, the 
seven known human NAD() deacetylases are also termed sirtuins. Sirtuins target a wide 
range of nuclear and cytoplasmic proteins by acetylation (SIRT1, 2, 3, 5) or ADP ribosylation 
(SIRT4, 6). Through these mechanisms, they regulate a variety of biological processes, such 
as gene expression, cell cycle, fat mobilization, insulin secretion, and apoptosis. Intriguingly, 
the sirtuin family members with histone deacetylase activity have also been implicated in 
modulating lifespan [55]. Of these, human SIRT1 and SIRT2 have gained a lot of attention, 
as evidence suggests that their expression might be age-dependent and that they are altered 
in cancer cells [54,56]. Their importance in the aging process may primarily depend on 
their ability to regulate the cellular responses to stress, which ensures that damaged DNA is 
repaired and that mutations do not accumulate during aging [57,58]. 

The irst indications that sirtuins play an important role in aging came from studies on the 
silent information regulator 2 (SIR2) in Saccharomyces cerevisiae, where epigenetic changes 



 

are a primary cause of aged phenotypes. One function of the SIR2 protein is repression of 
the silent mating type loci, HML and HMR [59]. As yeast cells age, the SIR protein complex 
dissociates from the HM loci and moves to the nucleus in response to accumulation of toxic 
rDNA circles (ERCs) [60]. This redistribution of the chromatin-modifying complex results 
in loss of HM silencing, which causes sterility, a hallmark of aging in yeast [60,61]. Deletion 
of SIR2 shortened the lifespan of the cells, whereas an extra copy of this gene increased 
it [reviewed in Ref. 62]. It is probable that elongation of lifespan is mediated by caloric 
restrictions that decrease the carbon low in glycolysis and the tricarboxylic acid (TCA) cycle. 
In turn, the caloric restriction limits the amount of NAD available for SIR2, directly affecting 
NAD-dependent gene regulation and chromatin remodeling [56,62]. 

The mammalian ortholog of SIR2, SIRT1, exhibits a similar NAD-dependent deacetylase 
activity, primarily modifying histones at H4K16 and H3K9 [63]. SIRT1 is widely expressed 
in most tissues and regulates the expression of individual genes and the formation of 
facultative (cell-type speciic) heterochromatin. It was linked to DNA damage response 
mechanisms via p53, and also implicated in the regulation of DNA methylation patterns at 
damaged CpG-rich regions [64,65]. Using embryonic stem cells, it was shown that SIRT1 
represses repetitive DNA, among other loci, across the mouse genome [57]. In response to 
DNA damage, it dissociates from these loci and relocalizes to the DNA breaks to initiate 
repair. Similarly, it was found that another member of the sirtuin family, SIRT6, promotes 
resistance to DNA damage and suppresses genomic instability in mouse cells, in association 
with a role in base excision repair [66]. Loss of SIRT6, which has a H3K9 deacetylase activity, 
leads to abnormalities in mice that overlap with aging-associated degenerative processes. 
Thus, it seems likely that DNA damage-induced redistribution of sirtuins may be a conserved 
mechanism of aging in eukaryotes. 

CHAPTER 25 

Aging Epigenetics 

Epigenetic Control of Telomeres in Aging 

It is interesting to note that mammalian SIRT6 also has a role in modulation of telomere 
maintenance [67]. Telomeres are protective structures at eukaryotic chromosome ends that 
contain a number of hexanucleotide TTAGGG repeats. The protective function is due to the 
formation of a nucleoprotein complex called shelterin, which binds to the repeats [68], 
thereby preventing the end of the DNA molecules from activating DNA damage pathways. 
Usually, telomere length is maintained by telomerase, a reverse transcriptase that adds 
telomeric repeats de novo after each cell division, using an associated RNA molecule (TERC) 
as a template. This process counteracts incomplete DNA replication of telomeres, a common 
problem occurring in eukaryotic DNA strands with a 5’ end. If the shelterin complexes are 
disrupted, the chromosomes become highly unstable and the cellular DNA damage response 
is activated, resulting in senescence or apoptosis [69]. Nevertheless, the majority of adult 
cells progressively lose telomeres during cell division and tissue renewal, which is thought 
to result from limiting amounts of telomerase activity in aging organisms and results in a 
failure to compensate for the progressive telomere shortening [reviewed in Ref. 69]. These 
observations led to the proposal that telomere shortening is rate limiting for human lifespan 
and contributes to the development of age-related disorders [70]. This limited self-renewal 
capacity results in a inite division potential of human cells, a process that was irst proposed 
nearly 120 years ago by the aforementioned August Weismann [71]. Weismann had the 
exceptional theoretical speculation that there is a speciic limitation on the number of 
divisions that somatic cells might undergo in the course of an individual’s life, and that this 
number is already determined in the embryo. 

In recent years, it has become evident that chromatin modiications are important regulators 
of mammalian telomeres and adjacent subtelomeric regions, which possess the epigenetic 
marks of constitutive heterochromatin. The condensed chromatin formation is able to 
silence nearby genes, apparently due to spreading of silent heterochromatin, a phenomenon 
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called “telomere position effect” [TPE, reviewed in Ref. 72]. TPE involves histone 
hypoacetylation, as it can be disrupted by treatment with the deacetylase inhibitor, TSA. 
Similarly to mammalian pericentromeric regions, telomeric regions are characterized by their 
extremely rich variety of epigenetic modiications, particularly trimethylation of H3K9 and 
H4K20, dimethylation of H3K79, and low levels of acetylated H3 and H4 [73]. Alterations 
of histone modiications in telomeric chromatin or of DNA methylation in subtelomeric 
regions correlate with telomere-length deregulation, indicating that a proper epigenetic 
regulation of higher-order chromatin structures at telomeres is necessary to control telomere 
length. For example, it could be demonstrated that telomerase-deicient Terc(/) mice 
with shortened telomeres show decreased trimethylation of histone positions H3K9 and 
H4K20 in telomeric and subtelomeric chromatin, as well as increased H3 and H4 acetylation 
at these regions [74]. Furthermore, the Terc(/) mice displayed a signiicant subtelomeric 
DNA methylation, which acts as a negative regulator of telomere length and telomere 
recombination independent of histone methylation [75]. The shortening of telomeres 
observed in normal aging and age-related pathologies is also associated with an increase in 
H3 and H4 acetylation. It is important to note that accelerated telomere shortening can also 
occur due to environmental inluences, such as smoking, obesity, or stress [76–78]. These 
epigenetic changes might be an important link between telomere deregulation and 
typical aging phenotypes, particularly cancer development. Indeed, tumor formation 
often occurs in the context of altered DNA methylation, loss of H4K20me3, and altered 
expression of histone-methylases [79]. Dysfunctional telomeric components can also 
lead to other diseases, for example premature aging syndromes, such as aplastic anemia, 
dyskeratosis congenita, and idiopathic pulmonary ibrosis [reviewed in Refs 79,80]. Telomere 
homeostasis can also be affected by mutations in various DNA repair genes, causing several 
disorders, in particular ataxia telangiectasia, Werner- and Bloom-syndromes, Fanconi 
anemia, and Nijmegen breakage syndrome. These patients display a substantially increased 
risk of developing disease states characterized by a loss of tissue renewal, ultimately leading 
to premature death. 

SECTION VI 

Functions of Epigenetics 

Other Epigenetic Mediators that Influence Longevity 

Recently, telomeres have also been shown to generate long, non-coding RNAs, named 
telomeric repeat-containing RNA (TERRA or TelRNA) [81,82]. TERRA molecules are 
transcribed from a number of subtelomeric loci toward the chromosome ends and remain 
associated to the telomeric chromatin, a feature similar to the non-coding XIST RNA 
that controls mammalian dosage compensation. Telomeric RNAs have been proposed to 
orchestrate chromatin remodeling throughout development and cellular differentiation, and 
to control telomere elongation by telomerase [82,83]. Up-regulation of TERRA molecules, 
for example, by defective DNA methylation in the subtelomeric regions, can lead to 
interference with telomere replication. This can eventually result in a loss of telomere tracts – 
a phenotype that can be observed in cells from ICF (Immunodeiciency, Centromeric region 
instability, Facial anomalies) patients. 

Overall, it seems that non-coding RNAs (ncRNA), ranging from 0.5 to over 100 kb, are 
general and widespread determinants that transmit information for the assembly and 
modiication of local chromatin structures. A wide diversity of mechanisms already had 
been reported, by which ncRNAs can regulate chromatin over a single promoter, a gene 
cluster, or an entire chromosome, in order to activate or silence genes in cis or in trans 
[reviewed in Ref. 84]. RNAs are of special interest because they are likely to have trans-
generational effects, as they are able to cross the germline to the offspring and mediate an 
epigenetic phenotype called paramutation [85]. Once transmitted to the next generation, 
these RNAs may distribute chromatin-modifying complexes to speciic chromosomal loci, 
thus generating an epigenetic starting-pattern that might direct the development of the new 
organism. Importantly, RNA homeostasis seems to be altered during aging, as relected in 



 

 

the tendency toward predominant transcriptional up-regulation of speciic ncRNA species 
(i.e. miRNAs) during aging [86,87]. Studies on liver tissues indicated that miRNA speciically 
target genes that predominantly participate in oxidative defence, DNA repair, intermediate 
metabolism, cytoskeletal organization, cell cycle control, and apoptosis, all of which have 
central protective roles in the aging process [86]. Hence, it was suggested that, during aging, 
miRNA posttranscriptional regulation of genes involved in dynamic signaling may affect 
many intertwining networks, disrupting and deforming various regulatory networks. 

Other epigenetic mediators may undergo changes with aging and inluence longevity. The 
Polycomb group genes (PcGs), a family of proteins that can silence speciic target genes by 
modifying chromatin organization [88], are one example. PcG complexes involve at least 
two kinds of large multimeric complexes: the initiation complex, Polycomb complex 2 
(PRC2), which in humans consists of EZH2, EED, and SUZ12, and the maintenance 
complex, PRC1, with the core proteins RNF2, HPC, and BMI1. These epigenetic repressors 
are characterized by an intrinsic histone lysine methyltransferase activity and work jointly 
to regulate cellular senescence, apoptosis, X-inactivation, stem cell self-renewal, and aging, 
among other processes. For instance, it was shown that the PcG gene Bmi1 is required 
in neurons to suppress apoptosis and the induction of a premature aging-like program 
characterized by reduced antioxidant defenses [89]. 

Initially discovered as epigenetic silencers during embryogenesis, it was demonstrated that 
PcGs control cellular lifespan through regulation of both the p16(Ink4a)/Rb and the Arf/ 
p53 pathways, as well as by interaction with components of the Wnt signaling pathway 
[90,91]. The Wnt pathway describes a complex network of proteins that elicit intracellular 
signaling cascades with demonstrated roles in cell proliferation, cell fate determination, 
apoptosis, and axis polarity induction [92]. Emerging data indicate that canonical Wnt 
signaling also regulates stem and progenitor cell renewal and delays the onset of age-related 
changes [reviewed in Ref. 93]. Induction of the Wnt inhibitor, GSK-3b, promotes replicative 
senescence in mammalian brain cells, suggesting that inhibition of the Wnt signaling cascade 
might be accountable for the age-related decline in cell proliferation, thereby affecting 
memory functions that are progressively compromised in aging. While growing evidence 
supports the hypothesis that Wnt signal activation delays aging, others have surprisingly 
pointed in the opposite direction [93]. These conlicting data indicate that additional work 
is needed to further test the hypothesis that responses to Wnt signaling change in an age-
dependent manner. 

CHAPTER 25 

Aging Epigenetics 

MODEL OF AGE-DEPENDENT EPIGENETIC DRIFT 

The projected model of evolutionary epigenetics of aging offers a theoretical framework to 
explain many aging phenomena that are dificult to explain by classical aging theories alone. 
The theory suggests that, among other causes, aging results from progressive accumulation 
of epigenetic damage as a direct consequence of evolved limitations in the genetic and 
epigenetic settings of maintenance and repair functions. Age-dependent epigenetic drift is a 
natural phenomenon that is present in all healthy individuals, but may become hazardous 
with age, potentially playing a central role in many complex disorders. Indeed, epigenetic 
drift was reported to be present in tissues from healthy individuals, but also presented a 
notably increased drift in tissues derived from patients with late-onset AD [15,43]. 

Mammalian aging is a complex individual phenotype arising from a variety of risk factors, 
such as environmental effects, nutrition, or stochastic luctuations, among others, which 
directly act on the epigenomic machinery and increase epigenetic variability with age. 
Whereas genetic mutations accumulate in a nearly linear fashion during aging, epimutations 
seem to increase exponentially once a certain threshold of cellular epigenetic deregulation is 
reached (unpublished results from our laboratory). Reaching the threshold may often cause 
a ripple effect that inluences various other genetic and epigenetic maintenance processes, 
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SECTION VI 

Functions of Epigenetics 

FIGURE 25.3 
Age-dependent epigenetic drift. Shown here is the example of neuronal epigenetic drift that may lead to age-dependent 

neurodegenerative disorders, such as AD or Parkinson’s. The relatively high frequency of de novo epimutations suggests 

that epigenetic alterations accumulate during aging. Small epimutations may be tolerated by the cells; however, once the 

epigenetic deregulation reaches a critical threshold, the cells no longer function properly. The phenotypic outcome depends 

on the overall effect of the series of pre- and postnatal impacts on the pre-epimutation. Only some predisposed individuals 

will reach the “threshold” of epigenetic deregulation that causes the phenotypic changes that meet the diagnostic criteria for 

a clinical disorder. Epigenetic drift may not only be affected by several internal and external factors – some individuals may 

already be epigenetically predisposed at birth, due to trans-generational epigenetic effects. Trans-generational epigenetic 

inheritance results either from incomplete erasure of parental epigenetic marks during phases of epigenetic reprogramming 

at fertilization, or may be established by small RNA species that pass through the germline. Since all organisms eventually die 

from different causes, epigenetic patterns beneficial in early life are favored by natural selection over patterns advantageous 

later in life. Deleterious epigenetic drift occurring after the reproductive phase is relatively neutral to selection, because its 

bearers have already transmitted their genes (and potentially epigenetic information) to the next generation. (Please refer to 

color plate section) 

ultimately leading to a signiicantly quicker epigenetic drift (see Fig. 25.3). Compared to 
genetic mutations, it is likely that epigenetic drift is partially caused by the higher epigenetic 
turnover, as the replication-independent epigenetic maintenance in cells is very dynamic 
and inherently probabilistic. For example, it could be shown that one of the main genes 
maintaining a transcriptionally silent state, Hp1, which mediates communication between 
histone and DNA methyltransferases, transiently binds to target chromatin domains. 
Intriguingly, the turnover time for the entire cellular pool of HP1 at a given heterochromatic 
domain is a matter of seconds [94]. 

The rate of epigenetic drift may not only be affected by singular events in the genome, but 
may also be driven by genome-wide systemic mechanisms. This was shown in a methylome 
network analysis of post-mortem brain samples of schizophrenia cases and controls, 
which uncovered decreased epigenetic modularity (co-regulation) in both the brain and 
the germline of affected individuals, suggesting that systemic epigenetic dysfunction may 
be associated with complex disorders [95]. A systemic effect can be potentially positive or 
negative in relation to longevity. It seems reasonable that, in very old individuals, some 
favorable epigenotypes exist that act as buffers against the deleterious effects of age-related 
disease genes. As a result, one could expect that the frequency of deleterious epimutations 



 

 

 
 

 
             

     

may increase among individuals with extreme lifespan, because their protective epigenotype 
allows disease-related genes or epigenetic patterns to accumulate. 

On the epigenetic level, some genes may not predispose to age-related disease per se, but only 
in connection with speciic environmental triggers. Interactions between genes and putative 
risk environments may explain why association studies of complex disorders often cannot be 
replicated in studies from different geographical areas. The irst direct evidence for such an 
interplay in the etiology of a complex disorder was reported by Caspi and co-workers, who 
found that a polymorphism in the serotonin transporter gene, 5-Htt, regulates the effect of 
stressful life events on susceptibility to depression [96]. Generally, it can be assumed that 
environmental insults leave an “epigenetic footprint” of mammalian cells, especially in post-
mitotic cells, such as neurons. These footprints may be harmful to an organism, even years 
after exposure in old age. Fittingly, it was reported that developmental exposure of rats to the 
xenobiotic metal, lead (Pb), resulted in delayed overexpression (20 months later) of APP, 
a gene with a critical role in AD [97]. Aged monkeys exposed to Pb as infants responded in 
a similar way, suggesting that environmental effects occurring during brain development 
predetermine the expression and regulation of APP later in life, potentially inluencing the 
course of disease development. The occurrence of signiicant epidemiological differences in 
age-related disease prevalence is a strong sign that environmental triggers may drive disease 
development [98]. A more intense cross-cultural comparison of age related diseases is 
needed to understand how the environment (i.e. diet and behavioral circumstances) affects 
these disorders. Nevertheless, the “Western-lifestyle” may be an essential component in the 
development of late-onset disorders of the brain. A similar situation exists in other complex 
diseases, such as cancer, where many migration studies have shown that cancer incidence 
changes following migration, pointing to a predominant environmental contribution to 
disease causation [99]. 

CHAPTER 25 

Aging Epigenetics 

Lessons From Twin Research 

Traditionally, in twin studies, when variation due to environmental factors is ruled out, an 
inluence at the genetic level is assumed. However, epigenetic factors are probably better 
suited to explain the observed anomalies in age-related disorders, as aberrant epigenetic 
patterns may be acquired during many developmental stages. In monozygotic (MZ) twins, 
it has been repeatedly demonstrated that an epigenetic drift occurs during aging that affects 
DNA methylation as well as histone-modiication, and is associated with phenotypic 
discordance [43,100,101]. For example, in a recent genome-wide study on MZ and 
dizygotic (DZ) twins using a microarray-based DNA methylation proiling method [102], 
it was demonstrated that, although a large degree of MZ co-twin DNA methylation variation 
exists, the epigenetic difference in buccal cells of DZ co-twins was signiicantly higher. 
These data suggest that molecular mechanisms of heritability may not be limited to DNA 
sequence differences. In a landmark study by Fraga and colleagues, genome-wide differences 
in DNA methylation and histone acetylation with age were examined [43]. Consistent with 
the idea that MZ twins are epigenetically similar at birth, little or no epigenetic differences 
were detected in twins early in life. In contrast, the elderly MZ twin pairs showed substantial 
variations in several tissues. Notably, the extent of epigenetic variation was related to 
environmental differences (i.e. lifestyle and non-shared environment) between twins and 
correlated signiicantly with differences in expression patterns. These indings are of major 
importance for understanding the results of classic twin heritability and highlight a potential 
mechanism by which environmental factors can inluence age-dependent expression 
patterns [reviewed in Ref. 103]. On the other hand, one of the irst large-scale twin studies, 
the Minnesota Study of Twins Reared Apart, challenged the notion that environment plays a 
signiicant role in determining disease phenotypes [104], indicating that much more research 
on the dynamic interaction of environment and epigenotype is necessary. 
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In aging studies, rare sets of MZ twins discordant for disease phenotypes are of special 
interest, as they offer the opportunity to examine factors that may contribute to the 
probabilistic nature of the association between the epigenome and age-related disorder. 
Information as to whether a twin pair is concordant (both are affected) or discordant (only 
one twin has the disorder) relies on the rationale that MZ twins are genetically almost 
identical, whereas DZ twins, on average, share 50% of their segregating genes. In agreement 
with the theory of epigenetic drift, the degree of concordance in MZ twins is lower than 
100% for nearly all complex diseases, but substantially higher in comparison to the 
concordance rate in DZ twins [105]. Nevertheless, data derived from aging twin studies have 
to be used cautiously. The disadvantage of aging twin studies is the late clinical diagnosis of 
the disease, and it is obvious that in some cases a concordance may be missed if one twin 
dies earlier than the other, often from causes unrelated to the studied disorder. For example, 
in a recent study on a twin pair discordant for AD, the authors found a signiicant global 
demethylation in the affected brain areas of the AD twin [106]. However, the unaffected twin 
also showed weak signs of AD pathology, indicating that he may have been predisposed to 
AD as well. It seems likely that, had he lived longer, he would have developed AD symptoms, 
too. In this context, it is important to note that the age of onset in MZ twins tends to differ 
considerably, often by more than two decades [107], further supporting the effect of either 
harmful or protective environmental factors playing a signiicant role in the occurrence 
of age-dependent disorders. Identiication of such causative factors may help to develop 
preventive strategies to delay the onset of age-related pathologies signiicantly. 

CONCLUSIONS AND FUTURE DIRECTIONS 

It remains unknown whether aging is epigenetically programmed, but it is highly likely 
that aging partially results from the accumulation of epigenetic somatic damage, owing 
to organisms’ limited investments in maintenance and repair of epigenetic patterns in old 
age. To understand these processes, it will be beneicial not only to focus on research of 
age-related disorders, but also to incorporate longevity studies, e.g. observing the epigenetic 
patterns in centenarians. If environment plays a critical role in epigenetic drift, it is to be 
expected that long-lived people can carry just as many deleterious aging epimutations as 
the rest of the population; however, their protective “longevity epigenotype” may work 
as a buffer to protect from the harmful effects of other epimutations. With an increasing 
population of over 65 years of age, a much stronger investment in the ield of aging 
epigenetics seems advisable, as the risk of developing age related diseases will increase 
dramatically in the near future. The risk of developing a neurodegenerative disorder doubles 
every 5 years over age 65, and it is estimated that more than half of the individuals older 
than 85 have neurodegenerative phenotypes. These facts are signiicant, because the group 
with the highest risk, those older than 85, is the fastest growing population group in the 
Western world. If the threshold model of epigenetic drift holds true, it would be important 
to adjust an individual’s epigenome before the critical threshold is reached, as epigenetic 
treatments become increasingly dificult once a subject enters a disease state. Reversal of 
complex epigenetic patterns is a challenging task; however, there are many lines of evidence 
that lifestyle may inhibit or at least postpone the onset of age-related disorders. It seems 
plausible that, with appropriate preventive strategies, the onset of disease may be delayed 
nearly indeinitely. This is the case for various cancers, where early diagnosis is essential, but 
treatment becomes very complicated after a certain threshold is crossed (i.e. metastasis). This 
problem underscores the need for early diagnostic markers in age-dependent disorders, and 
epigenetic markers may be excellent tools for development of an eficient treatment strategy 
[15]. Used in conjunction with other therapies, “epigenetic” drugs could provide a faster, 
safer, and more reliable treatment for patients. Already, several of these drugs, such as HDAC 
or DNA methyltransferase inhibitors, have been tested in clinical trials on age-related disease 
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(i.e. cancer). However, all current drug candidates are very unspeciic and, consequently, 



 

   

  

  

  

  

  

  

  

  

 

 

 

 

 

  

 
 

 

  

 

 

 

 

 

 

 
 

 

large-scale deregulation of the methylation and deacetylation machinery of the cell is 
unavoidable. In the future, it will be essential to identify technologies that target only speciic 
elements of the epigenome, or even better, to ind natural ways (e.g. lifestyle, nutrition) to 
protect us from aging phenotypes by increasing the body’s tolerance for epigenetic insults. 
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FIGURE 25.1 
Gene-specific methylation changes during aging. The overall methylation content of DNA in very old individuals may be stable during aging, as was shown in 

the case of a 97-year-old Alzheimer’s patient [15]. However, the post-mortem brain DNA of this individual (orange [upper] line) exhibited a hypomethylation 

of the PSEN1 promoter, whereas the promoters of DNMT1 and TFAM were significantly hypermethylated compared to the median brain methylation pattern 

observed in healthy individuals (black [lower] line). (Please refer to Chapter 25, page 409). 



 

 

 

 

   

FIGURE 25.2 
Aberrant methylation metabolism observed in aging. Several components of methylation pathways are frequently found to be abnormal (see arrows) in age-

related disorders, either through environmental, hereditary, or nutritional factors. It was reported that S-adenosylmethionine (SAM), which is required for the 

methylation of DNA as well as methylation of histones, is severely decreased in the spinal fluid and brains of late-onset Alzheimer patients. A reduction of SAM 

can be the cause of a decreased uptake of folate and vitamin B12, which in turn induces the accumulation of homocysteine and S-adenosylhomocysteine 

(SAH). A number of steps in the metabolism of SAM, such as the transformation of Hcy to methionine or a methionine adenosyltransferase deficiency, which 

is frequently observed in dementia patients, could lead to altered methylation levels within a cell. The accumulation of Hcy reverts the methionine metabolism 

to SAH, which acts as a strong inhibitor of DNA methyltransferases, resulting ultimately in DNA hypomethylation. Clearance of Hcy by methionine synthase 

maintains a favorable SAM:SAH ratio, an index of cellular methylation potential. These age-dependent metabolic changes may be very important factors that 

play a paramount role in the genesis of age-related disorders. THF  tetrahydrofolate; 5-MTHF  5-methyltetrahydrofolate. (Please refer to Chapter 25, 

page 410). 



 

 

 

FIGURE 25.3 
Age-dependent epigenetic drift. Shown here is the example of neuronal epigenetic drift that may lead to age-dependent neurodegenerative disorders, such 

as AD or Parkinson’s. The relatively high frequency of de novo epimutations suggests that epigenetic alterations accumulate during aging. Small epimutations 

may be tolerated by the cells; however, once the epigenetic deregulation reaches a critical threshold, the cells no longer function properly. The phenotypic 

outcome depends on the overall effect of the series of pre- and postnatal impacts on the pre-epimutation. Only some predisposed individuals will reach the 

“threshold” of epigenetic deregulation that causes the phenotypic changes that meet the diagnostic criteria for a clinical disorder. Epigenetic drift may not 

only be affected by several internal and external factors – some individuals may already be epigenetically predisposed at birth, due to trans-generational 

epigenetic effects. Trans-generational epigenetic inheritance results either from incomplete erasure of parental epigenetic marks during phases of epigenetic 

reprogramming at fertilization, or may be established by small RNA species that pass through the germline. Since all organisms eventually die from different 

causes, epigenetic patterns beneficial in early life are favored by natural selection over patterns advantageous later in life. Deleterious epigenetic drift 

occurring after the reproductive phase is relatively neutral to selection, because its bearers have already transmitted their genes (and potentially epigenetic 

information) to the next generation. (Please refer to Chapter 25, page 416). 
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CHAPTER

Epigenetics in Adaptive 
Evolution and Development
The Interplay Between Evolving Species and 
Epigenetic Mechanisms

Simon H. House*

Cambridge, UK

PRESSURE FOR MOLECULAR EVIDENCE

As research advances rapidly the deinition of “epigenetics” evolves, but a deinition currently 
acknowledged widely is: “changes in phenotype (appearance) or gene expression caused by 
mechanisms other than changes in the underlying DNA sequence” [1].

Practical Indications of Epigenetics

Epigenetics is more than a fascinating and fast burgeoning ield of biological research: it is of 
vital consequence to the human race as we have come into arguably the worst crises in new 
forms of disease the human race has encountered. These include the “non-communicable” 
diseases related to the metabolic syndrome. Obesity, diabetes, and cardiovascular and mental 
health disorders are increasingly recognized as connected with epigenetic changes of early 
origin.

One of the irst scientists to prophesy speciic permanent effects on health of nutrition from 
before conception and during development was Professor Michael A. Crawford, Director of 
the Institute of Brain Chemistry and Human Nutrition. In 1972 he related his and others’ 
indings to the effects of current nutrition on our current evolution as well as health, with 
particular emphasis on preconception nutrition, and on marine omega-3 oils in brain 
and heart development [2–4]. Such lifelong effects of fetal and infant nutrition are better 
known by the term “The Barker Hypothesis” [5,6]. Crawford used the adjective “epigenetic” 
in a broad sense, but although the term “epigenetics” had already been coined by Conrad 
Waddington in 1937 to describe environmental effects on the phenotype, molecular 
comprehension was delayed for half a century.

Nutrition is one aspect of the environment readily studied objectively. Less amenable to 
objective study are stressors and stress, particularly the lasting impacts of maternal–fetal 
stress. Nonetheless remarkable evidence has come from work of pre- and perinatal societies, 
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and notably of Dr Frank Lake, between 1954 and 1982 [7–9], instanced in the section below, 
“Continuing evolutionary impacts, p.438”. This evidence is becoming more intelligible 
through epigenetics.

Environment and Evolution

Crawford’s proclaiming of the powerful effects of diet on development, culminated in his 
insistence that only at the waterside could the human species have achieved so large a brain, 
sustained by plentiful ish and shellish with their essential marine oils, docosahexaenoic 
and eicosapentaenoic acids (DHA and EPA). The only other mammals to retain a large 
brain as they became at least as large were marine, such as dolphins and whales. Not until 
the 1990s was the power of Crawford’s case acknowledged by leaders in paleontology, 
having re-dated remains with electron-spin technology, and related them to evidence 
of contemporary water levels [10,11]. David Marsh and Michael Crawford [12,13] had 
emphasized that Darwin, in On The Origin of Species [14], had attributed adaptation to 
“Conditions of Existence”, as a higher law than “Unity of Type”. The former was compatible 
with Lamarck’s [15] irst basic law that “organs, thus species, change in response to a need 
created by a changing environment”. His second law that “such change was passed through 
the hereditary mechanism to the offspring” was intrinsic to Darwin’s “Unity of Type”, even 
if Darwin made more of random change. Sifted from the theistic and teleological elements, 
these two scientists’ theories stand the light of current science [16].

The commonly held view that adaptation was by natural selection of merely random 
changes, the “neo-Darwinist” view, is attributable to “the Weismann barrier” [17] – there are 
even scientists who use the term “Darwinism” clearly meaning “neo-Darwinism”. Although 
in his introduction Darwin writes, “I am convinced that Natural Selection has been the 
main, but not exclusive, means of modiication”, concluding Chapter 6 he afirms:

“The expression of conditions of existence is fully embraced by natural selection 

[which acts by] adapting the varying parts of each being to its organic and inorganic 

conditions of life”. He adds “[Of the] two great laws – Unity of Type, and the 

Conditions of Existence the law of the Conditions of Existence is the higher law; 

as it includes, through the inheritance of former variations and adaptations, that of 

Unity of Type.”

Darwin goes on:

“I can see no very great difficulty in believing that natural selection has 

converted the simple apparatus of an optic nerve merely coated with pigment 

and invested by transparent membrane, into an optical instrument as perfect 

as is possessed by any member of the great Articulate class [nor] that natural 

selection has actually converted a swimbladder into a lung, or organ used 

exclusively for respiration [my italics]”.

Darwin here seems to lean towards Lamarck. If he were right, that natural selection somehow 
caused the conversion, might it be through epigenetic switching prompted by conditions 
of existence, advantageous enough to survive as adaptation? Among others leaning towards 
Lamarck, Jablonka, Fox et al. [18] hold – controversially – that:

“it is quite wrong to think of the environment as just a selector of heritable variation. 

The environment has a dual role in evolution – it does not just select among heritable 

phenotypic variations, it also induces them” [my italics].

Origin’s inal words reveal Darwin’s sense of wonder that “from so simple a beginning 
endless forms most beautiful and most wonderful have been, and are being evolved.” [14] 
Our growing awareness of mechanisms of epigenetics and genomic imprinting makes us all 
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the more sensitive to the importance of keeping today’s increasingly artiicial conditions of 
existence as beneicial in relation to evolution as we possibly can.

EVOLUTIONARY CONCEPTS FROM THE 19TH CENTURY  
TO TODAY

David Marsh [12] well describes how Lamarck’s concept of heritable acquired characteristics, 
modiied by Darwin, had been latly contradicted by Weismann. Weismann held a “germ 
plasm theory” of sealed germ-cells, insulated against all somatoplasmic inluence, ruling 
out heritability of acquired characteristics. Weismann’s ridiculous “disproof” of acquired 
characteristics – by cutting off mice-tails for 20 generations to no hereditary effect (despite 
centuries of docking lambs’ tails, or indeed millennia of human male circumcision!) – led to 
a widespread view of mutations being purely random, advantages enduring through natural 
selection. Such a concept of evolution became inappropriately termed “neo-Darwinism”, 
many scientists even referring to it mistakenly as “Darwinism”. By the 1930s mathematical 
coordination of neo-Darwinism with Malthus’s principle of population growth, Mendel’s 
statistical approach, and human population genetics led to the “Modern Synthesis”. Setting 
the seal on this rigid “primacy of DNA” was the 1950s discovery of the double helix by 
Watson, Crick et al. reinforcing the “blue-print” paradigm. All along, caught up in the 
controversies were the Church, Creationism and Intelligent Design; and politics, industrial 
revolution, and trade with religious expansionism [12]. In the turbulence, Darwin’s image 
became stripped of his wavering religious propensity, to be branded agnostic, even atheist, 
and his image also became stripped of his profound environmentalism “Conditions of 
Existence”.

The opinion of David Marsh and Michael Crawford has not wavered since their publication –  
over a decade before the human genome was mapped – of The Driving Force: Food in  
Evolution and the Future, 1989, that natural selection and environmental conditions work 
hand in hand, as current epigenetics research is now showing. To these two author friends  
I am indebted for their insights in Nutrition and Evolution, as their excellent book was 
renamed in 1995 [13].

For the controversial background I strongly recommend David E. Marsh’s The Origins of 
Diversity [12], an excellent short history of evolutionary debate. It ranges from the late 
18th century – Lamarck’s theory [15] – through to the human genome sequencing and 
current surge in epigenetics research, which is beginning to clarify precise mechanisms of 
evolutionary change.

I pay tribute to Michael Crawford particularly for his globally outstanding research focused 
on maternal–child nutrition and brain development. Crawford, Marsh and I are among 
the increasing number who stress the value of young children’s developing a taste for ish, 
sea foods, seaweeds, and beneicial algae like spirulina and chlorella. For the sake of future 
generations people need to eat more aquatic foods as the main and richest source of brain 
speciic nutrients, docosahexaenoic and eicosapentaenoic acids (DHA & EPA), whose dietary 
depletion in many countries is threatening the brain [19–21]. Covering 70% of our planet’s 
surface, water represents our greatest future food potential, while the demise of ocean 
plant-life can seriously aggravate climate change. At our peril do we continue wrecking our 
evolutionary habitats of oceans, rivers, and lakes. Their saving and enhancement, rooted in 
agriculture of the ocean beds, is a vital contribution to our future. Epigenetics makes even 
clearer the urgency of guarding aquatic habitats, if only for the sake of human health.

Many epidemiological and molecular researchers are exploring transgenerational effects, 
including genomic imprinting, opening windows on modiications in species. Among them 
are Barry Keverne [22–24], Marcus Pembrey [25–28], Michael Golubovsky [29], Marilyn 
Monk [30,31], and Jonathan Mill [33a,33b]. We seem on the verge of clarifying  
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the relationship of heritability, yet reversibility, to more permanent changes in DNA 
sequence, namely, mutations. David Marsh [12] sees this as the threshold of a new paradigm. 
We are recognizing the molecular variations through which we are affected by our great-
grandparents, and in turn affect our great-grandchildren-to-be, passing on generation by 
generation much of what we inherit, and a substantial part of how we live. How substantial? 
Despite Barry Keverne’s description [22] of genomic imprinting as co-adaptive, the results of 
epigenetic transmission to the next generation are still controversial – shades of Weismann?

Keverne writes [22]:

Genomic imprinting acts primarily through key regulatory genes which in turn have 

a cascade effect through other genes. Possible effects vary widely, for instance the 

mother’s food intake and weight gain; maternal fat and blood glucose; letdown of 

milk and post-natal pup growth. Other effects include her maternal behavior, nest-

building, and placental hormones, placental blood flow and nutrient transfer, fetal 

growth, and early weaning and puberty onset. In these ways the placenta enables the 

fetus to regulate its own destiny, mainly by genomic co-adaptation affecting hormonal 

action on receptors in the maternal hypothalamus. The two genomes, infant and 

maternal, are co-adaptive for infant wellbeing and reproductive success. Offspring 

that have extracted ‘good’ maternal nurturing will be genetically predisposed towards 

good mothering.

When David Barker describes the pregnant woman as reading her environment for her 
grandchildren, “adaptively” is the implication [34]. Marcus Pembrey’s epidemiology 
indicates environmental effects in the gender-line and the trans-gender-line [25], 
opportunities for which are revealed in Golubovsky and Manton’s three-generational 
physiology of female epigenetics [29]. Golubovsky and Manton indicate that establishment 
and maintenance of epigenetic states is a lexible and vulnerable process citing Singh et al.  
[35], that environmental factors (such as pollution, nutrition, and lifestyle) inluence 
the epigenetic dynamics of the oocyte in the maternal grandmother and mother possibly 
causing genotype/phenotype changes in the grandchildren, citing Issa [36]. Boyano et al. 
report mammalian male imprinting at different stages over time [37], while Grandjean and 
Rassoulzadegan [38] identiied epigenetic inheritance mediated by RNA and micro-RNA 
released by sperm. They consider RNA molecules present in the spermatozoon head may be 
possible vectors for the hereditary transfer of epigenetic modiications.

EVIDENCE – EPIDEMIOLOGICAL AND MOLECULAR

Evidence – Epidemiological, Transgenerational, and Molecular

Marcus Pembrey has provocatively referred to himself as “neo-Lamarckian” – in apparent 
support of adaptive evolution. He and Marilyn Monk, both of London’s Institute of Child 
Health, are among those describing transgenerational transmission of environmentally 
induced epigenetic change. They include epidemiological and molecular evidence of parent 
to child transmission [25,26,30,39] with particular susceptibility during reproduction and 
development.

Epigenetics has qualiied Mendelian theory in that randomization studies need not only 
assume a random distribution of alleles in the offspring, but also a random distribution 
of epigenetic changes at conception, in order for the core assumptions of the Mendelian 
randomization methodology to remain valid [32].

Although their effects were recognized early in the 20th century, epigenetic mechanisms were 
scarcely being revealed until its last decade. Then in 2001 the shock inding of the Human 
Genome Project completion – with less than a quarter the number of genes expected –  
turned minds to explore gene-expression to explain the immense variations in human 
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beings, and their ine-tuning to their environment. The result is a reasonable explanation 
of two mysteries – (a) how environment can stamp its mark on an organism’s phenotype 
and (b) how, within an organism, the position of each cell might induce its speciic role-
development – both by this single type of process. Yet neat as this explanation may be, it is 
in fact a complex range of processes, as will be summarized.

Inheritance and Genomic Imprinting

Genomic imprinting tends to stabilize transmission from parents to child with apparently 
rare changes to imprints. Imprints are usually sustained in somatic cells through life – see 
under “Human reproduction”, “Physiological stages of imprinting processes, p. 437”, below 
[40]. Flexibility comes through environmentally-caused epigenetic changes affecting only the 
individual, but including the fetus or infant indirectly through the mother. Highly-complex 
processes are involved in various reproductive processes: oogenesis and spermatogenesis, 
fertilization, and early embryonic development [2]. The most complex and seemingly most 
signiicant stage is periconceptional, from just before conception up to gastrulation – the 
beginning of the morula’s nutritional opening of what is to become the alimentary canal 
[41]. Notably some speciic gene-switch settings are inherited alleles – speciically as active 
or inactive. This process of genomic imprinting is accredited by Keverne [22] with the value 
of co-adaptive genetic behavior: paternal, maternal, embryonic, and placental. In contrast, 
genomic imprinting is open to danger. Being mono-allelic, an imprinted gene lacks the 
safeguard of an alternative copy of the gene similarly marked. Should one be lawed, it can 
result in a genetic disorder, for instance Prader–Willi or Angelman syndrome. Following 
gastrulation there is growing evidence of epigenetic effects from nutrition in gestation and 
infancy, [26, 42,43] and more strongly from stress, cortisol [7,8,44–49].

Tell-Tale Rapid Changes

Setting innovations in their evolutionary context provides an impression of the interplay 
between evolving organisms and evolving mechanisms. Signiicantly we recognize some of 
our conditions of existence to be changing now so fast and so adversely as to introduce some 
traits into our evolution that some hold to be seriously degenerative, such as the sudden 
escalation in obesity and diabetes, and cardiovascular and mental disorders. Technologies 
that contribute to this could also provide insights and tools to contend with the increasing 
complexities. Epigenetics highlights the need for farsightedness in matters of human health. 
To give some substance to this view, Crawford and Sinclair [50] prophesied in 1972 that 
whilst heart disease and cancer headed the burden of ill-health in the 20th century, mental 
ill health would replace them in the 21st century. A terrible conirmation of their prophecy 
is its fulillment. In the UK the annual £77 billion cost of brain disorders is more than that 
of cancer and heart disease combined [51]. From the U.S. Department of Health and Human 
Services we read, “The cost of treating mental disorders rose sharply between 1996 and 2006, 
from $35 billion (in 2006 dollars) to almost $58 billion 27 million people were using 
antidepressants in 2005, compared to 5.84%, or 13.3 million people, in 1996” [52]. For 
Europe, “ the true economic cost of disorders of the brain is substantially higher than our 
estimate of 386 billion Euros, perhaps in the range 500–700 billion Euros” [53]. The gene 
sequence has not changed [54]: conditions of existence are now constantly changing, and 
affecting epigenetic settings.

TIME PERSPECTIVE – THE BIG BANG – BEGINNING OF  
EVOLUTION – INTO THE FUTURE

Inorganic Matter to Cellular Life

The beginning of life and accelerating evolutionary processes need to be seen in perspective, 
against the Big Bang some 15 billion years ago (bya), the earth’s formation some 4.5 bya and 
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assembly of elements into molecules. In the submarine volcanic heat, fatty acid molecules 
may have formed on minerals, then conglomerated, drawn together by their oily end into 
spheres, their water-soluble ends outward in the ocean. Possibly RNA was established by 
this stage. A likely date-scale suggests amino-acids made feasible the protocell, “prokaryote”, 
some 3.8 bya, then DNA and microbes by 3.5 bya, with powerfully photosynthetic 
cyanobacteria by 3 bya. By 2.8 bya cell nuclei and eukaryotic cells formed, the basis of 
today’s immense variety of life, with cell memory, light-sensitivity and photosynthesis. 
By 2.5 bya the ocean may have been rich in omega-3s, docosahexaenoic acid (DHA), and 
eicosapentaenoic (EPA), signiicant particularly to the blue-green algae and phytoplankton, 
with the new process of photosynthesis, binding carbon. So successful were they that they 
threatened themselves with excess of their own oxygen, until rescued by the mitochondria at 
2.3 bya. Burning oxygen back to carbon dioxide were the mitochondria, symbiotically with 
the blue-greens and phytoplankton on the one hand, and on the other hand energizing not 
just themselves but becoming the new range of oxygenated life-forms. This vast evolutionary 
potential remained poised on the threshold, inhibited by the deepest of all ice-ages, for some 
billion and a half years. Then, 670 million years ago (mya) a new warm climate brought 
on a burgeoning variety of new life, the Cambrian Explosion, evidence of which was irst 
unearthed among the ancient rocks of Wales (Cambria).

Further Key Transitions in Evolution With Likely Changes in  
Epigenetic Processes

Million years ago (mya):

670    from single to multi-cell life
540   to shell-bearing life
500   vertebrate life
400   amphibians and vitamins for land-life
180   marsupials and mammals diverge
130   lowering plants, seeds with omega-6s
 50   sea mammals with omega-3s
 2   Homo’s brain enlargement with omega-3 docosahexaenoic acid (DHA).

Once this oxygenated life became multi-cellular, it sprang to highest complexity: shell-
bearing invertebrates, vertebrates, and brain-powered life. Within 200 million years legs had 
appeared and amphibians. Vitamins, in evidence by 350 mya, seemed a requirement for 
land-life metabolism. A signiicant beneit featured in the transition between aquatic and 
terrestrial life, from a diet combining omega-3s with omega-6s, the very prescription for 
brain development. So the leap forward: reptiles 360 mya, mammals 210 mya, and Homo 
habilis 2 mya. This perspective spanning from the Big Bang to the present shows the long 
time-scale and widely varying pace of evolution with the sense of its continuity into the 
future. This is important in grasping the rapidity of a sequence of civilizational changes. One 
after another in a mere 400 generations, beginning with the hunter-gatherer, have fallen such 
impacts as agriculture, industrialization, intensiication of farming, high-tech medicine, food 
manufacture, and marketing; and now the challenges of pandemic diseases, climate change, 
and ecological depletion, are calling for urgent ocean-bed agriculture. Now our myriad 
artiicial environmental interventions come at a stage when our human sensitivity has never 
been higher in terms of epigenetics, genomic imprinting included. Through this young 
ield of study can we divine any moments in this lay-out of evolution during which novel 
mechanisms were achieved?

Although we can tell many ways that environment affects cells and organisms, and how 
it does so, we can largely only speculate on when and how the changes came about to 
accumulate to the complex systems now regulating life. The most likely indications will 



431

CHAPTER 26 

Epigenetics in Adaptive Evolution and Development

come from the transitional stages in evolution, found by comparing fossil records across 
transitions with epigenetics of the descendants we know today.

MECHANISMS EMERGING IN EVOLUTION

Subcellular, Cellular, and Gene-Related

SWITCHING MECHANISMS IN EVOLUTION

There are many mechanisms affecting gene settings whose activity or silence depends on the 
spatial structure of molecules. A small proportion of these have been worked out. Discerning 
which species irst achieved a mechanism, and at what stage in its evolution, reveals some of 
the major moments in evolution at which changes in organisms and mechanism took place. 
Some landmarks:

1. Chemical activation and inactivation (silencing) is not conined to genes but can operate 
in nucleosomes around which the chromosomes wrap themselves, affecting their spatial 
positioning and so the organism’s life.

2. Even protocells and single-cell organisms – some 3.8 to 2.7 by a – needed components 
with some kind of marking for their self-arrangement and replication. With the assembly 
of DNA at 3.5 bya, and cell-memory at 2.8 bya, epigenetics would presumably have 
begun. Some such mechanisms might have been operating in RNA, which could possibly 
have preceded DNA. RNA is the less stable. It not only has a part in transcribing proteins 
but in transcribing back to the DNA as inluenced by environment.

3. By 2.7 bya eukaryotes existed, with responses to environmental changes becoming 
increasingly elaborate. From this divergence of eukaryotes from prokaryotes, at 2.7 bya, 
springs sexual reproduction [55] with increasingly complex mechanisms.

4. In multi-cellular organisms, by 670 mya, each stem-cell needs markings not only for 
its internal components but to differentiate appropriately for its position. Cell-to-cell 
communication may help in this process [56]. Markings basically remain according to 
initial settings in the embryo except as changed by immediate environmental conditions.

TWO COMMON MECHANISMS – DNA METHYLATION AND HISTONE ACETYLATION

Two of the commonest mechanisms, and best understood, are DNA methylation and histone 
acetylation. Switching genes off is effected by attachment of methyl groups to cytosines, 
several in a cluster, or by detaching acetyl groups from lysines on histones. Often the two 
processes work together, tightening the way that DNA is coiled around the “nucleosomes” 
(spheres of histone protein), spatially changing the shape and physical forces of the DNA 
system. Histones also may be methylated, which may either turn a gene on (H3K4me2,3), or 
off (H3K9me2,3). Silencing genetic expression of is mostly through switching off controlling 
genes upstream. Changing gene expression substantially affects transcription. Some yeast 
cells, for example, can abruptly change from single sex to a capacity for switching between 
two sexual types. Most epigenetic changes are made through regulatory genes, having a 
cascade effect on many genes.

Yet methylation and acetylation are just the two best known mechanisms, and there are 
many others at play. Zuckerkandl, for instance, describes how “junk DNA” along the 
chromosome is probably inluencing the extent to which methylation is happening. 
Inluences such as this may be affecting how lasting the epigenetic change may become, and 
whether it may cause a change in DNA sequence, a mutation [57].

RELATIONSHIP IN EVOLUTION BETWEEN GENETIC CHANGES AND EPIGENETIC

Mutations, irreversible, are almost invariably passed down to half the children. Epigenetic 
settings, reversible, are mostly erased during early embryo implantation: generally imprints 
only are re-established. A key question is the relationship between epigenetic changes and 
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mutations. Current speculation is that changes in gene sequence – mutations – correlate with 
lasting composite epigenetic changes [61].

The power in evolution of various mechanisms of epigenetic transmission is emphasized 
by Jablonka and Lamb [18], who write of the combinations “of different active/inactive 
loops, cellular architectures, chromatin marks, and RNA-mediated silencing patterns”. The 
amount of cell variation, they say, is vast and the evolutionary potential of inheritance 
systems therefore considerable. They draw the general conclusions that when conditions 
change, epigenetic events can increase the rate of adaptive evolution, by activating silent 
genes and through heritable variants. They also quote Belyaev’s [59] work in Russian with 
the silver morph of the red fox. He took two groups of silver foxes, farm-raised one and 
domesticated the other, observing the differences between each group and those remaining 
in the wild. Even over 10 generations remarkable differences emerged in coloring and 
behavior, leading him to conclude that “induced heritable epigenetic variations play an 
integral role in adaptive evolution”. Although the epigenetic functional differences were not 
analyzed, Belyaev detected 40 gene differences between domesticated and farm-raised, and 
between them and wild foxes, 2700 different genes [60].

Belyaev’s demonstration of how few generations of silver foxes it takes to induce heritable 
adaptive changes, combined with human transgenerational effects such as those found in 
Pembrey’s Swedish study (see section below on “Transgenerational effects”), keeps open 
the search for mechanisms that can, so quickly, and often enough favorably, select from 
alternative settings those lasting composite epigenetic changes that correlate with mutations. 
Rando and Verstrepen [61] have attended to time-scales of variations and suggest that some 
organisms have evolved mechanisms with variability that relates to the variability of selective 
pressure encountered. The search for non-teleological adaptive mechanism continues.

Single Cell to Amphibians

EARLY PROCESSES IN PROTOCELLS, NUCLEI, AND MEMORY

Components and cells, and thereby organisms, are affected by factors including: component 
position and shaping; memory-responses; neighboring components; gravity and pressure; 
and environment – chemical, electromagnetic, and radiation – cosmic, geological, 
artiicial. Some of these environmental forces can induce mutations. Since cells, or even 
organelles, require components to organize themselves appropriately to their position, 
we can reasonably assume markers or signals to be involved at a very basic level. We are 
at least clear that DNA strands have markers making ine distinctions [62]. Memory can 
lie latent yet ready to be reactivated [63]. DNA methylation can be altered by “activation-
induced (cytidine) deaminase” (AID), an enzyme involved in the formation of the immune 
system, leaving cells with inaccurate memory. AID initiates immunoglobulin class switch 
recombination and somatic hypermutation by producing uridine:guanidine mismatches 
in DNA, which can also induce DNA damage including double-stranded breaks and 
chromosome translocations. Strict regulation of AID is vital for genomic stability [64]. Wolf 
Reik proposed that methyl-cytosine can be changed to thymine by deamination with AID, 
being repaired to normal cytosine [65]. Nat Heintz showed that methyl-cytosine can be 
converted to hydroxymethyl-cytosine by other enzymes and is similarly repaired [66]. See 
also AID in the paragraph after next, “Invertebrate to vertebrate transition”.

BACTERIA AND MITOCHONDRIA

Bacteria make widespread use of DNA methylation, following replication, for epigenetic 
control of DNA–protein interactions. Bacteria methylate adenine in DNA, rather than 
cytosine, as an epigenetic signal [67]. Mitochondria evolved possibly within bacteria 
at the same time as the eukaryotic cell nucleus [68,69]. Yet they seem to have emerged 
independently and entered eukaryotes, and symbiotically have provided signaling, regulating 
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nuclear gene expression [70] and oxygen-powered energy [13]. Mitochondrial DNA has 
a mutation rate 10 times that of eukaryotes. Somehow, with their signaling role, this has 
potential to speed up mutations to rates more closely compatible with the recognized 
pace of evolution [71]. The mitochondria are rewarded with access to plentiful oxygen. 
The radically diverse trends in mitochondrial genome evolution, recognized in different 
phylogenetic groups, has allowed pinpointing of speciic protist relatives of multicellular 
lineages – animals, plants, and fungi. This research revealed “unique and fascinating aspects 
of mitochondrial gene expression, highlighting the mitochondrion as an evolutionary 
playground par excellence” [72].

INVERTEBRATE TO VERTEBRATE TRANSITION

DNA methylation is a mark associated with gene regulation and cell memory, silencing 
of transposable elements, genomic imprinting, and repression of spurious transcription 
of duplicated sequences. These roles have varied widely during animal evolution. DNA-
methylation machinery includes three groups of enzymes (Dnmt methyltransferase), and 
ive binding proteins (Mbd methyl-DNA).

Albalat [73] has identiied changes in the presence of these Dnmt and Mbd gene families 
at the juncture between invertebrates and vertebrates (in the cephalochordate amphioxus, 
Branchiostoma floridae), a group closest to vertebrates. Whereas three major groups of Dnmt 
enzymes were found in the invertebrates, in the vertebrates only two Mbd members were 
found. Although during the invertebrate–vertebrate transition, methyltransferases were 
little changed, new Mbd proteins arose, which perhaps minimized certain collateral effects 
associated with the major genomic changes that occurred.

Between ish and tetrapods appeared class switch recombination, the last of the lymphocyte-
speciic DNA modiication reactions to appear in the evolution of the adaptive immune 
system. Class switching is initiated by activation-induced cytidine deaminase (AID), which is 
also required for somatic hypermutation. Fish AID differs from orthologs found in tetrapods 
in several respects, including its catalytic domain and carboxy-terminal region, both of 
which are essential for the switching reaction. Fish AID was found to catalyze class switch 
recombination in mammalian B cells, and therefore had the potential to catalyze this reaction 
before the teleost and tetrapod lineages diverged [74]. See AID in “Early processes”, above.

AMPHIBIANS – REVERSION POTENTIAL OF SOMATIC CELLS TO STEM CELLS

Salamander somatic cells have been remodeled to the stem cell state, clearly a “reverse” 
epigenetics change. The levels of signal intensity in differentiated cells that are then treated, 
resemble those detected in embryonic stem cells, which are unaffected by these extracts. 
Selectively somatic cells exposed to oocyte extracts undergo demethylation [75]. Plants, ish, 
and animals that abandoned the sea for the land and inland waters, lacked a wide range 
of nutrients, iodine, and other elements, also marine antioxidants, prompting improved 
production of various antioxidants which became essential vitamins to life on land.

Mammals

MAMMALS – TRANSITIONS TO PLACENTA, LIVE BIRTH, AND GENOMIC 
IMPRINTING

Genomic imprinting marks a gene active or inactive mono-allelically according to its being 
the maternal or paternal allele. It is mainly evident in some lowering plants and in placental 
mammals. Origins of mammalian genomic imprinting are emerging from studies of two 
transitions: (a) from egg-laying “prototherian” mammals such as the platypus, with only a 
short-lived placenta, to fully placental “therian” marsupials such as the kangaroo; (b) from 
therians on to fully placental “eutherian” mammals. Since even egg-laying prototherians 
have a short-lived placenta, imprinting appears to correlate with giving live birth (viviparity) 



434

SECTION VII  

Evolutionary Epigenetics

rather than with placentation. Marsupial live-birth follows a short gestation supported by a 
fully functional placenta [76,77].

MAMMALIAN ACQUISITION OF GENOMIC IMPRINTING – FROM PROTOTHERIAN 
TO THERIAN TO EUTHERIAN

The acquisition and evolution of genomic imprinting is among the most fundamental 
genetic questions. Genomic imprinting is an epigenetic phenomenon that regulates many 
aspects of growth and development. Apparently absent from the egg-laying prototherian 
mammals such as the platypus, genomic imprinting is widespread in (therian) marsupials, 
such as the kangaroo, as well as more advanced (eutherian) mammals. According to favored 
hypotheses, genomic imprinting evolved within the cell, beneiting it by silencing foreign 
DNA elements entering the genome, and by balancing maternal and fetal nutrient supply 
[77,78].

Pask et al. [78] showed that the platypus has signiicantly fewer repeats of certain classes in 
the regions of the genome that have become imprinted in therian mammals. They conclude 
that the accumulation of repeats in therian imprinted genes and gene clusters, especially long 
terminal repeats and DNA elements, may have been a driving force in the development of 
mammalian genomic imprinting. All orthologs of eutherian imprinted genes examined have 
a conserved expression in the marsupial placenta regardless of their imprint status.

In eutherian mammals the most common mechanisms controlling genomic imprinting are 
“differentially methylated regions” (DMRs), whereas in the marsupial the mechanism used 
to silence the equivalent genes appears to be histone modiication.

“At least three genes in marsupials have DMRs: H19, IGF2 and PEG10. PEG10 is 

particularly interesting as it is derived from a retrotransposon [a DNA sequence 

that can move its position within the genome], providing the first direct evidence 

that retrotransposon insertion can drive the evolution of an imprinted region and of 

a DMR in mammals. The insertion occurred after the prototherian-therian mammal 

divergence, suggesting that there may have been strong selection for the retention of 

imprinted regions that arose during the evolution of placentation” [77].

NON-CODING RNAs IN MAMMALIAN ACQUISITION OF GENOMIC IMPRINTING

Most imprinted genes, located in clusters and regulated by imprinting control regions, 
included non-coding RNAs. Some of these non-coding RNA-expressions were changed 
dramatically at this stage, and also many novel non-coding RNAs were added. A study of 
imprinted small nucleolar RNA genes from 15 vertebrates “suggests that the origination 
of imprinted snoRNAs occurred after the divergence between eutherians and marsupials”. 
Subsequently rapid expansion led to the ixation of major gene families in the eutherian 
ancestor, and then the radiation of modern placental mammals. The non-coding RNAs’ major 
roles during the acquisition of genomic imprinting in mammals seem to be the regulation of 
imprinting silence, and mediation of the chromatins’ epigenetic modiication [76].

IMPRINTING DIFFERENCES IN THE MAMMALIAN EMBRYO AND PLACENTA

The maternal genome in the zygote is highly methylated in both its DNA and its histones, 
its imprinted genes mostly having maternal germline methylation imprints. The paternal 
genome is rapidly remodeled by protamine removal, addition of acetylated histones, and 
rapid demethylation of DNA before replication. A minority of imprinted genes are silent, 
having paternal germline methylation imprints. Methylation and chromatin reprogramming 
continues during cleavage divisions. At the blastocyst stage, DNA and histone methylation 
increases dramatically.
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This may set up major epigenetic differences between embryonic and extraembryonic 
tissues, placenta included. X-chromosome inactivation is involved and perhaps imprinting. 
Maintaining asymmetry appears important for development. In cloned embryos 
asymmetry is lost, most having developmental defects, particularly an imbalance between 
extraembryonic and embryonic tissue development [79].

Hominids

NEW SEXUAL AND PARENTING BEHAVIORAL IMPRINTS IN HOMINIDS

Two major developments have affected mammalian sex differences in behavior: the 
placenta’s hormonal effects on the maternal brain, especially in small-brained rodents; 
and the brain’s massive expansion in primates, especially hominids. In both developments 
genomic imprinting has been signiicant. “Most of the imprinted genes investigated to date 
are expressed [mono-allelicly] in the placenta and a subset are expressed in both placenta 
and hypothalamus.” Recent knockout studies suggest the co-adaptive effect of imprinting 
may have been signiicant in imprinting’s evolution, rather than parental conlict as 
commonly held, contributing to co-adaptation between male and female and offspring. 
Evidence supports a co-adaptive evolution of placenta and hypothalamus, particularly in 
neurohormonal regulation of maternalism. The neocortex and other parts of the brain 
which have expanded are undoubtedly under the inluence of imprinted genes. In small-
brained mammals, a female’s short estrus demands greater olfactory powers from males, 
compensated for by a male accessory olfactory system. Evidently the same imprinted gene 
that regulates mammalian maternal care and offspring development also regulates male 
olfaction and sexual behavior. In hominids, humans particularly, differences in sexual 
behavior owe much to social structure and strategies of intelligence. Social learning has 
become as important as hormones in epigenetic effects on brain development [23,24].

STABILITY OF THE ORIGINAL CHROMATIN STRAND IN  
DIFFERENTIATING CELLS

From problems including cancer and atheromatous plaque increase with aging, we learn 
about protection of chromatin strands. In healthy cell division the stem cells retain the 
original chromatin strands while the differentiated daughter cell receives new chromatin 
strands, which are more susceptible to error in self-repair. Since a differentiated cell has a 
limited life before dying and being replaced, there is little chance of a problem. Occasionally, 
however, the differentiating daughter cell receives the original strands, leaving the stem cell 
with the newer strands in which any fault will continue to be replicated. Epidemiological 
time-patterns indicate a mechanism that almost always prevents “a inal step” of mutation 
to cancer. The inal step could be when a rare fully mutant cancerous stem cell produces a 
daughter cell that is freed from some nongenetic imperative to differentiate and die. This 
appears to be a mechanism, like the one that induces appropriate cell differentiation,  
which marks the strands as original or new so that persistent errors are effectively  
prevented [52].

According to D. Simmonds, although epigenetic changes do not alter the sequence of DNA, 
they can cause mutations. About half of the genes that cause familial or inherited forms of 
cancer are turned off by methylation. Most of these genes that normally suppress tumor 
formation and help repair DNA, including O6-methylguanine-DNA methyltransferase 
(MGMT) are turned on. For example, hypermethylation of the promoter of MGMT causes  
the number of G-to-A mutations to increase.

Unlike DNA sequence mutations, which are irreversible, many diseases such as cancer 
involve epigenetic changes. Being reversible, these could be responsive to epigenetic 
treatment. The most popular of these treatments aim to alter either DNA methylation or 
histone acetylation [81].
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GENDER EFFECTS AS WELL AS SEX-CHROMOSOME EFFECTS IN  
HEALTH AND DISEASE

The vast majority of common diseases, including atherosclerosis, diabetes, osteoporosis, 
asthma, and neuropsychological and autoimmune diseases, which often take root in early 
development, display some degree of sex bias, very marked in some cases. This bias could be 
explained by the role of sex chromosomes, the various regulatory pathways affecting sexual 
development of most organs and the continuing luctuating impact of sex hormones.

In a gender-related manner, environmental factors such as social behavior, nutrition, or 
chemical compounds can inluence these lexible marks during particular developmental 
stages and subsequent changes in life. Each developmental process may be more sensitive 
for one gender or the other during speciic environmental challenges, particularly 
developmental programming and gametogenesis, but also throughout the individual’s life as 
inluenced by sex steroid hormones and/or sex chromosomes. An unfavorable programming 
could thus lead to defects and susceptibilities to diseases differing between males and 
females. Recent studies suggest that such programming can be sex-speciically transmitted to 
subsequent generations leading to transgenerational effects. Gabory et al.’s review highlights 
the importance of studying both sexes in epidemiological protocols or dietary interventions 
whether in humans or in experimental animal models [82].

In the mouse, gender-dependent genomic imprinting effects, not related to sex-chromosome 
effects, have been demonstrated. Thirteen loci on 11 chromosomes showed signiicant 
differences between the genders in imprinting effects. Most loci showed imprinting effects 
in only one sex, with eight imprinted effects found in males and six in females, but one 
locus showed sex-dependent imprinting effects in both sexes for different traits [83]. The 
degree of imprinting is often tissue-speciic or developmental stage-speciic, or both. In some 
diseases, cancer included, it may be altered. Some 1% of genes may be imprinted and the 
balance between alleles can vary from 100% one-way to 50–50 [84]. Wang et al. found in 
neonatal mouse brains that both known imprinted genes and novel genes were all close to 
differentially-methylated regions (DMRs).

Human Reproduction – Health of Future Generations

ORIGINS OF HEALTH AND DISEASE – PRIMACY OF EPIGENETICS

Epigenetics could contribute importantly to lifelong prevention of common chronic health 
conditions. The focus of the International Society for Developmental Origins of Health and 
Disease (DOHaD) [6] is on the earliest stages of human development. The Society’s 3rd 
International Congress, 2005, added new perspectives, including developmental plasticity, 
inluences of social hierarchies, effects of prematurity, and populations in transition. 
Emerging areas of science included:

ｌ Infant weight gain and prediction of adult obesity, diabetes, and cardiovascular disease.
ｌ The era of epidemic obesity – the over-nourished fetus and growth retarded fetus.
ｌ Environmental toxins’ broad range of long-lasting effects on the developing human.

The Society recognized that epigenetic mechanisms could unite several strands of human 
and animal observations. They could explain, for instance, how genetically identical 
individuals, even raised in similar postnatal environments, can nonetheless develop  
widely differing phenotypes [85–88]. Improving the individual’s environment during 
development may be as important as any other public health effort to enhance population 
health world wide.

Nathanielsz uses animal models to evaluate speciic exposures such as nutrient restriction, 
overfeeding during pregnancy, maternal stress, and exogenously administered substances 
such as glucocorticoids on developmental programming, revealing effects of hypertension, 
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diabetes, obesity, and altered pituitary-adrenal function in offspring in later life. Although, 
for example, the fetus responds to challenges such as hypoxia and nutrient restriction in 
ways that help to ensure its survival, this “developmental plasticity” may have long-term 
consequences that may not be beneicial in adult life [89].

Recent Findings

During development, there are critical periods of vulnerability to suboptimal conditions 
when programming may permanently modify disease susceptibility. Programming involves 
structural changes in important organs: altered cell number, imbalance in distribution of 
different cell types within the organ, and altered blood supply or receptor numbers [90].

TRANSGENERATIONAL EFFECTS

Transgenerational sex-speciic links were evident in a study of Swedish cohorts by Pembrey 
et al. [25]. The paternal grandfather’s food supply was associated with the mortality risk 
ratio of grandsons only, and the paternal grandmother’s with the granddaughters’ only. The 
effects followed exposure during the slow growth period (both grandparents), or fetal/infant 
life (grandmothers), but not during either grandparent’s puberty. These sex-speciic, male-
line effects in humans suggest mediation by the sex chromosomes, X and Y. The same study 
showed early paternal smoking, before 11 years old, to be associated with greater body mass 
index (BMI) at 9 years in sons, but not daughters. A subsequent study by Kaati et al. [26] 
conirmed these effects. It also showed that early social circumstances inluenced longevity 
for sons. The main inluence on longevity was transgenerational responses to ancestors’ 
nutrition. But less expected was Pembrey’s study [27] showing scarcity of food in the 
grandfather’s slow growth period to be associated with a signiicantly extended survival of his 
grandchildren for many years, whilst food abundance was associated with a greatly shortened 
life span of the grandchildren. Even more surprising is that overall the results show that 
cardiovascular mortality was reduced with poor availability of food in the father’s slow growth 
period, but also with good availability in the mother’s slow growth period “hinting at some 
‘see-saw’ effect down the generations”.

What is known about these mechanisms? Hung et al. including Pembrey [91] studied effects 
of a particular variant gene, the “small heterodimer partner” (SHP), which has repressive 
effects hormonally and transcriptively. They concluded that although mutations in SHP 
are not a common cause of severe human obesity, genetic variation in the SHP locus may 
inluence birth weight and have effects on body-mass index (BMI), possibly through effects 
on insulin secretion. Even in 1996 Pembrey [28] was speculating on the beneicial potential 
of such knowledge. Poised between transcriptionally-active and silent states, imprinted 
genes seem good candidates for the evolution of transgenerational adaption systems, where 
coordinated changes in gene expression over the generations are a selective advantage.

PHYSIOLOGICAL STAGES OF IMPRINTING PROCESSES

Clearly the process of imprinting is complicated and Barry Keverne does not claim to  
know the full story yet, but I relay here the 4-stage cycle with two notes that he has kindly  
set out [40]:

1. Epigenetic reprogramming events occur in the primordial germ cells at embryonic day 8. 
This results in a global loss of methylation.

2. Following this erasure there is a resetting of the epigenome in the germline – this may 
account for those instances of transgenerational inheritance of epimutations.

3. Later in oogenesis and spermatogenesis, “de novo” methylation occurs in a sex-speciic 
manner for imprinted genes.
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4. There is a further wave of genome-wide reprogramming events immediately after 
fertilization, but imprinted genes are thought to be protected from demethylation in the 
zygote.

(a)  The general rule is that the imprint is maintained throughout development, so all 
somatic cells that express this imprinted gene do so in a haploid dominant manner 
according to parent of origin, i.e. the memory is sustained through mitotic divisions.

(b)  This imprint never switches in somatic cells, only in germline cells following 
reprogramming. For the most part, imprints retain their mono-allelic stability, except 
in tumors. It has also been shown that handling of fertilized embryos (e.g. in vitro 
fertilization/embryo transfer) can also inluence imprints.

This sequence makes evident:

ｌ Some reasons for high vulnerability of the fertilization/early-embryonic phase–in 1, 4, 
and (a).

ｌ A likely stage at which occasional epimutations may be transmitted – in 2.
ｌ The setting of sex-speciic imprinting – in 3.
ｌ The way in which imprint memory is sustained for transmission transgenerationally – in (b).

CONTINUING EVOLUTIONARY IMPACTS ON HEALTH AND DISEASE

Subtle environmental changes throughout early development affect later health and disease. 
Genetic evolutionary background contributes signiicantly to our susceptibility to perinatal 
imprinting. Epigenetic modulation, in reaction to a given environment, results in functional 
adaptation of the genomic response, more plastic than the genome sequence.

“Evolutionally acquired genomic susceptibilities, and environmentally induced 

epigenomic modulations occurring early in life, impact on later development of 

human diseases” [92].

Such evidence as amply supplied by Tremblay and Hamet [92] provides molecular 
understanding that might explain some of the extensive evidence gathered in The Unborn 
Child [21].

For half a billion years there has been no change in our inherited genetic mechanism 
for human blood clotting. Genetically it remains the same as in the puffer-ish, reports 
hematology professor Edward Tuddenham. Yet in a mere 150 years our cardiovascular 
problems include a huge thrombosis epidemic with high mortality. The cause is changes in 
blood-clotting due to smoking and modern diet. “The cure must lie in returning our diet 
towards its premodern state” [54]. Epigenetic implication is supported by studies including 
that by Sharma et al. [93].

Studies of genes in relation to violence so far have largely concerned the MAOA gene,  
which, in children, only after maltreatment, correlates with nine times the risk of violent 
behavior [94]. This seems ripe for epigenetic study. Professor Bruce Lipton perceives a 
process of “survival of the most loving.” Scant nurture or other severe conditions, he writes, 
will program the new being for anxiety about survival: generous nurture will program a  
child for trust, love and creativity, for reproducing and nurturing [95].

Bridging between cytology and psychiatry between 1954 and 1982 was a scientist,  
Dr Frank Lake [7–9]. After 13 years of studying cell memory, Lake qualiied in psychiatry. At 
irst using lysergic acid diethylamide 25 (LSD25), but then inding therapy more effective 
through current feelings and memory evoked without any drug, he found patients were 
accessing early memories and also, through physical movement, very early cell memory. 
Lake’s discoveries were contemporary with Arthur Janov’s [96,97] yet independent, and had 
striking similarities, particularly in re-experience of birth. Since then this experience has 
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become common to those involved in pre- and perinatal psychotherapy. Lake’s insights have 
been incorporated into William Emerson’s renowned work [98]. Lasting psychological effects 
of human gestation and birth have been set in an evolutionary context by Ludwig Janus [99]. 
Lake went on to train teams of psychotherapists. Patients and therapists, including medical 
people, became convinced that powerful body movements were expressing cell memory 
from early somatic or cellular memory from as far back as conception. I am not implying 
embryonic consciousness, or that such early events were “remembered”. Karl Pribram held 
that a short-term memory could resonate through the brain’s stored holograms until an 
association is triggered in long-term memory. According to Lake [3,100]:

“The holograms of cellular memory are still broadcasting from infinitesimally small, 

but collectively audible transmitting stations. These minute radio stations belong 

to successive periods of development, from conception to implantation and the 

developmental stages of pregnancy. It seems they are still transmitting and it is 

possible to tune into them.”

Among thousands of the Lake team’s patients, for many the periconceptional and embryonic 
stages seem to have had the greatest permanent effects on the person’s later feelings and 
behavior. Inevitably controversial, those of us with these experiences ind them hard to 
dissociate from earliest cell memory. Evidence of epigenetic effects at stages round the 
lifecycle help to make such indings more intelligible, and may well cast new light on early 
life plasticity. Extensive records of pre- and perinatal psychotherapists witness to the impacts 
of early life circumstances, which help to unravel the effects of cultural traditions on the 
emotions and mind-set of generations [101,102].

MENTAL DISORDERS AND HERITABILITY, AND PSYCHOTIC DRUG EFFECTS

Alarming epigenetic evidence relating to mental disorders includes long-term antipsychotic 
drug use and transgenerational effects. These further strengthen the impression of 
our continuing evolutionary state. Mill et al. [33a] describe correlations of epigenetic 
misregulation with various non-Mendelian features of schizophrenia and bipolar disorder, 
including several affecting brain development, neurotransmission, and other processes. 
Epigenetic disruption was evident in mitochondrial function, brain development, and stress 
response.

Like the DNA sequence, the epigenetic proile of somatic cells is mitotically inherited, but 
unlike the DNA sequence, the signals are dynamic. The epigenetic status of the genome 
is tissue-speciic, developmentally regulated, and inluenced by both environmental and 
random factors. Genes must therefore be both in the right sequence and also expressed in 
the appropriate amount, at the correct time of the cell cycle, and in the correct compartment 
of the nucleus. During gametogenesis some epigenetic signals, rather than being erased 
and reset, can be transmitted meiotically across generations [103,104]. For both brain and 
germline DNA, evidence suggested that the epigenome is regionalized relating to distinct 
physical regions and/or functional pathways. Comparing the affected group to the control 
group:

(a)  The number of interconnections between genomic regions is higher, resulting in more 
interference between regions in both brain and germline DNA, and therefore very 
possibly between speciic functional tasks [105].

(b)  In the major-psychosis samples, these regions’ greater activation (lower degree of DNA-
methylation), indicates some degree of systemic epigenetic dysfunction associated with 
major psychosis.

“Our data are consistent with the epigenetic theory of major psychosis and suggest 

that DNA-methylation changes are important to the etiology of schizophrenia and 

bipolar disorder” [33a].



440

SECTION VII  

Evolutionary Epigenetics

Mill and Petronis also propose that understanding the epigenetic processes involved in 
linking speciic environmental pathogens to an increased risk for ADHD may offer new 
possibilities for preventative and therapeutic intervention [33b].

SAFEGUARDING HUMAN REPRODUCTIVE HEALTH WITH EPIGENETICS 
UNDERSTANDING

For decades indings in nutrition and psychotherapy have shown the impact of 
periconceptional as well as pre- and perinatal circumstances on development. In the 
authoritative words of E.L. Ford-Jones et al:

“Diseases of modernism, rather than infectious diseases and chronic medical 

conditions, increasingly cause childhood morbidity and mortality. Thus, the goal 

of enhancing life outcomes for all children has become imperative The new 

neuroscience of experience-based brain and biological development has caught up 

with the social epidemiology literature. It is now known from both domains that a 

child’s poor developmental and health outcomes are a product of early and ongoing 

socioeconomic and psychological experiences. In the era of epigenetics, it is now 

understood that both nature and nurture control the genome A challenge is to 

connect the traditional population health approach with traditional primary care 

responsibilities. New and enhanced collaborative interdisciplinary networks with, for 

example, public health, primary care, community resources, education and justice 

systems are required” [106]

required to beneit not merely our health but our continuing evolution.

SIGNIFICANCE OF EVOLUTIONARY DIFFERENCES TO ASSISTED REPRODUCTIVE 
TECHNOLOGY

Since imprinting is related to various processes in reproduction, it is naturally liable to 
impacts from assisted reproduction technologies (ARTs), especially during embryo and 
trophoblast development, as ARTs are used during these periods.

Wilkins-Haug et al. found that induced ovulation, and oocytes with potentially less stable 
imprints, may contribute to the higher rate of the maternal imprint disorders. Paternal 
imprinting abnormalities in oligospermatic men may indicate that subfertility itself is 
associated with epimutations – low sperm quality does correlate with low sperm count [2]. 
Higher rates of adverse outcomes that follow ARTs, such as growth restriction, may be found 
related to placental epimutations [107,108].

The association, particularly in assisted conception, of disease and genesis of tumors with 
perturbed imprinting means that monitoring for normal imprinted gene expression in 
human embryos is critical. Monk and Salpekar showed mono-allelic expression to be tissue-
speciic and time of onset to vary between different imprinted genes. Three of six genes 
analyzed were clearly expressed in human preimplantation embryos, and the expression 
of one, SNRPN, was mono-allelic from the paternal allele. This gene was also mono-
allelically expressed in mouse preimplantation embryos, being “correlated with differential 
methylation of Xist promoter sites in egg and sperm, and speciic binding of a protein only 
to the methylated maternal (egg) allele.” But in human preimplantation embryos, “unlike 
the mouse, XIST is expressed from both parental alleles.”

Monk and Salpekar’s studies highlight not only a signiicant step in the evolution of an 
epigenetic mechanism, but also the criticality of checks that animal research indings are 
entirely appropriate to techniques in human medicine [31].

IN CONCLUSION

Darwin’s inal statement in On the Origin of Species [14] is: “There is grandeur in this view of 
life that from so simple a beginning endless forms most beautiful and most wonderful 
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have been, and are being evolved.” This ties in with Chapter VI’s concluding climactic paragraph 
“that all organic beings have been formed on two great laws – Unity of Type, and the 
Conditions of Existence, [which is] the higher law”. The term “Conditions of Existence” 
Darwin here introduces weightily as that of “the illustrious Cuvier”. Although using it three times 
in this paragraph out of only four in the main text, he does not distinguish it from his own term 
“conditions of life” which, in his main text, he synonymously uses no less than 118 times.

Darwin did try to explain how conditions could affect change in organisms and their 
heritability, offering the hypothesis of “pangenesis” [109], but it failed to hold back the general 
acceptance that changes were random and subject to the slow work of natural selection. 
Today’s awareness of mechanisms of epigenetics and genomic imprinting vindicate Darwin’s 
search, explaining even the power of changing conditions on organisms that we are forcibly 
witnessing in our lifetime. Just as very few generations of changed conditions were needed for 
changes in Belyaev’s silver foxes, very few generations have been needed to bring human heart 
disease from a rarity to top killer over the last century. Now brain disorders are overtaking the 
cost of all other burdens of ill health – at least in Europe – and spreading globally [51,52]. The 
need is urgent to address the “Conditions of Existence” law of Cuvier and Darwin, by which 
most serious epigenetic impacts on Homo sapiens are threatening subsequent generations.

Epigenetics could be our most powerful technological insight against the current crises, 
microscopically highlighting the dependence of human health on the biosphere. The cradle 
of biosystems has been the estuarial and inshore beds of photosynthetic systems, basic to the 
marine food chain, whose demise threatens both collapse of isheries and aggravated climate 
change. Of the Philippines coral reefs, only 5% remains healthy. The ight is on to restore 
their thousands of island shores [110].

How can we reverse the drastic trend in brain and other disorders? Draconian steps have 
necessarily begun, to cut the industrial pollution destroying our biosystem, and to build 
systems of marine agriculture, include iltering of pollution with seaweed and shellish, as in 
Sungo Bay, China, since 1991. Such measures are essential, if only to meet the human brain’s 
prime need for the marine source of omega-3 oil docosahexaenoic acid and other essential 
nutrients, that is greatest in gestation and brain development [51,52]. Healing fertile marine 
regions is basic to restoring human brain health in today’s mental health pandemic.

“The concept of fetal programming is an area that is now under rigorous investigation 

in many laboratories throughout the world. We need to engender a fascination in all 

segments of society, not just pregnant women, about life in the womb. Conclusion: 

Everyone needs to understand that improving the condition of the fetus will have 

personal, social and economic benefits. The time has come to realize that, in a sense, it 

is not just women who are pregnant but it is the family and the whole of society” [111].

Our growing awareness of mechanisms of epigenetics and genomic imprinting should raise 
our sensitivity to the importance of keeping today’s increasingly artiicial conditions of 
existence as beneicial as possible to evolution and health.
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INTRODUCTION 

In the past few decades, there has been an increasing interest in understanding how the 
environment, diet, and lifestyle affect human health. A number of dietary compounds 
have been linked with either the induction or prevention of different diseases. For example, 
excessive salt intake has been related to hypertension, cardiovascular events, and gastric 
cancer [1,2]. On the other hand, it has been demonstrated that vitamin E and selenium may 
prevent prostate cancer [3], whereas nut consumption appears to reduce the risk of coronary 
heart disease [4]. Many other epidemiological studies showed an association between diet 
and human diseases; however, the exact mechanisms by which dietary compounds affect key 
cell functions and cause diseases are largely unknown. 

CHAPTER 27 

Several studies have demonstrated that micronutrients can interact with the genome, modify 
gene expression, and alter protein and metabolite composition within the cell by affecting 
epigenetic states [5,6]. The term “epigenetics” is used to describe the stable and heritable 
changes in gene expression that are not due to alterations in the DNA sequence [7]. There 
are three main epigenetic mechanisms of gene regulation: DNA methylation, histone 
modiications, and non-coding RNAs. DNA methylation refers to the addition of a methyl 
group to cytosines located 5’ to guanines in the so-called CpG dinucleotides. This reaction is 
catalyzed by DNA methyltransferase (DNMT) enzymes and depends on the concentration of 
S-adenosyl-L-methionine (SAM), the methyl donor, within the cell [8,9]. The methylation of 
DNA has multiple roles in normal cellular functions, and it has been shown to regulate gene 
expression [10]. Most notably, the genes that contain CpG islands in their promoters may be 
silenced by aberrant DNA methylation. Although it is well established that the predominant 
consequence of methylation is transcriptional repression, it is less clear if this is mediated 
directly or indirectly [11]. For example, the addition of a methyl group may inhibit the 
binding of transcription factors and accessory elements; however, it may also recruit other 
proteins, such as methyl binding proteins and histone deacetylases, leading to condensation 
of chromatin and ultimately to a partial or complete shutdown of gene expression [12,13]. 

Another important mechanism of epigenetic gene regulation involves modiications of 
histones. This refers to covalent modiications of N-terminal tails of histone proteins and 
includes phosphorylation, acetylation, methylation, and ubiquitination [9]. The set of these 
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modiications is called the “histone code” and it determines the level of expression of the 
associated gene [14,15]. Nowadays, it is proposed that the “histone code” considerably 
extends the information potential of the genetic code. It is an important regulatory 
mechanism of all the processes involving chromatin remodeling and, therefore, plays an 
important role in cell fate [16]. 

Finally, RNA-mediated gene silencing is an important epigenetic mechanism that either 
alone or in collaboration with other epigenetic mechanisms, participates in stable 
propagation of gene activity states. MicroRNAs (miRNAs) are small [19–24] nucleotides 
non-coding RNAs that regulate the expression of their targets by mRNA cleavage or by 
inhibition of translation. These molecules have been shown to inluence several cellular 
crucial pathways and their impaired expression has been linked to diseases, most notably 
cancer [17]. 

All these epigenetic mechanisms seem to reinforce each other in the regulation of gene 
expression and play critical roles in different steps of development. In this chapter, we will 
focus on the interplay between diet and DNA methylation patterns and how dietary factors 
may alter the DNA methylation status and phenotypic traits, and ultimately lead to diseases 
including cancer. 

DIET IN EARLY LIFE DEVELOPMENT 

During early development, both paternal and maternal DNA undergo a remarkable 
epigenetic reprogramming, most notably DNA demethylation. After implantation, 
methylation patterns are reestablished via de novo methylation [18]. This epigenetic 
reprogramming during development must be a well-tuned process since it is an attempt to 
establish a coniguration of the genome that can respond to changing needs of the early life 
development [19]. Here we will discuss how maternal diet may affect the phenotype of the 
offspring by epigenetic mechanisms. 

SECTION VIII 

Epigenetic Epidemiology 

MATERNAL PROTEIN RESTRICTION MODEL 

Poor nutrition during pregnancy and consequent low birth weight have been related to an 
increase in the incidence of metabolic syndromes in adulthood, such as type 2 diabetes, 
hypertension and cardiovascular diseases [20]. The availability of protein is a limiting factor 
of fetal growth. During fetal life, amino acids control insulin secretion by -pancreatic 
cells. Since insulin is an important fetal growth hormone, the availability of amino acids 
inluences the rate of fetal growth [20]. However, this is not the only mechanism by which 
maternal protein restriction affects fetal growth and induces metabolic syndromes in 
adulthood. Epigenetic deregulation also seems to be involved. 

One of the best models to study human metabolic syndromes is the maternal protein 
restriction (PR) model in rats. In this model, pregnant rats are fed with a PR diet, which 
induces phenotypic alterations in the offspring that mimic human metabolic syndromes 
[21]. Lillycrop et al. have shown that a PR diet during pregnancy induces hypomethylation 
of the peroxisomal proliferator-activated receptor  (Ppara) and glucocorticoid receptor (GR) 
promoters and increases expression of the GR and Ppara in the liver of the recently-weaned 
offspring [22]. This was associated with an increased expression of target genes of these 
transcription factors, acyl-CoA oxidase (AOX) and phosphoenolpyruvate carboxykinase (Pepck) 
[22,23]. AOX, target gene of Ppara, is involved in peroxisomal -oxidation, whereas Pepck, 
target gene of GR, is involved in gluconeogenesis. Therefore, a link between maternal protein 
restriction, epigenetic alterations, and metabolic effects in the offspring was established. The 
hypomethylation of the GR and Ppara persisted after weaning, despite direct inluence of the 
maternal dietary restriction. This suggests that the expression of these transcription factors 
was regulated by stable epigenetic modiications [22]. 
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In addition, it was shown that Dnmt1 expression was signiicantly lower in the liver of the 
PR offspring compared to controls. Therefore, the induced expression of GR and Ppara may 
be a consequence of reduced capacity to methylate hemimethylated DNA during mitosis 
[23]. According to these indings, a PR diet during pregnancy induces in the liver of the 
offspring an increase in gluconeogenesis and peroxisomal fatty acid -oxidation capacity 
[23]. As the alterations leading to this phenotype are stable, it lasts until adulthood, and may 
lead to metabolic syndromes, such as type 2 diabetes and obesity. It is interesting to note 
that the predisposition to these diseases results from a mismatch between the diet to which 
offspring are exposed early in development and nutrient availability later in development 
and adulthood [24]. In other words, the organisms that are programmed during early 
development to survive in an environment with nutrients restriction, may be prone to 
metabolic dysfunctions when they are offered a normal diet in adulthood. 

NUTRIENTS INVOLVED IN ONE-CARBON METABOLISM 

All developmental stages of an organism depend on precise patterns of gene expression 
triggered by epigenetic alterations. Since the process of DNA methylation requires dietary 
methyl donors and cofactors, dietary factors may directly inluence different developmental 
stages [24]. Methylation reactions, catalyzed by methyltransferases, depend on the pool 
of the methyl donor S-adenosylmethionine (SAM) in the body. In these reactions, SAM 
is converted to S-adenosylhomocysteine (SAH), and the result is the methylation of a 
substrate (DNA, RNA, or proteins). SAH is then converted to homocysteine and adenosine 
by the enzyme SAH hydrolase. Homocysteine is methylated to methionine by transferring a 
methyl group from 5-methyl-tetrahydrofolate or betaine (choline metabolite). Methionine 
is then converted to SAM, which may be used again as a methyl donor for methylation 
reactions. This is the so-called one-carbon metabolism and several dietary factors may affect 
this process (Fig. 27.1). For example, folate, methionine, and choline from the diet are the 
main external sources of methyl groups [25]. Also, some cofactors are required for different 
reactions of the one-carbon metabolism, such as vitamins B6 and B12 [26]. Therefore, the 
intake of these sources of methyl groups and the intake of these cofactors directly inluence 
one-carbon metabolism, and consequently, the methylation reactions. 

FIGURE 27.1 
One-carbon metabolism. This figure illustrates how the methylation reactions occur. The transfer of a methyl group from SAM 

to the cytosine is catalyzed by DNMTs and the final products of this reaction are 5-methyl-cytosine and SAH. This product 

must then be recycled to enable another methylation reaction to take place. This recycling process involves the conversion of 

homocysteine to methionine, which is then converted to SAM. Many dietary components may affect this process (indicated by 

asterisks) and consequently affect the methylation reaction. (Please refer to color plate section) 
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One of the best models to study the methylation effects of dietary one-carbon metabolism 
intermediates is the viable yellow agouti mouse. In these mice, the coat color is determined 
by the expression of the agouti gene, which encodes a signaling molecule that stimulates 
the production of yellow pigment [27]. Usually, this gene is only expressed in the cells 
surrounding the hair follicle and only during speciic stages of hair growth, and the wild-type 
mice present a brown agouti coat color [27]. However, mutations in the regulatory region 
of the agouti locus arose spontaneously by the insertion of an intracisternal A particle (IAP) 

, Aiapyretroviral element into the gene, generating several agouti viable yellow alleles (Avy , or 
Ahvy) [27,28]. The mice expressing these dominant alleles present a yellow coat color since 
the agouti gene is under control of the IAP promoter and is continuously transcribed in 
almost every tissue [28]. 

The expression of the viable yellow alleles can be regulated by an epigenetic mechanism. 
When IAP is hypermethylated, the mice show a brown agouti coat color, identical to that 
of wild-type mice. On the other hand, when IAP is unmethylated, the gene is continuously 
expressed, leading to the characteristic phenotype: yellow coat color, obesity, and tumors 
[29]. Wolff et al. have investigated whether maternal diet may affect the phenotype of agouti 
offspring. In this study, pregnant mice were fed on a diet rich in methyl donors and cofactors 
of the methyl metabolism, such as choline, betaine, folic acid, and vitamin B12, and the 
offspring coat color was evaluated. The authors observed that the offspring of mothers fed 
on the supplemented diet showed a higher frequency of wild-type coat color in comparison 
with the offspring of mothers fed on the normal diet [28]. These results are in accordance 
with what is expected, since a higher offer of methyl donors and cofactors would enhance 
the methylation rates and this would result in the silencing of the IAP element. 

Besides these effects of one-carbon metabolism intermediates on mouse metastable epialleles, 
other studies have demonstrated different mechanisms by which these intermediates may 
affect the offspring phenotype. As discussed above, choline is an important intermediate of 
methyl metabolism and is also required for normal brain development. The offspring of 
mice fed on a choline deicient diet has decreased memory and this is related to decreased 
cell proliferation in hippocampus. Niculescu et al. showed that these effects are, at least in 
part, attributable to DNA methylation. They found that the pups born of choline-deicient 
mothers show an increased expression of Kap, an important cyclin-dependent kinase inhibitor, 
in the neuroepithelial layer. In addition, this increased expression was correlated with a 
hypomethylation of the gene promoter [30]. These indings suggest that a choline-deicient diet 
during pregnancy may affect offspring neuronal proliferation by epigenetic mechanisms. The 
deiciency in this methyl donor leads to hypomethylation of the gene Cdkn3 that encodes for 
Kap, leading to its over-expression and to cell cycle arrest. 
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Together these studies point to a fundamental role of one-carbon metabolism intermediates 
in epigenetic developmental programming. They also show that these epigenetic marks 
established during early life development are stable and carried through life. Therefore, it is 
important to establish what should be the optimal dietary intake of methyl donors during 
pregnancy. This information could then be used in the design of novel strategies for prevention. 

OTHER NUTRIENTS 

Not only nutrients deiciencies may inluence epigenetic programming during early life 
development, but also over-nutrition and the consumption of isolavones (a class of 
phytoestrogens), for example, may affect epigenetic patterns [31]. It has been reported that 
a maternal high-fat diet is correlated with an increased incidence of mammary cancer in the 
offspring. This might be explained by what has been observed in animal models. During 
aging, Sprague–Dawley rats show a progressive estrogen receptor (ER) silencing, which is 
mediated by promoter hypermethylation. However, when they are exposed to a high-fat diet 
during early life development, the ER promoter becomes hypomethylated and the consequent 
overexpression of the gene increases the risk for mammary cancer development [31]. 
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Other dietary components that are capable of inducing epigenetic changes are the 
phytoestrogens. Environmental estrogens were shown to induce epigenetic shifts and alter 
gene expression [32]. It has been also shown that maternal exposure to genistein, the major 
isolavone in soy, induces offspring coat color shifts in agouti mice. Genistein was capable 
of inducing hypermethylation of the IAP element and, as a consequence, the offspring 
phentotype was similar to that of the wild-type mice: brown agouti coat color and normal 
weight [33], although the underlying mechanism remains unclear. 

Together these studies argue that dietary components, not only one-carbon metabolism 
intermediates, may affect epigenetic gene regulation, and that these effects seem to be even 
more striking during early development, during which epigenetic programming takes place. 
Therefore, future studies should investigate not only the effect of other diet components in 
early development, but also the mechanisms involved. 

THE DUTCH HUNGER WINTER 

Most of the studies correlating maternal diet and epigenetic changes in the offspring were carried 
out using animal models. This, however, raises the question of whether these indings can be 
extrapolated to humans. A recent study by Heijmans et al. investigated the effect of maternal diet 
in the offspring in humans using one of the few models available: people exposed to famine 
during the Dutch Hunger Winter. This period (winter of 1944–1945) was characterized by a food 
embargo in the western part of the Netherlands, which culminated in famine of the population. 
During this season, the food consumption was well documented and this enables comprehensive 
studies concerning the food deprivation effects. The authors investigated the epigenetic 
consequences of maternal famine in the offspring six decades later [34]. Interestingly, the results 
obtained were very similar to those reported in animal models. Preconceptional exposure to 
famine was found to be associated with IGF2 DMR hypomethylation. The IGF2 gene encodes the 
insulin growth factor 2 and is known to be an imprinted gene. This means that its expression is 
determined preferentially by one of the parental alleles and it is determined epigenetically. The 
IGF2 gene is paternally expressed and shares regulatory elements with the maternally-expressed 
H19 gene [35]. The expression of these two genes is regulated by the methylation status of the 
differentially-methylated regions (DMR). Hypomethylation of IGF2 DMR leads to biallelic 
expression of the gene and to loss of imprinting (LOI) [34]. 

The IGF2 DMR hypomethylation following preconceptional famine was similar to the 
hypomethylation of GR and Ppara promoters following maternal protein restriction in 
rats. However, this was not observed when the famine exposure occurred later in fetal 
development [34]. This study shows that in humans, as in other mammals, the maternal 
diet during critical periods of early life development may have an important inluence on 
offspring methylation patterns, and consequently, on their phenotype (Fig. 27.2). However, 
many other dietary exposures, such as over-nutrition and speciic nutrient deiciencies, 
should be investigated in humans. This would help us in understanding the origin of 
important diseases and how they could be prevented. 

Besides, maternal diet and exposure to environmental factors may affect not only the health 
of their children but also of their grandchildren and even beyond. Better understanding of 
the mechanisms underlying these effects may unravel the inheritance of important human 
diseases with major impact on public health. 

EFFECTS OF DIET ON EPIGENETIC STATES AND DISEASE IN 
ADULTHOOD 

As discussed above, it is suspected that dietary factors have a major inluence on extensive 
epigenetic reprogramming during early development. After birth, the individual is not 
submitted to such dramatic alterations and this could imply that the epigenetic proile 
would not be affected by environmental factors. However, in each cell division the epigenetic 
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FIGURE 27.2 
Diet influence on epigenetic traits during life time. During his life time, an individual faces periods of important epigenetic 

programming (indicated by stars). Dietary compounds may affect epigenetic patterns, especially during these critical periods. 

This dietary influence is not restricted to the individual’s diet, but also the parental (during gamete formation) and maternal 

(during intrauterine life) diets exert striking effects. When an individual is subjected to a nutrient-deficient diet during early life 

development and faces a normal supply of nutrients after birth, the incidence of metabolic syndromes increases. Also, low 

folate levels during life are correlated to diseases such as schizophrenia and cancer. (Please refer to color plate section) 

marks must be copied to the daughter cell in order to perpetuate the phenotype. Therefore, 
nutrition could have an impact on faithful transmission of epigenetic marks and gene 
activity states. 

Some of the most puzzling suggestions of an environmental inluence on epigenetic marks 
in adulthood come from identical twins studies. It has been observed that, immediately 
after birth, monozygotic twins exhibit virtually identical epigenetic patterns. However, with 
aging, these proiles seem to change and these individuals show major differences in DNA 
methylation and histone acetylation contents. Also, the biggest differences were observed 
between those twins who had spent less of their lives together, which supports the theory of 
an environmental inluence [36]. 

Main evidences of dietary inluence on the maintenance of epigenetic patterns during 
adulthood come from experimental models. It has been reported that agouti mice fed 
on a supplemented diet, containing extra folic acid, vitamin B12, choline, and betaine, 
show and increased level of IAP methylation and also show a corresponding shift in coat 
color [37]. On the other hand, when a diet deicient in methyl donors was used, the mice 
showed Igf2 loss of imprinting [38]. This proves that one-carbon metabolism intermediates 
are determinants of methylation levels not only during early life development, but also 
in adulthood. Surprisingly, another study carried out in rats showed that the long-term 
administration of a diet lacking methionine, choline, and folic acid resulted in global DNA 
hypermethylation in the brain of these animals. This effect was associated with an increased 
expression of Dnmt3a and methyl-CpG-binding protein 2. This hypermethylation in the 
brain is in discordance with what was found in the liver of the same animals. In addition, 
the studies on transgenic mice indicated an altered expression of Dnmt3a associated with 
obese adipose tissues, suggesting the potential role of this enzyme in both developing 
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embryo and adult tissue [39]. Therefore, not only do dietary factors have an inluence on 
epigenetic patterns in adulthood, but also the effects seem to be tissue-speciic [40]. 

In humans, the evidence for a nutrition role in epigenetic alterations in adulthood comes 
from a study carried out in patients with uremia. This disorder is frequently accompanied 
by hyperhomocysteinemia, characterized by an increased concentration of homocysteine 
and its precursor, SAH, in the organism. S-adenosylhomocysteine is a powerful competitive 
inhibitor of methyltransferases and may, therefore, impair DNA methylation and gene 
expression. Ingrosso et al. showed that patients with uremia have lower global levels of 
DNA methylation and it was correlated with defects in the expression of genes regulated by 
methylation. In addition, this effect was reversed by folate treatment. Because homocysteine 
may be methylated to methionine by transferring a methyl group from 5-methyl-
tetrahydrofolate, folate could decrease homocysteine levels, resulting in the restoration of 
DNA methylation levels and corresponding gene expression [41]. 

Another disease shown to be characterized by high homocysteine blood levels is 
Alzheimer’s disease (AD) [42]. Folate and vitamin B12 levels, which are essential for 
the transformation of homocysteine to methyonine, are also reduced in AD patients 
[43]. Therefore, it seems that an imbalance in one-carbon metabolism and subsequent 
alterations in DNA methylation could be involved in this disease. Scarpa et al. showed that 
Presenilin1 (PS1) expression is regulated by DNA methylation and is reduced by exogenous 
administration of SAM. PS1 is a -secretase involved in amyloid precursor protein (APP) 
processing and B-amyloid (A) production. Since the accumulation of A in AD patients is 
largely documented, the overexpression of PS1 could be the underlying mechanism [44]. 
Furthermore, Fuso et al. showed that PS1 and BACE (a -secretase) are induced by folate and 
vitamin B12 deprivation and this regulation involved DNA methylation [45]. Taken together, 
these results show that low levels of one-carbon metabolism intermediates may be involved 
in the genesis of AD. These indings not only show a strong link between dietary deiciencies, 
methylation, and AD, but could also have an impact in diagnosis and treatment of patients. 

FOLATE, DISEASES, AND EPIGENETICS 

Many studies looking into dietary inluence on epigenetic patterns focused on folate effects. 
The deiciency of this important one-carbon metabolism intermediate has long been 
associated with birth defects and folate was found to be important for the maintenance of 
epigenetic patterns [46,47]. Folate is a major component of one-carbon metabolism and 
methylation reactions depend on this vitamin. When folate levels are below an optimal level, 
homocysteine accumulates and DNA methylation becomes impaired. Despite this important 
role, folates cannot be synthesized de novo by mammals and, therefore, their cellular levels 
depend on dietary intake [47]. 

Reinforcing the role of folate in health maintenance, one of the risk factors for schizophrenia 
is folate deiciency. It has been reported that patients with schizophrenia have low circulating 
folate levels and these levels are conversely correlated with the severity of the symptoms. 
Besides, patients affected by this disease show hypomethylation of membrane-bound catechol-
O-methyltransferase (MB-COMT) promoter, resulting in an increased activity of the enzyme. 
COMT catalyzes the irst step in the degradation of neurotransmitters and its hyperactivity 
has been associated with disturbances in attention, executive cognition, and working 
memory [48]. This shows a possible correlation between low dietary folate intake, DNA 
hypomethylation, and the symptoms observed in schizophrenia patients. 

Furthermore, several epidemiologic studies have suggested an inverse association between 
folate status and the risk of cancer of lungs, oropharynx, esophagus, stomach, colorectum, 
pancreas, cervix, ovary, prostate, and breast, and risk of neuroblastoma and leukemia [49]. 
This is consistent with the idea that low folate levels induce DNA hypomethylation as a 
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consequence of SAH accumulation. Folate may also modulate the expression of the DNA 
methylation machinery, including the DNMT enzymes and methyl CpG binding domain 
proteins [50,51]. Thus, availability of this compound may directly inluence DNA methylation 
through these mechanisms and could explain some of the alterations found in tumors. 

Taken together, these indings point to a fundamental role of folate in health and disease. 
This vitamin has been extensively studied and its effects seem to involve predominantly 
epigenetic alterations. This might be the irst strong evidence for an epigenetic cause 
of several diseases, but further studies concerning other dietary components and other 
epigenetic mechanisms are necessary. 

CONCLUSION AND FUTURE REMARKS 

Here we have discussed how diet may inluence epigenetic patterns and what the main 
consequences may be. However, the knowledge regarding this subject is still in its infancy. 
Most of the studies have focused on one-carbon metabolism intermediates and have been 
carried out in animal models. In addition, underlying mechanisms are largely unknown. 
Therefore, more comprehensive studies need to be carried out, and should focus on other 
dietary components and effects of dietary regimes in humans. Particular attention should 
be given to early life exposure and epigenetic reprogramming during development (“the 
window of vulnerability”) and their effect on the susceptibility to diseases in later life. 

Epigenetic research, a ield in expansion, can help us understand how dietary, lifestyle and 
environmental factors can inluence the phenotype. Intriguingly, this inluence seems not only 
to affect the exposed individual, but also the future generations. Future studies may show that 
nutrition can be more important than we ever thought [52]. Therefore, the effect of dietary 
factors on epigenetic patterns and underlying mechanisms will be an important focus of 
nutritional epigenetics, and molecular epidemiology warrants further studies. 
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FIGURE 27.1 
One-carbon metabolism. This figure illustrates how the methylation reactions 

occur. The transfer of a methyl group from SAM to the cytosine is catalyzed by 

DNMTs and the final products of this reaction are 5-methyl-cytosine and SAH. 

This product must then be recycled to enable another methylation reaction to 

take place. This recycling process involves the conversion of homocysteine 

to methionine, which is then converted to SAM. Many dietary components 

may affect this process (indicated by asterisks) and consequently affect the 

methylation reaction. (Please refer to Chapter 27, page 451). 



 
 

  

                     

  

FIGURE 27.2 
Diet influence on epigenetic traits during life time. During his life time, an individual faces periods of important epigenetic programming (indicated by stars). 

Dietary compounds may affect epigenetic patterns, especially during these critical periods. This dietary influence is not restricted to the individual’s diet, but also 

the parental (during gamete formation) and maternal (during intrauterine life) diets exert striking effects. When an individual is subjected to a nutrient-deficient 

diet during early life development and faces a normal supply of nutrients after birth, the incidence of metabolic syndromes increases. Also, low folate levels 

during life are correlated to diseases such as schizophrenia and cancer. (Please refer to Chapter 27, page 454). 
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INTRODUCTION

Environmental agents to which humans are exposed include metals, ionizing radiation, 
tobacco smoke, ambient particulate matter, and endocrine disruptors, among others. Exposure 
to certain environmental agents inluences the risk of developing various chronic diseases, 

such as cancer, cardiovascular and pulmonary disease, diabetes, obesity, and neurological 

and behavioral disorders. Although the majority of the aberrant changes in gene expression 

linked to the health effects of exposure to environmental agents have been associated with 

genotoxic mechanisms, non-genotoxic mechanisms may also play a role. In vitro, animal and 

human studies have identiied several environmental agents that may mediate their toxic and 

carcinogenic properties through epigenetic mechanisms. Most studies conducted so far on 

the epigenetic effects induced by environmental agents have reported changes in global and 

gene speciic DNA methylation and histone modiication levels – changes that are the same 

or similar to the observed epigenetic changes found in patients with the disease or condition 

induced by that particular environmental agent. Here, we review the reports of experimental 

and epidemiological studies that have identiied epigenetic effects induced by exposure to 

metals (nickel, arsenic, chromium, cadmium, and cobalt), methylmercury, the semi-metal 

selenium, peroxisome proliferators, radiation, particulate matter, tobacco smoke, benzene, 

endocrine disruptors, and polycyclic aromatic hydrocarbons.

METALS

Nickel

Nickel (II) is a toxic non-essential transition metal used in modern industry with other 

metals to form alloys to produce coins, jewelry, and stainless steel as well as for nickel 

plating and manufacturing of Ni-Cd batteries. Among new applications, it is important to 

note its role as a catalyst for the production of carbon nanoparticles. Non-occupational 

sources of Ni exposure include jewelry, nickel-plated tools and utensils, orthodontic and 

surgical prostheses, and coins. Occupational exposure to both soluble [i.e. nickel chloride 

(NiCl2) and nickel sulfate (NiSO4)] and insoluble [i.e. nickel sulide (NiS), nickel subsulide 

(Ni3S2), and nickel monoxide (NiO)] nickel compounds has been associated with increased 

risks for acute respiratory syndromes, ranging from mild irritation and inlammation of the 

respiratory system to bronchitis, pulmonary ibrosis, asthma, and pulmonary edema. Nickel 

compounds are of great environmental concern since epidemiological, animal, and cell 

28



460

SECTION VIII  

Epigenetic Epidemiology

culture studies have found them to be carcinogenic. However, the precise mechanism(s) of 
nickel carcinogenesis remains unknown.

Since the mutagenic activity of nickel compounds in mutation assays from Salmonella to 
mammalian cells in vitro has been low it has been suggested that Ni-induced mutagenic 
activity is not the underlying mechanism in nickel-induced carcinogenesis. Instead, structural 
alterations in chromatin and epigenetic changes have been implicated as the primary events 
in nickel carcinogenesis. Phagocytosed nickel sulide particles have been shown to selectively 

target heterochromatin. One reason why nickel ions target heterochromatin may be because 

heterochromatin forms the inside lining of the interface nucleus and with this location 

toxins entering the nucleus encounter heterochromatin before they reach euchromatin. The 

observed effects of nickel compounds on heterochromatin led to the discovery that nickel 

compounds could silence genes by inducing DNA methylation. In the Chinese hamster 

G12 cell line which possesses a copy of the bacterial gpt transgene near the telomere of 

chromosome I it was demonstrated that nickel induced DNA hypermethylation and gene 

silencing of the gpt transgene [1]. The promoter of the tumor suppressor gene p16 was also 

found hypermethylated in nickel-induced tumors of wild type C57BL/6 mice and mice 

heterozygous for the p53 tumor suppressor gene injected with nickel sulide [2]. A proposed 

model for nickel-induced DNA hypermethylation includes the ability of nickel to substitute 

for magnesium in the phosphate backbone of DNA; Ni2 may be better at condensing 

heterochromatin than Mg2 ions, increasing chromatin condensation and triggering de 
novo DNA methylation of critical tumor suppressor or senescence genes that can become 

incorporated into heterochromatin because of their proximity to this type of chromatin [1]. 

An additional reason why nickel ions target heterochromatin may be because of the higher 

concentration of Mg2 present in the phosphate backbone of DNA in heterochromatin than 

euchromatin.

Nickel-induced changes on histone posttranslational modiications have been reported 

and include the loss of global histone acetylation in H2A, H2B, H3, and H4, increase in 

H3K9 dimethylation, and an increase in the ubiquitination of H2A and H2B [3–7]. A 

decrease in histone acetylation and an increase in H3K9 dimethylation was also observed 

in the promoter of the gpt transgene silenced by nickel [1,4,8]. The suggested mechanism 

by which exposure to nickel decreases histone acetylation is through inhibition of histone 

acetyltransferase activity [9]. The observed global increase in H3K9 dimethylation induced 

by nickel compounds has been recently reported to be a result of nickel ion inhibition of 

a novel class of histone H3K9 demethylases that depend upon iron and 2-oxoglutarate for 

their enzymatic activity. Ni ions compete and displace the iron ions that bind the active site 

of these dioxygenases inhibiting their demethylase activity and resulting in increased H3K9 

dimethylation levels [4]. Since H3K9 methylation is important for DNA methylation and 

long-term gene silencing it is possible that the observed increase in DNA methylation after 

exposure to nickel compounds is a result of the effect of nickel on H3K9 methylation levels 

[4,10]. It was also suggested that gene silencing mediated by histone acetylation may play a 

role in nickel-induced cell transformation [11].

Additionally, a role for chromatin damage in nickel-induced toxicity and carcinogenicity 

has been suggested [12]. The binding of Ni (II) to speciic motifs on histone H3 and H2A 

could cause several lesions resulting in oxidative DNA damage via Fenton-like mechanisms, 

disrupting the structure and function of the nucleosome, and changing gene expression that 

may contribute to nickel-induced toxicity and carcinogenicity [12–17].

Arsenic

Arsenic is an environmental contaminant found in soil, water, and airborne particles. 

Chronic low dose exposure to arsenic has been associated with skin, bladder, lung, kidney, 

and liver cancers. The potential toxic effects of arsenic exposure are of great health concern 
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since in 2000 the Food and Drug Administration (FDA) approved arsenic trioxide for the 
treatment of acute promyeolocytic leukemia resistant to other treatments. Until the late 
1950s arsenic trioxide was also prescribed as Fowler’s solution for the treatment of various 
medical conditions including psoriasis. Exposure to arsenic occurs generally in the form 
of either arsenite (AsIII) or arsenate (AsV). The increased cancer risk observed in arsenic 
carcinogenesis is attributed to exposure to arsenite rather than the less toxic arsenate. Inside 
the cell, AsV is reduced to AsIII. AsIII is then converted into the methylated arsenic metabolites, 
pentavalent or trivalent monomethylated (MMA) and dimethylated (DMA), using 
S-adenosyl-methionine (SAM) as a methyl donor. The methylated metabolites are excreted 
through urine at a much faster rate than are AsIII and AsV. Therefore, the levels of S-adenosyl-
methionine are important in arsenic metabolism since a low intake of methyl groups (dietary 
methionine or folate) results in lower arsenic methylation and excretion from the body.

Although many mechanisms for the carcinogenicity of arsenic have been proposed, the 
precise mechanism(s) remains unclear. The widespread disruption in global gene expression 
observed in spite of arsenic’s low mutagenic activity suggests that the carcinogenicity of 
arsenic may be mediated through epigenetic mechanisms. Indeed, various studies have 
reported that exposure to arsenic induces both DNA hypo- and hypermethylation. Long-
term exposure to arsenic in vitro resulted in malignant transformation associated with 
depletion of S-adenosyl-methionine, an increase in global DNA hypomethylation levels, and 
decreased DNA methyltransferase activity [18,19]. Tissue culture, and animal and human 
cancer studies have also associated exposure to arsenic with epigenetic silencing of tumor 
suppressor genes by gene promoter hypermethylation [20–24]. The co-existence of both 
DNA hypo- and hypermethylation after exposure to arsenite may be one mechanism by 
which appropriate gene expression may be disrupted in arsenite-exposed cells [25].

An association between DNA methylation levels and exposure to arsenite has also been 
reported in human population studies. A study of Bangladeshi adults chronically exposed 
to arsenic reported that genomic methylation of blood DNA is positively associated with 
plasma folate levels [26]. A more recent study by this same group in a related Bangladeshi 
population reported that folate deiciency, hyperhomocysteinemia, and low urinary 

creatinine, each associated with decreased arsenic methylation, give an elevated risk for skin 

lesions [27]. In another human study conducted in India, a dose–response relationship 

between the hypermethylation of the promoter regions of the p53 and p16 tumor suppressor 

genes and arsenic levels in the drinking water was found in blood DNA of individuals 

exposed to toxic levels of arsenic [28].

Recently it was reported that exposure to arsenite alters global histone methylation levels. 

Exposure to arsenite of the human lung carcinoma A549 cell line resulted in increased 

dimethylated H3K9 and H3K4 trimethylation and decreased trimethylated H3K27 levels. The 

increased levels of dimethylated H3K9 were attributed to increased histone methyltransferase 

G9a mRNA and protein levels [29].

Chromium

Hexavalent chromium (Cr (VI)) is a well known human carcinogen with exposures occurring 

in both occupational and environmental settings. Occupational exposure to Cr (VI) 

occurs in chromate manufacturing, chrome plating, ferrochrome production, and stainless 

steel welding. Environmental exposure to chromium likely impacts millions of people 

drinking Cr contaminated water and residing near toxic sites and chemicals manufacturers. 

Epidemiological risk-assessment studies revealed a high incidence of lung cancer due to 

occupational exposure to Cr (VI). Chromium exists in two major stable oxidation states, 

hexavalent chromium (Cr (VI)) and trivalent chromium (Cr (III)). These two forms of 

chromium have strikingly different toxicities because of differences in their uptake into 

cells. Cr (VI) readily enters cells through the anionic transport systems since at physiological 
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pH Cr (VI) exists as an oxyanion, with an overall charge of minus 2 (CrO4
2), and in this 

form it resembles sulfate and phosphate. In biological systems, Cr (VI) undergoes a series 
of reduction reactions that yield the thermodynamically stable Cr (III). Exposure to Cr (III) 
is not believed to be toxic since Cr (III) does not readily enter cells. Cr (VI) reduction to Cr 
(III) is the activation event responsible for the generation of the Cr-induced cellular toxicity 
and genotoxic damage since Cr (III) readily interacts with proteins and nucleic acids in the 
cell. The reduction of Cr (VI) to Cr (III) results in oxidative stress, the formation of Cr (III)-
DNA adducts, protein-DNA crosslinks, and DNA single- and double-strand breaks. Cr (III) 
induced cellular damage can therefore affects DNA replication, transcription, and translation 
resulting in altered gene expression.

In addition to the DNA damage induced by chromium, several studies have recently 
highlighted the potential epigenetic effects of Cr (VI), and how both genetic and epigenetic 
mechanisms may contribute to the changes in gene expression induced by chromium and 
play a role in its toxicity and carcinogenicity. Potassium dichromate was shown to silence the 
transgene expression of a cell line expressing a bacterial gpt reporter gene by inducing DNA 
methylation [30]. Potassium dichromate was also shown to induce genome-wide cytosine-
hypermethylation in the Brassica napus L. plant [31]. DNA hypermethylation on the promoter 
region of the p16 tumor suppressor gene and the DNA mismatch repair (MLH1) gene was 
reported in lung cancers of chromate-exposed workers [32,33]. Additionally, chromium 
was shown to inhibit the expression of Cyp1a1 by crosslinking the histone deacetylase 
1-DNA methyltransferase 1 complexes to the chromatin of its promoter and inhibiting 
the phosphorylation of histone H3 Ser-10, trimethylation of H3K4, and various histone 
acetylation marks on H3 and H4 histones [34]. A more recent study reported that exposure 
of the human adenocarcinoma A549 cell line to potassium chromate increased global levels 
of di- and trimethylated histone H3 lysine 9 (H3K9) and lysine 4 (H3K4) but decreased the 
levels of trimethylated histone H3 lysine 27 (H3K27) and dimethylated histone H3 arginine 
2 (H3R2) with increased dimethylation of H3K9 on the promoter region of MLH1 and a 
decrease in its mRNA expression [35].

Cadmium

Cadmium (Cd), a classiied carcinogen, is a non-essential transition metal belonging 

to group IIB of the periodic table. Sources of human exposure to cadmium include 

employment in the production of certain batteries, metal industries, and electroplating 

processes and the consumption of tobacco products. Cadmium is absorbed in the body 

mainly through inhalation although some Cd can be ingested. The organs that store Cd 

include the liver, kidney, testis, spleen, heart, lungs, thymus, salivary glands, epididymis, 

and prostate. Approximately 50% of the Cd found in the body is stored in the liver and 

kidney due to their high metallothionein (MT) levels; MT exhibits high binding afinity to 

Cd and other metals. Occupational exposure to cadmium has been linked to pulmonary, 

liver, prostate, renal, urinary bladder, pancreatic, and stomach cancers, as well as cancers of 

the hematopoietic system. A signiicant decline in the production and use of Cd has been 

reported in the last few years. However, Cd continues to be a major health concern primarily 

because of its long half-life (15–20 years) and persistence in the environment and tissues.

Suggested mechanisms for cadmium carcinogenesis include suppressed apoptosis and 

disruption of e-cadherin mediated cell–cell adhesion, aberrant gene activation, and altered 

DNA repair. Because cadmium is a poor mutagen its carcinogenicity has been attributed 

to epigenetic and indirect genotoxic mechanisms. Several studies have reported changes in 

global and gene speciic DNA methylation levels after exposure to cadmium. Acute exposure 

(1 week) of TRL 1215 rat liver cells to cadmium inhibited DNA methyltransferase activity 

and induced global DNA hypomethylation while prolonged exposure (10 week) resulted in 

global DNA hypermethylation and enhanced DNA methyltransferase activity [36].  
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Increased global DNA hypermethylation levels and DNA methyltransferase (DNMT) 
activity was observed in human lung ibroblast (HLF) cells after long-term (2 months) 

low-dose exposure to cadmium [37]. A 10-week exposure to cadmium induced malignant 

transformation associated with global DNA hypermethylation, overexpression of DNMT3b 

DNA methyltransferase and increased DNMT activity, and promoter hypermethylation and 

reduced expression of the RASSF1A and p16 tumor suppressor genes [38]. Global DNA 

hypomethylation as a potential facilitator of Cd-stimulated cell proliferation in the chronic 

myelogenous leukemia K562 cell line was also reported [39].

Cobalt

Cobalt is an essential trace element and a central component of the vitamin cobalamin, 

vitamin B12. Cobalt is found in various metallic ores and is universally used in the 

preparation of alloys in the steel industry. Although cobalt is an essential element for life in 

trace amounts, at higher levels cobalt shows mutagenic and carcinogenic effects similar to 

those of nickel. Occupational exposure to cobalt has been linked to various lung diseases, 

such as pneumonitis, ibrosis, and asthma. Cobalt has been shown to induce alterations 

in gene expression and interfere with the cellular homeostasis of reactive oxygen species, 

calcium, and iron. However, the precise mechanism(s) by which cobalt exerts its toxic 

and carcinogenic activity is not known. A recent study reported that cobalt ions alter the 

cell’s epigenetic homeostasis. Exposure of human lung adenocarcinoma A549 and human 

bronchial epithelial Beas-2B cells to cobalt increased both gene repressive histone marks 

(trimethylation of H3K9, H3K27, H3K36, and ubiquitination of H2A) as well as gene 

activation marks (trimethylation of H3K4 and ubiquitination of H2B) and acetylation 

of H4. The increase in trimethylated H3K4 and H3K27 induced by cobalt was associated 

with activation of histone methyltransferase activity, whereas the increase in trimethylated 

H3K9 and H3K36 was attributed to the inhibition of the enzymatic activity of the JMJD2A 

histone demethylase. The increase in ubiquitination of H2A and H2B induced by cobalt was 

associated with the inhibition of histone deubiquinating enzymatic activity [40].

Methylmercury

Mercury is a toxic metal that occurs naturally at low levels in rocks, soil, water, and air from 

the burning of fossil fuels. Mercury pollution deposits in water bodies where elemental 

mercury (Hg0) is biotransformed by bacteria and converted to methylmercury (meHg), 

the most toxic form of mercury in the environment. Fish that eat the bacteria accumulate 

high levels of methyl mercury in their body. The US population is primarily exposed to 

methylmercury by eating ish such as swordish, shark, and tuna. Ingested methylmercury 

is readily absorbed by the gastrointestinal tract and is mostly found complexed with free 

cysteine and with proteins and peptides containing that amino acid. The methylmercuric-

cysteinyl complex mimics the essential amino acid methionine and is recognized by 

amino acid transporting proteins in the body. Methylmercury can be transported across the 

blood–brain barrier and placenta where it can be absorbed by a developing fetus. Exposure 

to methylmercury in utero has been linked to developmental deicits in children such as 

loss of IQ points, decreased performance tests of language skills, memory function, and 

attention deicits. One study reported that the depression-like behavior in mice induced by 

perinatal exposure to low levels of methylmercury was associated with long lasting epigenetic 

suppression (decreased histone H3 acetylation, increased trimethylated H3K27 and 

promoter DNA hypermethylation) of the neurotrophin brain-derived neurotrophic factor 

(BDNF) gene in the hippocampus of exposed mice [41].

Selenium

Selenium (Se) occurs naturally in a number of inorganic forms, including selenide, selenate, 

and selenite, and organic compounds such as selenomethionine and selenocysteine. Se is 
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most commonly produced from selenide in sulide ores, such as those of copper, silver, 

or lead. Sources of exposure to Se include the burning of coal and mining and smelting 

of sulide ores. Isolated Se occurs in several different forms, the most stable being the 

semiconductor (semi-metal) form that conducts electricity and is used in photocells. 

Selenium also occurs in many non-conductive forms such as several red crystalline forms 

and a black glass-like allotrope. However, silicon semiconductor devices have now replaced 

the electronic uses of Se. Se is an essential element for human health that has received 

considerable attention for its potential role as a chemotherapeutic agent. The major sources 

of Se for humans include ingestion of meats, ish, cereals, dairy products, and plant foods. 

Selenomethionine, sodium selenate, sodium selenite, and selenized yeast are the forms of 

Se in dietary supplements. In the body, selenium is an important component of several 

selenoproteins such as the antioxidant family of glutathione peroxidases as well as other 

enzymes such as the iodothyronine deidodinases and thioredin reductases. Therefore, Se 

deiciency has been linked to a variety of human diseases, including cancer. An inverse 

relationship between serum Se levels and cancer risks has been reported.

Although ingestion of Se can be beneicial, ingestion of high levels of Se can be toxic. Studies 

have shown that selenium induces changes in DNA methylation and inhibits the expression 

and activity of DNMTs. Sodium selenite was found to induce DNA hypomethylation 

and inhibit DNA methyltransferase in Friend erythroleukemic cells (FELC) [42]. It was 

also suggested that inhibition of DNA methyltransferase may be a major mechanism of 

chemoprevention by selenium compounds at the post-initiation stage of carcinogenesis [43]. 

Additionally, selenium deiciency was found to decrease both global DNA methylation and 

methylation in the promoter region of the p53 gene in Caco-2 cells and rat liver and colon 

cells [44]. Se has also been associated with epigenetically modulating DNA and histones 

to activate methylation-silenced genes. Treatment of LNCaP prostate cancer cells with 

sodium selenite resulted in partial promoter demethylation and re-expression of the -class 

glutathione-S-transferase (GSTP1) in a dose- and time-dependent manner, decreased mRNA 

levels of DNA methyltransferases DNMT1 and DNMT3A and protein levels of DNMT1, 

decreased histone deacetylase activity, increased levels of acetylated histone H3K9, and 

decreased levels of methylated histone H3K9. Sodium selenite treatment reduced levels of 

methylated histone H3K9 but increased levels of associated acetylated H3K9 in the GSTP1 

promoter [45]. Se treatment also resulted in global DNA hypomethylation and promoter 

demethylation and re-expression of the APC tumor suppressor gene and CSR1, a gene 

involved in tumor growth and metastasis [45].

PEROXISOME PROLIFERATORS

Peroxisome proliferators are a structurally-diverse group of agents that comprise a wide 

range of substances such as natural compounds (long-chain fatty acids and prostaglandins), 

synthetic drugs, including drugs used for the treatment for certain diseases (anti-inlammatory 

drugs, NSAIDs), and environmental contaminants (herbicides). Long-term administration 

of peroxisome proliferators results in liver cancer in rodents; however, the risk of their 

administration on human health remains inconclusive. Determining the possible risks of 

peroxisome proliferators to human health is crucial since some peroxisome proliferators 

(PPAR agonists) are currently being used for the treatment of hyperlipidemia. In rodents, 

peroxisome proliferators induce liver cancer via a mode of action that includes activation of 

the peroxisome proliferator-activated receptor  (PPAR) transcription factor, increased cell 

proliferation, decreased apoptosis, and secondary oxidative stress leading to DNA damage.

Evidence from several studies suggests that epigenetic events may play a role in the 

mechanism of carcinogenesis of certain peroxisome proliferators. Short-term treatment with 

4-chloro-6-(2,3-xylidino)-pyrimidilnylthioacetic acid (WY-14,643), a model peroxisome 

proliferator, induced hypomethylation of the c-myc gene in the liver of exposed mice [46]. 
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Decreased methylation in the promoter regions of the c-jun and c-myc genes and increased 
levels of their mRNAs and proteins, dependent on methionine supplementation, were also 
found in livers of mice exposed to trichloroethylene (TCE), dichloroacetic acid (DCA), and 
TCA [47]. Global hypomethylation of liver DNA, decreased trimethylation of H4K20 and 
H3K9, and loss of cytosine methylation in major and minor satellites and repetitive elements 
was observed in male SV129 mice exposed to WY-14,643. These epigenetic effects were 
PPAR dependent and correlated with cell proliferation rates [48]. The suggested mechanism 
of global DNA hypomethylation induced by the peroxisome proliferators WY-14,643 and 
di-(2-ethylhexyl)phthalate (DEHP) in the liver of male Fisher rats includes an accumulation 
of single-strand breaks associated with an increase in cell proliferation and decreased 
expression of DNA methyltransferase 1 [49].

RADIATION

Ionizing radiation (IR) is a well known cancer-inducing agent. Human exposure to ionizing 
radiation occurs through acute diagnostic and therapeutic medical radiation procedures 
and chronic exposure to background radiation, cosmic rays, radioactive waste, radon decay, 
nuclear tests and accidents at nuclear power plants, as well as ultraviolet A and B radiation. 
IR-induced DNA damage and disruption of a variety of cellular processes are the suggested 
mechanisms of carcinogenesis. Radiation-induced responses are observed in the irradiated 
cell, in naïve “bystander” cells that were in contact with irradiated cells or received signals 
from the irradiated cells, and in the progeny of the irradiated cell generations after exposure.

Several groups have reported changes in DNA methylation and histone post-translational 
modiications after direct exposure to radiation. A decrease in global methylation levels 

was reported after acute exposures to either gamma or X-ray radiation [50,51]. Dose-

dependent and sex- and tissue speciic global DNA hypomethylation was also observed 

after exposure to IR [52–54]. IR-induced global DNA hypomethylation was associated with 

DNA repair, alterations in the expression of DNA methyltransferases, and genome instability 

in the exposed tissue [52–55]. Phosphorylation of histone H2AX and changes in histone 

methylation, speciically loss of histone H4 lysine 20 trimethylation, were also detected with 

IR [53]. Supporting the idea that radiation can induce changes in DNA methylation, the lung 

tumors of workers of the MAYAK plutonium plant showed a higher risk for p16 methylation 

than control tumors [56].

Epigenetic changes have also been associated with naïve “bystander” cells that had been 

in contact with irradiated cells or received signals from the irradiated cells. The alteration 

in DNA methylation in naïve cultured human keratinocytes exposed to the medium 

of irradiated cells persists over 20 passages [57]. A signiicant increase in the levels of 

phosphorylated H2AX in bystander tissues and loss of nuclear DNA methylation was 

observed in a normal human three-dimensional artiicial tissue system after microbeam 

irradiation [58]. Other studies have also reported radiation-induced changes in H2AX 

phosphorylation in bystander cells [59–62]. A study in an in vivo model suggested that 

epigenetic transcriptional regulation may be involved in the radiation-induced bystander 

effect by altering the levels of key proteins that modulate methylation patterns and 

gene silencing in the bystander tissue. This study reported radiation suppressed global 

methylation levels in the directly irradiated mouse tissue but not in the bystander tissue. 

However, a decrease in the expression of the DNA methyltransferases DNMT3a and 

DNMT3b and an increase in the levels of DNMT1 were detected in the bystander tissue. 

Additionally, the levels of MeCP2 and MBD2, two methyl-binding proteins known to be 

involved in transcriptional silencing, were also found increased in the bystander tissue [63].

The occurrence of genome instability and elevated mutation rates in the progeny of exposed 

parents has also been attributed to a possible epigenetic mechanism. A decrease in global 

cytosine DNA methylation in the thymus tissue of offspring of irradiated mice was reported. 
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This same study reported a signiicant accumulation of DNA strand breaks, elevated levels of 

phosphorylated H2AX, and a decrease in the levels of DNA methyltransferases DNMT1 and 

DNMT3a and DNMT3b, and the MeCP2 protein, in the thymus of the progeny of irradiated 

parents [64]. In another study, elevated mutation rates in the tissue of the progeny of 

exposed mice were associated with elevated levels of phosphorylated H2AX [65].

Exposure to ultraviolet (UV) radiation has also been associated with epigenetic effects. A 

decrease in global DNA methylation was detected in the skin of mic chronically exposed to 

UVB (30 weeks) [66]. Additionally, skin cancer studies have demonstrated an increase in 

DNA methylation of many tumor suppressor genes induced by UV radiation [67].

PARTICULATE MATTER

Ambient particulate matter (PM) is composed of all the solid and liquid particles suspended 

in air including dust, pollen, soot, smoke, and liquid droplets. The particles may vary 

in size and composition. PM is associated with increased morbidity and mortality from 

cardiorespiratory disease and lung cancer risk. However, the speciic particulate matter 

components responsible for the adverse health effects of PM have not been deined. 

Animal and human studies have shown that air particles or air particle components can 

induce changes in global and promoter speciic DNA methylation levels. Methylation 

and inactivation of p16 and ER genes was observed in lung tumors of rats induced by the 

particulate carcinogens carbon black, diesel exhaust, and beryllium metal [68]. A decrease 

in the long interspersed nucleotide element (LINE-1) and Alu repetitive elements and the 

promoter of the inducible nitric oxide synthase (iNOS) was found in blood DNA of Foundry 

workers [69]. A recent study reported an association between ambient particulate matter and a 

decrease in blood DNA methylation levels of the LINE-1 and Alu repetitive elements in blood 

DNA samples of elderly men in the Boston MA area [70]. Changes in global DNA methylation 

induced by particulate matter may represent a mechanism by which human health is affected, 

as alterations in DNA methylation levels are related to the disease development of patients 

with cancer and cardiovascular disease [71]. Sperm DNA of mice exposed to ambient air near 

two integrated steel mills and a major highway was found hypermethylated compared to 

control mice and its persistence even after removal of the exposure suggests the possibility that 

air pollutants may produce DNA methylation changes transgenerationally [72].

TOBACCO SMOKE

Recent studies on tobacco smoke have indicated that among its 4800 identiied compounds, 

as many as 69 may be carcinogens. Although extensive reports on the genotoxic effects of 

tobacco smoke exist, recent reports on the epigenetic events associated in tobacco-related 

cancers are beginning to emerge. Global DNA hypomethylation was reported in squamous 

cell carcinoma cancers of cigarette smokers [73]. Hypermethylation and silencing of the p16, 

MGMT (O(6)-methylguanine-DNA methyltransferase), and death-associated protein (DAP)-

kinase genes in lung cancer due to tobacco smoke has been reported [74]. Methylation of 

the p16 promoter region studied in 185 patients with primary non-small-cell lung cancer 

(NSCLC) was signiicantly associated with smoked pack/years and duration of smoking, 

and negatively with time since quitting smoking [75]. The promoter of the TSLC1/IGSF4 

tumor suppressor gene was found hypermethylated in 44% of the 103 patients with NSCLC 

and was signiicantly associated with smoking history, cigarette consumption per day, and 

shorter disease-free survival [76]. Hypermethylation of the promoters of the RASSF1A and 

BLU tumor suppressor genes was positively correlated to tobacco consumption, age, gender, 

histology, and starting smoking age under 18 years [77]. Additionally, hypermethylation of 

the FHIT promoter and p16 methylation was associated with exposure to tobacco smoke 

in squamous cell carcinomas [78]. Promoter hypermethylation may be an early event in 

the development of lung cancer since aberrant promoter methylation of several genes such 
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as p16 and MGMT can be detected in DNA from sputum of patients with lung squamous 
cell carcinoma even up to 3 years before clinical manifestation of cancer [79]. Increased 
expression of DNMT1 has been linked to tobacco-induced hypermethylation of the RASSF1A 
tumor suppressor gene [80]. Interestingly, cigarette smoke has been shown to induce 
the demethylation and abnormal expression of synuclein-, a pro-metastatic oncongene, 
in lung cancer cells through down-regulation of DNMT3B [81]. Demethylation of the 
CYP1A1 promoter was also associated with tobacco smoke. An inverse relationship between 
methylation and the number of cigarettes smoked daily was identiied [82].

BENZENE

Benzene, an airborne pollutant emitted from trafic exhaust fumes and cigarette smoking, 

has been associated with acute myelogenous leukemia (AML). Low level exposure to benzene 

has been shown to induce altered DNA methylation levels. Signiicant reduction in DNA 

methylation of the repetitive elements LINE-1 and Alu and hypermethylation of p15 as well 

as hypomethylation of the melanoma antigen-1 (MAGE-1) cancer antigen gene was found 

in the peripheral blood DNA of normal subjects with well-characterized benzene exposure 

[83]. Interestingly, global DNA hypomethylation, and gene speciic hypermethylation or 

hypomethylation are common in AML [84].

ENDOCRINE DISRUPTORS

Endocrine disrupting chemicals (EDCs) include numerous compounds found in the 

environment that act to mimic estrogens or act as antiestrogens or antiandrogens. Examples 

of environmental endocrine disrupters include pesticides (dicholorodiphenyltrichloroethane 

(DTT) and methoxychlor), fungicides (vinclozolin), insecticides (trichlorfon), herbicides 

(atrazine), plastics (phthalates), and a wide range of synthetic estrogens. Exposure to EDCs 

has been implicated with reproduction abnormalities in the F1 generation and subsequent 

generations. Numerous studies have suggested an epigenetic mechanism for the abnormal 

transgenerational health effects observed after exposure to certain endocrine disruptors.

A correlation between the exposure to diethylstilbestrol (DES), a nonsteroidal synthetic 

estrogen, in mothers and the occurrence of adenocarcinoma of the vagina in their daughters, 

along with a high incidence of anatomical abnormalities of the genital tract that adversely 

affect their reproductive capacity, has been reported in both humans and female mice 

[85,86]. Early exposure to DES has been reported to cause aberrant CpG methylation 

and silencing of key uterine cancer. Aberrant hypermethylation in the promoter of the 

Hoxa10 gene upon exposure to DES in utero and increased mRNA expression of DNMT1 

and DNMT3b was reported [87]. Neonatal diethylstilbestrol exposure induces persistent 

elevation of c-fos expression and hypomethylation in its exon-4 in mouse uterus [88]. DES 

exposure has been shown to induce global DNA methylation in mouse uterus [89]. Several 

studies have now shown marked effects of environmental toxicants on the F3 generation 

through germ-line alterations on the epigenome. It is important to note that when using 

animal data to study transgenerational effects only the F3 generation can demonstrate the 

irst signs of transgenerational inheritance. Both the F1 generation embryo and F2 generation 

germline are directly exposed when an F0 generation mother is exposed. Therefore, for 

animal data to demonstrate transgenerational effects, they need to show that epigenetic 

changes are inherited at least up to the F3 generation. Remarkably, a recent human study 

reported that women who were not themselves exposed to DES in utero may have altered 

reproductive tract function if their mothers had been exposed in utero [90].

Another endocrine disruptor whose effects on the F2 generation have been associated 

with an epigenetic mechanism is bisphenol A (BPA), a high production chemical with 

estrogenic properties present in many commonly used products such as food and beverage 

containers, baby bottles, and dental components. In utero and neonatal exposure to BPA 
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is associated with higher body weight, increased breast and prostate cancer, and altered 
reproductive function. Hypermethylation of the phosphodiesterase type 4 variant 4 gene at 
a CpG island after exposure to BPA was reported [91]. Recently, maternal exposure to BPA 
decreased methylation of the metastable loci Avy and CapbIAP. This effect on methylation by 
BAP was counteracted by maternal dietary supplementation with folic acid or the genistein 
phytoestrogen [92]. Alterations in DNA methylation patterns as a result of phytoestrogen 
consumption have been reported [93–95].

In vitro exposure of preimplantation embryos to the contaminant 2,3,7,8-tetra-
chlorodibenzo-p-dioxin (TCDD) can alter DNA methylation in the H19 and IGF2 imprinted 
genes [96]. DNA hypermethylation of the estrogen receptor alpha gene induced by 
phthalates was also reported [97]. Additionally, an inverse linear relationship was found 
between blood global DNA methylation and the persistent organic pollutants (POPs) 
dichloro-diphenyl-trichloroethane (DTT), dichloro-diphenyl-dichloroethylene (DDE), 
-benzenehexachloride (-BHC), oxychlordane, -chlordane, and mirex in Alu repeated 
elements in the Greenlandic Iunit [98]. The Greenlandic Iunit population is highly exposed 
to POPs from their diet and contamination of the Arctic environment. Exposure to POPs, 
many of which are estrogen disruptors, is associated with autoimmune diseases, diabetes, 
developmental neurotoxicity, birth defects, impaired male fertility, and increased cancer risk.

Alterations in the methylation of speciic genes associated with transgeneration 

disease were found in the F2 and F3 generations of mice exposed to the androgenic 

compound vinclozolin [99]. In Fisher rats, both vinclozolin and methoxychlor induced 

transgenerational defects (F1–F4 generations) in spermatogenic capacity and sperm viability. 

These effects on reproduction correlated with altered DNA methylation patterns in the germ-

line [100,101].

POLYCYCLIC AROMATIC HYDROCARBONS

Polycyclic aromatic hydrocarbons (PAHs) are chemical compounds consisting of fused 

aromatic rings that do not contain heteroatoms or carry substituents. PAHs are found in 

oil, coal, and tar deposits, and are produced as a byproduct of fuel burning. Exposure to 

PAHs can also occur from breathing cigarette smoke, wood smoke, vehicle exhaust, eating 

grilled or charred meats, and coming into contact with air, water, or soil near hazardous 

wastes. PAHs are of environmental concern since some compounds have been identiied as 

carcinogenic, mutagenic, and teratogenic. PAHs known for their carcinogenic, mutagenic, 

and teratogenic activities include benz[a]anthracene, chrysene, benzo[b]luoranthene, 

benzo[j]luoranthene, benzo[k]luoranthene, benzo[a]pyrene, benzo[ghi]perylene, coronene, 

dibenz[a,h]anthracene (C20H14), indeno[1,2,3-cd]pyrene (C22H12), and ovalene.

Global DNA hypermethylation following in vitro chronic exposure to benzo[a]pyrene  

(B[a]P), the most well studied PAH carcinogen, was found in mouse embryonic ibroblasts 

[102]. In a recent human cohort study, methylation sensitive restriction ingerprinting was 

used to analyze umbilical cord white blood cell DNA of 20 cohort children in order to study 

the effect of transplacental exposure to high levels of airborne PAHs on DNA methylation 

levels and dysregulation of gene expression and childhood asthma. Thirty DNA sequences 

were identiied whose methylation status was dependent on the level of maternal PAH 

exposure. Methylation of acetyl-CoA synthetase long chain family member 3 (ACSL3) 5’CGI 

was found to be signiicantly associated with maternal airborne PAH exposure and with a 

parental report of asthma symptoms in children prior to age 5 [103]. Differences in DNA 

methylation states were found in peripheral blood lymphocyte DNA of PAH-chronic 

exposed polish male nonsmoking coke-oven workers and matched controls. Global (Alu and 

LINE-1 repetitive elements) methylation level, and to a lesser extent IL-6, were higher in the 

peripheral blood lymphocytes of PAH-exposed workers. Conversely, DNA methylation levels 

were lower in gene speciic promoters (p53 and HIC1) of PAH-exposed workers [104].
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CONCLUSION

Human exposure to various environmental chemicals can increase the risk for reproductive 
malformations, cardiovascular disease, cancers, and other disorders. In this chapter we have 
reviewed the evidence up to the present day that associates epigenetic mechanisms with the 
toxic and carcinogenic effects of certain environmental agents. Many of these chemicals have 
been shown to modify the same or similar epigenetic marks found in patients with disease 
states associated with that agent. For example, the increase in global DNA hypomethylation 
levels and promoter speciic hypermethylation of tumor suppressor genes in response 

to arsenic exposure is consistent with the observed promoter speciic hypermethylation 

and widespread loss in DNA methylation levels exhibited by cancer cells. Exposure to 

environmental factors such as metals, the semi-metal selenium, peroxisome proliferators, 

radiation, particulate matter, tobacco smoke, benzene, endocrine disruptors, and polycyclic 

aromatic hydrocarbons, perturb global and gene speciic DNA methylation levels (Tables 

28.1 and 28.2) as well as histone posttranslational modiications (Table 28.3). Although the 

TABLE 28.1 Effect of Environmental Agents on Global DNA Methylation

Agent Effect Tissue Reference

Metals

Arsenic Hypomethylation Human HaCat cell line,  
Rat liver

[18,19]

Chromium Hypermethylation Brassica napus L. plant [31]

Cadmium Hypomethylation  
(short-term treatment)

Rat liver cells, K562  
Cell line

[36,39]

Hypermethylation  
(long-term treatment)

Various [36–38]

Selenium Hypomethylation FELC, LNCAP, Caco-2,  
rat and liver cells

[42,44,45]

Peroxisome proliferators

WY-14,643 Hypomethylation Mouse and rat liver [48,49]

DEHP Hypomethylation Rat liver [49]

Radiation

Direct exposure Hypomethylation Various [50–54,63,66]

Bystander cells/tissue Hypomethylation Cultured human 3D  
artificial tissue system

[58]

Progeny Hypomethylation Mouse thymus [64]

Particulate matter Hypomethylation Human buffy coat,  
mouse sperm DNA

[69,70,72]

Tobacco smoke Hypomethylation Squamous cell  
carcinoma cancers

[73]

Benzene Hypomethylation Peripheral blood DNA [83]

Endocrine disruptors

DES Hypomethylation Mouse uterus [89]

POPs Hypomethylation Peripheral blood DNA [98]

PAHs

Benzo[a]pyrene  
(B[a]P)

Hypermethylation Mouse embryonic  
fibroblasts

[102]

Hypermethylation Peripheral blood DNA [104]
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TABLE 28.2 Effect of Environmental Agents on Gene Specific DNA Methylation

Agent Gene Effect Tissue Reference

Metals

Nickel gpt transgene Hypermethylation Chinese hamster  
G12 cell line

[1]

p16 Hypermethylation Tumors of C57BL/6 mice [2]

Arsenic Various tumor 
suppressor genes

Hypermethylation Various [20–24]

Various tumor 
suppressor genes

Hypo- and 
hypermethylation

A549 cells [25]

p16 and p53 Hypermethylation Blood DNA of humans exposed [28]

Chromium gpt transgene Hypermethylation Chinese hamster G12 cell line [30]

p16, MLH1 Hypermethylation Lung cancer of chromate  
workers

[32,33]

Cadmium p16 and RASSF1A Hypermethylation Human prostate cells [38]

Methylmercury BDNF Hypermethylation Hippocampus of exposed mice [41]

Selenium GSTP1, APC,  
CSR1, p53

Hypomethylation LNCap prostate cancer cells, 
Caco-2, rat and liver cells

[44,45]

Peroxisome proliferators

WY-14,643 c-myc Hypomethylation Mouse liver [46]

TCE, DCA, TCA c-myc, c-jun Hypomethylation Mouse liver [47]

Radiation

Direct exposure p16 Hypermethylation Human lung tumor [56]

Tumor suppressor 
genes

Hypermethylation Human skin cancer [67]

Particulate matter p16, ER genes Hypermethylation Rat lung tumors [68]

iNOS Hypomethylation Human buffy coat [69]

Tobacco smoke DAP Hypermethylation Human lung cancer [74]

Various tumor 
suppressor genes

Hypermethylation Non-small-cell lung cancer [75–77,79,80]

p16, FHIT Hypermethylation Squamous cell carcinoma [78]

Synuclein- Hypomethylation Lung cancer cells [81]

CYP1A1 Hypomethylation Various cells [82]

Benzene p15 Hypermethylation Peripheral blood DNA [83]

MAGE-1 Hypomethylation Peripheral blood DNA [83]

Endocrine disruptors

DES Hox10 Hypermethylation [87]

c-fos Hypomethylation Mouse uterus [88]

BPA Phosphodiesterase 
type 4 variant 4

Hypermethylation Rat prostate [91]

Avy and CapbIAP Hypomethylation Mouse embryo [92]

Phytoestrogens Various Various Various [93–95]

TCDD H19, IGF2 Hypermethylation Mouse embryo [96]
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mechanism(s) by which these chemicals perturb the epigenome is unknown many studies 
suggest an alteration in the expression and/or activity of enzymes that modify DNA and 
histone tails such as DNA methyltransferases and histone methyltransferases, deacetylases, 
and demethylases. For chemicals such as arsenite and selenium the mechanism(s) of 
epigenetic alteration may depend upon methyl group availability. Exposure to carcinogenic 

Phthalates Estrogen receptor 
alpha

Hypermethylation Human breast cancer (MCF7)  
cell line

[97]

Vinclozolin Gene specific Hypermethylation Ray testis [101]

PAHs ACSL3 Hypermethylation Umbilical cord white blood cell [103]

IL-6 Hypermethylation Peripheral blood DNA [104]

p53 and HIC1 Hypomethylation Peripheral blood DNA [104]

TABLE 28.2 Effect of Environmental Agents on Gene Specific DNA Methylation (Continued)

Agent Gene Effect Tissue Reference

TABLE 28.3 Effect of Environmental Agents on Histone Posttranslational 
Modifications

Agent Modification Effect Reference

Metals

Nickel H2A, H2B, H3, H4 acetylation Decrease [3,5,6,8,9]

H3K9 dimethylation Increase [4,10]

H2A and H2B ubiquitination Increase [7]

Arsenite H3K9 dimethylation,  
H3K4 trimethylation

Increase [29]

H3K27 trimethylation Decrease [29]

Chromium H3K9 di- and trimethylation,  
H3K4 di- and trimethylation

Increase [35]

H3K27 dimethylation,  
H3R2 dimethylation

Decrease [35]

Cobalt H3K9, H3K27, H3K36, H3K4 
trimethylation

Increase [40]

H2A and H2B ubiquitination Increase [40]

H4 acetylation Increase [40]

Selenium H3K9 acetylation Increase [45]

H3K9 dimethylation Decrease [45]

Peroxisome proliferators

WY-14,643 H4K20 and H3K9 trimethylation Decrease [48]

Radiation

Direct exposure H2AX phosphorylation Increase [53]

H4K20 trimethylation Decrease [53]

Bystander cells H2AX phosphorylation Increase [58–62]

Progeny H2AX phosphorylation Increase [64,65]
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chemicals such as metals induce their effects by affecting the DNA and histone marks 
that activate and repress gene expression resulting in DNA hypermethylation of tumor 
suppressor genes and hypomethylation of genes that may promote tumorigenesis and tumor 
progression. Additionally, an association between epigenetic effects and transgenerational 
effects of exposure to endocrine disruptors has been identiied.

Therefore, the evidence summarized in this chapter emphasizes the importance of applying 

to toxicological research the understanding that genotoxic mechanisms are not the sole 

mechanism underlying the changes in gene expression leading to cancer and other disease 

states. Instead, it is necessary to consider that heritable alterations in phenotype may have an 

epigenetic basis as well. Mapping changes in the epigenome induced by toxic environmental 

chemicals may be useful in the future in determining the epigenetic alterations that develop 

over time and increase the risk for disease in exposed individuals and their subsequent 

generations. The emerging ield of environmental epigenetics promises to help map 

epigenetic changes associated with the disease induced by a particular agent and provide 

a better understanding of how both genetic and epigenetic mechanisms interact to confer 

susceptibility on a disease disorder. In order for the ield of environmental epigenetics to 

grow both in vivo experimental animal models and collections of biological specimens over 

time, cohort studies of populations exposed to a particular agent will need to be conducted. 

Technologies such as methylation sensitive ingerprinting, restriction landmark genomic 

scanning, ChIP-on-ChIP (ChIP-ChIP), ChIP-sequencing (ChIP-Seq), and RNA-seq,  

among others, will need to be applied to epidemiological studies of speciic exposures. 

Environmental epigenetics promises to help identify the agents that pose health risks to the 

human population, and the diseases associated with a speciic exposure, establish better 

guidelines for the acceptable levels of exposure to a particular agent, and develop better 

methods for preventive and treatment medicine.
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INTRODUCTION 

As human beings we are inluenced by the environment we live in. In an evolutionary 

perspective, the human being has long lived in, and been dependent upon, symbiosis 

with several microbes that confer a variety of physiologic beneits. Probably in no other 

place is the interaction between human cells and infective agents as important as in the 

gastrointestinal tract (Fig. 29.1), where microbes may inluence both physiological and 

pathogenetic processes through various molecularly-regulated mechanisms [1]. For example, 

the microbes of the large bowel provide us with genetic and metabolic attributes we have not 

been required to evolve on our own, including the ability to harvest otherwise inaccessible 

nutrients [2]. Advanced understanding and abilities in investigating the microbes have 

enabled progress in characterizing the taxonomic composition, metabolic capacity, and 

immunomodulatory activity of the human gut microbiota, further establishing the role 

of microbiota in human health and disease [1–3]. The human host has co-evolved with 

normal bacteria over thousands of years and developed complex mechanisms that monitor 

and control this ecosystem. Such cellular mechanisms have homeostatic roles beyond 

the traditional concept of defense against potential pathogens, suggesting these pathways 

contribute directly to the well-being of the gut [1]. In fact, the bacterial microbiota has 

established multiple mechanisms to inluence the eukaryotic host, generally in a beneicial 

fashion, and maintain their stable niche [1,2,4]. As the prokaryotic genomes of the human 

microbes enable involvement and facilitation of a number of metabolic processes beyond 

that of the host genome, the microbes are seen as an essential part of normal physiology 

in humans. Gaining a fuller understanding of both partners in the normal gut–microbiota 

interaction may thus shed light on how the relationship can go awry and contribute 

to a number of immune, inlammatory, and metabolic disorders. Further, increased 

understanding may reveal mechanisms by which this relationship could be manipulated 

toward therapeutic ends [1,2]. 
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FIGURE 29.1 
Mechanisms of microbes and crosstalk within the gut. The symbiosis between human cells of the large bowel and 

the intraluminal microbiotic flora (several strains of bacteria) is a dyadic relationship by which both parties alter and 

shape each other, resulting in a “negotiated settlement” at an equilibrium. A breakdown of this crosstalk may result in a 

“dysbiotic” microbiota and clinical consequences, resulting in diseases ranging from inflammatory bowel disease to cancer. 

Understanding of how and by which mechanisms microbes are involved in the genesis of human disease is evolving. MAMPs 

denote “microbial-associated molecular patterns”. (Reprinted from Neish, A.S. Microbes in gastrointestinal health and disease. 

Gastroenterology, 2009;136(1):65–80, Copyright (2009), with permission from Elsevier/AGA Institute.) (Please refer to color 

plate section) 

Of note, several viral and bacterial infections have been linked to different types of cancer. 
Infective agents are thought to be responsible for almost one-ifth of all cancers, with an 

estimated total of infection-attributable cancer at almost 2 million cases of the global 

cancer burden [5]. The principal agents involved have been estimated by Parkin [5] to be 

(in decreasing order): the bacterium Helicobacter pylori (5.5% of all cancer), the human 

papilloma viruses (5.2%), the hepatitis B and C viruses (4.9%), Epstein–Barr virus (1%), 

human immunodeiciency virus (HIV) together with the human herpes virus 8 (0.9%). 

Relatively less important causes of cancer are the schistosomes (0.1%), human T-cell 

lymphotropic virus type I (0.03%), and the liver lukes (0.02%). Estimates by Parkin suggest 

there would be about 26% fewer cancers in developing countries (1.5 million cases per year) 

and almost 8% fewer in developed countries (390,000 cases) if these infectious diseases were 

prevented. The fraction of infectious-induced neoplasia at the speciic sites varies from 100% 

of cervix cancers attributable to the human papilloma viruses (HPV) to a tiny proportion 

(0.4%) of hepatocellular carcinomas caused by liver lukes on a global scale [5]. 

Cancer is both an epigenetic and a genetic disease, and epigenetic alterations in cancer are 

increasingly recognized [6]. Normal epigenetic modiications of DNA encompass three types 

of changes: chromatin modiications, DNA methylation, and genomic imprinting, each of 

which is altered in cancer cells, and typically characterized in colorectal cancer [7,8]. 
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Minarovits has recently suggested that in addition to viruses and bacteria, other 
microparasites (protozoa) as well as macroparasites (helminths, arthropods, fungi) may 
induce pathological changes by epigenetic reprogramming of host cells they are interacting 
with [9]. Consequently, elucidation of the epigenetic consequences of microbe–host 
interactions may not only yield new insight into pathogenesis and understanding of 
diseases, but also have important therapeutic implications because epigenetic processes can 
be reverted and elimination of microbes inducing patho-epigenetic changes may prevent 
disease development. 

This chapter will review some current known associations of infective agents (bacteria and 
viruses) and their (known or potential) inluence on the human epigenome. Obviously, 

inclusion of all aspects, associations, and mechanisms of this emerging ield is beyond 

the scope of this chapter. Thus, recent extensive reviews on related topics are referred to 

wherever applicable, and the cited work of several research groups are recognized and 

referenced at best ability. Consequently, interested readers are encouraged to seek further 

in-depth knowledge from these sources [1,2,9–15] as well as other references provided in 

the text. Owing to the vast ield of potential anatomic locations (from immune system to 

parenchymal organs) and types of diseases (from autoimmune disease to neoplasia), the 

topic will mainly, but not exclusively, include examples from current aspects involving the 

gastrointestinal tract and development of neoplasia, with particular focus on colorectal 

cancer. 

HUMANS AND INFECTIVE AGENTS AND EPIGENETICS 

The human DNA is controlled not only by mechanisms regulating all aspects of the 

chromosomes to the base pair level [16], but also by epigenetic mechanisms. Epigenetic 

mechanisms are deined as all the meiotically and mitotically inherited changes in gene 

expression that are not encoded in the DNA sequence itself. Epigenetic modiications of 

chromatin and DNA have been recognized as important factors in controlling the expressed 

genome via gene transcription. Two major epigenetic mechanisms are: one, the post-

translational modiication of histone proteins in chromatin; and, two, the methylation of 

DNA itself. Obviously, the epigenetic state is a central regulator of cellular development 

and activation. Emerging evidence suggests a key role for epigenetics in human pathologies, 

including inlammatory and neoplastic disorders [17–20]. 

The epigenome is inluenced by environmental factors throughout life. For example, 

nutritional factors can have profound effects on the expression of speciic genes by epigenetic 

modiication, and these may be passed on to subsequent generations with potentially 

detrimental effects. Many cancers are associated with altered epigenetic proiles [21–24], 

leading to altered expression of the genes involved in cell growth or differentiation. 

Autoimmune and neoplastic diseases increase in frequency with increasing age, with 

epigenetic dysregulation proposed as a potential explanation [19,20,25–27]. In support 

of this hypothesis, studies in monozygotic twins revealed increasing epigenetic differences 

with age. Differences in methylation status of CpG sites, monoallelic silencing, and other 

epigenetic regulatory mechanisms have been observed in key inlammatory response genes. 

The importance of the epigenome in the pathogenesis of common human diseases is likely 

to be as signiicant as that of traditional genetic mutations. With advances in technology, our 

understanding of this area of biology is likely to increase rapidly in the near future. 

INFECTIONS AND EPIGENETIC MODIFICATIONS 

The genomes of certain viruses and the proviral genomes of retroviruses are regularly 

targeted by epigenetic regulatory mechanisms (DNA methylation, histone modiications, 

binding of regulatory proteins) in infected cells [28]. In parallel, proteins encoded by viral 

genomes may affect the activity of a set of cellular promoters by interacting with the very 
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same epigenetic regulatory machinery [9]. This may result in epigenetic dysregulation and 
subsequent cellular dysfunctions that may manifest in or contribute to the development of 
pathological changes (e.g. carcinogenesis or immunodeiciency). Bacteria infecting mammals 

may cause diseases in a similar manner, by causing hypermethylation of key cellular 

promoters at CpG dinucleotides (promoter silencing, e.g. by Campylobacter rectus in the 

placenta or by Helicobacter pylori in gastric mucosa). 

Bacteria 

Bacterial pathogens have evolved various strategies to avoid immune surveillance, depending 

on their in vivo “lifestyle” [29]. The identiication of few bacterial effectors capable of 

entering the nucleus and modifying chromatin structure in host raises the questions of 

how pathogens modulate chromatin structure and why. Chromatin is a dynamic structure 

that maintains the stability and accessibility of the host DNA genome in relation to the 

transcription machinery. Arbibe [29] reviews the various strategies used by pathogens to 

interface with host chromatin. In some cases, chromatin injury can be a strategy to take 

control of major cellular functions, such as the cell cycle. In other cases, manipulation of 

chromatin structure at speciic genomic locations by modulating epigenetic information 

provides a way for the pathogen to impose its own transcriptional signature onto host cells. 

This emerging ield may inluence our understanding of chromatin regulation at interphase 

nucleus and may provide invaluable openings to the control of immune gene expression 

in inlammatory and infectious diseases. Knowledge of how bacteria may inluence the 

host environment though genetic and epigenetic manipulation is increasing [11,12,29,30]. 

Clearly, upon infection, pathogens reprogram host gene expression. In eukaryotic cells, 

genetic reprogramming is induced by the concerted activation/repression of transcription 

factors and various histone modiications that control DNA accessibility in chromatin [12]. 

One landmark study exploring the microbe–host interaction during infection reported 

that the bacterial pathogen Listeria monocytogenes induced a dramatic dephosphorylation 

of histone H3 as well as a deacetylation of histone H4 during early phases of infection. 

This effect was mediated by the major listerial toxin listeriolysin O in a pore-forming-

independent manner. A similar effect was also observed with other toxins of the same family, 

such as Clostridium perfringens perfringolysin and Streptococcus pneumoniae pneumolysin. 

The decreased levels of histone modiications correlate with a reduced transcriptional 

activity of a subset of host genes, including key immunity genes. In their indings, control 

of epigenetic regulation emerged as an unsuspected function shared by several bacterial 

toxins, highlighting a common strategy used by intracellular and extracellular pathogens to 

modulate the host response early during infection [12]. 
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Innate immunity is the irst line of defense against a bacterial infection, and most organisms 

are able to mount an eficient early, nonspeciic response leading to the recruitment of 

cellular effectors and inlammation. Microbial components that elicit an inlammatory 

response (Fig. 29.2) have been called microbial associated molecular patterns (MAMPs) and 

include LPS, bacterial lagellin, lipoteichoic acid, peptidoglycan, and nucleic acids [1,11]. 

Host cells recognize MAMPs through pattern recognition receptors (PRRs) present either at 

the cell surface and/or on endosomes, for Toll-like receptors (TLRs), or in the cytoplasm, 

for nucleotide-binding oligomerization domain proteins (NODs) and NOD-like receptors 

(NLRs). These receptors activate signaling cascades leading to transcriptional activation of 

immunity genes such as cytokine genes. 

Virus 

Viruses are capable of inluencing the human genome as well, with proposed mechanisms 

for disease development. Epstein–Barr virus (EBV) is a human herpesvirus hiding in a latent 

form in memory B cells in the majority of the world population. Although primary EBV 

infection is asymptomatic or causes a self-limiting disease, infectious mononucleosis, the 



 

 
           

 

               

 

   

 

  

           

CHAPTER 29 

Microbial Infections and the Epigenome 

FIGURE 29.2 
Cellular consequences to bacterial stimuli. Bacterial microbial-associated molecular patterns (MAMPs) may stimulate 

pattern recognition receptors (including extracellular Toll-like receptors (TLRs) and formylated peptide receptors (FPRs), or 

intracellular NODs). Intensity, duration, and spatial origin of the subsequent signaling responses are integrated by an intricate 481 
and interrelated network of transduction pathways that determine if MAMP perception warrants a “low gain” cytoprotective 

response, a “medium gain” inflammatory reaction, or “high gain” programmed cell death result. (Reprinted from Neish, A.S. 

Microbes in gastrointestinal health and disease. Gastroenterology, 2009;136(1):65–80, Copyright (2009), with permission from 

Elsevier/AGA Institute.) Abbreviations: NF-B, nuclear factor B; NLR, Nod-like receptor; PRR, pattern recognition receptor; 

ROS, reactive oxygen species; SCFA, short-chain fatty acid; TLR, Toll-like receptor. (Please refer to color plate section) 

virus is associated with a wide variety of neoplasms developing in immunosuppressed or 
immunodeicient individuals, but also in patients with an apparently intact immune system 

[19]. In memory B cells, tumor cells, and lymphoblastoid cell lines (LCLs, transformed by 

EBV in vitro) the expression of the viral genes is highly restricted. There is no virus production 

(lytic viral replication associated with the expression of all viral genes) in tight latency. The 

expression of latent viral oncogenes and RNAs is under a strict epigenetic control via DNA 

methylation and histone modiications that results either in a complete silencing of the 

EBV genome in memory B cells, or in a cell-type dependent usage of latent promoters in 

tumor cells, germinal center B cells, and LCLs. Both the latent and lytic EBV proteins are 

potent immunogens and elicit vigorous B- and T-cell responses. In immunosuppressed 

and immunodeicient patients, or in individuals with a functional defect of EBV-speciic T 

cells, lytic EBV replication is regularly activated and an increased viral load can be detected 

in the blood. Enhanced lytic replication results in new infection events and EBV-associated 

transformation events, and seems to be a risk factor for both malignant transformation and 

the development of autoimmune diseases [19]. As reviewed by Niller and colleagues, current 

speculation includes the idea that an increased load or altered presentation of a limited set 

of lytic or latent EBV proteins that cross-react with cellular antigens triggers and perpetuates 

the pathogenic processes that result in multiple sclerosis, systemic lupus erythematosus 

(SLE), and rheumatoid arthritis. In addition, in SLE patients EBV may cause defects of B-cell 

tolerance checkpoints because latent membrane protein 1, an EBV-encoded viral oncoprotein 
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can induce BAFF, a B-cell activating factor that rescues self-reactive B cells and induces a 
lupus-like autoimmune disease in transgenic mice [19]. 

Chronic Inflammation 

Chronic inlammatory disorders are often associated with an increased cancer risk [31]. 

A particularly striking example of the chronic inlammation-cancer link is seen in 

inlammatory bowel disease (IBD). The risk of developing CRC in patients affected with IBD 

is proportional to the number of years of active disease. Further, in a case-control study it was 

demonstrated that plasma CRP concentrations are elevated among average-risk individuals 

who subsequently developed colon (but not rectal) cancer [32]. These data support the 

hypothesis that inlammation is a risk factor for the development of CRC. 

IBD results from a dysregulated immunologic response to commensal microbial lora 

residing in the intestinal lumen. Although this response is probably due at least in part to 

a genetic predisposition, patients with IBD have also been reported to house an abnormal 

intestinal microlora. Whether this altered lora is the cause or result of the associated 

chronic inlammation remains unclear. What appears important is the role of tumor necrosis 

factor (TNF)- in the role of IBD development, as it may alter the microbial composition, 

enhance virulence, and increase adherence and invasion [33]. Of note, a single nucleotide 

polymorphism (SNP) in the promoter region of this proinlammatory cytokine has been 

found to be associated with an increased cancer-risk for patients with ulcerative colitis [34], 

and has been reported by others, although at other SNP sites [35]. Extrapolated from this is the 

role of inlammatory signals in alteration both of bacterial properties and of susceptibility to 

neoplasia, which may pave the way for new therapies and preventive strategies [36]. 

Further, animal models used for exploring the mechanisms by which inlammation increases 

the risk of CRC have shown that inlammatory cells, through the effects of the cytokines they 

produce, have a major role in promoting neoplastic transformation. However, the molecular 

mechanisms underlying these processes began only recently to be clariied. Indeed, from 

the initial concept that the release of free radicals during inlammation might induce the 

accumulation of genetic mutations thus leading to the onset of dysplastic cells [15,37], it is 

now becoming clear that the large amount of cytokines and growth factors released during 

inlammation may inluence the carcinogenesis process [38]. While a detailed description 

is beyond the scope of this review, it includes immune system factors such as interleukins, 

cytokines, cyclo-oxygenases, activation of the transcription factor nuclear factor kappa B 

(NF-B) [39–41], and more recently described molecules demonstrated as focal points of 

crosstalk between the signaling cascades such as the peroxisome proliferator-activated receptor 

delta (PPARdelta) [42], and the proteinase-activated receptor 2 (PAR-2) [43]. 

The role for E. coli in CRC carcinogenesis has been somewhat controversial, with studies 

indicating a relationship between localization [44], or the presence of certain strains of 

E. coli, as a risk factor for patients with CRC [41], but with only minor inluence on initiation 

on chromosomal instability in a recently reported model [30]. E. coli is a normal inhabitant 

of the human intestine that becomes highly pathogenic following the acquisition of certain 

virulence factors, including a protein toxin named cytotoxic necrotizing factor 1 (CNF1) [41]. 

This toxin permanently activates the small GTP-binding proteins belonging to the Rho 

family, thus promoting changes in the cytoskeleton, protein expression, and cell physiology. 

CNF1 is receiving increased attention because of its ability to induce COX-2 expression, 

activate the transcription factor NF-B, protect epithelial cells from apoptosis, release pro-

inlammatory cytokines in epithelial and endothelial cells, and promote cellular motility [41]. 

As CRC may arise through dysfunction of the same regulatory systems, it seems possible that 

CNF1-producing E. coli infections can contribute to development of neoplasia. Taken together, 

several factors have been shown to promote the growth of colon tumors in experimental 

models. 



 CHAPTER 29 

Microbial Infections and the Epigenome 

VIRUS AND EPIGENETICS: ROLE IN CANCER DEVELOPMENT 

Herpesviruses, papillomaviruses, and retroviruses are the three most important groups of 
infectious (viral) carcinogens [45,46]. In females, HPV infections on a global scale account 
for more than 50% of infection-linked cancers, in males for barely 5% [45]. Vaccines against 
the high-risk HPV types 16 and 18 represent the irst preventive vaccines directly developed 

to protect against a major human cancer (cervical carcinoma) and its precursor steps 

(cervical intraepithelial neoplasia; CIN) [47–49]. 

Epstein–Barr virus (EBV), a human herpesvirus, is associated with a wide variety of 

malignant tumors [23,50]. The expression of the latent viral RNAs is under strict, host-

cell dependent transcriptional control. This results in an almost complete transcriptional 

silencing of the EBV genome in memory B-cells. In tumor cells, germinal center B-cells, and 

lymphoblastoid cells, distinct viral latency promoters are active. Epigenetic mechanisms 

contribute to this strict control. In EBV-infected cells, epigenetic mechanisms also alter 

the expression of cellular genes, including tumor suppressor genes. In nasopharyngeal 

carcinoma, the hypermethylation of certain cellular promoters is attributed to the 

up-regulation of DNA methyltransferases by the viral oncoprotein LMP1 (latent membrane 

protein 1) via JNK/AP1-signaling. The role of other viral latency products in the epigenetic 

dysregulation of the cellular genome remains to be established. Analysis of epigenetic 

alterations in EBV-associated neoplasms may result in a better understanding of their 

pathogenesis and may facilitate the development of new therapies [23]. 

Proliferation is necessary for pretumor cells to accumulate genetic alterations and to acquire 

a transformed phenotype [51]. However, each cell division is associated with a progressive 

shortening of the telomeres, which can suppress tumor development by initiating senescence 

and irreversible cell cycle arrest. Therefore, the ability of virus-infected cells to circumvent 

the senescence program is essential for the long-term survival and proliferation of infected 

cells and the likelihood of transformation. Consequently, multiple strategies are being used 

by human DNA and RNA tumor viruses to subvert telomerase functions during cellular 

transformation and carcinogenesis [52]. Epstein–Barr virus, Kaposi sarcoma-associated 

herpesvirus, human papillomavirus, hepatitis B virus, hepatitis C virus, and human T-cell 

leukemia virus-1 each can increase transcription of the telomerase reverse transcriptase. 

Several viruses appear to mediate cis-activation or enhance epigenetic activation of 

telomerase transcription [52,53]. Epstein–Barr virus (EBV) and human papillomavirus 

(HPV) have each developed posttranscriptional mechanisms to regulate the telomerase 

protein. Finally, some tumor virus proteins can also negatively regulate telomerase 

transcription or activity. It is likely that, as future studies further expose the strategies used by 

viruses to deregulate telomerase activity and control of telomere length, novel mechanisms 

will emerge and underscore the importance of increased telomerase activity in sustaining 

virus-infected cells and its potential in therapeutic targeting. 

Endogenous retrovirus-like elements, or ERVs, are an abundant component of all eukaryotic 

genomes. Their transcriptional and retrotranspositional activities have great potential for 

deleterious effects on gene expression. Consequences of such activity may include germline 

mutagenesis and cell transformation. As a result, mammalian genomes have evolved means 

of counteracting ERV transcription and mobilization. In a recent review by Maksakova 

et al. [54], the authors discuss epigenetic mechanisms of ERV and LTR retrotransposon 

control during mouse development, focusing on involvement of DNA methylation, histone 

modiications, and small RNAs and their interaction with one another; the relevance of 

research performed in the mouse system may be relevant for humans [54]. 

Boland et al. [55] have demonstrated a potential role for virus-induced carcinogenesis in 

CRC, in that most CRCs contain the DNA of JCV that encodes an oncogenic T-antigen, which 

is capable of interacting with key growth regulatory pathways (i.e. APC, p53, Wnt-signaling) 
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in the colon, and has the potential to induce CIN. Thus, this suggests that JCV infection may 
be involved in the initiation of colorectal neoplasia. Apparently, JCV infection is ubiquitous 
and remains subclinical throughout the life of most individuals, but can cause disease 
when activated. Activation of the virus in the colon may lead to induction of the adenoma 
formation, CIN, and eventually CRC [56]. 

In a recent landmark study by Fernandez and colleagues [28] the authors investigated 
the complete DNA methylomes of the HPV16, HPV18, and HBV viruses and the DNA 
methylation analyses of all the transcription start sites of EBV obtained by bisulite genomic 

sequencing of multiple clones. The dynamic changes in the viral DNA methylome and their 

functional relevance in the natural history of the disease were investigated. The researchers 

found that the DNA methylome of these viruses evolve from an unmethylated to a highly 

methylated genome in association with the progression of the disease, from asymptomatic 

healthy carriers, through tissues with chronical infection and pre-malignant lesions, to the 

full-blown invasive cancers [28]. One interpretation of this inding given by Fernandez et al. 

[28] is the possibility that DNA methylation might be a device to camoulage the virus from 

the human immune system. Further, the investigators suggest that the DNA methylomes 

found in the study could be used for further research in order to understand how the viral 

proteins themselves are able to use the human DNMTs to favor the establishment of persistent 

infection [28]. Also, the potential clinical applications of these indings include the non-

invasive detection of methylated viral genomes in biological luids, serum, and blood [28]. 

BACTERIAL INFLUENCE ON THE CELL CYCLE 

The mammalian cell cycle is involved in many processes and, thus, it is not surprising that many 

bacterial pathogens manipulate the host cell cycle with respect to these functions. Cyclomodulins 

are a growing family of bacterial toxins and effectors that interfere with the eukaryotic cell cycle, 

and include cytolethal distending toxins (CDTs), vacuolating cytotoxin, the polyketide-derived 

macrolide mycolactone, cycle-inhibiting factor, cytotoxic necrotizing factors, dermonecrotic toxin, 
Pasteurella multocida toxin, and cytotoxin-associated antigen A [14]. 
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Of particular interest are the CDTs [57]. These toxins are known to inluence the control system 

of eukaryotic cells, with mechanisms depending on the cell type involved. For example, CDTs 

may initiate a eukaryotic cell cycle block at the G2 stage prior to mitosis – an effect which is 

produced by a number of bacterial pathogens [57,58]. The functional CDT is composed of 

three proteins; CdtA, B, and C. CdtB potentiates a cascade leading to cell cycle block, and CdtA 

and CdtC function as dimeric subunits, which bind CdtB and deliver it to the mammalian cell 

interior. Once inside the cell, CdtB enters the nucleus and exhibits a DNase I-like activity that 

results in DNA double-strand breaks. The eukaryotic cell responds to the DNA double-strand 

breaks by initiating a regulatory cascade that results in cell cycle arrest, cellular distension, 

and cell death. The result of CDT activity can differ somewhat depending on the eukaryotic 

cell types affected, but epithelial cells are arrested in the cell cycle at the G2/M boundary. 

The affected cells enlarge until they inally undergo programmed cell death. Of notice, an 

enlarged, cigar-shaped, elongated cell-type within colorectal adenomatous epithelium has 

been recognized by histopathologists for decades, and has more recently been described by 

morphometry and linked to an increased long-term risk for developing CRC [59], together 

with several alterations in cell-cycle and apoptosis regulating proteins in the same adenomas 

[60,61]. While speculative at this stage, it should be of interest to further pursue a potential 

connection between any given bacterial infection with altered cell morphology, changes in 

intracellular signaling, and the development of neoplasia. 

Several issues remain to be elucidated regarding CDT biology, including a molecular 

understanding of how CDT interacts with DNA [62]. Of note, other mechanisms such as 

Cycle inhibiting factor (Cif) act in a strikingly similar fashion to the CDTs [63]. However, 
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while CDTs inhibit the G2/M transition by activating the DNA-damage checkpoint pathway, 
Cif does not cause phosphorylation of histone H2AX, which is associated with DNA double-
stranded breaks – thus, Cif works through a DNA damage-independent signaling pathway. 
Furthermore, is has been demonstrated that toxin capabilities may be transferred between 
bacteria [64]. 

Lastly, research has demonstrated that some bacterial toxins may have cancer protective 
effects [65], notably by pathogens commonly found in areas of low-incidence CRC, but 
where diarrheal diseases are prevalent [66]. The molecular mechanisms behind such 
enterotoxigenic Escherichia coli (ETEC) infections are developing, and may suggest a role for 
preventive measures or new therapeutic targets in the future [67]. 

BACTERIA AND EPIGENETIC MODIFICATION IN THE GUT 

Humans live in direct and continuous interaction with a complex microbial environment. 
The total number of microbes (1014) normally inhabiting our mucosal surfaces exceeds by 
an order of magnitude the quantity of cells (1013) in our bodies. Perhaps the greatest habitat 
for microbes is the large bowel (Fig. 29.3) [2,4]. Scattered amidst the commensal microlora 

are potential pathogens – viruses, bacteria, or parasites – intrinsically capable of producing 

symptomatic infectious disease [1–4,55]. 

The long co-existence of bacterial pathogens with their eukaryotic hosts, and their 

co-evolution, have provided pathogens with an amazing capacity to exploit host cell 

functions for survival, replication inside or outside cells, and escape from early innate 

immune responses [11]. The fact that bacteria are so well adapted to their host has been 

of great beneit for cell biologists, who are increasingly using them to study fundamental 

cell processes. Similarly to viruses, bacteria provoke histone modiications and chromatin 

remodeling in infected cells, thereby altering the host’s transcriptional program and, in most 

cases, dampening the host innate immune response. 

The Human Intestine and Microflora 

Many species of bacteria have evolved and adapted to live and grow in the human intestine. 

The intestinal habitat of an individual contains 300–500 different species of bacteria [3]. 

The stomach and small intestine contain only a few species of bacteria – for which the role 

of Helicobacter in the stomach is well know [4]. Contrasting this, the large intestine contains 

a complex and dynamic microbial ecosystem with high densities of living bacteria, which 

may achieve concentrations of ．1000 cells per gram of luminal contents (Fig. 29.3). In fact, 

about 60% of fecal solids consist of bacteria. Several hundred grams of bacteria living within 

the colonic lumen affect host homoeostasis. Molecular analysis has demonstrated different 

communities of bacteria from patient to patient [68]. Obviously, some of these bacteria 

represent potential pathogens but can also confer important health beneits to the human 

host. Of note, the development of colorectal cancer has been related to infections of viruses 

[56,69,70], bacteria [71,72], and parasites [73]. 

The decline of gastric cancer in the Western world over the past few decades has been attributed 

(among other factors) to socioeconomic improvements, better hygiene, and thus less exposure 

to, for example,  H. pylori. On the other hand, the incidence of CRC is still on the rise, and it 

is tempting to speculate that what we eat and new ways of processing food has provided new 

ways for different types and strains of bacteria to enter the gut epithelium [74,75], alter the 

bacterial milieu, and thus potentially induce carcinogenic effects at the molecular level [76]. 

Helicobacter pylori Infection and the Stomach 

H. pylori are bacteria that colonize the stomach persistently in over half of the world’s 

population. H. pylori is linked to various diseases of the stomach, such as peptic ulcer, 
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FIGURE 29.3 
Preferred sites of commensal/probiotic interaction with the gut. Cecum/ascending colon is a “bioreactor” with the greatest 

amounts of bacteria, metabolic activity, and short-chain fatty acid (SCFA) fermentation. Concentration of SCFAs diminishes 

along the colon. The distal ileum is enriched in GALT (gut-associated lymphoid tissue; Peyer’s patches) and is the dominant 

site of luminal sampling and mucosal adaptive immune activity. (Reprinted from Neish, A.S. Microbes in gastrointestinal health 

and disease. Gastroenterology, 2009;136(1):65–80, Copyright (2009), with permission from Elsevier/AGA Institute.) (Please 

refer to color plate section) 

gastric lymphoma, and gastric neoplasia. In addition, H. pylori may also play a role in 
inlammatory bowel disease, irritable bowel disease, and, potentially, also in colorectal 

cancer [4,71,77]. 

Aberrant expression of cell cycle control proteins has been demonstrated in H. pylori 
infected gastric epithelial cells, suggesting that perturbation of the cell cycle plays a role in 

the pathogenesis of various H. pylori associated diseases. Down-regulation of E-cadherin 

(an adhesion molecule involved in tumour invasion and metastasis) in H. pylori associated 

gastric cancer has been known for more than a decade [78,79], and is caused by silencing 

of E-cadherin by promoter CpG methylation [79]. Further, in a study conducted by Xia and 

colleagues [80], the modulation of the cell cycle control protein p21(WAF1) by H. pylori 
in a gastric carcinoma cell line and in primary gastric cells derived from healthy tissue was 

investigated. In this study [80], the investigators observed an up-regulation of p21(WAF1) 

in both gastric cancer cells and primary cells. Analysis revealed that the increased expression 

of p21(WAF1) induced by H. pylori is associated with the release of HDAC-1 from the 

p21(WAF1) promoter and hyper-acetylation of histone H4 [80]. 

The epigenetic mechanisms involved are interesting in that they yield increased 

understanding of how bacteria may induce changes in cell cycle regulation, as similar effects 

may be extrapolated to other cancers [11], either by H. pylori itself [77], or by different strains 

of bacteria. Further, it has been demonstrated that H. pylori shows a predisposition to the 

proximal part of the colon [81], a site also known to harbor higher numbers of microsatellite 

instable cancers [82,83]. From a clinical point of view, it is also noted that the numbers of 

lymph nodes harvested are higher in the proximal colon, in association with MSI [84], 

something that speculatively might be attributed the infectious agents located there 

triggering an immune cell response in the lymph nodes. Further, MSI in sporadic colorectal 
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cancer is usually associated with hypermethylation (most of the MLH1) in colorectal cancers 
[82,85] – and one may wonder if these are, in part, changes induced by bacterial strains 
located within the intestinal lumen. 

Epigenetics and Microbial Infection in Colorectal Cancer 

Colorectal cancer (CRC) represents an increasing health burden in the Western world [86]. 
Thus, new ways of diagnosing and preventing the disease are much welcomed. Central in 
this process is the understanding of the colorectal carcinogenesis and factors involved in 
the initiation, maintenance, and progression of neoplasia. While CRC is recognized as a 
heterogeneous disease with at least three modes of genetic instability involved [8,82,87], 
the prudent factors for initiation and maintenance of such genetic instability are less 
well understood. The association of inlammatory bowel disease (IBD) and the perceived 

increased risk of CRC has led researchers on the search for a possible role of infection and 

inlammation in CRC [55]. 

The thought that bacteria contribute to CRC development is not new [85,88]. However, 

evidence is now evolving from different disciplines and mechanistic insight is beginning 

to emerge [72]. Several mechanisms have been suggested [30,37,44,89,90]; some of these 

include the ability of the microbial lora of the colon to produce a state of continual low-

grade inlammation with genotoxic stress that may contribute to colon carcinogenesis and 

also inluence genetic stability. 

Molecular pathways responsible for genomic instability in colorectal cancer include 

microsatellite instability (MSI), chromosomal instability (CIN), and epigenetics – referred 

to as CpG island methylator phenotype (CIMP) – as depicted in Figs 29.4 and 29.5 

[8,83,91,92]. Approximately 15–20% of all CRCs demonstrate MSI, a reasonably well 

understood process caused by inactivation of the DNA mismatch repair (MMR) system either 

as an hereditary genetic trait, or through “epigenetic silencing” (hypermethylation of CpG 

sequences in the promoter region of some MMR genes, including MLH1, MLH2, and MSH6, 

for instance) in sporadic CRC [82]. Of note, most CRCs thought to develop through the 

epigenetic/microsatellite instable pathway are located right-sided in the colon (Fig. 29.6) – 

coinciding with the location of highest bacterial density in the colon (Fig. 29.3). 

However, the majority of CRCs acquire genomic instability through the CIN pathway. CIN is 

characterized by aneuploidy and loss of heterozygosity (LOH), and leads to losses of tumor 

suppressor genes on chromosomes 5q, 18q, and 17p. It has long been appreciated that CRCs 

are commonly aneuploid (about 75–85%) and have CIN, but the molecular mechanisms 

causing CIN are poorly understood, and are currently an issue of controversy and intense 

investigation. 

In a cellular model, it was demonstrated that macrophage cyclo-oxygenase-2 (COX-2) was 

induced by superoxide from Enterococcus faecalis and promoted CIN in mammalian cells 

through diffusible factors [30]. This mechanism links the oxidative physiology of E. faecalis to 

propagation of genomic instability through an indirect “bystander effect”, and offers a novel 

theory for the role of commensal bacteria in the etiology of sporadic CRC. This notion of the 

important role of extracellular components, such as macrophages secreting COX-2, is in line 

with recent discoveries of other factors of the extracellular matrix which are acting as signal 

transmitters and initiating protease-cascades which again may affect epithelial cells in both 

inlammation and neoplasia development [93]. 

While bacteria may cause instability at the chromosomal level in colonic epithelium, it 

currently remains uncertain whether other genetic mechanisms are involved. However, recently 

it was demonstrated that antibiotic eradication of H. pylori in infected patients reversed the 

methylation pattern of important tumor promoters in the gastric mucosa [94]. Knowing that 

aberrant epigenetic changes may be induced by H. pylori infection, such as hypermethylation 
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FIGURE 29.4 
Characteristics of the major 

pathways in colorectal cancer. 

APC, adenomatous polyposis 

coli; BAX, Bcl-2-associated 

X protein; CIMP, CpG island 

methylator phenotype; COX, 

cyclo-oxygenase; DCC, 

deleted in colorectal cancer; 

IGF-IIR, insulin-like growth 

factor II receptor; LOH, loss 

of heterozygosity; MLH, 

MutL homolog; MSH, MutB 

homolog; Smad, mothers 

against decapentaplegic 

homolog (Drosophila); 

TCF, T cell factor, TGF-R, 

transforming growth factor 
receptor. (The figure is derived 

from Søreide et al. Copyright 

British Journal of Surgery 

Society Ltd. Reproduced with 

permission from John Wiley 

& Sons Ltd on behalf of the 

BJSS Ltd.) (Please refer to 

color plate section) 

FIGURE 29.5 
Molecular mechanisms 

leading to colorectal 

cancer. Depicted are 

chromosomal instability, 

epigenetic silencing, and 

microsatellite instability. 

The latter two mechanisms 

often coincide in sporadic 

CRC. (Reproduced with 

permission from Søreide K, 

et al. Endoscopy, 

morphology, morphometry 

and molecular markers: 

predicting cancer risk 

in colorectal adenoma. 

Expert Rev Mol Diagn. 

2009;9(2):125–37.) (Please 

refer to color plate section) 
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FIGURE 29.6 
Pathological distinctions between tumors exhibiting microsatellite instability (MSI) and chromosomal instability (CIN). 

Percentages indicate the anatomical distribution of colorectal cancers (TNM refers to the tumor node metastasis staging 

system). (The figure is derived from Søreide et al. Copyright British Journal of Surgery Society Ltd. Reproduced with permission 

from John Wiley & Sons Ltd on behalf of the BJSS Ltd.) 

and silencing of hMLH1 [94], it can be postulated that the same effects may occur in the 
colorectal epithelium, caused either by H. pylori, or tentatively by other unrecognized bacterial 
species. Several bacterial toxins interfere with cellular signaling mechanisms in a way that is 
characteristic of tumor promoters [14]. Such toxins could play a direct, yet unappreciated, 
role in cancer causation and progression. Theoretically, the microlora within the colorectum 

may not only contribute to chromosomal instability but also to an “epigenetic ield for 

cancerization”. Since decreased transcription is involved in the speciicity of methylated genes, it 

is likely that speciic genes are methylated according to carcinogenic factors (i.e. bacteria), such 

as the DNA mismatch repair enzyme hMLH1 causing widespread microsatellite instability. 

POTENTIAL THERAPEUTIC IMPLICATIONS 

As bacteria may cause cancer through hypermethylation of important tumor suppressor 

genes, they may at the same time hold a key for therapeutic interventions. The role of certain 

bacterial strains in speciic cancers needs to be further investigated, but some experience has 

already been reported from both basic research and clinical investigations. 

For one, eradication of H. pylori with antibiotics has demonstrated a reduction in gastric 

cancer, and extensive review of the literature suggests it can reverse many biochemical, 

genetic, and epigenetic changes that H. pylori infection induces in the stomach [95]. One 

such therapeutic effect is the reversal of methylation of E-cadherin induced by H. pylori in the 

stomach, and consequently reduction in the risk of cancer development [96,97]. A further 

option would be vaccines against the bacterial strain in question, such as investigated again 

for H. pylori [98], but not clinically effective as yet. 

Epigenetic-silencing of aberrantly expressed tumor promoters is another therapeutic 

option. In fact, this has recently been demonstrated in a study on bacterial induced RNA-

interference (RNAi) [99]. RNAi is a potent mechanism, conserved from plants to humans for 
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speciic silencing of genes, which holds promise for functional genomics and gene-targeted 

therapies. In their study, Xiang et al. [99], showed that bacteria engineered to produce a 

short hairpin RNA (shRNA) targeting a mammalian gene were able to induce trans-kingdom 

RNAi in vitro and in vivo. Nonpathogenic E. coli were engineered to transcribe shRNAs from 

a plasmid containing the invasin gene Inv and the listeriolysin O gene HlyA, which encode 

two bacterial factors needed for successful transfer of the shRNAs into mammalian cells. 

Upon oral or intravenous administration, E. coli encoding shRNA against -catenin induced 

signiicant gene silencing in the intestinal epithelium and in human colon cancer xenografts 

in mice. These early results suggest the potential of bacteria-mediated RNAi for functional 

genomics, therapeutic target validation, and development of clinically-compatible RNAi-

based therapies for molecular mechanisms known to be important for CRC development, 

such as the Wnt-pathway [100]. 

Lastly, and ending this chapter with a link to the introductory statement of our reliance on 

microbiota for normal human physiology and metabolism, the microlora of our intestines 

may be inluenced by what we eat, and thus the epigenetic status of intestinal cell genes 

may be altered accordingly. Demonstrated in a recent clinical study investigating the effects 

of different nutrients on the microlora of the large bowel, signiicant differences in the 

types of bacteria prevalent in the feces were found, however with no associated epithelial or 

epigenetic changes [101]. However, it is likely that other positive results may develop from 

future studies in this regard. 

CONCLUSIVE REMARKS 

Modulation of host transcription by microbial pathogens is now a well-accepted concept, 

as demonstrated through several recent authoritative reviews [1,4,9,11,29,102]. How 

speciic molecular programs are controlled by infective agents remains elusive [9,11]. For 

one, the fact that histones can be modiied at speciic promoters during infection starts 

to shed light on some of these important issues. There is a need to further determine the 

molecular mechanisms involved in epigenetic modiications induced by bacteria and 

viruses. Whether epigenetic changes are speciically induced by the microbiota to subvert 

normal host responses or are the normal host responses to these pathogens will have to be 

further investigated for speciic diseases and conditions. Future work will determine how 

these epigenetic phenomena develop and inluence disease processes, with potential new 

therapeutic implications evolving from this research ield. 
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FIGURE 29.1 
Mechanisms of microbes and crosstalk within the gut. The symbiosis between 

human cells of the large bowel and the intraluminal microbiotic flora (several 

strains of bacteria) is a dyadic relationship by which both parties alter and  

shape each other, resulting in a “negotiated settlement” at an equilibrium. 

A breakdown of this crosstalk may result in a “dysbiotic” microbiota and clinical 

consequences, resulting in diseases ranging from inflammatory bowel disease to 

cancer. Understanding of how and by which mechanisms microbes are involved in 

the genesis of human disease is evolving. MAMPs denote “microbial-associated 

molecular patterns”. (Reprinted from Neish, A.S. Microbes in gastrointestinal  

health and disease. Gastroenterology, 2009;136(1):65–80, Copyright (2009), 

with permission from Elsevier/AGA Institute.) (Please refer to Chapter 29, 

page 478). 



 

   

 

 

 

 

 

   

FIGURE 29.2 
Cellular consequences to bacterial stimuli. Bacterial microbial-associated molecular 

patterns (MAMPs) may stimulate pattern recognition receptors (including extracellular 

Toll-like receptors (TLRs) and formylated peptide receptors FPRs, or intracellular NODs). 

Intensity, duration, and spatial origin of the subsequent signaling responses are integrated 

by an intricate and interrelated network of transduction pathways that determine if MAMP 

perception warrants a “low gain” cytoprotective response, a “medium gain” inflammatory 

reaction, or “high gain” programmed cell death result. (Reprinted from Neish, A.S. 

Microbes in gastrointestinal health and disease. Gastroenterology, 2009;136(1):65–80, 

Copyright (2009), with permission from Elsevier/AGA Institute.) Abbreviations: NF-B, 

nuclear factor B; NLR, Nod-like receptor; PRR, pattern recognition receptor; ROS, 

reactive oxygen species; SCFA, short-chain fatty acid; TLR, Toll-like receptor. (Please refer 

to Chapter 29, page 481). 

FIGURE 29.3 
Preferred sites of commensal/probiotic interaction with the gut. Cecum/ascending colon is a “bioreactor” with the greatest amounts of bacteria, metabolic 

activity, and short-chain fatty acid (SCFAs) fermentation. Concentration of SCFA diminishes along the colon. The distal ileum is enriched in GALT (gut-

associated lymphoid tissue; Peyer’s patches) and is the dominant site of luminal sampling and mucosal adaptive immune activity. (Reprinted from Neish, A.S. 

Microbes in gastrointestinal health and disease. Gastroenterology, 2009;136(1):65–80, Copyright (2009), with permission from Elsevier/AGA Institute.) (Please 

refer to Chapter 29, page 486). 



 

  

 

 

 

FIGURE 29.4 
Characteristics of the major pathways in colorectal cancer. APC, adenomatous polyposis coli; BAX, Bcl-2-associated X protein; CIMP, CpG island methylator 

phenotype; COX, cyclo-oxygenase; DCC, deleted in colorectal cancer; IGF-IIR, insulin-like growth factor II receptor; LOH, loss of heterozygosity; MLH, MutL 

homolog; MSH, MutB homolog; Smad, mothers against decapentaplegic homolog (Drosophila); TCF, T cell factor, TGF-R, transforming growth factor  

 receptor. (The figure is derived from Søreide et al. Copyright British Journal of Surgery Society Ltd. Reproduced with permission from John Wiley & Sons Ltd 

on behalf of the BJSS Ltd.) (Please refer to Chapter 29, page 488). 

FIGURE 29.5 
Molecular mechanisms leading to colorectal cancer. Depicted are chromosomal instability, epigenetic silencing, and microsatellite instability. The latter 

two mechanisms often coincide in sporadic CRC. (Reproduced with permission from Søreide K, et al. Endoscopy, morphology, morphometry and molecular 

markers: predicting cancer risk in colorectal adenoma. Expert Rev Mol Diagn. 2009;9(2):125–37.) (Please refer to Chapter 29, page 488). 
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CHAPTER 30 

INTRODUCTION 

With the realization that the primary nucleotide sequences of genes in many mammalian 
species are very similar and in many genes even identical, the need to understand regulatory 
principles in mammalian genomes has become one of the exciting ields of research 
in molecular genetics. In the late 1970s and early 1980s, our laboratory demonstrated 
that the sequence-speciic methylation of mammalian promoter and upstream regions 
frequently leads to promoter inactivation [1–6]. Moreover, we have recognized that foreign 
DNA integrated into an established mammalian genome frequently becomes de novo 
methylated [7–9]. This latter conclusion has been amply documented by our work with 
integrated adenovirus type 12 genomes and by that of others with retroviral DNA and with 
retrotransposons [10]. Conceivably, the site of foreign DNA insertion is an important factor 
to determine the degree of de novo methylation of integrated foreign DNA [8,11]. 

The insertion of foreign DNA into established eukaryotic genomes has become an important 
technique in experimental biology and medicine with the aim to generate transgenic cells or 
organisms. In spite of the generality of the application of these procedures, little attention 
has been focused on their consequences for the recipient cell or organism. It is often 
implicitly assumed that foreign DNA insertion into a genome might not have consequences 
other than the ones aspired to by the experimenter. Among the actually existing sequelae, the 
de novo methylation of the insert and changes in DNA methylation patterns in the recipient 
genome at sites adjacent to [12–14] and remote from the integration locus [15,16] have been 
studied to some degree [Ref. 17, for review]. 

Since in many experimental strategies the success of foreign DNA insertion is seen in 
the sustained genetic activity of the transgene or transgenome, de novo methylation and 
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the subsequent inactivation of transgenes or transgenomes is completely adverse to the 
intended experimental goal. An interesting example from plant molecular biology was the 
introduction of the Zea mays A1 gene construct into a Petunia hybrida mutant with white 
lowers due to a block in its anthocyanin pathway. The A1 gene was expected to lead to the 
production of pelargonidin which would bestow a red color to the petunia lowers. However, 
depending on the copy number introduced, on the de novo methylation of the cauliflower 

mosaic virus promoter used in the maize gene constructs, and other unknown factors, the 
lowers remained white, variegated, and only in some instances assumed the expected brick-
red color [18]. 

It will be prudent to investigate systematically to what extent the trans-genes in genetically- 
modiied organisms (GMOs), e.g. the toxin gene from Bacillus thuringensis in Zea mays, 

remain unmethylated and active under the variety of culture conditions in different 
countries and agricultural regimens employed. We suspect that temperature, soil conditions, 
humidity, intensity of UV irradiation, and additional parameters might inluence the 
occurrence of de novo methylation of transgenes and their promoters. Without an improved 
understanding of the basic properties of GMOs, their acceptance in the public will remain 
controversial. 

At present, we do not understand the rules by which foreign, chromosomally-inserted DNA 
becomes modiied by de novo DNA methylation. There are many conditions that inluence 
the fate of integrated foreign DNA in mammalian genomes: nucleotide sequence and size 
of the inserted DNA, structure and the sequence at site of insertion, strength of promoters 
attached to the transgene, and conditions for the cultivation of transgenic cells or organisms. 
Basic research on the mechanisms of de novo methylation of integrated foreign DNA and 
on the more general consequences of foreign DNA integration into established eukaryotic 
genomes constitutes one of the challenging topics in molecular biology. 

SECTION VIII 

Epigenetic Epidemiology 

In this report, we have summarized our former and more recent work on de novo 

methylation: 

1. We present a synopsis of earlier studies from this laboratory. 
2. We have identiied a sharp DNA methylation boundary at a site between 650 and 800 

nucleotides upstream of the CGG repeat in the irst exon of the human FMR1 gene. This 
boundary is present in all human cell lines and cell types, irrespective of age, gender, and 
developmental stage and also in different mouse tissues. In individuals with the fragile X 
syndrome (FRAXA), the methylation boundary is lost; methylation spreads into the FMR1 

promoter and inactivates the FMR1 gene. 
3. We have determined the epigenetic status of an adenovirus type 12 genome integrated 

into the hamster genome in an Ad12-transformed hamster cell line [9]. 

SYNOPSIS OF EARLIER WORK ON DNA METHYLATION 
AND GENE SILENCING 

The Ad12-Hamster Cell System 

This synopsis will be limited to work from our laboratory [5,19–21]. The biological system 
we have used in many studies has been hamster cells transformed in cell culture by human 
adenovirus type 12 (Ad12) or Ad12-induced hamster tumor cells. When Ad12 is injected 
into newborn Syrian hamsters (Mesocricetus auratus), undifferentiated tumors arise at the site 
of subcutaneous injection [22,23] or in the peritoneal cavity after intramuscular injection of 
Ad12 [24]. In a study on the mode of Ad12 integration into the hamster cell genome, it was 
observed that the methylation-sensitive restriction endonuclease HpaII did not cleave the 
integrated Ad12 DNA, whereas the control enzyme MspI did cut the integrated Ad12 DNA 
[1,2]. Ad12 DNA isolated from puriied virus particles or from productively or abortively 
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infected cells, which had been shown to be devoid of 5-methylcytosine (5-mC) [2,25], was 
cleaved by either enzyme. These studies [1,7] were among the irst to document the de novo 
methylation of foreign integrated DNA. Further studies on the structure of integrated Ad12 
DNA are described in Refs 26–31. 

A Symmetric Recombinant Between Ad12 and Cellular DNA 

During the infection of permissive human cells with Ad12, a symmetric recombinant 
(SYREC) between the 2081 left terminal nucleotide pairs of Ad12 and a huge palindrome 
of cellular DNA has been generated spontaneously [32,33]. The Ad12 SYREC molecule 
with two left terminal Ad12 ends is not methylated, whereas the cellular DNA in the 
SYREC DNA molecules, when part of the authentic human genome, is extensively 
methylated. Obviously, in SYREC DNA, viral or cellular DNA as part of an adenovirus 
genome, that replicates in the nucleus, escapes DNA methylation, probably because free 
intranuclear Ad12 DNA is capable of replicating in structures that are – to some degree – 
independent of the cellular DNA replication machinery. 

Long-Term Silencing of Promoters by DNA Methylation 

In Ad12-transformed cells and in Ad12-induced hamster tumor cells, some of the early viral 
genes are transcribed, whereas the late viral genes are almost completely silenced [9,24,34]. 
In this system, we detected one of the irst examples of an inverse correlation between 
promoter methylation and promoter and gene activity in mammalian cells [1–3]. The data 
were subsequently reined to demonstrate that the in vitro pre-methylation of adenoviral 
promoters led to their inactivation in a transfection and transient expression system 
in mammalian cells in culture or upon microinjection into frog oocytes [3–6]. In cells 
expressing the E1A region of adenoviruses the inactivating effect of promoter methylation 
was weakened or abrogated [35,36]. The E1A genes of adenovirus have been shown to be 
transactivators of viral and cellular genes [37,38]. 

These early and numerous additional experimental contributions from many different 
biological systems and laboratories have conirmed that the sequence-speciic methylation 
of eukaryotic and viral promoters leads to their transcriptional inactivation. The inactivation 
can be mitigated by the action of transactivators or by the presence of strong enhancers, like 
the HCMV enhancer, in the vicinity of the promoters [39]. In addition, the modiication 
of histones in the promoter region of genes also contributes to the regulation of promoter 
activity [40–42]. 

An Interesting Renegade – Frog Virus 3 

In contrast to the DNA of human adenoviruses, the DNA of the Iridovirus Frog Virus 3 
(FV3) inside the virion and in infected cells is completely methylated in all CpG residues 
[43]. Even a completely CpG-methylated FV3 promoter was active in transfection and 
transient expression assays in both ish and mammalian cells [44]. The results from 
this viral system, which deserves much more attention by researchers interested in DNA 
methylation, call for caution not to generalize concepts on the signiicance of DNA 
methylation too quickly. 

De Novo Methylation – An Ancient Cellular Defense System? 

The data on the de novo methylation of integrated foreign DNA [1,7–9] have led to the 
concept that de novo methylation might constitute an ancient cellular defense mechanism 
directed against the activity of foreign genes that had intruded into an established genome 
and sought access to its replication, transcription, and evolutionary potential [10,45]. 
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The Fate of Food-Ingested Foreign DNA in the Mouse Organism 

In this context, we asked the question of what major sources of foreign, other than viral, 
DNAs existed that obtain access to living organisms. One obvious, hitherto not investigated, 
possibility was readily apparent – the food supply of living organisms which provided 
an unlimited repertoire of foreign DNA with a wide variety and different provenance of 
nucleotide sequences. In proof-of-principle experiments, we demonstrated that foreign DNA 
of different sources survived the passage through the gastrointestinal tract in mice in minute 
amounts and in fragmented form. These DNA fragments were transiently found in different 
parts of the intestinal canal, in liver, spleen, and peripheral mononuclear cells. There was 
no evidence for the transcription of these DNA fragments in the mouse organism or for the 
intrusion of the food-ingested DNA into the mouse germ line. In rare instances, the foreign 
DNA taken up through the gastrointestinal tract was found in spleen cells to be integrated 
into the host cellular DNA [46–49]. The following DNA molecules were used in different 
experiments: bacteriophage phage M13 DNA, adenovirus type 2 DNA, the cloned gene for the 
green luorescent protein (GFP), and the cloned, strictly plant-speciic RUBISCO (Ribulose-1, 
5-Bisphosphate Carboxylase) gene. 

Integration of Foreign DNA Can Alter Cellular Methylation Patterns 
at Sites Remote From the Insertion Locus 

We also demonstrated that foreign DNA insertion into mammalian genomes can alter 
DNA methylation patterns in the recipient genome at sites remote from foreign DNA 
insertion [15,16,50]. In the Ad12-transformed hamster cell line T637, with 10 to 15 copies 
of integrated Ad12 DNA molecules, patterns of DNA methylation were substantially altered 
in the IAP (intracisternal A particles) genomes, and retroviral transposons, with about 900 
copies per cell. In these studies, both restriction endonuclease analyses using the methylation 
sensitive enzymes HpaII (CCGG) or HhaI (GCGC) and the bisulite genomic sequencing 
method [51,52] were applied. Alterations in DNA methylation in this transgenomic cell 
line were not conined to the multi-copy IAP transposon sequences but were also seen in 
a number of single copy genes. Moreover, in a revertant of cell line T637, TR3, that had 
lost all of the integrated Ad12 DNA copies, the changes in DNA methylation in the IAP 
sequences were conserved. Obviously, the insertion of foreign DNA as such had somehow 
led to alterations in cellular methylation patterns, and these changes persisted irrespective of 
the continued presence of the transgenomes [15]. We also observed alterations in IAP DNA 
methylation in a number of hamster cell clones that had been rendered transgenic for the 
genome of bacteriophage lambda [16]. Lambda DNA, similarly to Ad12 DNA, was integrated 
in multiple copies at one chromosomal site of the hamster cells and had become de novo 
methylated like any integrated foreign DNA [15,16]. As in Ad12 DNA integration, the site of 
lambda DNA integration was different from clonal cell line to clonal cell line. 

We further pursue the possibility that the integration of foreign DNA into mammalian, 
possibly in many eukaryotic, genomes can lead to alterations in cellular DNA methylation 
at sites remote from the integration locus and, as a consequence, to changes in cellular 
transcription patterns. It will be important to ind out how general these alterations of DNA 
methylation patterns are, and to what extent these alterations are dependent on the site of 
foreign DNA integration and on the size and nature of the transgenome or transgene. We 
have recently extended these studies to human cells which have been rendered transgenic 
for a plasmid construct with the kanamycin gene under the control of an SV40 promoter. 
Interchromosomal contacts might be important in transmitting signals from a chromosome, 
which had been the target of foreign DNA insertion, to other parts of the recipient genome. 
In recent years, evidence has been accumulating that DNA methylation patterns are subject to 
alterations in development, disease, particularly tumor diseases and depend on environmental 
conditions including the insertion of foreign genomes [53–60]. 
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METHYLATION BOUNDARY IN THE 5９-UPSTREAM REGION OF 
THE HUMAN FMR1 GENE: RELEVANCE FOR THE FRAGILE 
X SYNDROME 

The Fragile X Syndrome (FRAXA) 

This syndrome [OMIM 300624] is characterized by a fragile site on chromosome Xq27.3, by 
mental retardation, attention deicit/hyperactivity disorder, macroorchidism after puberty, 
and facial and skeletal dysmorphisms. At the molecular level, the expansion of a CGG repeat 
in the 5９-untranslated part of the irst exon of the FMR1 (fragile X mental retardation) gene 
[OMIM 309550] and the hypermethylation of its promoter region inactivate the FMR1 gene 
early in human development [61–68]. In rare patients, ampliication of the CGG repeat 
without FMR1 promoter methylation does not result in the FRAXA syndrome [69,70]. 

The cause for the CGG repeat expansions to ，200 repeats (pre-mutations) or ．200 
repeats (full mutations) is still unknown. Stable secondary DNA structures such as 
hairpins, and triplex and quadruplex DNA in the repeat have been discussed as problems 
for the replication, repair, or recombination machineries in this DNA segment [71,72]. In 
addition, the presence of an origin of DNA replication in the vicinity of the repeat might 
contribute to its instability [73–75]. Earlier analyses of DNA methylation in the FMR1 
promoter concentrated on a few methylation-sensitive restriction sites [67,68] or to bisulite 
sequencing in a small segment of the promoter [76,77]. Here, we describe a detailed analysis 
of the methylation proile in a 5500bp segment of the FMR1 promoter and 5９-upstream 
sequences in DNA from numerous human cell lines, normal primary human cells from 
different tissues, and in DNA from FRAXA individuals. 

A Sharp Boundary of DNA Methylation 

In a genome segment of about 5500 bp 5９-upstream of the human FMR1 gene and 65 to 
70 CpG pairs upstream of its CGG repeat, a distinct DNA methylation boundary has been 
identiied (Ref. 78 and Fig. 30.1D, E). On its downstream-side, a short segment with a 
mosaic methylation pattern is observed. This methylation boundary is consistently present 
in DNA both from human males and females, regardless of age, and in human cell lines. In 
females, the 5９-upstream and promoter regions of the FMR1 gene contain DNA sequences 
from both X chromosomes. Hence, we observed DNA from one X chromosome with a more 
heavily methylated DNA sequence and without the methylation boundary plus DNA from 
the other X allele, with a methylation boundary at a location practically identical to that of 
male X chromosomes (data not shown). 

In unrelated promoters in the human genome previously analyzed in our laboratory (RET 
[OMIM 164761], CGGBP1 [OMIM 603363], genes of the erythrocyte membrane [OMIM 
605331]), a comparable methylation boundary has not been seen [79–81]. However, at 
the 5９-end of a CpG island of the glutathione S-transferase (GSTP1) gene [OMIM 134660], 
a 5９-(ATAAA)19–24 -3９ repeat coincides with a distinct border between a methylated and an 
unmethylated segment in several human tissues [82]. In prostate cancer [OMIM 176807], 
this boundary is obliterated; the promoter is methylated and silenced [82]. The upstream 
methylation boundary of the FMR1 gene does not contain a 5９-(ATAAA)19–24 -3９ repeat, but 
carries a 5９-(CCAAA)6 -3９ repeat downstream of the actual boundary [78]. 

Methylation Boundary at Equivalent Site in the Mouse Genome 

Bisulite sequencing of the 5９-upstream segment in the mouse genome also reveals a 
methylation boundary at the site equivalent to that in the human genome [78], although 
the nucleotide sequences of both genomes are only 46.7% identical in this genome segment. 
This conservation of the methylation boundary across mammalian species renders its 
structural and functional importance very likely. 

499 



  

 

   
 

  
 

 

 
 

 

 

  

 

 

  

500 

SECTION VIII 

Epigenetic Epidemiology 

FIGURE 30.1 
Boundary of DNA methylation between the FMR1 promoter and its 5９-upstream region of the genome. (A) Scheme of the 

(A) 

(B) 

(C) 

(D) 

(E) 

human X chromosome. (B) Map of the region 27.3 on the long arm of the X chromosome: FMR1 gene, brown; CGG repeat 

blue, scale in 10,000 nucleotides (10 K). (C) Enlarged segment of the map in (B): Promoter, green. Arrow, site of initiation of 

transcription of the FMR1 gene; origin of DNA replication, gray. Each CG pair in the sequence as target for DNA methylation 

is marked by either ｓ (unmethylated) or by ｄ (methylated). In (D) and (E) CG dinucleotides have been condensed (ｈ

unmethylated; ｊ methylated) in both DNA strands from the male human tumor cell line HCT116 (D) or for only one DNA 

strand from primary human fibroblasts (E). Numbers in (D) and (E) correspond to CG dinucleotide pairs counting upward from 

the CGG repeat (from Ref. 78). Each row of CG dinucleotide pairs corresponds to one DNA molecule, each column to the 

profile in one CG pair in different molecules. This figure was taken from Ref. 78. (Please refer to color plate section) 

The Methylation Boundary is Lost in DNA From FRAXA Individuals 

In FRAXA males, the boundary is completely lost, and almost all of the 88 CpG 
dinucleotides stretching down to the CGG repeat are methylated (Ref. 78 and Fig. 30.2A 
to C). In a genome segment far upstream in the boundary containing CpG dinucleotides 
89 to 104, the degree of DNA methylation seems to be lower, particularly in the ibroblast 
sample GMO5848 (Fig. 30.2B), not however in DNA from PBMC sample 14,451 
(Fig. 30.2C). This inding suggests a structural change of the methylation boundary in some 
FRAXA individuals. 

Isolated Unmethylated CpG Dinucleotides in De Novo Methylated DNA 

In FRAXA DNA, the completely de novo methylated promoter and 5９-upstream sequences 
of the FMR1 gene contain isolated unmethylated CpGs (Fig. 30.2). Similar isolated 
unmethylated CpGs occur in the almost completely, also de novo, methylated adenovirus 
type 12 genome in a transformed hamster cell line (Ref. 9; see Fig. 30.4 below). Thus, 
mammalian and integrated adenoviral DNA segments with a high degree of de novo 
CpG methylation harbor one or several unmethylated CpG dinucleotides. Comparable 
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(A)

(B)

(C)

(D)

FIGURE 30.2 
Loss of the sharp DNA methylation boundary in the promoter region of individuals with the fragile X syndrome (FRAXA). Details 

and symbols are as described in the legend to Figure 30.1. (A,B) DNA from FRAXA fibroblasts; (C) DNA from FRAXA PMBCs. 

This figure was taken from Ref. 78. 

isolated unmethylated CpGs are not apparent in de novo pre-methylated FMR1 DNA when 
the bacterial M.Sss I (Spiroplasma species) DNA methyltransferase has been used (data 
not shown). Thus, the isolated unmethylated CpGs seem to arise only during de novo 
methylation in living mammalian cells and organisms [9,78]. 

Proteins Binding at the Boundary Sequence in the Human FMR1 
5９-Upstream Region 

We propose that the FMR1 region carrying the methylation boundary is characterized 
by a speciic chromatin structure and serves to demarcate the human FMR1 and mouse 
Fmr1 promoter regions from interspersed 5９-upstream located DNA sequences of as yet 
undetermined functions [78]. The analysis of speciic DNA–protein complexes between the 
upstream FMR1 boundary sequence and nuclear proteins from human cells might provide a 
guide to how this methylation boundary is preserved. 

DNA in the transition zone from non-FRAXA individuals contains the methylated CpG 
dinucleotides 66 to 75 and the unmethylated CpGs 57 to 65. When the entire transition 
sequence of 630 bp was reacted with nuclear proteins, distinct DNA–protein complexes 
were observed both when unmethylated and the fully CpG M.Sss I methylated DNA 
fragment was incubated with nuclear protein extracts. The speciicity of these complexes was 
ascertained by suitable competition experiments (for details see Ref. 78). We conclude that 
the DNA boundary sequence interacts speciically with as yet unidentiied nuclear proteins 
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from human cells. The methylation boundary is located in a functionally critical zone: a 
potentially unstable CGG repeat sequence, the promoter of a very important gene (FMR1), 
and an origin of DNA replication are in the vicinity of this boundary. Hence, this boundary 
deserves further studies. 

EPIGENETIC PROFILE OF INTEGRATED AD12 DNA IN 
Ad12-TRANSFORMED HAMSTER CELLS 

See Ref. 9. 

De Novo Methylation of Integrated Foreign DNA 

In molecular biology and medicine, in gene therapeutic experimental regimens of cells and 
organisms, in knock-in and knock-out experiments, and in the generation of transgenic 
organisms, the integration of foreign DNA into established eukaryotic genomes is an 
essential procedure. Other than the search for foreign DNA expression or the knock-out 
effect at the site of foreign DNA insertion, the consequences of integrating additional DNA 
into a genome have received limited attention. Among these sequelae, we have studied the de 
novo methylation of the integrate [1,7–9] and changes of DNA methylation in the recipient 
genome both at the site of insertion [14] and remote from it [15,16,50]. De novo methylation 
is, of course, of considerable interest beyond the context of integrated foreign genomes. 
During mammalian development, methylation patterns are erased and subsequently 
reestablished [57,83] by a mechanism akin to that of de novo methylation. 

Here, we will summarize the results of an analysis of the mode of Ad12 DNA integration 
in the revertant cell line TR12. The Ad12-transformed hamster cell line T637 carries about 
10 to 15 copies of integrated Ad12 DNA (Fig. 30.3A–C) which are all located at the same 
chromosomal location [9,31,84]. By the continuous cultivation of T637 cells, spontaneous 
revertants with an altered morphology arise [85]. One of these revertants, TR3, has lost all of 
the 10 to 15 copies of Ad12 DNA. In another revertant, TR12, only one copy of Ad12 DNA 
and a fragment of a second one (Fig. 30.3) persist in the cellular genome [9]. This revertant 
cell line appeared suitable for a precise analysis of the integration pattern and the epigenetic 
proile of the inserted Ad12 DNA. 

Mode of Ad12 DNA Integration 

In some of the Ad12-induced hamster tumor cell lines and in Ad12-transformed cell lines, 
Ad12 DNA is located in the vicinity of repetitive cellular DNA sequences, namely the IAP 
(internal A particle) retrotransposons [13]. Integration of Ad12 DNA into repetitive DNA 
might not be detrimental to cell survival, since essential cellular functions are less likely to 
be affected by this insertion, while sequences targeted to speciic sites could lead to gene 
inactivation. A palindromic array is a likely arrangement both for the integrated Ad12 
DNA and the recipient cellular DNA sequences in cell line T637 [9]. In the revertant cell 
line TR12, the cellular DNA at either terminus of the integrated Ad12 DNA represents a 
palindromic repeat DNA sequence of at least 5.2 kbp (Fig. 30.3, top panel). When cell line 
TR12 was generated from line T637 by the excision of a large part of the viral integrate, the 
abutting cellular DNA sequences apparently remained unaltered. The Ad12 transgenome 
is more extensively methylated in the revertant TR12 than in its parent T637 cell line [9]. 
Hypermethylated DNA, due to its altered degree of compaction, might have a better chance 
of resisting excision from the recipient genome. 

The Epigenetic Profile of the Ad12 Integrates 

The epigenetic status of integrated Ad12 DNA in hamster cell line TR12 has been determined 
by using the bisulite sequencing technique [51,52]. Bisulite sequencing reveals complete 
de novo methylation in most of the 1634 CpGs of the integrated viral DNA, except for its 
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134 1500 

Ad12 nt# 34123Ad12 nt# 1 

Ad12 nt# 30196Ad12 nt# 34123 

>5200 bp >5200 bp 

zelluläre DNA zelluläre DNA 

3928 bp 34123 bp 

(B) 

(A) 

(D) 

FIGURE 30.3 
Integration of foreign, adenovirus type 12 (Ad12) DNA in the DNA of hamster cells. Upper panel: Scheme of an intact Ad12 

DNA molecule (green) and of a fragment of a second Ad12 DNA molecule (red). Both genomes are integrated into hamster 

DNA (gray arrows). Lower panels: (A, B) Ad12 DNA integrated into one of the hamster chromosomes (red) are marked in yellow 

(arrows). (C) The chromosome in (cell line T637) (A) has been stretched and 10 to 15 copies of Ad12 DNA become apparent 

as individual yellow dots (arrow). In cell line TR12 (B) only one copy of Ad12 DNA and an Ad12 DNA fragment have remained 

integrated. The methylation profile of this integrate has been determined in Figure 30.4. (D) Nucleosome structure 

of an integrated Ad12 genome in hamster cells. Panels (A) and (B) were derived from Ref. 84, panel (C) from Ref. 31. 

(Please refer to color plate section) 

termini (Fig. 30.4). Even in the most completely methylated Ad12 DNA segments in cell 
line TR12, isolated unmethylated CpGs have remained. The chromatin structure both of 
the cellular sites of Ad12 DNA integration and of the inserted viral genome(s) has been 
investigated. In the hamster cell lines T637 and TR12, the cellular DNA that abuts the 
integrated Ad12 DNA is more susceptible to micrococcal nuclease digestion than the 
same un-occupied site in non-transgenic hamster cells devoid of Ad12 genomes. Upon 
the insertion of viral DNA, the cellular chromatin structure likely becomes destabilized 
and opened up for the digestion with micrococcal nuclease. In addition, the micrococcal 
nuclease data [9] support the notion that the integrated Ad12 DNA has assumed nucleosome 
structure in cell lines T637 and TR12 (Fig. 30.3D). 
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FIGURE 30.4 
Profile of DNA methylation in the Ad12 integrate in hamster cell line TR12. By using the bisulfite method, all 1634 CG 

dinucleotides in the Ad12 integrate in cell line TR12 (upper panel in Figure 30.3) have been interrogated for their methylation 

status [Ref. 9]. Symbols and presentation of methylation profiles have been explained in the legend to Figure 30.1. This figure 

was taken from Ref. 9. 

Viral Gene Activities in the Integrates 

The fully methylated Ad12 segments in cell lines T637 (not shown here) and TR12 
are characterized by promoter silencing and histone H3 and H4 hypoacetylation. 
Hypermethylation of the E1A and E1B regions in the integrated Ad12 DNA in the revertant 
TR12 cells is associated with their transcriptional inactivation. Even under the control of the 
completely methylated major late promoter (MLP) in cell lines T637 and TR12, spurious 
amounts of Ad12 hexon, penton, and endoprotease transcripts are detected in cell lines 
T637 and TR12. Late Ad12 gene transcription from the hypermethylated MLP might be 
attributable to transient hemi-methylation of the MLP in the Ad12 integrates during DNA 
replication and cell division or to residual activities of fully methylated promoters detectable 
by the sensitive RT-PCR methods employed here [9]. 

The activity of the hypermethylated E1 genes in the Ad12 transgenome integrated in 
the revertant cell line TR12 has been reduced to a minimum, the E4 genes continue to 
be transcribed at about the same level as in the parent cell line, T637. The E4 sequence 
encodes up to seven different polypeptides. In adenovirus infections, the E1A functions 
activate the E4 promoter, which remains active also in the late phase of infection. E4 
activation in the Ad12-transformed cell line TR12 seems to be under different control, 
since the Ad12 E1 genes are inactive in cell line TR12. The persistently active E4 functions 
may have played a role in stabilizing the residual Ad12 transgenome in cell line TR12. 
There is evidence that the E4 gene products from Ad12 have transforming potential [86]. 
Loss of the E1 genes from Ad12-induced tumor cells is compatible with the maintenance 
of the oncogenic phenotype in hamsters [23]. Thus, the continued transcription of the 
E4 functions might help in maintaining the transformed phenotype of cell line TR12 and 
keeping it viable in culture. 
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CONCLUSIONS 

See Ref. 9. 

1. Foreign (Ad12 viral) DNA is integrated into the hamster genome of the Ad12-transformed 
cell line T637 and of its revertant TR12 in an orientation co-linear with the virion 
genome. There is only one or a few nucleotides altered at the termini of the integrated 
Ad12 genome. The insert in cell line TR12 consists of one complete Ad12 genome and an 
additional 3.9kb fragment of Ad12 DNA which has been derived from the right viral end 
and has been lip-lopped. 

2. The recipient site in the cellular genome is an inverted repeat of cellular DNA. The sites of 
insertion in cell lines T637 and TR12 are identical. 

3. The chromatin structure at the site of Ad12 DNA insertion has been decondensed as 
judged from the results of micrococcal nuclease analyses of the cellular integration site. 
The Ad12 integrate has assumed nucleosome structure. 

4. The methylation status of all 1634 CpG dinucleotides in the trans-genome has been 
determined. Except for the two Ad12 E4 regions – one in the complete genome, a second 
one in the integrated 3.9 kb right-terminal fragment – most CpGs in the integrated Ad12 
DNA are methylated. 

5. There are, however, in a sea of methylated CpGs several isolated single CpGs which 
have remained unmethylated, possibly because these CpGs are part of binding sites for 
proteins. CpGs refractory to methylation in a background of hypermethylated DNA could 
be a characteristic of de novo methylated DNA. This inding parallels that of isolated 
similarly unmethylated CpG dinucleotides in the de novo methylated FMR1 promoter in 
DNA from FRAXA patients (Fig. 30.2). 

6. Transcription in the hypermethylated parts of the viral genome in cell lines T637 and 
TR12 has been silenced, and the H3 and H4 histones in these regions are hypoacetylated. 
The unmethylated E4 regions continue to be transcribed in cell lines T637 and TR12. 
There is an extremely low level of transcription even from the completely methylated 
Ad12 major late promoter. We interpret this low level of transient transcription to arise 
during the transiently hemi-methylated state of the MLP during DNA replication. 

OUTLOOK 

Our studies on the methylation proiles in an important regulatory region of the human 
genome, the promoter of the FMR1 gene, and in an integrated adenoviral genome are 
considered a irst step towards understanding the role of (epi)-genetic signals in the 
regulation of gene expression and the organization of genomes. The human epigenome 
project [87], which seeks to provide a complete map of all methylated CpGs, will help 
deine new goals and initiate more precise functional approaches towards elucidating the 
signiicance of this genetic signal. With that information available some time in the future, 
however, researchers likely will ind themselves again in a situation reminiscent of that after 
the human genome project was completed. 

Viewing the complexity of genetic mechanisms, and with only 2% of the human nucleotide 
sequence coding for actual genes, we suggest that DNA can be regarded as a molecule in search 
of additional functions. There might be unknown codes hidden in DNA [5,88] that will be the 
challenge for future generations of geneticists. In this context, it will be interesting to recall 
that the physicists of the 1930s and 1940s were initially attracted to the study of biology 
because they surmised that biology might hold the clue to a new type of elementary force. Max 
Delbrück (1906–1981), a prominent member of this group of physicists, related to one of 
us (W.D.) in a discussion in the late 1970s [89] that the physicists then were disappointed 
to detect again “good old” physics and chemistry to be at work in biology. Perhaps the 
physicists with their speculations of those yonder years were on to something, and we might 
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be well advised to at least think about their ideas of a new elementary force. The search for 
additional DNA coding principles [90] might initiate a novel and exciting research expedition. 
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FIGURE 30.1 
Boundary of DNA Methylation between the FMR1 promoter and its 5９-upstream region of the genome. (A) Scheme of the human X chromosome. (B) Map of 

the region 27.3 on the long arm of the X chromosome: FMR1 gene brown; CGG repeat blue, scale in 10,000 nucleotides (10K). (C) Enlarged segment of the 

map in (B): Promoter green. Arrow, site of initiation of transcription of the FMR1 gene; origin of DNA replication, gray. Each CG pair in the sequence as target 

for DNA methylation is marked by either ｓ (unmethylated) or by ｄ (methylated). In (D) and (E) CG dinucleotides have been condensed (ｈ unmethylated;  

ｊ methylated) in both DNA strands from the male human tumor cell line HCT116 (D) or for only one DNA strand from primary human fibroblasts (E). Numbers 

in (D) and (E) correspond to CG dinucleotide pairs counting upward from the CGG repeat (from Ref. 78). Each row of CG dinucleotide pairs corresponds to one 

DNA molecule, each column to the profile in one CG pair in different molecules. This figure was taken from Ref. 78. (Please refer to Chapter 30, page 500). 
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FIGURE 30.3 
Integration of foreign, adenovirus type 12 (Ad12) DNA in the DNA of hamster cells. Upper panel: Scheme of an intact Ad12 DNA molecule (green) and of a 

fragment of a second Ad12 DNA molecule (red). Both genomes are integrated into hamster DNA (gray arrows). Lower panels: (A, B) Ad12 DNA integrated into 

one of the hamster chromosomes (red) are marked in yellow (arrows). (C) The chromosome in (cell line T637) (A) has been stretched and 10 to 15 copies of 

Ad12 DNA become apparent as individual yellow dots (arrow). In cell line TR12 (B) only one copy of Ad12 DNA and an Ad12 DNA fragment have remained 

integrated. The methylation profile of this integrate has been determined in Figure 30.4. (D) Nucleosome structure of an integrated Ad12 genome in hamster 

cells. Panels (A) and (B) were derived from Ref. 84, panel (C) from Ref. 31. (Please refer to Chapter 30, page 503). 
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INTRODUCTION

The extensive research work going on at present in epigenetics and epigenomics is impacting 
pharmacology, leading to new sub-disciplines in pharmacology, pharmacoepigenetics, and 
pharmacoepigenomics. Pharmacoepigenetics has been deined as the study of the epigenetic 
basis of variation in response to drugs [1]. Pharmacoepigenomics is the application of 
pharmacoepigenetics on a genome-wide basis. Together, these sub-disciplines of pharmacology 
involve the study of the role of epigenetics in the variations in response to drugs within and 
between individuals; in the effects of drugs on gene-expression proiles; in the mechanisms 
of action and adverse effects of drugs; and in the discovery of new drug targets [1,2]. It has 
been predicted that these sub-disciplines of pharmacology will have an ever-increasing role in 
pharmacology and clinical medicine [1,2].

Epigeneticsinvolves a number of molecular mechanisms including DNA methylation, 
histone modiications, small non-coding RNA-mediated regulation of gene expression, 
chromatin remodeling, and the use of histone variants [3]. Epigenetic mechanisms of 
gene expression are serving as new targets for the development of drugs, leading to the 
development of a new therapeutic option in pharmacology, epigenetic therapy, which 
involves the use of epigenetic drugs to treat or prevent disease [4,5]. Epigenetic mechanisms 
have been implicated in the pathogenesis of cancer for several years and, to date, most work 
on epigenetic therapy has focused on the use of epigenetic drugs in the management of 
cancer [6,7]. Population epigenetics and epigenomics, which address issues concerning the 
prevalence and importance of epigenetic variation within and between different populations, 
is a new and active area of research [8]. This chapter discusses some aspects of population 
pharmacoepigenomics, the study of how the epigenetic basis of variation in response to 
drugs varies within and between populations.

EPIGENETIC BIOMARKERS

Epigenetic changes may serve as biomarkers of disease and to date most work on epigenetic 
biomarkers in disease has focused on their use in the management of cancer [9,10]. At 
present DNA methylation markers appear to be the most promising epigenetic biomarkers 
in the management of patients with cancer [11–13]. DNA methylation markers are likely 
to be useful in the diagnosis and early detection of cancers, and in assessing prognosis of 
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cancers, as well as in predicting response of cancers to treatment [14]. Although epigenetic 
biomarkers may not be a part of pharmacoepigenomics per se, in the broad sense they can be 
considered to be so, because they can assist in the pharmacological treatment of patients.

Epigenetic mechanisms are thought to play an important role in phenotypic differences in 
normal health and disease states between human races [15] and several studies suggest that 
DNA methylation patterns show racial and ethnic variations (16–20; Table 31.1). Hence, DNA 
methylation markers may also show racial and ethnic variations. Other epigenetic mechanisms 
in patients with cancer, like histone modiications [21] and microRNAs (miRNAs) [22], have 
also been shown to be of potential use as biomarkers in cancers. miRNAs may also show ethnic 
and racial variations in patients with tumors. For example, Wang and colleagues [23] examined 
the expression of 206 miRNAs in uterine leiomyomas in 15 black, 15 white, and 11 Asian/
Hispanic women. A total of 31 miRNAs had expression levels that were signiicantly different 
among the three racial/ethnic groups. Hierarchical cluster analysis of the 31 miRNAs revealed a 
distinct expression proile between blacks and whites. Tumors from black women had a greater 
than 2-fold over-expression in miR-23 a/b, let-7s, miR-145, miR-197, miR-411, and miR-412 
when compared to tumors from white women. The miRNA expression proile in tumors from 
Asian and Hispanic women was in between that of black and white women. At present, studies 
on histone modiications have not shown any clear ethnic and racial variations. The underlying 
mechanism of differences in epigenetic patterns between racial and ethnic groups is thought to 
be due to the differential epigenetic response of populations to varying environments [15].

Although epigenetic biomarkers have been most studied for their use in the management 
of cancer, there are many other clinical conditions where they may be useful like psychiatric 
disorders [24], obesity [25], and cardiovascular disease [26]. It is thought that the Human 
Epigenome Project, the ongoing international effort to map the human epigenome in 
various tissues in health and disease, is likely to greatly increase the number of available 
epigenetic biomarkers [27,28].

PATIENTS WITH DRUG-RESISTANT CANCER

Resistance of cancers to anticancer drugs is a common and important problem during 
the treatment of patients with cancer [29–31]. This phenomenon can be due to intrinsic 

TABLE 31.1 Racial/Ethnic Variations in DNA Methylation Patterns

Diagnosis Phenotype Studied Racial/Ethnic Difference Reference

Prostate 
Cancer

CD44 hypermethylation 43% in black men [16]
25% in white men

Squamous 
cell 
carcinoma of 
lung (SCC)

5-methylcytosine 
immunostaining  
scores

Whites:  0.59  0.06 in SCC 
0.87  0.07 in uninvolved 
bronchial mucosa

African 0.55  0.09 in SCC
American: 0.60  0.09 in 
uninvolved bronchial mucosa

[17]

Wilms’ tumor IGF2 loss of imprinting 31.7% of tumors in white children 
0% of tumors in East-Asian children

[18]

Healthy 
women

p16 (INK4) tumor 
suppressor gene  
promoter hypermethylation

28% in African American
65% in European American [19]

Colorectal 
cancer

hMLH 1 promoter 
hypermethylation

100% in Eskimos 
42% in Aleut

 
[20]

50% in Native Americans
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resistance of cancers before the start of treatment with anticancer drugs, or can be acquired 
during treatment [31]. Resistance of cancers to anticancer drugs is thought to be due to 
multiple types of genetic as well as epigenetic defects which act in concert to produce the 
drug-resistant phenotype [29–31]. Cellular mechanisms of resistance to anticancer drugs 
include the expression of energy-dependent transporters that detect and eject the drugs 
from cells, insensitivity to drug-induced apoptosis, alterations in membrane lipids, and 
induction of drug-detoxifying mechanisms [29]. An effective way of minimizing the chances 
of resistance of cancers to anticancer drugs is to concurrently use two or more drugs that act 
by different mechanisms [32–34].

Epigenetic drugs available at present have got their shortcomings such as the fact that they 
are nonspeciic in their site of action, resulting in effects on many genes in different tissues, 
which could lead to adverse effects like mutagenicity and carcinogenicity [4–6]. Moreover, 
epigenetic defects, once corrected by the use of epigenetic drugs, may revert to the original 
state because of the reversible nature of epigenetic patterns [5,6]. Hence, it has been suggested 
that a combination of epigenetic drugs and conventional anticancer drugs may be ideal in the 
treatment of cancer [7,35,36], and such a combination may minimize the occurrence of drug 
resistance during the treatment of cancer. Several studies, in fact, have shown that epigenetic 
drugs, when combined with conventional anticancer drugs, decrease the development of 
resistance to conventional anticancer drugs in various types of cancers [37–42; Table 31.2].

NUTRITIONAL ASPECTS OF POPULATION 
PHARMACOEPIGENOMICS

An individual’s nutrition can inluence his or her epigenome causing changes in gene 
expression and modiications of health [43]. Nutritional epigenetics and epigenomics is a 
new area of research with most work done to date in this area having been on the effects on 
the body of the hematopoietic drugs, folic acid and vitamin B12 (cyanocobalamin), during the 
fetal and early postnatal periods of life [44,45]. These drugs are essential for the conversion 
of homocysteine to methionine [46]. For this conversion to occur, folic acid is metabolized 
in the body to methyltetrahydrofolate which acts as a methyl donor, and vitamin B12 acts as a 
cofactor. Methionine is metabolized to S-adenosyl-methionine, which is the primary methyl 
group donor for most biological methylation reactions, including that of DNA.

Abnormal amounts of intake of vitamin B12 and folic acid during prenatal and early 
postnatal periods have been implicated in the developmental origins of health and 
disease (DOHaD) hypothesis [47,48]. According to this hypothesis, during critical periods 

TABLE 31.2 Decrease of Resistance of Cancers to Conventional Anticancer 
Drugs by Combination with Epigenetic Drugs

Epigenetic 
Drug

Conventional 
Anticancer Drug

Diagnosis Reference

Azacytidine Cisplatin/Carboplatin/
Temozolomide/Epirubicin

Ovarian/Colon cancer [37]

Zebularine Cisplatin Ovarian cancer [38]

Zebularine Cisplatin Oral squamous cell 
carcinoma

[39]

Trichostatin A Etoposide Small cell lung 
carcinoma

[40]

Valproate Fludarabine, Cladribine Chronic lymphocyte 
leukemia

[41]

Valproate Pemetrexed/Cisplatin Malignant 
mesothelioma

[42]
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of prenatal and postnatal mammalian development, environmental factors, especially 
nutrition, inluence developmental pathways and hence can induce permanent changes 
in metabolism and susceptibility to chronic disease. This hypothesis has been supported 
by a worldwide series of epidemiological studies which have provided evidence for a link 
between the perturbation of the early nutritional environment and health and disease status 
during adult life [47]. These data suggest that nutrient-based strategies will be of value in the 
prevention or delay of chronic diseases and that these strategies may require implementation 
during fetal life in order to achieve maximal beneit [49].

Nutritional inluences on epigenetic mechanisms in early life were irst suggested by studies 
of the viable yellow agouti (Avy) metastable epiallele (a metastable epiallele is a locus that 
can be epigenetically modiied in a variable and reversible manner, such that a distribution of 
phenotypes occurs from genetically-identical cells). The murine Avy mutation resulted from 
transposition of a retrotransposon upstream of the agouti gene, the gene that regulates the 
production of yellow pigment in fur. Spontaneous variation in DNA methylation of the Avy 
mutation causes dramatic variation in coat color among genetically identical Avy/a mice [50]. 
Wolff et al. [51] found that supplementing the diet of mouse dams with the methyl donors 
and cofactors vitamin B12, folic acid, betaine, and choline shifted the coat color distribution of 
their Avy/a offspring from yellow to brown, suggesting hypermethylation at the Avy mutation. It 
was later conirmed that maternal supplementation of mice with methyl donors and cofactors 
affects coat color of Avy/a offspring by inducing hypermethylation at the Avy mutation [52]. 
Hence, for the irst time, it was shown that the effect of a mother’s diet during pregnancy on 
the adult phenotype of her offspring was directly related to DNA methylation changes in the 
epigenome. This work marked the start of studies on the role of environmental effects on the 
epigenome during early development in relation to the pathogenesis of adult diseases [53].

More recently [54], it was shown in mature female sheep that restriction of the supply 
of vitamin B12, folic acid and methionine within normal physiological doses during the 
periconceptual period had no effects on pregnancy establishment or birth weight of the 
offspring. However, this practice was found to result in adult offspring that were heavier and 
fatter, elicited altered immune responses to antigenic challenge, were insulin-resistant, and 
had elevated blood pressure–effects, especially in male offspring.

It was also found that there was altered DNA methylation in the livers of the sheep fetuses. 
In humans, epidemiological data has linked altered intake (ranging from constraint to 
abundance) of vitamin B12 and folic acid during fetal and early postnatal life with a number 
of clinical conditions such as cancer, Rett syndrome, cardiovascular disease, obesity, and type 
2 diabetes [44,56,57]. Moreover, it has been shown that individuals who were prenatally 
exposed to famine during the Dutch Hunger Winter from 1944 to 1945, six decades later, 
had decreased DNA methylation of the imprinted gene IGF2 compared to their unexposed, 
same-sex siblings [58]. One of the possible explanations that has been proposed for this 
inding is a deiciency of methyl donors in the diet during the famine [58].

EFFECTS OF AGE AND GENDER ON PHARMACOEPIGENOMICS

Aging is associated with epigenetic changes [59]. “Aging epigenetics” is an emerging 
discipline that promises exciting discoveries in the near future. Most epigenetic studies on 
aging to date have focused on DNA methylation. Epigenetic changes noted during aging 
include global DNA hypomethylation, promoter-speciic DNA hypermethylation of a 
number of speciic loci, and global histone acetylation [60].

Epigenetic changes are known to be associated with age-related diseases like cancer, type 2, 
diabetes and Alzheimer’s disease [60]. These data have obvious implications for population 
pharmacoepigenomics since patient populations are likely to vary in response to drugs 
due to age-related differences in epigenetic patterns. Similarly, gender-speciic diseases 



515

CHAPTER 31 

Population Pharmacoepigenomics

like diseases of the breast and the genitourinary tract which show epigenetic changes have 
obvious implications for population pharmacoepigenomics, since patient populations 
are likely to vary in response to drugs due to gender-related differences in epigenetic 
patterns. Diseases that are not gender-speciic have also been found to show differences in 
DNA methylation [61] and histone modiications [62] between males and females, with 
implications for population pharmacoepigenomics.

OUTLOOK

Pharmacoepigenomics is a new sub-discipline in pharmacology dealing with the epigenetic 
basis of variation in response to drugs. At present, the knowledge of pharmacoepigenomics 
is limited with most work to date in this area having been done on DNA methylation. As 
knowledge advances, one can expect greater and better knowledge of pharmacoepigenomics, 
and how it varies within and between different populations.
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INTRODUCTION

Cancer is both a genetic and an epigenetic disease. However, because cancer represents a 
group of over three hundred speciic diseases that share genetic, epigenetic, and pathologic 
features, it remains dificult to deine. Currently, despite a vast array of information, 
physicians and scientists continue to rely on both pathologic and clinical features to deine 
human cancers. Historically, in the early 1970s, three main theories addressed the origin 
of cancer [1,2]. One theory, based mostly on pathologic observations, posited that cancer 
was a disease of abnormal differentiation. This model held that malignant cells are the 
result of inappropriate epigenetic (non-mutational) changes that regulate the process of 
differentiation. A second model, advanced by virologists, argued that human cancers are 
caused by viruses similar to SV40 or the Rous sarcoma virus. The third model, supported 
by a strong correlation between the mutagenic and tumorigenic properties of chemical 
and physical agents, argued that cancer is a result of mutations. At that time the methods 
to test and promote this theory were limited. However, the discovery of the v-src gene 
in the oncogenic Rous sarcoma virus, followed by the discovery of the proto-oncogene 
c-src in human cells, focused the research efforts [3]. Shortly thereafter, several additional 
retroviruses were shown to carry oncogenes [4]. In 1982 a pivotal study solidiied the 
mutational theory of cancer by demonstrating that a single point mutation in the H-ras 
oncogene is the causative event that converts the benign proto-oncogene into the oncogene 
H-ras [5]. The following year, Knudson’s two-hit model for inactivation of tumor suppressor 
genes was clariied [6], and shortly thereafter numerous oncogenes and tumor suppressor 
genes were identiied [7].

However, the activation of an oncogene and concomitant inactivation of a tumor suppressor 
gene does not account for all the alterations observed in pre-neoplastic tissues or in the 
spectrum of fully-metastatic cancers. Over the years further heritable changes in neoplastic 
cells were attributed to epigenetic mechanisms, including non-mutational activation and 
inactivation of oncogenes and tumor suppressor genes, respectively [8–10]. Additionally, 
in some circumstances epigenetic mechanisms are responsible for inducing downstream 
mutations in oncogenes [11–13]. Currently, epigenetic mechanisms appear to be responsible 
for a signiicant portion of the alterations in cancer, revitalizing one of the early theories of 
oncogenesis.

MECHANISMS OF EPIGENETIC CONTROL IN CANCER

Epigenetics represents the wide array of changes that regulate gene expression but that are 
not based on alterations in the primary base sequence of DNA. As such, epigenetic regulation 
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has a major role in the normal changes in gene expression required in embryogenesis and 
differentiation. Research regarding the mechanisms that effect these changes has focused 
predominantly on DNA methylation and modiication of the histone proteins. In addition, 
several other mechanisms of epigenetic control including non-coding RNA and polycomb 
repressive complexes comprise additional important epigenetic mechanisms [14–16]. 
Each of these mechanisms has a signiicant role in the genesis and progression of cancer, 
though which mechanisms participate in different tumor histologies varies widely. These 
mechanisms are extensively reviewed in other chapters, but a brief summary of how they 
relate to cancer follows.

DNA Methylation

DNA methylation affects individual gene expression and, by interacting with nucleosomes 
that control DNA packaging, may also affect entire domains of DNA. In general, 
hypermethylation usually leads to silencing of gene activity. Methylation of DNA occurs 
on the cytosine in CpG dinucleotides. In normal DNA, approximately 4% of the cytosines 
is methylated [17]. In mammalian cells methylation is controlled by three main DNA 
methyltransferases. One of these, DNMT1, is the major maintenance enzyme that preserves 
existing methylation patterns following DNA replication by adding methyl groups to the 
hemi-methylated CpG sites [18]. DNMT3A and 3B methylate novel CpG sites are highly 
expressed during embryogenesis and minimally expressed in adult tissues [19]. Although 
DNMT3L lacks intrinsic methyltransferase activity, it interacts with DNMT3A and 3B to 
facilitate methylation of retrotransposons [20]. DNA methylation is not an irreversible 
step, and there are indications that under some conditions the methylated DNA pattern 
is a balance between active demethylation and re-methylation [21]. Demethylation in the 
absence of DNA replication normally occurs in the zygote and in the development of germ 
cells [22], but it also is active in malignant cells [23,24]. The molecular mechanisms for the 
demethylase activity remain unclear, though recent studies suggest that DNMT3A and 3B 
may be involved [25]. Therapeutic drugs that cause DNA demethylation currently are in use 
clinically and are discussed later in more detail [24,26,27].

Histone Modifications

In addition to the direct methylation of DNA, chromatin structure – inluenced by various 
histone modiications – also plays an important role in gene expression and cancer [28]. 
Histone proteins coordinate the changes between tightly packaged DNA (heterochromatin), 
which is inaccessible to transcription, and exposed DNA (euchromatin), which is available 
for binding and regulation by various transcription factors. Two prominent mechanisms 
that regulate histone function are methylation and acetylation. Methylation of histone 
proteins is regulated by histone methyltransferases (HMTs) that transfer methyl groups 
from S-adenosylmethionine to the lysine or arginine residues in histones [9] and a family of 
demethylases that regulate histone demethylation [29]. Several HMTs have tumor suppressor 
functions (see section on “Epigenetic changes and malignant transformation” below) [9,30] 
and not surprisingly demethylases may have oncogenic activity [29,30]. Similarly, histone 
acetylation is regulated by histone acetyl-transferases (HATs) and deacetylases (HDACs) 
[31,32]. Additionally, other histone modiications including SUMOylation, ubiquitination, 
biotinylation, and poly-ADP ribosylation occur [33]. The balance of these chemical 
modiications and their effects on histone structure ultimately coordinate DNA exposure. 
This process is part of the “histone-code” theory, which posits that unique histone patterns 
guide recruitment of regulatory factors to the chromatin and result in conformational 
changes [34]. These structural changes allow or disallow transcription of single genes or of 
clusters of genes. Histone modiication regulates many of the same pathways in oncogenesis 
as DNA methylation (see below).
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Genomic Imprinting

Genomic imprinting is a phenomenon, controlled by DNA methylation, wherein unique 
genetic loci are expressed in a parent-speciic manner; that is, only one allele is expressed. 
Only a small proportion of genes are imprinted (，1%), and the majority of imprinted 
genes are involved in the regulation of fetal and placental growth [35]. Interestingly, loss 
of imprinting (LOI), represented by biallelic expression or silencing of the imprinted 
allele, occurs in almost all tumor histologies. Wilms’ tumors represent one of the best 
characterized scenarios of LOI, and data are mounting to suggest that LOI is the earliest 
lesion observed genetically or epigenetically in Wilms’ tumors [36,37]. A fundamental role 
for LOI in oncogenesis was postulated by Feinberg, Ohlson and Henikoff, who suggested 
that LOI occurs in the stem cell population of a given organ/histology, ultimately leading to 
additional downstream genetic and epigenetic events [38].

Non-Coding RNA

The classic function of RNA is to translate DNA sequences into proteins; however,  
non-coding RNA (ncRNA) has numerous functions critical to cellular growth and 
maintenance [39]. Initially, ncRNAs were noted to have catalytic functions that facilitated 
RNA splicing [40] but later ncRNAs were noted to have a wide variety of functions, including: 
(i) regulation of DNA methylation [41,42]; (ii) chromatin remodeling [43]; (iii) regulation 
of transcription; and (iv) regulation of translation through microRNAs [44]. Recent studies 
have demonstrated that microRNAs play a major role in eukaryotic gene expression [45]. 
MicroRNAs have the potential to regulate global functions; a single microRNA can encode 
multiple mRNAs, each of which can then target numerous diverse pathways [45,46]. 
Although microRNAs appear to have a prominent role in development and differentiation 
[47], the observation that there are substantial differences in microRNAs between normal 
and malignant cells suggests that microRNAs play a signiicant role in cancer as well. The 
mechanisms by which microRNAs affect oncogenesis are not clearly deined. Typically, 
microRNAs are down-regulated during malignant transformation, which is consistent with 
their known role in the maintenance of the differentiated state [48]. However, their ability 
to regulate oncogenes and tumor suppressor genes also has been demonstrated [49]. In 
the future, understanding the role of microRNAs should signiicantly inluence both the 
diagnosis and treatment of cancer.

EPIGENETICS AND ONCOGENESIS

Oncogenesis most likely occurs as a result of sequential heritable events. Early models 
of oncogenesis pointed to only a limited number of genetic alterations; however, most 
current models agree that oncogenesis is more complex than initially indicated and actually 
requires multiple events over many years. Additionally, given the observation that cancer is 
pathologically classiied into over 300 different diseases, it is likely that oncogenesis occurs 
through a variety of different pathways. Consequently, the epigenetic alterations discussed 
below are arranged into loose pathologic groupings (Fig. 32.1) that can be characterized 
by routine histopathology as: (i) morphologically normal-appearing, though genetically 
or epigenetically abnormal; (ii) premalignant, which encompasses proliferative changes, 
dysplasia, atypical changes, and carcinoma in situ; (iii) malignant; and (iv) metastatic. 
This classiication should not imply that a particular cancer needs to evolve through each 
successive group or that any particular genetic or epigenetic event that occurs at one stage 
in one cancer does not also occur in a different stage in a different cancer. For example, 
a mutation in a BRCA1 gene is an early event with no pathologic abnormities in familial 
breast cancer, but it also can be a late event with associated pathologic transformation in 
some sporadic breast cancers. This grouping simply hopes to accommodate the variability 
and plasticity observed in clinical cancers.
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Epigenetic Changes in “Normal” Stromal Cells of the Tumor 
Microenvironment

Although histopathology ultimately deines the malignant and premalignant phenotypes, 
advances in our ability to detect epigenetic changes have shown that routine histopathology 
cannot detect some of the earliest changes in oncogenesis. Rapidly accumulating evidence 
indicates that epigenetic changes are present in the normal-appearing tissue surrounding 
many tumors, including colon, breast, prostate, and lung cancer. It is likely that some of 
these changes represent a ield effect that facilitates the ultimate development of cancer.

Numerous changes in promoter methylation are observed in the normal stroma surrounding 
primary cancers. In bladder cancer, approximately 70% of patients with transitional cell 
carcinoma develop recurrent disease. The recurrent tumors are thought to be of clonal 
origin since they have identical patterns of X chromosome inactivation [50] or identical 
p53 mutations [51]. While this result could be due to inadequate eradication of the 
primary tumor, it has been shown that histopathologically normal bladder mucosa from 
these patients also has similar loss of heterozygosity (LOH) patterns at microsatellite loci 
as well as similar methylation of the p16INK4 CpG island when compared to matched 
tumor specimens [52]. Similarly, in a series of 95 colon cancer patients and 33 normal 

FIGURE 32.1 
This figure depicts multiple potential pathways for oncogenesis as it mimics ontogeny. Cumulative epigenetic changes are 

represented by increasing shades of gray. Cell differentiation progresses from germ cells through fetal tissues and stem  

cells ultimately to become adult type with well-differentiated histology. Stem cells can follow this process early in 

embryogenesis or later as self-renewing stem cells. At any point along this normal process, a cell may acquire genetic  

and/or epigenetic alterations that initiate the transition to a malignant phenotype. If a malignant phenotype is achieved by 

a cell early in differentiation (pathway A), there may be few epigenetic changes (e.g. there is a rapid transformation to a 

malignant phenotype). Clinically, this is an uncommon event, with germ cell tumors comprising only about 1% of all cancers. 

In contrast, pathway B depicts how the vast majority (98–99%) of diagnosed human cancers acquire changes and progress 

to malignant phenotypes, whether they be poorly-differentiated (fetal-like with higher proliferation rates), well-differentiated 

(adult-like with lower proliferation rates), or of intermediate differentiation. In this scenario, cells may spend a long time 

evolving through a field effect. The field effect may be histologically indistinguishable from normal cells or may eventually 

manifest as an atypical, dysplastic or carcinoma in situ histology. Ultimately, accumulated genetic and epigenetic aberrations 

result in the evolution of a malignant cell of inversely varying proliferation rate and differentiation. In all scenarios there 

continue to be additional epigenetic changes as cells move from malignant to metastatic phenotypes.
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subjects, Shen et al. [53] showed that 50% of the subset of patients with MGMT promoter 
methylation also exhibited MGMT promoter methylation in adjacent normal mucosa. 
Ramirez et al. [54] showed that the hMLH1 and MGMT genes are methylated in the normal 
mucosa surrounding primary colon cancers, and these methylated genes correlated with 
both microsatellite instability and K-ras activation in the primary tumors. In breast cancer, 
the RASSF1A promoter is frequently methylated, as is, though to a lesser degree, the normal 
tissue surrounding breast cancer; in contrast, methylation of this promoter is low in normal 
breast tissue from patients without cancer [55]. Likewise, the stromal cells that surround 
prostate cancer, while histologically normal, also have epigenetic modiications. The 
promoter of glutathione S-transferase P1 (GSTP1) is methylated in the tumor cells of more 
than 90% of prostate carcinomas [56] and is also methylated in tumor-associated stromal 
cells, but is not methylated in normal epithelium or normal stromal cells distant from the 
primary tumor [57]. The inding of an epigenetic ield effect that precedes our ability to 
histologically detect these abnormalities has considerable implications for the diagnosis 
and treatment of cancer. Which epigenetic changes provide the earliest and most accurate 
diagnostic signal and which changes surgeons could use to monitor the margins of surgical 
resection will require further studies.

Premalignant Epigenetic Alterations

Pathologists have long recognized that for many tumor histologies there are non-malignant 
histologies, including proliferative changes, dysplasia, and atypia, that surround or are 
intertwined with malignant cells. Over the last several decades, the genetic characterization 
of some of these changes has greatly enhanced our understanding of oncogenesis. 
Accompanying these pathologic and genomic changes are alterations in numerous epigenetic 
pathways that eventuate in a multitude of epigenetic changes. Similar to epigenetic 
changes in histologically-normal cells, epigenetic changes that correlate with premalignant 
histologic features have been described for a variety of tumors, including carcinomas of 
esophageal [58], gastric [59], colon [59], breast [60,61] and lung origin [62]. Additionally, 
the mechanisms responsible for epigenetic changes associated with premalignant histologies 
include not only changes in promoter methylation [reviewed in Refs 21,63], but also histone 
modiications [64,65] and changes in microRNA expression [61,66].

While it is clear that some cancers can arise in the background of a “ield-effect”, it should 
be remembered that malignant cells also can inluence their microenvironment by inducing 
histologic and epigenetic changes – potentially creating, rather than being a derivative of, the 
“ield effect” [53–55,67,68]. It has been shown that normal human melanocytes suspended 
in a matrix preconditioned by metastatic melanoma cells assume an aggressive melanoma-
like phenotype commensurate with increased migratory and invasive ability [69]. Expression 
proiling of the modiied melanocytes showed similarities with the metastatic melanoma 
cells. Speciically, the melanocytes up-regulated genes associated with the malignant 
phenotype (VE-cadherin, VEGF-C, PAX8, kerain 7, CD13, laminin, urokinase,  
ｂ3-integrin subunit, and c-met) [69]. Similar stromal-tumor interactions have been 
described in numerous histologies [reviewed in Refs 70,71]. Certainly there are several 
epigenetic changes associated with the premalignant cells; however, in the pathologic setting 
of premalignant cells interspersed with malignant cells, it remains dificult to discern which 
cells are responsible for a given event.

Epigenetic Changes and Malignant Transformation

Heritable epigenetic changes are involved in many of the pathways that lead to malignant 
transformation. The classic phenotype of a transformed cell is a combination of multiple 
features, including continual growth stimuli (e.g. oncogene activation), loss of checkpoint 
controls (e.g. silencing of tumor suppressor genes), and unlimited replication  
(e.g. prevention of telomere erosion). A detailed description of the epigenetic regulation  
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of these events is beyond the scope of this section; consequently, only a brief description of 
key examples is provided.

Most oncogenes are activated by gene ampliication or by mutation. However, there are some 
notable exceptions. While the majority of low-grade non-Hodgkin lymphomas have elevated 
expression of the bcl-2 gene as a result of translocation, elevated levels of bcl-2 in B-cell 
chronic lymphocytic leukemia appears to be the result of demethylation of both copies of 
bcl-2 [8]. Similarly, the paired-box (PAX) genes, which participate in epithelial proliferation 
and regulation of apoptosis [72], are expressed in a variety of tumors, including endometrial, 
breast, and ovarian cancer [73]. Wu et al. demonstrated in endometrial carcinomas that the 
pax2 gene, which is silent in normal tissues, is activated by estrogen and tamoxifen through 
hypomethylation of the pax2 promoter [74].

In contrast to oncogene activation, epigenetic mechanisms may play a more prominent 
role in the inactivation of tumor suppressor genes. Histone methyltransferases (HMT) can 
function as tumor suppressor genes [9,30]. The prototypical HMT, RIZ1 was originally 
identiied bound to the tumor suppressor gene Rb [75]. However, RIZ1 also has intrinsic 
tumor suppressor activity, as evidenced by tumor formation in RIZ1 knock-out mice [76]. 
Inactivation of RIZ1 by hypermethylation occurs in many cancers, including the majority 
of thyroid, hepatocellular, and esophageal cancers [30,77]. Additional tumor suppressor 
genes (or putative tumor suppressor genes) also are silenced by hypermethylation, including 
Hint1 in hepatocellular cancers [78], RASSF1 in small-cell carcinoma of the urinary bladder 
[79], SLC5A8 in prostate cancer [80], and BRCA1 in breast cancer [81]. Additionally, some 
microRNAs have putative tumor suppressor activity and inluence oncogenic target genes, 
such as C-MYC, E2F3, CDK6, and TGIF2. Several of these microRNAs are down-regulated by 
hypermethylation in tumor cells [14,82].

One prominent mechanism that controls cellular immortality is telomere erosion. With 
successive cellular division the telomeric ends of the chromosome progressively shorten, 
eventually leading to chromosomal fusion, karyotypic instability, and, ultimately, cell death 
[83]. The majority of invasive cancers circumvent telomere erosion by activating telomerase, 
an enzyme that maintains telomere length (hTERT) [2,84,85]. In most normal cells hTERT 
is silenced through deacetylation of the histone proteins that interact with the hTERT 
promoter. Reactivation of hTERT in cancer cells also occurs through complex epigenetic 
control involving hypo- and hypermethylation of the hTERT promoter as well as a variety of 
histone modiications [86–88].

Epigenetic Changes Associated with the Metastatic Phenotype

The metastatic phenotype is clearly regulated, in part, by epigenetic mechanisms. 
Metastatic behavior involves a multitude of biochemical pathways that facilitate invasion, 
migration, and angiogenesis. Epigenetic control of these events in malignant cells has been 
demonstrated globally by comparing CpG island hypermethylation patterns in selected 
genes between paired primary and metastatic cancers. Cavalli et al. evaluated a select set of 
genes (TP 16, THBS2, E-Cadherin, RAR2, MINT1, MINT2, and MINT31) between primary 
breast cancers and their corresponding lymph node metastasis and showed differences in 
29% of the methylation patterns [89]. Similar observations, though with different genes, 
have been reported for prostate and gastric cancers, as well [90,91].

A more speciic way to demonstrate epigenetic control of the malignant phenotype is to 
focus on genes/proteins that participate in metastasis formation. The protease urokinase-
type plasminogen activator (UPA) facilitates tissue invasion and is associated with a poor 
prognosis in both breast and prostate cancers [92,93]. Hypomethylation of the UPA 
promoter correlates with poor outcome in patients with breast [94] and prostate cancer [95]. 
Angiogenesis signiicantly contributes to the survival of cancer metastases, and the tissue 
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inhibitor of metalloproteinases-3 (TIMP3) binds to the vascular endothelial growth  
factor-2 and inhibits angiogenesis. Hypermethylation of the TIMP3 promoter results in 
angiogenesis [96].

From a global perspective, metastatic cancer cells share a variety of features with normal, 
multi-step processes that occur during embryogenesis and differentiation, including 
migration and angiogenesis. Additionally, the invasive phenotype demonstrated in 
malignant cells also shares features with those of normal processes involved in early 
embryogenesis [97]. Speciically, during embryogenesis immobilized epithelial cells 
transition into cells with mesenchymal features, including motility and invasiveness. This 
regulated process is termed the “epithelial–mesenchymal transition” (EMT) [97]. Over 
the last several years, exciting work has demonstrated that both angiogenesis and EMT are 
globally regulated by microRNAs in both normal tissues and cancer [98–100]. Hopefully, in 
the near future the potential therapeutic advantages for controlling these pathways in cancer 
metastasis will be achieved.

EPIGENETIC DIAGNOSIS AND PROGNOSIS

Diagnosis of human cancer by the presence of epigenetic aberrations alone has yet to enjoy 
widespread acceptance in routine clinical care. Recent excellent reviews have addressed the 
diagnostic promise of epigenetic tests, including DNA methylation proiles [101], microRNA 
expression proiles [102], and histone modiication proiling [67]. However, researchers are 
still in the validation phase of how best to integrate epigenetic test results into standard 
diagnostic practice. Early success has been achieved when the epigenetic test is employed as 
an aid to standard biopsy procedures, as in the case of the microRNA PCA3 [103]. This is a 
more sensitive and speciic screening test (in urine) of prostate cancer than serum prostate 
speciic antigen (PSA). When normalized to PSA mRNA copy numbers, PCA3 microRNA 
in prostate cancer tissue is up-regulated 34-fold (median value) relative to benign prostate 
tissue, allowing for eficient detection of cancer cells shed into urine. The differential signal 
strength of this epigenetic biomarker in lesional tissue is suficient to reliably predict the 
presence of cancer when compared to non-lesional tissue from the same patient.

Epigenetic tests of several classes have the potential to redeine cancer types as well as to 
aid in their detection and diagnosis. However, epigenetic tests are several years behind 
protein-coding genomic RNA expression proiling [104] in their evolution to widespread 
clinical use. Breast cancer is an example. Diagnostic use of epigenetic biomarker proiles to 
predict tumor histotype or biologic behavior (e.g. grade) would be an important irst step 
in this process. Proiles suggested today would employ between 40 and several hundred 
epigenetic biomarkers. The relative amounts of each biomarker are measured by chip-based 
hybridization technology and require cluster analysis to produce a similarity score. Examples 
for each class of epigenetic test are given below.

DNA methylation detection generally targets hypermethylation of CpG islands in promoter 
regions of silenced tumor suppressor genes (TSG). Of epigenetic tests, this class currently 
enjoys the most widespread application in translational research. Thus, diagnostic tests 
have been proposed that target a single methylated gene, such as glutathione S-transferase 
p1 (GSTP1) detected in urine of patients with prostate cancer [105]. Methylation proiles 
of multiple genes also offer promise, since multiple TSGs are rarely found to be silenced by 
promoter hypermethylation in non-cancerous human tissue [106]. Thus, TSG methylation 
proiling by nested methylation sensitive PCR (MS-PCR) methods has demonstrated accurate 
detection of lung, cervical, thyroid, and breast cancers. Although the speciicity of these 
methods appears encouraging, the sensitivity is hampered by low-circulating copy number 
and potentially-interfering substances such as anticoagulants and uniform sets of positive 
and negative controls [101].
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MicroRNA expression proiles [102] target up-regulated transcripts such as miR-127, a 
translational repressor of BCL-6 gene transcription, thus down-regulating this anti-apoptotic 
factor in lymphoma and in other hematological cancer. Expression proiles measuring  
42 well-characterized microRNAs in tumors with non-diagnostic histology (tumors of 
unknown primary site) were found more effective at predicting the correct diagnosis than 
was protein-coding genomic RNA analysis [48].

Histone modiication proiles target covalent modiication of certain histone amino acids 
(lysine, arginine, serine), often found in the histone tail, and include phosphorylation, 
acetylation, methylation, ubiquitination, and sumoylation. Histone modiication of 
speciic genes is known to contribute to transcriptional activation (histone acetylation) or 
suppression (some histone methylation) of tumor suppressor genes as well as to affect DNA 
repair and chromosome organization. Gene-speciic proiling of histones via ChIP on chip 
technology and mass spectroscopy are both highly specialized research techniques which 
await technologic innovation to become candidates for widespread clinical application.

Prognostic utility of global epigenetic aberrations is the focus of considerable recent activity 
in the literature, with particular focus on global hypomethylation and global histone 
modiication. In general, the genetic instability within a tumor cell population is thought to 
relect genome-wide epigenomic changes and is thus linked to prognosis [107,108]. Global 
hypomethylation has long been known to characterize human cancers but has not been as 
speciic a predictor of cancer prognosis as are certain global histone modiications. Thus, 
certain global histone modiications determined by tumor immunohistochemistry are more 
readily measured in large specimen studies than are gene-speciic histone modiications, 
which require chromatin immunoprecipitation. Recent studies [109–111] of global histone 
dimethylation (e.g. H3K4me2), trimethylation (e.g. H4K20me3), and acetylation (e.g. 
H2AK5ac and H3K18ac) have shown prognostic potential in invasive cancers (e.g. prostate, 
colon, breast, lung, and hematologic cancer). Conversely, loss of histone trimethylation in 
H4K20me3 was observed both in preneoplastic lesions and as an adverse outcome predictor 
in squamous cell carcinoma of lung [112].

The acceptance by Medicare and third party payers for use of epigenetic tests of cancer in 
routine clinical practice could follow a course similar to that of protein-coding genomic tests. 
By guiding personalized cancer management to avoid costs associated with chemotherapy 
choices of unlikely beneit, insurer acceptance can be justiied, hopefully resulting in 
improved outcomes. Here, an important precedent has been set by various oncogene tests. 
Breast cancer cell expression of Her-2/neu by immunohistochemistry or luorescence  
in situ hybridization (FISH), mRNA expression proiling in breast cancer by Oncotype 
DX (Genomic Health, Inc), and k-RAS mutational analysis in colon cancer by laboratory 
developed tests (LDTs) in specialty reference labs all enjoy national endorsement by 
NCCN Guidelines for cancer management. For many of these tests, large scale clinical trial 
validation has been documented and nationwide standardized criteria for quality control 
and quality assurance are already in place (e.g. Her-2/neu, k-RAS). A similar evolution awaits 
diagnostic epigenetic tests.

EPIGENETIC THERAPY OF CANCER

In comparison to normal cells, the genome from cancer cells is characterized by a decrease 
in histone modiications (e.g. acetylation) [32] and hypomethylation of CpG sites [113]. 
Pharmacologically correcting these potentially reversible changes is a rational therapeutic 
strategy. Speciically, inhibitors of DNMTs or HDACs could reactivate methylated or 
acetylated tumor suppressor genes and restore normal cell-cycle checkpoints.

Methylation of different genes in the hematologic malignancies correlates with worse 
prognosis. For example, methylation of p15-INK4B portends a worse prognosis in 
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myelodysplastic syndromes (MDS) [114], acute myelogeneous leukemia (AML) [115], 
and high grade lymphomas [116]. Based on these and other indings, the hematologic 
malignancies provided the proving ground for the two FDA approved DNMT inhibitors: 
5-azacytidine and 5-aza-2９deoxycytidine. In 2004, 5-azacytidine was approved for the 
treatment of both the low- and high-risk subtypes of myelodysplastic syndromes (MDS). In 
2006, 5-aza-2９deoxycytidine, which is 10-fold more potent than 5-azacytidine, was approved 
for the treatment of MDS in previously treated and untreated, de novo and secondary MDS of 
all French-American-British subtypes. Unfortunately, while these drugs produce reasonable 
clinical responses in the hematologic malignancies, they have had limited beneit in solid 
tumors [117].

Post-translational acetylation of histone proteins facilitates transcription by opening 
the regional chromatin structures, which then allows access of regulatory proteins to the 
underlying DNA. In some cancers, genes that control cell-cycle checkpoints, apoptosis, or 
differentiation are silenced, thereby promoting the malignant phenotype. One potential 
therapeutic strategy has been to reactivate these suppressed genes by inhibiting the histone 
deacetylase enzymes. Re-expression of these genes was shown in culture for vorinostat and 
for several other histone deacetylase inhibitors (HDACi) [118]. Subsequent clinical studies 
demonstrated a clinical beneit of vorinostat, and in 2006 the FDA approved it for the 
treatment of refractory cutaneous T-cell lymphoma [119]. In addition to HDACi regulating 
histone proteins, a variety of non-histone proteins with diverse functions also are acetylated. 
Consequently, HDACi have multiple functions including deregulation of heat-shock proteins 
[120], alterations in microtubules [121], and NF-B mediated transcriptional activation 
[122]. These associated functions of HDACi may account for some of the toxicities associated 
with higher doses but may also be responsible for the clinical eficacy of these agents.

MicroRNAs have a unique role in the anti-cancer armamentarium. Not only do microRNAs 
regulate many biologic processes, such as differentiation, proliferation, and apoptosis, 
but they also function as tumor suppressors and oncogenes [10]. The development of 
pharmacologic agents to modulate microRNAs is attractive because speciic oligonucleotides 
can be synthesized and modiied to speciically target a given microRNAs species [123]. 
Another potential beneit is that modulation of a single microRNAs species could 
simultaneously control multiple genes in a given pathway. Several experimentally-tested 
approaches to microRNA therapy have shown promise. One approach is to inhibit 
microRNAs that promote cancer growth and/or metastases. Liang et al. transfected breast 
cancer cells with a vector designed to block microRNA-155 in order to diminish CXCR4 
levels [124]. The transfected cells exhibited reduced migration and invasion in vitro and 
formed fewer lung metastases in vivo compared to controls. A second approach is to replace 
microRNAs that are deicient in cancers. Murine hepatocellular carcinoma cells have low 
levels of MicroRNA-26a in comparison to most normal tissues. MicroRNA-26a induces 
cell-cycle arrest by targeting the cyclins D2 and E2. Kota et al. demonstrated that systemic 
administration of microRNAs-26a via an adeno-associated virus induced tumor-speciic 
apoptosis and ablated tumor progression without toxicity [125]. The therapeutic potential 
for microRNAs-mediated therapy is applicable to a wide variety of tumor histologies and 
stages of disease and more clinical trials should be forthcoming.

CONCLUSION

The diverse ield of epigenetics has rapidly added to our understanding of oncogenesis and 
has facilitated the development of novel therapeutic drugs, and will potentially generate 
new methods to prevent, diagnose, and treat cancers. Superimposing the ield of epigenetics 
on the underpinnings of oncogenes and tumor suppressor genes has revealed a molecular 
framework that helps explain the observed pathologic transition from the normal to the 
malignant phenotype. The more familiar regulatory mechanisms like DNA-methylation 
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and histone-acetylation in conjunction with additional pathways like microRNAs provide 
a diverse array of novel targets for therapeutic intervention. Additionally, because many of 
these changes are present prior to the malignant transformation, investigators may have the 
ability to create drugs or agents to diagnose or even prevent early cancers.
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IMMUNE SYSTEM AND AUTOIMMUNITY

The immune system enables the organism to resist infections and is composed of the innate 
or non-speciic system and the adaptive or speciic system. Aberrations in any part of it can 
lead to misdirected reactions resulting in autoimmunity where the immune system attack 
turns against the host tissues.

Innate Immunity

Since the innate immune system constitutes the irst defense against microorganisms such 
as viruses, bacteria, and/or fungi its role is the nonspeciic recognition of pathogens and 
their removal without giving protective memory to the host. Upon recognition of foreign 
substances, certain peptides derived from such pathogens, it is activated via pathogen 
associated molecular patterns (PAMPs) ligating to pattern recognition receptors (PRRs) 
such as Toll-like receptors (TLRs) expressed on the cells of the innate immune system [1,2]. 
Activation might also occur by ligation of diverse molecules expressed on stressed, injured, 
infected, or transformed human cells that also act as PAMPs [3]. Therefore, stress factors 
such as heat, fractures, necrosis, pressure, apoptosis, hypoxia, or carcinogenesis can also 
result in the activation of the innate immunity. In addition to sensing and removing foreign 
particles by phagocytosis or the production of nitric oxide (NO) the role of the innate 
immune system is also the recruitment of immune cells to sites of infection or inlammation 
by producing cytokines and chemokines [4]. Moreover, the function of the innate immune 
system is the activation of the complement cascade resulting in massive ampliication of 
the response and activation of the cell-killing membrane attack complex and, last but not 
least, the activation of the adaptive immune system [5,6]. The cells of the innate immune 
system include phagocytic cells (monocyte/macrophages and neutrophils), natural killer 
(NK) cells, dendritic cells (DCs), granulocytes, mast cells, and platelets. They act as antigen-
presenting cells (APCs) and express a cell surface molecule encoded by genes in the major 
histocompatibility complex – class II MHC molecules, on which they present pathogenic 
epitopes leading to the activation of the adaptive immune system.

Macrophages (CD14/CD68) play an important role in wound healing and in activation 
of the immune responses [7]. They function in phagocytosis and intracellular killing of 
microorganisms as well as in extracellular killing of altered self target cells. They are the 
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main source of tumor necrosis factor  (TNF) and interleukin-1 (IL-1) – two powerful 
proinlammatory cytokines [7,8].

NK cells (CD56, CD16) are capable of nonspeciic killing of virus-infected and tumor 
cells by recognizing level changes of a surface molecule MHC class I. They release perforin, 
granzymes, and cytokines such as interferon- (IFN-), which has a protective role against 
many intracellular pathogens [9,10]. They also belong to the adaptive immune response 
since they act as effector cells in antibody-dependent cell-mediated cytotoxicity.

DCs are the most potent of the APCs [11]. After phagocytosing pathogens they up-regulate the 
expression of co-receptors, which enhance their ability to stimulate the cells of the adaptive 
immune system, such as T cells via CD40 co-receptors – CD40 ligand interaction [12]. 
Activated DCs also release IL-12, which primes and activates the adaptive immune system.

Adaptive Immunity

The adaptive immune system is composed of lymphocytes, T cells (CD3) and B cells 
(CD20), specialized immune cells that recognize speciically pathogenic epitopes and upon 
this recognition they proliferate resulting in multiple copies of a single speciic cell clone 
[13]. Then, activated B cells differentiate to plasma cells and produce immunoglobulins 
(antibodies) binding speciically the corresponding antigen. The antigen–antibody 
complexes activate the complement system and can be cleared by phagocytosis via Fc 
receptors expressed on macrophages [14]. T cells speciic for the antigen can stimulate a 
B-cell response (T helper; CD4) or directly kill the pathogen by releasing the cytotoxins 
perforin and granzymes (T cytotoxic; CD8) [15]. Whereas helper T 1 (Th1) cells are 
involved in cellular immunity against intracellular bacteria and viruses by expression of 
INF- and IL-2, Th2 cells mediate the humoral response to parasitic infection and are 
characterized by the production of IL-4. Th17 cells play a critical role in host defense against 
extracellular pathogens, particularly those colonizing exposed surfaces like skin, the mucosa 
of the airways, or lining of the intestines. They are the major source of IL-17 and induce 
the production of chemokine gradient leading to recruitment of the cells of the innate 
immunity [16]. Another subset of T cells, T regulatory cells (Treg; CD4, CD25, Foxp3) 
are responsible for limiting the immune response and for immune tolerance to self antigens 
and therefore they constitute defense against self-directed attack of the immune system [17]. 
The effector cytokine of Treg cells is anti-inlammatory IL-10.

Autoimmunity

In autoimmune disorders, such as systemic lupus erythematosus (SLE) or rheumatoid 
arthritis (RA), the cells of the adaptive immunity recognize self antigens and propagate a 
self-directed autoimmune reaction since the organism is unable to determine the difference 
between antigens coming from a pathogen such as virus or bacteria and the individual’s cells 
and body tissues [18]. In consequence, the immune system creates autoantibodies, which 
are mostly directed against the organism’s own tissues and, depending on the localization, 
results in diverse complications. Frequently, autoantibodies are present prior to diagnosis 
and even onset of the disease [19–21]. A minority of RA patients are seronegative, indicating 
that RA is a heterogeneous disease [22–25].

Most of the autoimmune diseases have an unclear pathogenesis. Nevertheless, the 
contribution of epigenetic changes is quite well recognized in SLE [26] and has recently 
emerged as being modiied in RA as well as few other autoimmune disorders such as 
multiple sclerosis (MS), type 1 diabetes, systemic sclerosis (SSc), the immunodeiciency 
centromeric instability and facial anomalies (ICF) syndrome, and autoimmune thyroid 
disease, and even in experimental autoimmune encephalomyelitis [27,28]. In this chapter we 
focus on those of the immune disorders in which there is most evidence for the involvement 
of aberrant epigenetic modulations.
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EPIGENETICS OF IMMUNE CELLS

CD4 T Cells

T REGULATORY CELLS

Recently, research has focused on elaborating the epigenetic regulation of the forkhead 
box P3 (Foxp3) – a transcriptional repressor and the master regulator of development 
and function of Treg cells [29]. It has been shown that CpG motifs in the locus of Foxp3 
are demethylated in Tregs in contrast to naive T cells [30–33]. Furthermore, also histone 
modiications such as increased histone acetylation in the promoter of Foxp3 have been 
described in natural Tregs [34,35]. Stimulation of Treg cells by ligation of TCR leads to the 
nuclear translocation of Foxp3 and its binding to promoters of proinlammatory IL-2 and 
INF- inducing their deacetylation and silencing, as well as to promoters of GITR, CD25, 
and CTLA-4 increasing their acetylation and expression which is characteristic for the 
functional Tregs [36,37]. It was shown that Foxp3 is optimally functional when in a complex 
with histone acetyltransferase Tip60 and histone deacetylase HDAC7 [38]. Furthermore, it 
was demonstrated that HDAC9 binds Foxp3 in resting, non-inhibitory Tregs, being a key 
repressor of Foxp3 function in Tregs, and upon ligation of TCR dissociates from the complex 
[38]. Therefore, it has been suggested that the selective blockade of HDAC9 could be used for 
treatment of autoimmune diseases and/or post-transplantation where Tregs with increased 
functionality could be of high relevance [35]. The use of HDAC inhibitors has already been 
shown to enhance the function of the Treg cells, and was beneicial in the treatment of 
homeostatic proliferation, inlammatory bowel disease, improved cardiac and islet survival, 
and allograft tolerance (in combination with rapamycin therapy) [29,34].

Th1 CELLS

Similarly to the naive T cells, Th1 cells have most of the CpG demethylated, including the 
promoter of IFN- [39]. Moreover, in Th1 cells also epigenetic changes in the histones of 
the IFN- locus such as increased histone acetylation and H3K4 dimethylation paralleled by 
complete loss of the repressive mark of H3K27 methylation were observed [40,41].

Th2 CELLS

It has been shown that chromatin remodeling involving changes in histone structure and 
DNA methylation surrounding the IL-4 gene, encoding the effector cytokine of Th2 cells, 
lead to Th2-cell activation and differentiation [42]. In developing Th2 cells, the IL-4 gene is 
positioned apart from heterochromatic regions and is demethylated [43,44], while silencing 
of Th1 speciic IFN- occurs by nuclear reorganization to the heterochromatic domain, as 
well as increased CpG and H3K27 histone methylation [40,41,43]. Furthermore, histone 
acetylation and H3K4 dimethylation in the promoter of IL-4 is increased while repressive 
H3K27 trimethylation is down-regulated [42,45]. Histone acetyltransferase CREB-binding 
protein (CBP) promotes expression of IL-4 while HDAC1, 2, and 3 have the opposite effect. 
Aberrant expression of IL-4 has been described in allergic and autoimmune disorders such as 
RA and diabetes type 1 [46–48].

Th17 CELLS

To date, there is not much data available on the epigenetic regulation in Th17 cells. 
Nevertheless, it was reported that the promoters of IL17a and IL17f genes are hyperacetylated 
in Th17 cells and this modiication is dependent on STAT3 [49,50].

B Cells

Many epigenetic changes occur during the development of B cells. At different stages of B-cell 
maturation different genes are expressed due to demethylation in their promoters. Thus, 
demethylation of Pax-5, Pu-1, and Ig/mb-1 occurs in the early B-cell development [51–53]. 
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Later on these DNA regions become methylated, and the transcription is switched off. At the 
pre-pro-B stage demethylation of DNA and histone trimethylation H3K4 in the promoter of  
B cell co-receptor CD19 takes place [54]. As the cell matures demethylation of the complement 
receptor II (CD21) promoter occurs [55]. Upon stimulation of B cells via BCR the synthesis  
of DNMT1 increases leading to increased DNA and histone H3K9 methylation [56,57].  
Also, acetylation of histones is involved in the development of B cells since it was shown to 
play a role in the generation of B-cell receptors (BCRs) [58] and in the regulation of  
B lymphocyte-induced maturation protein 1 (Blimp-1), the master regulator of plasma cell 
differentiation [59].

The use of HDAC inhibitors induces in B cells expression of genes such as CMH-II, CD21, 
and IgM while repressing INF, IL-12, IL-6 and IL-10 [59–61]. Furthermore, it promotes B-cell 
terminal differentiation and apoptosis. It is suggested that this could be the mechanism of 
decreasing renal disease observed in MRL-lpr/lpr mice, a lupus-like animal model [62].

ICF syndrome caused by a mutation in the de novo DNA methyltransferase 3B (DNMT3B) 
[63] is characterized by B-cell immunodeiciency, in which cell hypomethylation of 
pericentromeric and subtelometic repeats is observed [64]. It is associated with blocked 
differentiation of naive B cells into memory/plasma cells, which leads to immunoglobulin 
deiciency [65].

Macrophages

In macrophages, epigenetic regulation has been described in the LPS tolerance [66]. 
Re-stimulation of macrophages by LPS leads to LPS tolerance, due to the loss of 
histone acetylation and H3K4me3 marks in the promoters of a set of genes including 
proinlammatory mediators [66].

Dendritic Cells

It has been reported that DC during acute sepsis undergo epigenetic modulations leading 
to subsequent impairment of IL-12 expression [67]. The down-regulation of IL-12 
expression was connected with a decreased ratio between H3K4me3 and H3K27me2 at 
the IL-12 promoter. Taking into account that during severe sepsis there is an overwhelming 
pathological response and deregulation of cytokine expression, the authors hypothesized 
that TLR and cytokine signaling could be the potential contributors to the epigenetic 
changes in DC [68]. Therefore, it is also possible that in autoimmune diseases, where 
chronic inlammation occurs, DC could also undergo epigenetic modiications. Up to date, 
alterations in DC homeostasis have been described to be involved in the pathogenesis of 
various autoimmune diseases, such us SLE, RA, MS, and type I diabetes [69,70].

EPIGENETICS OF SLE

SLE is a chronic inlammatory connective tissue disease resulting in pain, inlammation, 
and, often, damage to organs. It affects different parts of the body, including the joints, skin, 
nervous system, blood, and kidneys [71]. Depending on the type of lupus, the symptoms can 
include rashes, hair loss, aching and swelling of joints, fever, anemia, and abnormal blood 
clotting. The disease can take a mild course when it affects only a few organs; nevertheless 
the severe form can be life-threatening. The main characteristic of lupus is the production of 
autoantibodies, such as anti-dsDNA antibodies, by self-reactive B cells. T-cell abnormalities 
and aberrant T helper cytokine proiles have been implicated in breaking immune tolerance 
to nuclear and cytoplasmic antigens [72,73].

Beside a strong genetic factor driving SLE [74], it is now clear that epigenetics plays a role 
in its development [26]. The irst clue that the epigenetic alterations could participate 
in the pathogenesis of an autoimmune disease, or even be a cause for it, arose from the 
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experiments where T cells were treated with demethylating agents. Richardson in 1986 
could show that CD4 T cells become autoreactive after treatment with the demethylator 
5-azaC [75]. This work showed that the T cells with demethylated DNA lost the requirement 
of a speciic antigen on the MHC II molecules and that only their exposure to the antigen-
presenting cells was suficient for inducing activation and proliferation. Consequently, it was 
reported that the DNA in T cells of both SLE and RA patients is hypomethylated [76].

Recent reports describe an increasing number of drugs to be implicated in drug-induced 
lupus with hydralazine, procainamide, and isoniazid accounting for the highest number of 
cases [77]. Approximately 12% of the patients under high dose hydralazine treatment over 
long periods of time developed lupus-like symptoms. The symptoms generally disappeared 
upon discontinuing the medication. Already in 1991 it had been reported that procainamide 
and hydralazine induced lupus-like disease also in mice [78]. Interestingly, hydralazine 
and procainamide are demethylating agents. Hydralazine decreases DNA methylation via 
inhibition of the ERK pathway [79] while the hypomethylation of the DNA in lupus T cells 
is due to decreased signaling via the ERK pathway [80]. Recently, it has been demonstrated 
in a mouse model that decreasing ERK signaling in T cells results in the down-regulation 
of DNA methyltransferase 1 (Dnmt1) and overexpression of the methylation-sensitive 
genes characteristic for T cells in human lupus. Moreover, these animals also developed 
anti-dsDNA antibodies [81]. Furthermore, the transfer of in vitro demethylated T cells to the 
syngeneic mice resulted in the development of lupus like disease [82].

Even though the mechanisms of the pathogenesis of SLE are not clear, it is well-accepted that 
epigenetic malfunctions are involved. It is not clear whether hypomethylation is the cause or 
result of inlammation in SLE; however, recent evidence suggest that inlammation may lead 
to epigenetic modiications [83].

As a result of promoter hypomethylation, genes including perforin [84], CD70 [85], and 
CD11a are overexpressed in T cells [86]. Perforin is a cytotoxic effector molecule expressed 
in NK cells and a subset of T cells. The overexpression of perforin is thought to contribute 
to promiscuous monocyte killing by the CD4 T cells in lupus since the perforin inhibitor 
concanamycin A blocks autologous monocyte killing [84]. Cytotoxic T lymphocyte-
mediated killing has been proposed to be a preferential and selective source of autoantigens 
in SLE [87]. Moreover, the increase in activated CD8 T lymphocytes expressing perforin 
and granzyme B was shown to correlate with disease activity in patients with SLE [88]. 
Overexpression of a B-cell co-stimulatory molecule CD70 on the other hand contributes to 
hyperstimulation of B cells [85]. CD11a (lymphocyte function-associated antigen 1) is an 
integrin overexpressed on an autoreactive subset of T cells from patients with active lupus 
which might also be contributing to the lares in this disease [86]. Furthermore, in women 
with lupus demethylation of the promoter of CD40L paralleled by the overexpression 
of CD40L was also observed [89]. This observation is of high interest since CD40L is 
encoded on the X chromosome and one copy of CD40L in women is normally silenced 
by hypermethylation of its promoter. Moreover, lupus is much more prevalent in women 
compared to men, where the ratio is 9:1 [90].

Besides the involvement of DNA hypomethylation in the development of lupus, impaired 
histone modiications have been recently described, in cells from lupus patients as well 
as from animal models of lupus-like disease. Hypoacetylation of H3 and H4 histones was 
irst described in autoimmune ield in splenocytes isolated from lupus prone mice [91]. 
Furthermore, treatment of these mice with HDAC inhibitors, TSA or SAHA, improved 
glomerulonephritis and splenomegaly [62,92]. In accordance with this, in vitro data also 
showed that splenocytes from lupus-prone mice treated with HDAC inhibitors had reduced 
expression of cytokines such as IL-6, IL-10, IL-12, INF, and TNF as well as nitric oxide 
synthetase and NO itself. These data suggest that the activity of HDACs is increased and 
could contribute to the development of at least some of the symptoms in lupus. This idea is 



540

SECTION IX 

Epigenetics and Human Disease

also supported by the data from a study wherein the presence of B cells with inactive histone 
acetyltransferase p300 leads to a development of severe lupus-like disease in mice [93]. These 
animals developed anti-dsDNA antibodies as well as glomerulonephritis and died prematurely. 
The animal model experiments are relected by human data where, in CD4 T cells, global 
histone H3 and H4 hypomethylation was observed [94]. Most interestingly, the degree of 
hypomethylation correlated with the disease activity. Furthermore, it was also shown that in 
the CD4 T cells from lupus patients the global methylation of H3K9 is also decreased.

Also, the innate response is active in lupus patients, half of them carrying a characteristic 
type-I IFN signature in their PBMC [95]. Here, the modulation of miRNA has been 
recognized recently. In this regard, miR-146a targets several transcripts of this pathway, 
including STAT-1 and IRF5. Interestingly, levels of miR-146a are signiicantly decreased 
in PBMC from lupus patients, pointing to a defect in the regulation of IFN/ activation 
as an inductor mechanism of the disease [96]. Furthermore, autoantibodies in lupus and 
in several other connective tissue disorders target the microRNA pathway. It was recently 
found that several autoantibodies from patients with connective tissue diseases recognize 
some of the structures involved in the microRNA working machinery [97]. Anti-GWB 
antibodies (targeting Ge-1 and GWB182) have been identiied in autoimmune PNP, Sjögren 
syndrome, SLE, RA, and PBC. In the same way, anti-Su autoantibodies have been shown in 
20% of lupus patients as well as in scleroderma, and recognize the major components in 
the maturation of functional miRNA, including Dicer/TRBP and RISC, likely because of the 
presence of the regulating Argonaute protein Ago 2.

EPIGENETICS OF RHEUMATOID ARTHRITIS (RA)

RA is a chronic, systemic autoimmune disease of which the main characteristic is joint 
destruction [98]. Since the changes in joints lead to the loss of function, RA frequently 
results in disability and is associated with increased pain.

The pathogenic phenomena in RA occur mainly in the synovial tissues. The main function 
of the synovial tissue in a healthy joint is supplying the synovial luid which lubricates the 
cartilage and minimizing the friction of the cartilage covering the bones. In RA, the synovial 
tissue overgrows as a result of iniltration by immune cells and the increased survival rate 
of the synovial resident cells [99]. Activation of the iniltrating immune cells leads to a self-
directed attack localized to joints and is followed by joint inlammation (arthritis). Activation 
of resident synovial cells parallels the inlammation and results in an aggressive invasion of 
synovial ibroblasts and macrophages into cartilage and bone, leading to their damage.

Due to synovitis, the main symptoms of RA are swelling of multiple joints, which become 
tender, and their stiffness causes dificulties in movement [100]. Usually, RA affects multiple 
joints of the hands, feet, and cervical spine but also can involve larger joints like the wrist, 
elbow, shoulder, or knee. As the disease progresses, it can also involve other organs such as 
skin, where rheumatic nodules can be formed, and lungs. Moreover, in the severe course 
of RA, vasculitis can also be observed. Patients with RA are more prone to atherosclerosis 
and have generally an increased risk of cardiovascular events like heart attack and stroke 
[101]. RA affects about 1% of Western Europe’s population, being the most common of the 
inlammatory joint diseases. Women have a three times increased risk of RA compared to 
men [102]. The disease onset is most commonly observed in individuals between 30 and 60 
years old.

Recent studies on epigenetics have contributed to a better understanding of the  
pathogenesis of RA. The irst evidence for epigenetic alterations describing impaired  
T-cell DNA methylation was published in 1990 [76]. Later on, our group demonstrated 
that RA synovial ibroblasts (RASFs) are intrinsically activated and resemble an activated 
phenotype [103]. The activated phenotype of synovial cells is characterized by increased 
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production of proinlammatory cytokines that in turn attract more inlammatory cells to the 
joints [104]. Furthermore, RASFs express increased levels of adhesion molecules and matrix 
degrading enzymes. RASFs are also characterized by intrinsically high levels of the small 
ubiquitin modiier 1 (SUMO-1) which contributes to their resistance to apoptosis, especially 
at sites of invasion [105], as well as an increased expression of proto-oncogenes and cell cycle 
proteins and therefore have been suggested to resemble transformation [106]. Nevertheless, 
RASFs have not been shown to proliferate extensively like cancer cells; thus we refer to them 
as cells with an activated phenotype [104]. It needs to be investigated to which extent the 
epigenetic changes are responsible for this activated phenotype of RASFs.

Recently we have shown that RASFs have decreased levels of global DNA methylation [107], 
which could result in an increased expression of cell activating genes. Since unmethylated 
CpGs stimulate the innate immune response via TLR9 [108] the hypomethylated DNA from 
the apoptotic T cells or RASFs might trigger the innate immunity. We reported further that 
CpG islands in the promoter of the retrotransposable element LINE-1 are hypomethylated in 
RA synovial cells which leads to the reactivation of transcription of LINE-1 [109]. In another 
study, a single unmethylated CpG in a promoter of IL-6 in monocytes from patients with RA 
was reported to render IL-6 more inducible by LPS stimulation [110]. On the other hand, the 
expression of a member of the apoptosis-inducing Fas gene family, death receptor 3 (DR3), 
was shown to be down-regulated in synovial cells from patients with RA due to speciic 
methylation of the CpG island in its promoter [111]. This down-regulation might render RA 
synovial cells resistant to apoptosis. These indings resemble certain aspects of malignant 
cells where methylation of speciic promoters, for example in tumor suppressor genes, is 
followed by the hypomethylation of others, like proto-oncogenes.

Regarding histone modiications, our group described that in RA synovial tissue the balance 
of HAT/HDAC activity is strongly shifted towards histone acetylation [112]. Speciically, we 
observed a down-regulation of HDAC1 and 2 in the synovium of patients with RA.

In other reports, it has been shown by in vivo studies that the HDAC inhibitor FK228 inhibits 
joint swelling, synovial inlammation, and joint destruction in autoantibody-mediated 
arthritis in mice through the induction of p16INK4a and the up-regulation of p21(WAF1/
Cip1) [113]. Furthermore, FK228 also suppressed the production of hypoxia-induced VEGF 
and blocked angiogenesis in synovial tissue in collagen-antibody-induced arthritis [114]. 
Accordingly, another HDAC inhibitor, TSA, was demonstrated to induce cell cycle arrest and 
apoptosis in RASF particularly in combination with ultrasound treatment [115]. TSA was 
also shown to render RASF sensitive for TRAIL-induced apoptosis; however, in our study TSA 
had no effect on apoptosis in the absence of TRAIL [116]. In summary, there is a signiicant 
down-regulation of speciic HDACs observed in the tissue of RA patients while, on the 
contrary, in animal models inhibitors of HDACs ameliorate the disease. These data imply 
that HDACs might be less active, however, also localized aberrantly, at speciic promoter 
sites, and hence participating in the pathogenesis of RA. On the other hand, the effect of 
HDAC inhibitors could be also mediated by non-histone substrates of HDACs. Therefore, 
it might be considered, as we predicted, whether the inhibition or rather relocalization of 
HDACs to a proper position is feasible for the treatment of RA [117].

In addition, modulations in the expression of miRNA have been detected in RA. The 
expression of miR-155, miR-146a, and miR-203 was shown to be higher in RASF compared 
to OASF [118–120] and miR-155 was inducible by TNF, IL-1, and the ligands of TLR2, 
3, and 4 [118]. Furthermore, we have proven that miR-155 repressed the expression of 
matrix metalloproteinase (MMP)-1 and -3 in RASFs, implying that it counter-regulates 
inlammation and destruction. On the other hand, miRNA-155 has been suggested to be 
involved in B-cell malignancies [121], which is interesting in view of the fact that B cells play 
a major role in the pathogenesis of RA, as demonstrated by the successful application of anti-
CD20 targeted therapies deleting B cells from the synovium [122].
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Even though miR-146a was shown to be expressed at higher levels in RA, it was also 
reported to be unable to function properly by down-regulating the expression of TRAF6 
and IRAK-1, two molecules involved into the pathway of TNF synthesis [123]. In 
addition, miR-203 was shown to be involved in the up-regulation of IL-6 and MMP-1 in 
RASF indicating a role of miR-203 in the development of the activated phenotype of RASF 
[120]. Moreover, the expression of miR-203 seems to be regulated by DNA methylation, 
since it was increased upon treatment with 5-aza. Interestingly, microparticles which are 
small vesicles released from cells by exocytic budding during activation or death present in 
abundant quantities in the synovial luid of patients with RA, contain miRNA, as shown 
recently by our laboratory [124,125]. This supports our notion that microparticles are 
inter-cellular mediators of inlammation participating in the pathogenesis of RA [126]. In 
summary, accumulating reports suggest that the epigenetic modulation could result in the 
intrinsic activation of RASF [99].

EPIGENETICS OF OTHER IMMUNE DISORDERS

Multiple Sclerosis

The recent data from the reports by Moscarello and co-authors strongly suggest that 
epigenetic aberrations could also lead to the development of MS [127–129]. MS refers 
to “multiple scars” that accumulate in the brain and spinal cord since it is a chronic 
inlammatory neurodegenerative autoimmune disease characterized by progressive 
demyelination of the neurons, leading to their destruction [130]. MS is characterized by the 
formation of focal demyelinated plaques in the white matter of the central nervous system 
[131]. Also, the atrophy of gray matter is observed with foci of demyelination, microglial 
activation, leptomeningeal inlammation, iron deposition, and neuronal loss. These changes 
result from the migration of lymphocytes into the brain early in the disease [132]. The 
majority of disability in MS however, relates to spinal cord dysfunction. Axonal and myelin 
loss are major pathological features of MS [133] which can result from attack of immune 
cells, such as CD8 cells damaging neurons or macrophages stripping myelin from the 
axon. Otherwise neurons can be damaged also by a release of toxic intermediates such as 
glutamate or nitric oxide [130]. There are different types and stages of MS, ranging from MS 
that progresses slowly to rare malignant forms leading to progressive disability [131].

Peptidyl argininedeiminase 2 (PAD2) is overexpressed in MS, which leads to increased 
deimination (citrullination) of myelin basic protein (MBP) in the white matter of brains of 
patients with MS [134]. Citrullination of myelin in turn results in the loss of myelin stability 
in the MS brain since it is accompanied by the loss of positive charge which compromises 
the ability of MBP to interact with the lipid bilayer. The increase of the PAD2 expression 
is most probably due to demethylation of a region in the PAD2 promoter [128]. Moreover, 
in the same report the DNA demethylase activity in the white matter of MS patients was 
also shown to be increased. Although no potential DNA demethylase was reported to be 
responsible for the decrease of DNA demethylase activity, the ratio of total cytidilic acid and 
5-methyl cytidilic acid measured in the DNA demethylase assay was almost doubled in the 
white matter extracts from brains of patients with MS compared to controls [128].

Type 1 Diabetes Mellitus

Type 1 diabetes is an autoimmune disorder characterized by T-cell-mediated destruction of 
the insulin-secreting  cells of the Langerhans islets in the pancreas [135]. This in turn leads 
to an absence of insulin and hyperglycemia resulting from hepatic excessive production 
of glucose and decreased uptake of glucose from the circulation. The depletion of insulin 
results also in increase in fat breakdown and oxidation of fatty acids, delivering excess of 
ketones. Diabetes type 1 patients, if not supplemented with exogenous insulin, suffer from 
progressive central nervous depletion leading to coma and death. The early stages before the 
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onset of symptoms of diabetes type 1 are characterized by insulitis, the iniltration of the 
pancreatic islets by immune cells such as macrophages, dendritic cells, and T cells [136]. The 
onset of type 1 diabetes usually occurs during childhood or adolescence. More than 80% 
of  cells have already been destroyed by the time that the irst clinical symptoms become 
apparent, since the autoimmune processes destroying  cells remain subclinical for many 
years in most patients [137]. At the time of diagnosis, autoreactive T cells speciic for -cell 
proteins including insulin itself as well as autoantibodies against -cell proteins are detected 
in the peripheral blood [138,139].

Leukocytes in type 1 diabetes patients have decreased synthesis of IL-2 and T-lymphocyte-
associated antigen-4 (CTLA4), a major negative regulator of T-cell responses [140,141]. 
A defect in IL-2 signaling leads to a reduced function of Tregs and therefore promotes 
autoimmunity. The competency to produce IL-2 and/or the rate of transcription in type 1  
diabetes mellitus depends on a segment of DNA that extends 10 kb upstream of the  
known IL-2 promoter. 33 of the 46 disease-associated SNPs are located in this 5’ region of 
the IL-2 gene which has locus control region-like activity that determines the competency 
of a cell to express IL-2 mRNA [142]. This region undergoes speciic epigenetic changes 
during both development and activation that regulate locus accessibility and recruitment 
of the transcription machinery [143–145]. After activation of T cells several areas of DNase 
hypersensitivity corresponding to open chromatin appear at different sites of this regulatory 
region (four between 2.5 and 3 kb and three at 7, 8, and 10 kb) [143]. Acetylation 
of histones in the promoter of IL-2 has been found in naive T cells in contrast to non- 
T cells [144] and it is further increased upon activation of T cells [145,146]. Furthermore, 
upon activation of T cells (and potentiated by CD28 co-stimulation), CpG sites located 
within 600 bp of the IL-2 promoter become demethylated [146–148]. Also, methylation of 
arginine in proteins localizing to the IL-2 promoter has been shown to increase the expression 
of IL-2 [149].

Interestingly, non-obese diabetic mice with a defect in 10 kb upstream from IL-2 develop 
type 1 diabetes, promoting the iniltration of autoreactive lymphocytes into the pancreas 
[150,151]. Even though there exists substantial evidence that IL-2 expression can be regulated 
by epigenetic modiications, more studies are needed to prove that epigenetic changes are 
responsible for the decreased production of IL-2 in patients with type 1 diabetes mellitus. On 
the other hand, it was shown recently that epigenetic modiications play a role in decreasing 
the expression of CLTA4 in type 1 diabetic patients [152]. Increased histone H3K9me2 
repressive mark was observed in the promoter of CLTA4 in blood lymphocytes of patients with 
diabetes type 1. Decrease in the levels of CLTA4 is thought to enhance T-cell activation and 
in consequence to lead to autoimmune response.

It has been described that administration of activators of histone deacetylase, sirt-1, 
could be beneicial for diabetes type 2 patients by preventing -cell secretory failure and 
insulin resistance [153]. It is therefore possible that sirtuins could play a role also in the 
pathogenesis of diabetes type 1.

Systemic Sclerosis

Recently, it was demonstrated that epigenetic modiications play a key role in the 
pathogenesis of systemic sclerosis (SSc). Pathologic features of SSc include progressive tissue 
ibrosis and widespread vascular disorder [154,155]. Deposition of collagen occurs in the 
skin but can also occur in many internal organs, including the lungs, heart, gastrointestinal 
tract, and kidneys. Therefore, the clinical manifestations can differ broadly from a limited 
involvement of the skin and internal organs to diffuse skin involvement with ibrosis of 
internal organs, which in turn can lead to organ failure and death. The disease is driven by  
T cells, B cells, cytokines, and chemokines [156]. Activated antigen-speciic T cells are the 
major cells iniltrating skin and lungs. It is believed that ibroblasts derived from involved 
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SSc skin mediate tissue ibrosis in SSc, since these cells synthesize excessive amounts of 
collagen and other components of the extracellular matrix together with reduced expression 
of matrix metalloproteinases, leading to excessive matrix accumulation [157,158]. 
Furthermore, SSc ibroblasts are characterized by hyper-responsiveness to cytokines and 
chemokines and their increased production.

It was reported in 2006 that the augmented collagen synthesis by SSc ibroblasts was linked 
to epigenetic repression of the collagen suppressor gene FLI1 due to both hypermethylation 
and deacetylation of the FLI1 promoter [159]. FLI1 is a member of the Ets family of 
transcription factors which suppresses collagen production via a Sp-1-dependent pathway 
[160]. We could show that an HDAC inhibitor, TSA, prevented the induction of collagen 
type I and ibronectin in dermal ibroblasts from SSc patients and healthy controls. This 
beneicial effect of TSA was conirmed in the mouse model of bleomycin-induced dermal 
ibrosis, where TSA reduced the accumulation of collagen and the atrophy of the subcutis 
to levels comparable with those of control mice [161]. In our further studies we could show 
that TSA does not only block the enzymatic activity of HDAC, but additionally regulates 
the protein level of selective targets by inluencing their transcription [162]. Subsequently, 
almost all transcripts of HDACs are reduced by TSA in SSc ibroblasts, and the expression of 
HDAC-7 is almost completely inhibited. Most interestingly, we demonstrated that silencing 
of HDAC-7 decreased the release of collagen types I and III in SSc ibroblasts. Silencing of 
HDAC-7 appears to be not only as effective as TSA, but also a more speciic target for the 
treatment of SSc, because it does not up-regulate the expression of proibrotic molecules 
such as ICAM-1 and CTGF [162,163]. Moreover, it was reported just recently that inhibitors 
of DNA methyltransferases re-activate the expression of anti-ibrotic SOCS-3 and decrease 
the release of collagen in SSc ibroblasts [164]. Furthermore, the potent anti-ibrotic effect 
of 5-aza as well as of other inhibitors of DNMTs such as procainamide and hydralazine  
was also demonstrated in vivo using the mouse model of bleomycin-induced dermal 
ibrosis [164].

The epigenetic alterations were reported not only in SSc ibroblasts but also in T cells 
from patients with SSc [165]. Lei et al. described that the DNA in SSc CD4 T cells is 
hypomethylated and methylation-related genes were abnormally expressed [165].

ICF Syndrome

ICF syndrome is a rare autosomal disorder, caused by mutations of the de novo DNA 
methyltransferase 3B (DNMT3B) [63]. ICF syndrome is a recessive disease characterized by 
decreased levels of serum immunoglobulins in the presence of B cells, as well as chromatin 
decondensation and rearrangements, and satellite DNA hypomethylation speciically in the 
juxtacentromeric heterochromatin of chromosomes 1, 9, and 16. The hypomethylation of 
CpG sites in the pericentromeric satellite regions of these chromosomes was shown to be 
associated with centromeric instability.

USE OF EPIGENETIC MODIFIERS FOR POTENTIAL DIAGNOSIS  
AND THERAPY IN AUTOIMMUNE DISEASES

The knowledge base on epigenetic aberrations in autoimmune diseases is growing fast. 
Research in this ield is important since the current diagnosis for most of these disorders is 
far from satisfactory. The diagnosis is possible often only after the appearance of symptoms, 
which also means long after the disease actually started, as is the case for RA. Moreover, the 
prediction of the progress of such diseases is also dificult. Similarly, even though there has 
been substantial progress in the treatment of some of these diseases, for example RA, there 
is no eficient therapy available for most of them and none of the autoimmune diseases 
described in this chapter can be cured.
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The use of epigenetics for diagnostic purposes already has been shown in the ield of 
cancer, where speciic patterns of miRNA are of predictive value for the use of chemo- and 
radiotherapy in different tumor types [166]. Therefore, it is also possible that epigenetic 
differences could predict, for example, subgroups of patients with RA, such as destructive/
nondestructive RA, or responders/nonresponders for the treatment available. Regarding 
potential therapy, there are accumulating data suggesting that HDAC inhibitors could be 
used for the treatment of RA to reduce joint swelling, synovial inlammation, and joint 
destruction [113].

Also, regarding lupus, the use of HDAC inhibitors appears to be promising for the 
development of future therapy via reduction of proteinuria, glomerulonephritis, and spleen 
weight [62]. Moreover, HDAC inhibitors could be also beneicial for the treatment of other 
autoimmune disorders since they have been shown to potentiate the suppressive function 
of Treg cells [35]. The speciic inhibition of HDAC9 has been described as being particularly 
important in this context [35]. In general, the development of a potential drug targeting 
very speciically a distinct HDAC appears most promising since it would probably result 
in fewer side effects. Along this line, in SSc it was reported that both TSA treatment and 
speciic inhibition of HDAC7 had a potential positive effect in inhibiting genes involved in 
pathogenesis, while the latter showed less adverse side effects [162].

On the other hand, it has been described that T cells which play a crucial role in the 
pathogenesis of RA and lupus have hypomethylated DNA [76]. Moreover, DNA methylation 
is also decreased in MS [128], and in the T cells of patients with SSc [165]. Therefore, 
developing a drug which could increase the activity of DNA methyltransferases could also be 
of therapeutic value. However, detailed analysis of drugs regulating DNA methylation have 
unfortunately revealed them to have numerous “off target” effects [167].

The use of demethylating drugs for treatment of other conditions such as cancer (where they 
reactivate the expression of tumor suppressor genes) could also have severe side effects such 
as inducing autoimmunity [77]. Targeting speciic miRNA that are differentially expressed 
in autoimmune diseases, as in cancer [166], could be a potential promising treatment, 
but since one miRNA can have several targets, this approach needs careful examination. 
Most interestingly, there have also been distinct miRNAs regulating speciic processes, such 
as miRNA-122 in the replication of hepatitic C [168] and miRNA-29 in the regulation of 
collagen synthesis in ibrosis [169]. Most impressively, with high speed plasma, miRNAs turn 
out to be sensitive and speciic biomarkers of tissue injury [170). Taking these facts together, 
it can be safely concluded that the identiication and targeting of speciic miRNAs will take 
place with accelerating speed in the near future.
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INTRODUCTION 

Epigenetics is most commonly deined as the study of alterations in gene function that are 
heritable through both mitosis and meiosis, but do not involve any change in the DNA 
sequence itself [1] [reviewed in Refs 2,3]. At a molecular level, epigenetic mechanisms 
comprise irst and foremost chemical modiications of the DNA, and histone proteins, the 
major constituents of the chromatin. Additional mechanisms such as RNA interference, 
prion-like processes, and nucleosomes positioning also constitute epigenetic mechanisms 
[4], but are not covered in this chapter. 

CHAPTER 34 

DNA methylation most commonly occurs at cytosine–guanine dinucleotides (CpG), 
and is generally associated with transcriptional silencing. Silencing takes place through 
direct inhibition of the binding of transcription factors, or the indirect recruitment of 
methyl-CpG binding proteins (MBPs) and associated repressive chromatin-remodeling 
activity [5,6]. Since DNA methylation also occurs at the promoter and coding region of 
actively transcribed genes, it has also been implicated in transcriptional activity but the 
underlying mechanisms remain unknown [7,8]. Epigenetic modiications at the chromatin 
refer essentially to covalent posttranslational modiications (PTMs) of histone proteins. 
Histones are basic proteins whose major roles are to shape the DNA and control the 
condensation and the accessibility of the chromatin. They are composed of a globular core, 
a C-terminus tail, and an N-terminus tail, which is a loosely structured sequence of amino 
acids protruding out of the core. PTMs of histones can be found on all portions of the 
histones but are most predominant on the N-terminus tail because they project through 
the major and minor grooves of the DNA helix, and are therefore accessible to listone-
modifying enzymes [9]. These modiications primarily involve acetylation, methylation, 
phosphorylation, ubiquitination, and sumoylation, but also include ADP-ribosylation, 
glycosylation, and carbonylation [reviewed in Refs 10,11]. Owing to their speciic chemical 
properties, PTMs dynamically modulate the structure and degree of compaction of the 
chromatin, and thereby control its accessibility to the transcriptional machinery. This 
largely depends on the panoply of PTMs present on individual genes at a given time point. 

Both the acetylation and the phosphorylation of histones, which occur on lysine (K) 
and on serine (S), threonine (T), or tyrosine (Y) residues respectively, are associated with 
transcriptional activation [12]. For acetylation, this results in part from the neutralization 
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of the positive charge on lysine by the added acetyl group, while for phosphorylation, it 
involves the addition of a negative phospho group. This induces a repulsive force between 
the histone tail and the negatively-charged DNA, which relaxes the chromatin structure, and 
makes it more accessible to the transcriptional machinery. In contrast, histone methylation 
on lysine is associated with both actively transcribed and silenced genes [13,14], depending 
on the residue. It can occur as mono, di- or trimethylation, which modulate gene expression 
differently [15]. Histone methylation is also found on arginine (R) in both mono- or 
dimethylated form, but the impact on chromatin structure is not well understood [15]. 
Protein ubiquitination (also called ubiquitylation), which involves the attachment of the 
highly-conserved 76 amino acid polypeptide ubiquitin, is most commonly associated 
with the marking of proteins for degradation by the proteasome. However, ubiquitination 
also occurs on histone tails where its functions remain not fully characterized. It has been 
identiied as a prerequisite for subsequent histone methylation, and correlates with both 
transcriptional activation and nucleosome loosening [9,15,16]. Finally, histone sumoylation 
is the least known histone PTM. In yeast, it has been shown to occur on all four core 
histones, and can negatively regulate transcription, possibly by interfering with histone 
acetylation and ubiquitination [17,18]. 

The repertoire of DNA and histone modiications is induced, maintained, and modulated, by 
speciic enzymes that include DNA methyltransferases (DNMTs), histone acetyltransferases 
(HATs) and deacetylases (HDACs), histone methyltransferases (HMTs), protein kinases and 
phosphatases, and ubiquitin- and SUMO-associated enzymes [4,10,11,15,18,19]. These 
enzymes operate both independently and in synergy to establish an “epigenetic code”. This 
code is highly dynamic and, in combination with chromatin-associated proteins, determines 
the pattern of gene expression in a gene-speciic manner [20–22]. 

EPIGENETIC DYSREGULATION IN NEURODEVELOPMENTAL 
DISORDERS – THE EXAMPLE OF RETT SYNDROME 

Neurodevelopmental disorders are characterized by impaired functions of the central 
nervous system that can appear early in development and persist into adulthood. The 
impairments can have their onset during initial phases of development, as in the case of 
fetal alcohol as syndrome when alcohol is ingested early in pregnancy, while others appear 
later and are due to a genetic predisposition, such as Down’s syndrome. Several genetically-
determined neurodevelopmental disorders have been documented to involve, at least in part, 
an epigenetic dysregulation of physiological functions. In this chapter, we will focus on Rett 
syndrome (RS), a disorder that implicates aberrant DNA methylation and histone PTMs. For 
a recent review of epigenetic dysregulation in other neurodevelopmental disorders such as 
Fragile X or Rubinstein–Taybi syndrome, the reader is referred to Refs 23 and 24. 

RS is a relatively common and progressive neurological disorder characterized by an arrest of 
the development of the nervous system and mental retardation. It is classiied as an autism 
spectrum disorder in DSM-IV (Diagnostic and Statistical Manual of Mental Disorders IV). In 
80% of cases, RS is caused by a loss-of-function mutation in the X-linked methyl-CpG-binding 
protein 2 (MeCP2) gene [25] (Table 34.1), which is lethal when hemizygous. The disease affects 
females exclusively and has a worldwide prevalence of 1:10,000. MeCP2 is a transcriptional 
regulator that binds speciically to methylated DNA. Its deiciency alters chromatin remodeling 
and induces a general dysregulation in gene transcription. Although MeCP2 is a member of 
the MBP family of transcriptional repressors (for a review see Ref. 5), it has recently also been 
implicated in transcriptional activation. It is thus both a transcriptional silencer and activator, 
and is associated with increased and decreased gene transcription [26]. 

Based on the fact that RS patients have a mutation in the MeCP2 gene, RS was modeled in 
mice by MeCP2 null mutation or neuron-speciic deletion. Consistent with that observed in 
human, MeCP2-deicient mice have reduced brain weight and abnormal neuroanatomical 



 

 

 
 

 
 

 
 

 
 

 
 

 
  

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

TABLE 34.1 Epigenetic Mechanisms in Selected Brain Disorders 

Brain Pathological Disrupted Gene(s) Affected Organism Studied Potential “Epigenetic” Reference(s) 
Disorder Epigenetic Enzymatic Intervention 

Modification Machinery 
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Rett syndrome 

Alzheimer’s 
Disease 

Depression 

Schizophrenia 

Predisposition 
to stress 

DNA methylation 

Histone acetylation 

Histone methylation: 
H3K9/H3K4 

DNA methylation 

Histone acetylation 

Histone acetylation 

DNA methylation 

Histone methylation: 
H3K9/K27 

Histone acetylation 

DNA methylation 

DNA methylation 
DNA methylation/ 
histone acetylation 

DNA methylation 

MeCP2 

MeCP2 

MeCP2 

Not assessed 
Not assessed 
DNMT1 
Not assessed 

CBP 

Tip60 
Not assessed 

CBP 
CBP 
DNMT1 
DNMT3b 
MeCP2, MBD1 

Not assessed 

HDAC5 

MeCP2 

Not assessed 
Not assessed 
Not assessed 

Not assessed 

Bdnf 

Bdnf 

Bdnf 

PS1 
PS1 
APP 
Not assessed 

CREB-target genes 

Not assessed 
Not assessed 

Not assessed 
c-fos, Bdnf 
APP 
GABA-A ｂ1 
Not assessed 

Various, e.g. Bdnf 

Various, e.g. NK1R 

reelin 

GAD67 

SOX10 
COMT 
GR1 

GR1 

Young MeCP2 GOF 
transgenic mouse 

MeCP2 LOF transgenic 
mice 

Murine cell culture 

Human cell culture 
Human post-mortem tissue 
Macaques 
p25/Cdk5 transgenic 
mouse 

Human cell/murine neuronal 
culture 

Human cell culture 
p25/Cdk5 transgenic 
mouse 

PS1 transgenic mouse 
Murine neuronal culture 
Macaques 
Depressed suicide victims 
Rats 

Chronic social defeat stress 
mouse model 

Chronic social defeat stress 
mouse model 

Human post-mortem tissue 
in vitro 
Mice and in vitro 

Human post-mortem tissue 
In vitro 
Human post-mortem tissue 
Human post-mortem tissue 
Rats 

Human post-mortem tissue 

Overexpression of MeCP2 

None suggested 

None suggested 

Methyl-donor SAM 
None suggested 
None suggested 
HDAC SIRT1 

Substitution of PS1-
mediated enzymatic 
activity 

None suggested 
HDACi sodium butyrate 

None suggested 
None suggested 
None suggested 
None suggested 
Chronic administration of 
antidepressant fluoxetine 

Chronic administration of 
antidepressant imipramine 

Chronic administration of 
antidepressant imipramine 

None suggested 
5-aza 
HDACis valproic acid, 
TSA, MS-275 

None suggested 
HDACis TSA, MS-275 
None suggested 
None suggested 
TSA 

None suggested 

[19,21–23,34] 

[25,34] 
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[47] 
[46] 
[40] 

[39] 

[38] 
[43] 

[42] 
[41] 
[46] 
[58] 
[57] 

[54,55] 
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[87] 

[91] 



  

 
 

             
 

 
 

 

 

556 

structures resulting from smaller neurons [27]. They exhibit an overall decrease in exploratory 
activity [27,28], and have cognitive deicits and impaired synaptic plasticity [29]. Although 
severe, the cognitive deicits could be reversed by overexpression (by two fold) of wild-type 
human MeCP2 protein in young mutant animals (10-week-old) [29], conirming that they 
resulted from MeCP2 deiciency. However, intriguingly, in 20-week-old mice human MeCP2 
overexpression induced seizures, suggesting that an excess in MeCP2 is deleterious to brain 
functions, and could also lead to neurological functions related to RS. 

MeCP2 is a transcriptional regulator that controls multiple target genes by binding to their 
promoter in the chromatin. Its binding is regulated by calcium-dependent phosphorylation, 
and phosphorylation on S80 reduces this binding [30]. One known target of MeCP2 is 
the brain-derived neurotrophic factor (Bdnf) gene. MeCP2 binding to the Bdnf promoter 
derepresses Bdnf transcription and is associated with decreased methylation [31–33]. This 
suggests that MeCP2 deiciency should lead to increased Bdnf expression; however, this is 
not the case in MeCP2 mutant mice. These mice have reduced BDNF levels, a reduction 
that can be reversed by forebrain-speciic overexpression of Bdnf in vivo [34]. This reversal is 
accompanied by reduced neuronal atrophy characteristic of RS, a beneicial effect recently 
conirmed in cultured hippocampal neurons [35]. These observations led to the hypothesis 
that a lack in MeCP2 binding per se is not the primary factor for determining the level of 
Bdnf, and that, perhaps an alteration in neuronal activity resulting from MeCP2 deiciency 
may be more important [36]. Alternatively, since MeCP2 is also expressed in astrocytes [37], 
it is conceivable that its mechanisms of Bdnf regulation are different in neuronal and glial 
cells. More reined analyses are needed to resolve this issue. 

Further to Bdnf, seven other genes including myelin-associated proteins and dopamine 
decarboxylase, have recently been identiied as direct binding targets of MeCP2 in the mouse 
brain [38]. Since MeCP2 phosphorylation is associated with dendritic growth and spine 
maturation [33], thought to occur through the derepression of a variety of target genes 
involved in development processes [26,39], many more genes are likely to be involved. 
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Further to regulating DNA methylation, MeCP2 also inluences histone PTMs, in particular 
histone acetylation and methylation. At the promoter region of Bdnf, these changes 
are mediated by the formation of a complex between MeCP2 and HDAC1 [32], which 
reduces the acetylation of histone (H) 3 and H4. This effect is paralleled by an increased 
dimethylation of H3K9, which inhibits gene transcription, but decreased dimethylation 
of H3K4, which promotes gene transcription [40]. This suggests cooperation between 
epigenetic modiications on the DNA and histones for gene silencing that is mediated 
by MeCP2. This is consistent with the observation that mice deicient for MeCP2 have 
hyperacetylated H3 [41]. Taken together, these results would argue for an overall increase 
in gene transcription in RS, resulting from a loss in MeCP2-mediated gene silencing. 
Surprisingly however, several microarray analyses did not reveal any consistent change in 
gene expression in RS patients or in MeCP2 mouse models [reviewed in Ref. 42]. This may 
owe to the property of MeCP2 to act as both a transcriptional silencing and an activating 
factor [26], or to the fact that MeCP2 may require additional transcriptional regulators for 
functioning properly. Therefore, although it might be envisaged to attenuate the effect of 
MeCP2 deiciency by administring exogenous MeCP2, or with drugs targeting transcriptional 
and epigenetic processes, such approaches still need to be better evaluated. 

EPIGENETIC DYSREGULATION IN NEURODEGENERATIVE 
DISORDERS – THE EXAMPLE OF ALZHEIMER’S DISEASE 

Neurodegenerative diseases are pathological conditions characterized by a gradual loss of 
cells in the nervous system. In the central nervous system, such loss can have devastating 
consequences on cognition and locomotion since neurons are only marginally regenerated. 



 

 

Alzheimer’s disease (AD) and Huntington’s disease are neurodegenerative diseases with an 
epigenetic basis. We will describe AD here, and refer the reader to Ref. 43 for an overview of 
the implications of epigenetic mechanisms in Huntington’s disease. 

AD is one of the most common neurodegenerative diseases worldwide, and has an estimated 
prevalence of 1:100 in the population over 65 years of age in Western countries. Despite 
years of intense research and multiple clinical trials, AD remains a non-curable brain disease 
[44]. The disease is primarily characterized by a progressive cognitive decline that gradually 
worsens with age. Its pathophysiology is manifested by two major hallmarks in the brain: 
extracellular amyloid plaques and intracellular neuroibrillary tangles (NFTs) [45]. Amyloid 
plaques are deposits of the amyloid  (A) peptide, produced through enzymatic cleavage of 
the amyloid precursor protein (APP) by  and  secretases. NFTs are intraneuronal aggregates 
of hyperphosphorylated tau, a microtubule-binding protein. 

Several epigenetic modiications such as aberrant histone acetylation and DNA methylation 
are part of the APP-A pathway, and are thought to contribute to AD. However, for histone 
acetylation, both hyper- and hypoacetylation have been reported. For hyperacetylation, 
a potential mechanism was proposed to involve the formation of a complex between the 
APP intracellular domain (AICD) produced from APP by  secretase, the nuclear adaptor 
protein Fe65, and the HAT TIP60, a transcriptional activator [46]. Further, presenilin 1 
(PS1), a gene coding for the  secretase complex, was also shown to contribute to histone 
hyperacetylation in AD pathology. Loss-of-function mutations in PS1 or mutations 
associated with familial AD, an early onset form of AD affecting genetically-predisposed 
individuals, inhibit the proteasomal degradation of the HAT CREB binding protein (CBP), 
and result in increased CREB-mediated gene expression in cultured neurons [47]. Consistent 
with the involvement of hyperacetylation, overexpression of the HDAC SIRT1 (silent 
mating type information regulation 2 homolog) in a mouse model of AD (CK-p25 mice) 
overexpressing the cyclin-dependent kinase 5 (Cdk5), confers substantial protection against 
AD-related neurodegeneration and memory loss [48]. Although in this case it is not known 
whether SIRT1 acts via the epigenetic machinery in the nucleus and/or through cytoplasmic 
substrates, these indings suggest that pharmacological treatment activating SIRT1 such as the 
polyphenol resveratrol, might be beneicial for the treatment of AD. 
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In contrast, other lines of evidence have suggested that AD is associated with histone 
hypoacetylation. In cultured cortical neurons, the overexpression of APP was shown to lead 
to cell death, and to decrease H3 and H4 acetylation by reducing the level of CBP [49]. 
Similarly, loss-of-function mutations in PS1 and PS2 genes in mice were shown to reduce the 
expression of CBP, and of CBP/CREB target genes such as c-fos and Bdnf. They also impair 
synaptic plasticity, and spatial and contextual memory [50]. Moreover in CK-p25 mice, the 
intracerebroventricular injection of sodium butyrate, a potent class I/II HDAC inhibitor, 
rescues memory and synaptic connectivity [51], suggesting that HDAC inhibitors may have 
a potential for the treatment of AD-related pathologies. These indings, however, contrast 
with the observation that the Class III HDAC SIRT1 has similar beneicial effects in the 
same mouse model of AD. One possible explanation is that different HDACs have different 
functions and may affect distinct pools of substrates. Thus class I/II and III HDACs are 
structurally and functionally different. While class I/II HDACs are co-activated by zinc, SIRT1 
requires NAD as co-substrate [reviewed in Ref. 52]. Despite this, following the indings 
that AD is associated with an overall decrease in histone acetylation, several class I/II HDAC 
inhibitors are currently being tested in pre-clinical or phase I/II trials for the treatment of 
AD. Nonetheless, since histone acetylation appears to be dysregulated bidirectionally and 
possibly in a gene-speciic manner, more research is required to fully evaluate the potential 
of HDAC inhibitors in AD treatment. 

Besides pharmacological treatment, natural manipulations such as environmental 
enrichment may also represent promising means to alleviate AD symptoms. In CK-p25 
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mice, exposure to an enriched environment for four weeks was shown to improve synaptic 
connectivity and cognitive abilities [51]. The improvement was comparable to that 
achieved with the HDAC inhibitor sodium butyrate [51], which highlights the potential of 
environmental stimulation for the reversal of cognitive deicits in AD. 

Further to histone acetylation, DNA methylation might also be involved in the pathology 
of AD. In cell culture, hypomethylation of the promoter region of PS1 increases presenilin 
expression, which enhances -amyloid formation [53]. This effect can be reversed by 
application of the methyl donor S-adenosylmethionine (SAM), which rescues methylation, 
decreases presenilin expression, and reduces -amyloid formation. These observations 
suggest that methyl donors or drugs targeting the methyl metabolism may be potential 
therapeutic agents to treat AD [54]. The inding that DNA hypomethylation underlies some 
aspects of AD pathology was also recently conirmed in mouse and primate models of AD. 
In these models, exposure to lead (Pb) reduces the enzymatic activity of DNMT1 in cortical 
neurons and is associated with increased APP expression [55]. Further, a recent post mortem 
study in humans also reported hypomethylation of the presenilin promoter region in late-
onset AD patients when compared to age-matched healthy subjects [56]. These indings 
therefore support the hypothesis that DNA hypomethylation, at least in the presenilin 
promoter, is causally associated with AD. In contrast, other AD-related susceptibility genes 
such as BACE1, which codes for -secretase, or the gene coding for apolipoprotein E that 
facilitates amyloid plaque formation, are hypermethylated in late-onset AD [56]. This 
suggests that alterations in DNA methylation are presumably bidirectional and affect speciic 
genes in AD, similarly to histone acetylation. Further studies are needed to identify the 
affected genes and determine the direction and extent of the changes in their expression. 

EPIGENETIC DYSREGULATION IN PSYCHIATRIC DISORDERS – 
THE EXAMPLE OF DEPRESSION 

Psychiatric disorders range from personality and anxiety disorders to addiction and 
depression. They are multi-faceted conditions with complex etiology and expression, and 
they are dificult to treat. One of the most prominent psychiatric disorders is depression. 
A substantial body of evidence has suggested that several depressive-like phenotypes are 
partly caused by epigenetic mechanisms. 

According to DSM-IV, depression is a mental disease characterized by pessimistic thoughts, 
lack of enthusiasm and vitality, feelings of despair or guilt, and anhedonia. This chronic illness 
affects roughly ive per cent of the population worldwide, although this number is likely to 
underestimate the actual prevalence. Depression is dificult to treat, and only half of depressed 
patients show complete remission [57,58]. One of the major issues with most treatments is 
that their beneit is often delayed, and symptoms are usually ameliorated only after a few weeks 
of treatment. The reasons for such delay are not known but could relect the contribution of 
epigenetic mechanisms in the etiology of depression. Initial evidence for this hypothesis came 
from studies examining the effect of electroconvulsive therapy, a treatment that is effective only 
after repeated administration. Chronic electroconvulsive seizures (ECS) were shown to increase 
Bdnf mRNA and protein in the hippocampus, as well as CREB expression [59–61]. This increase 
was associated with H3 hyperacetylation at BDNF promoter 3 [62], suggesting that chromatin 
remodeling contributes to the beneicial effects of chronic ECS. 

The importance of histone PTMs in depression was further demonstrated in a model of 
social defeat in rodents. This model of chronic stress induces symptoms of depression 
that can be reversed by repeated but not acute, antidepressant treatment, mimicking that 
observed in human patients [63]. In mice, chronic social defeat decreases the expression 
of two splice variants of Bdnf (Bdnf III and Bdnf IV) in the hippocampus, and is associated 
with increased dimethylation of H3K27, a mark of transcriptional repression [40], in their 
respective promoter regions P3 and P4 [63] (Fig. 34.1). While behavioral anomalies induced 
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FIGURE 34.1 
The importance of histone PTMs in a rodent model of depression. (A) Under physiological conditions, i.e. in the absence of 

stress, the promoter region of the Bdnf gene carries a moderate level of histone H3 acetylation and H3K27 dimethylation, 

and is bound by the histone deacetylase HDAC5. (B) Upon chronic social defeat stress, a rodent model of depression, H3K27 

dimethylation is increased, leading to increased condensation of the chromatin, which shuts down Bdnf gene expression. 

(C) Upon chronic antidepressant (imipramine) treatment, HDAC5 levels are reduced, which leads to increased H3 acetylation, 

whereas H3K27 dimethylation remains unaffected. Nonetheless, the increase in H3 acetylation is sufficient to reinstate Bdnf

gene expression. A, acetyl; Bdnf, brain-derived neurotrophic factor; HDAC, histone deacetylase; K, lysine; M, methyl. Figure 

reproduced, with permission, from Ref. 49. (Please refer to color plate section) 

by social defeat can be reversed by chronic antidepressant treatment, the increase in H3K27-
dimethylation can not [63]. Instead, antidepressant treatment appears to reverse the down-
regulation of Bdnf expression by increasing H3 acetylation and H3K4 methylation, marks 
of transcriptional activation [40], at the same promoters [63,64]. Additionally, chronic 
antidepressant treatment down-regulates the expression of HDAC5, speciically in animals 
exposed to chronic stress [65]. Thus, histone modiications induced by chronic stress at the 
Bdnf gene in the hippocampus are likely to be an important mechanism for the development 
of depressive behaviors, and may also be a target for antidepressant treatments. 

Recent evidence also showed that antidepressant treatments inluence DNA methylation. 
Chronic antidepressant treatment was demonstrated to increase MeCP2 and methyl CpG-
binding domain protein 1 (MBD1), two proteins that bind methylated CpG dinucleotides 
and act as transcriptional activator or repressor in the rodent brain [66]. The antidepressant-
dependent increase in MeCP2 was speciic to gamma aminobutyric acid (GABA)-ergic 
interneurons [66]. This inding is of particular interest, because abnormal GABAergic 
transmission and anomalies in GABA-related gene methylation have been linked to 
major depression and suicide. Post-mortem studies revealed that depressed patients who 
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committed suicide have higher level of methylation in the GABA-A 1 receptor subunit 
promoter, and increased DNMT3b mRNA and protein in the prefrontal cortex when 
compared to control individuals who died of other causes [67]. This suggests the interesting 
possibility that antidepressant treatments can target the epigenetic machinery speciically in 
cell types affected by depression. 

EPIGENETIC DYSREGULATION IN PSYCHOTIC DISORDERS – 
THE EXAMPLE OF SCHIZOPHRENIA 

Psychotic disorders refer to mental illnesses characterized by a distorted perception of 
reality. The most common form of psychosis is schizophrenia, which has an approximate 
prevalence of one percent worldwide among people 18 years old or more [68]. Two main 
categories of symptoms characterize schizophrenia: positive symptoms such as delusions 
and hallucinations, and negative symptoms such as social withdrawal, lack of motivation, 
and overall apathy. While the causes of schizophrenia are not well understood, they are 
thought to involve the combination of a genetic predisposition and environmental factors 
during pre- and postnatal development. The importance of the environment is illustrated 
by the fact that the concordance rate for schizophrenia in monozygotic twins is only 50% 
[69]. However, the question of how environmental factors inluence the development of 
schizophrenia is still open. 

There is increasing evidence that schizophrenia is associated with an aberrant epigenetic 
proile, and with abnormal GABAergic neurotransmission in cortical areas [70]. The irst 
line of evidence involves reelin, a glycoprotein expressed in GABAergic neurons during 
development and adulthood, required for neuronal migration [70,71]. Post-mortem analyses 
revealed that reelin mRNA and protein expression are signiicantly reduced in several brain 
regions in schizophrenic patients [72,73]. This reduction could result from an alteration in 
methylation, possibly hypermethylation, of the reelin promoter, which contains a large CpG 
island [58,74]. Importantly, reelin expression was found to be modulated by pharmacological 
manipulations of DNA methylation. In vivo, repeated methionine administration increased 
methylation of the reelin promoter, induced binding of MeCP2 to this promoter, and 
down-regulated reelin expression [75,76]. Consistently, in vitro administration of the DNMT 
inhibitor, 5-aza-2９-deoxycytidine, was observed to increase reelin expression [74]. 
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Further evidence for the contribution of DNA hypermethylation in GABAergic dysfunctions 
observed in schizophrenic patients involves the glutamate decarboxylase GAD67, an 
enzyme that catalyzes the synthesis of GABA. GAD67 mRNA and protein expression are 
down-regulated in cortical structures of schizophrenic patients [72,73]. This correlates with 
increased methylation of the GAD67 promoter in prefrontal cortical areas in post-mortem 
brains from schizophrenic patients [77]. 

Further to the GABAergic system, oligodendrocytes also have increased DNA methylation. 
The CpG island of sex-determining region Y-box containing gene 10 (SOX10), an 
oligodendrocyte-speciic transcription factor, is hypermethylated and SOX10 expression 
is decreased [78] in the brain of schizophrenic patients. This may provide a possible 
mechanism for the abnormalities in oligodendrocytes observed in schizophrenic patients. 

The mechanisms that underlie the abnormal hypermethylation of promoters such as reelin, 
GAD67, and SOX10 in the brain of schizophrenic patients are not fully understood but are 
suggested to be partially accounted for by elevated levels of SAM [79,80]. Consistently, the 
administration of SAM can induce psychotic episodes in some schizophrenic patients [81]. 
An increased expression of DNMT1 mRNA was also shown [79,80], suggesting that DNMT 
inhibitors may be potential therapeutic agents in schizophrenia [4,74,82]. 

While in the GABAergic system and in oligodendrocytes, several instances of hypermethylation 
were observed in schizophrenic patients, hypomethylation was detected in the dopaminergic 
system. Increased activation of catechol-O-methyltransferase (COMT), an enzyme involved 
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in the degradation of monoamine neurotransmitters such as dopamine, epinephrine, and 
norepinephrine, is associated with impairments in attention, executive cognition, and working 
memory, and has been linked with an increased risk to develop schizophrenia [83]. Reduced 
methylation of the COMT promoter was detected in the frontal lobe of schizophrenic patients, 
and is associated with increased activation of the gene [84]. Moreover, aberrant methylation of 
genes within the dopaminergic system has also been observed in monozygotic twins. In one 
study, methylation upstream of the locus for dopamine D2 receptor was investigated in two 
sets of twins, one concordant and one discordant for schizophrenia. In the discordant twins, 
the epigenetic proile of the affected twin was more similar to the proile in twins concordant 
for schizophrenia than to his own unaffected brother [85]. These observations corroborate the 
implication of DNA methylation in schizophrenia. 

Finally, the brain of schizophrenic patients is also characterized by differential histone PTMs. 
Valproic acid (also known as valproate), a mood stabilizer commonly prescribed to alleviate 
some symptoms schizophrenia, is a potent HDAC inhibitor [86]. Its administration not only 
decreases HDAC activity, but also increases reelin expression both in vitro and in vivo. Valproate 
can further induce a decrease in DNA methylation at the reelin promoter [74,75]. In vitro, other 
HDAC inhibitors such as trichostatin A or MS-275 [for a review see Refs 52,87] have also been 
demonstrated to activate the expression of reelin and GAD67 [88]. While the mechanism for 
the link between HDAC inhibition and altered DNA methylation is still unclear, it is thought 
to operate by regulation of the accessibility of DNMTs to promoter regions, or by direct 
induction of DNA demethylase activity [58,88]. Valproate has further been demonstrated to 
reduce schizophrenia-like behaviors in a mouse model treated with methionine [89]. Two 
antipsychotic drugs acting as dopamine D2 receptor antagonists, haloperidol and raclopride, 
were also shown to induce phospho-acetylation of H3 in the mouse striatum [90]. Therefore, 
it appears that decreased acetylation contributes to the pathology of schizophrenia, which can 
be reversed by HDAC inhibitors. However, due to the non-speciic effects of the antipsychotics 
described above, direct evidence for this hypothesis is still missing. 

EPIGENETIC DYSREGULATION BY ENVIRONMENTAL STRESS – 
THE EXAMPLE OF EARLY LIFE STRESS 

Increased stress vulnerability and other forms of pathological and inappropriate stress-coping 
behaviors are also common brain disorders. These disorders are complex and have intricate 
mechanisms, which are still poorly understood. Nonetheless, it is generally recognized that 
they are strongly inluenced by environmental factors, in particular by detrimental early 
life experiences (pre- and/or postnatal). These experiences are thought to induce lasting 
epigenetic modiications resulting in persistent changes in gene expression in adult animals. 
In mammals, the quality of early life is primarily deined by maternal care and nutrition. 
In mice and rats, maternal care is provided by arched-back nursing (ABN) and licking/ 
grooming (LG), two behavioral traits exhibited by most rodent females but which vary greatly 
between species and strains [91]. These traits critically inluence the offspring’s behavior 
and determine their responsiveness to stress and their level of anxiety [92]. At the molecular 
level, this responsiveness is in part regulated by glucocorticoids and their receptors (GR). 
High levels of circulating glucocorticoids heighten the body’s alertness and increase the stress 
response, while low levels result in a more relaxed behavior and attenuate the stress response. 
At the same time, high levels of GR in forebrain areas such as the hippocampus, provide a 
negative feedback that reduces the production of glucocorticoids and thereby dampens the 
stress response [reviewed in Ref. 93]. Intriguingly, the offspring of high ABN-LG mothers 
have increased GR expression and reduced reactivity to stress, whereas the offspring of low 
ABN-LG mothers have decreased GR expression and increased stress reactivity [94]. 

Both the reactivity to stress and the GR system are subject to epigenetic modiications 
in early life. In the offspring of high ABN-LG females, DNA methylation is reduced and 
H3K9 acetylation is increased in the promoter of the GR gene, a promoter that is, in part, 
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controlled by binding of the transcription factor NGFI-A (also known as Egr-1 or Zif268) 
[95]. In contrast, in the offspring of low ABN-LG females, promoter methylation is increased 
(but acetylation is not changed), suggesting that differential epigenetic marking underlies 
changes in GR expression. Further evidence indicates that NGFI-A itself may convey these 
epigenetic changes, since binding of NGFI-A to the GR promoter region is required for these 
changes to occur [96]. Importantly, although stable, these epigenetic changes can be reversed 
by environmental or pharmacological manipulations. Cross-fostering of pups, or treatment 
with the HDAC inhibitor trichostatin A, leads to hypomethylation of the GR promoter and 
histone hyperacetylation in low ABN-LG offspring [95]. Likewise, methyl supplementation 
via the administration of L-methionine, a SAM precursor, can reverse maternal programming 
of stress responses via GRs [97]. Both treatments have further been shown to modulate the 
transcriptome in the hippocampus in both high and low ABN-LG offspring [98], which 
suggests that the type of maternal care not only inluences DNA methylation and histone 
acetylation at the GR promoter, but also on other genes. 

The implication of epigenetic regulation of GR was recently conirmed in a study involving 
post-mortem human brain samples [99]. In this study, a correlated decrease in hippocampal 
GR expression and an increase in DNA methylation at the GR promoter were observed in 
suicide victims with a history of childhood abuse, but not in age-matched control subjects 
including suicide victims without such history, or in people who died from other causes. 
These indings strongly suggest that in rodents and humans, early life neglect can cause 
lifelong epigenetic alterations of gene expression in the brain’s stress system. Remarkably, 
female rat pups raised by mothers with proicient nurturing become proicient nurturing 
dams themselves, suggesting that this behavioral trait is determined by early life and can be 
transmitted across generations [100]. 

Finally, a recent study extended the indings on GR to another gene implicated in stress-
coping behaviors. Early life stress brought about by periodic mother–infant separation in 
mice led to DNA hypomethylation in the promoter region of the arginine vasopressin (avp) 
gene. This hypomethylation correlated with a concomitant increase in the expression of avp, 
which persisted in adulthood, and with increased helplessness in stressful situations [101]. 
Many more genes are likely to be involved and still need to be identiied. Another recent 
study in mice further demonstrated that the negative effects of chronic postnatal stress in 
early life on behavior are associated with altered DNA methylation and can be transmitted 
across several generations [102]. 

CONCLUSIONS AND OUTLOOK 

It is now clear that epigenetic mechanisms play a pivotal role in higher-order brain 
functions under physiological and pathological conditions. A deeper understanding of 
these mechanisms is of utmost importance for the development of potential treatments 
against brain disorders involving aberrant epigenetic modiications (for brain disorders 
not described here, the reader is referred to Refs 4, 22, 23, and 43). Promising results have 
already been obtained, in particular with the use of HDAC inhibitors [103]. However, 
most of these inhibitors are nonspeciic, and more research is needed to better understand 
their mechanisms of action before any treatment can be safely administered. It is therefore 
important to not only identify more speciic HDAC inhibitors, but also to determine which 
HDACs are involved in different disease states. In this direction, it was recently demonstrated 
that although HDAC1 and HDAC2 are structurally related class I HDACs that often form 
functional heterodimers, only HDAC2 is causally implicated in the negative regulation of 
memory formation and synaptic plasticity [104]. 

Finally, further to DNA methylation and histone PTMs, other forms of epigenetic regulation 
such as RNAi are likely to be involved in brain disorders and merit attention in the future. 
Thus although so far, no example of naturally-occurring RNAi-mediated epigenetic silencing 



 

  

  

  

  

  

  

  

  

  

  

  

 

 

  

 

 

 

  

 

of gene expression has been documented in diseases of the nervous system, this mechanism 
is quite common and may take place in the brain. In yeast, RNAi regulates the structure of 
heterochromatin around centromeres [105], while in mammals during development, it is 
implicated in X-chromosome inactivation [106]. RNAi has also proven to be an eficient 
means to artiicially silence genes of interest, and has been used experimentally in the mouse 
brain [107]. Thus, RNAi-mediated gene silencing may emerge as a powerful tool against 
various brain disorders [108] including the neurodevelopmental and neurodegenerative 
disorders described here. 

In summary, although the importance of epigenetic dysfunctions in brain diseases is now 
fully appreciated, a more thorough understanding of epigenetic processes is still required 
until safe and eficient treatments based on epigenetic drugs can be envisaged. 
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social defeat stress, a rodent model of depression, H3K27 dimethylation is increased, leading to increased condensation of the Chromatin, which shuts down 

Bdnf gene expression. (C) Upon chronic antidepressant (imipramine) treatment, HDAC5 levels are reduced, which leads to increased H3 acetylation, whereas 

H3K27 dimethylation remains unaffected. Nonetheless, the increase in H3 acetylation is sufficient to reinstate Bdnf gene expression. A, acetyl; Bdnf, brain-
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METABOLIC DISEASE 

Metabolic diseases are characterized by dysregulation of cellular biochemical processes 
that allow an individual to properly uptake and use basic nutrients, such as proteins, lipids 
and/or carbohydrates, in the process of energy metabolism, amino acid conversion for 
protein biosynthesis, fatty acid oxidation, and lipid storage [1]. The ability to sense and 
manage nutrient uptake and use is central to homeostasis and survival [2]. Pathological 
conditions stemming from dysfunction of these essential processes have both genetic and 
environmental components to their etiologies [3]. Several “in-born error” single gene 
mutations have been found which manifest in aberrant metabolic processes, such as storage 
diseases or malabsorption of proteins or lipids in the diet. However, these defects are 
relatively rare in the American population [1]. Here we will limit our discussion to epigenetic 
function in complex metabolic diseases, including Metabolic Syndrome (MetS), and Type 1 
(T1D) and Type 2 (T2D) diabetes, which are more prevalent and alarmingly on the rise in 
most developed countries in the world. 

CHAPTER 35 

The etiology of complex metabolic diseases conforms to the concepts outlined originally 
by the “threshold hypothesis” for multi-factorial genetic disease states, though it is 
acknowledged that these diseases have more environmental than inheritable components 
underlying their causes [2,4,5]. For the disease threshold to be met and overt pathology 
ensue, aberrations in multiple and interchangeable susceptibility factors from both 
inheritable (“nature”) and environmental (“nurture”) sources adversely affect a number of 
biochemical pathways. Though each metabolic function affected is on its own vital to life, 
each dysfunction alone cannot cause overt pathology. However, when multiple detrimental 
asymptomatic or subclinical characteristic changes occur, they add up over time to meet a 
“threshold” which tips the affected individual into disease. Thus, metabolic diseases can be 
characterized as insidious, progressive, and highly individualized in their deleterious effects 
on health and well-being. 

Etiological Factors in Metabolic Syndrome, Type 1 and Type 2 
Diabetes Susceptibility 

“Metabolic Syndrome” (MetS) is a somewhat controversial but often used term that 
describes a complex of metabolic dysfunctions that include but is not limited to obesity, 
inlammation, abnormal glucose metabolism, insulin resistance, hypertension and 

dyslipidemia [6]. Individuals with the majority of these conditions are also at increased risk 
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of developing T2D and its associated cardiovascular complications. Several environmental 
components, including over-eating and being under-active, contribute to the etiology of 
MetS, but there is also an inheritable genetic susceptibility or tendency for this syndrome 
[1,3,6–9]. 

Hyperglycemia and resistance to insulin signaling are the hallmarks of T2D, formerly 
known as “Adult-onset diabetes” and “insulin independent diabetes”. This devastating 
metabolic disease is on the rise in the developed and developing world populations. T2D 
and its complications have a signiicant impact on health costs and increase the risk for 

cardiovascular disease in America [10]. Genetic associations with risk for T2D include single 

nucleotide polymorphisms (SNP) in or near genes involved in energy metabolism have been 

associated with risk for disease. To date, 13 SNP affected genes have been associated with 

T2D; however, no single SNP site has been suficiently correlative to be used as a biomarker 

for disease susceptibility [11]. As with MetS, lack of suficient exercise and unbalanced 

nutrition leading to obesity and hypertension are major environmental factors contributing 

to T2D risk and the severity of its complications [10]. 

T1D, once called “juvenile diabetes” or “insulin dependent diabetes”, has similar phenotypic 

characteristics and pathological outcomes as in T2D and MetS, but has a strong immune 

system dysfunction underlying its development. Risk for T1D is genetically distinct from the 

other two metabolic syndromes. Mouse genetic models for T1D and T2D show divergent 

genetic factors for each of these diseases, despite substantial overlap in pathophysiological 

effects and complications [12]. In addition, patients with T1D are at risk for development of 

other autoimmune syndromes, including Hashimoto’s thyroiditis, Sjögren’s syndrome, and 

gastrointestinal tract inlammatory diseases. The Major Histocompatibility Complex (MHC/ 

HLA) locus and 17 to 21 other “susceptibility” loci as well as several “resistance” genetic loci 

have been implicated in the immunopathogenesis of T1D, but no one gene has been proven 

essential and suficient for disease development [12–15]. 

SECTION IX 

Epigenetics and Human Disease 

The underlying causes of complex metabolic diseases involve interactions of multiple and 

varied genetic and environmental factors, most of which are still unknown. Moreover, the 

unique combination of these factors in each patient’s risk for disease is individualized 

to the point of vexation in their study. The majority of studies to date have tried to link 

diverse environmental triggers with the myriad of polymorphisms and polygenic traits 

in the susceptibility and resistance loci discovered so far in mice and humans, but with 

relatively little success. Furthermore , the potential “event” that allows an environmental 

“trigger” to impact on genetic susceptibility locus can be both rapid and reversible, making 

the task of inding a general population-applicable linkage between nature (genetic) and 

nurture (environment) near impossible. However, if one approaches this problem from a 

mechanistic approach, i.e. not what and when do these factors interact but how do they 

do so, a potential solution emerges. Recent indings suggest that epigenetic dysregulation 

of gene expression can play a signiicant role in both the etiology and pathology of these 

complex metabolic diseases. Such a rapid, reversible, inheritable, and inducible mechanism 

for gene expression may be the common thread running through the regulatory signaling 

dysfunction in metabolic diseases [16–18]. 

Epigenetic Mechanism Underlying Genetic Susceptibility to 
Metabolic Diseases 

The results of the Human Genome Project indicated the bulk of the human genome is 

involved in sterically and chemically protecting and regulating the expression of the ，10% 

of its DNA that encodes gene products [19]. The DNA–protein complexes that make up 

chromatin structure and shape can undergo changes in topological shape in non-transcribed 

regions to change DNA accessibility and regulation of multiple genes in a region. These 

epigenetic changes are often caused by chemical motifs added or subtracted from DNA and 



 

          
          

             
              

           
 

        

           
            

 

 

 

 

 

  
    

CHAPTER 35 

Epigenetics in Metabolic Disease 

histones within chromatin structure. These modiication patterns are inheritable and even 

resist reversal during recombination and DNA replication/repair. However, they also can 

be extremely rapidly reversible, depending on the type of modiication made on DNA and 

the histones in the structure. In general, methylation of DNA and histone cores can “close” 

DNA in a susceptibility loci to prevent improper expression; whereas, other modiications 

of these molecules can reversibly “open” and “shut” chromosomal regions in response to 

environmentally-stimulated signal transduction, allowing gene expression, DNA repair, and 

DNA replication enzymes to have access to DNA within large regions of chromatin [16–18]. 

Such reversible changes in chromatin topology are actively promoted by reversible enzymatic 

modiication of histones (primarily on speciic lysine residues) and DNA with small molecules 

(e.g. acetylation, ubiquitination, sumoylation, and some sites of methylation) [3,20]. 

Epigenetic modiications can be inheritable as maternal/paternal imprinted methylation 

patterns of gene silencing. These changes can also be passed on through generations as a 

susceptibility sensitization, such as methylation patterns affected by in utero environmental 

factors. In addition, epigenetic drift or inducible changes can occur later in life in rapid 

response to environmental triggers such as infection, inlammation, and diet, promulgated 

through cytokine, hormonal, and antigen signaling [3,7,18,21–23]. MetS, with its associated 

angiogenesis, insulin resistance, and susceptibility to vascular disease, hypertension, and 

atherosclerosis, as well as frank T1D and T2D, incorporate changes by all three routes 

of epigenetic regulation – inherited imprinting, in utero induction, and environmentally 

activated – in their etiology and pathology (Fig. 35.1). 
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-infection -nephron development -maternal hypertension 
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FIGURE 35.1 
Routes of epigenetic regulation and dysregulation in metabolic diseases. Metabolic diseases such as Metabolic Syndrome 

(MetS), Type 1 diabetes (T1D), and Type 2 diabetes (T2D) all have potential epigenetic dysregulation underlying their 

pathologies [1–3,7–9,14]. In utero and inheritable epigenetic modifications can set up chromatin modification patterns 

to prejudice gene expression to be more conducive to disease development. Inducible epigenetic changes promote more 

dysregulation in response to aberrant environmental stimuli, adding to the underlying susceptibility set up during development, 

triggering overt disease. (Please refer to color plate section) 
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Inheritable Epigenetic Dysregulation in Metabolic Diseases 

Epidemiological data suggest several co-morbidity factors associated with metabolic 
diseases correlate with changes in inheritable methylation patterns and the network of 
genes expressed in metabolic pathways [1]. Inherited imprinting of methylation patterns 
has been found on some genes known to contribute to T2D susceptibility in infants born of 
diabetic parents, including LEP (hunger and satiation), GLUT4 (enzymatic activity in energy 
metabolism), PPARalpha and gamma (signaling in energy metabolism), and PGC-1alpha 
(regulation of mitochondrial function) [3,7,21,24]. Imprinting of methylation patterns 
and their control of gene silencing during development can inluence gene expression 

and cellular function. The gene silencing patterns imposed by these inherited methylation 

patterns instilled in utero are thought to promote elevated risk for diabetes and cardiovascular 

disease later in life. 

In studies of gestational diabetes, mothers with even mild hyperglycemia during pregnancy 

pass on altered DNA methylation modiication levels and patterns. Recent evidence indicate 

that maternal inheritance of these traits may be more likely than paternal, suggesting that 

either maternal imprinting or in utero environmental effects on development are involved in 

the passing on of these characteristics [23,25–27]. Possible evidence for maternal imprinting 

as a factor in risk transmission comes from studies in rats where the link between inherited 

patterns of epigenetic modiication patterns and diabetic hyperglycemic risk manifests 

through irst, second, and third generation female offspring, but not in male offspring after 

the irst generation [8,23,25–28]. 

Imprinting of DNA methylation and possibly histone modiication (acetylation, 

phosphorylation, sumoylation, and ubiquitination) proiles may also be factors in 

regulation of transposons and in microRNA-mediated gene expression in diabetes [29–32]. 

MicroRNA sites within the genome have a strong correlation with epigenetic modiication 

sites in non-coding chromatin [7,29–32]. MicroRNA regulation dysfunction also has been 

recently implicated in autoimmune disease development, especially in responsiveness to 

environmental triggers for susceptibility. CpG island motifs found within miRNA epigenetic 

regulatory sites are considered some of the most mutable DNA sequences in development, 

with a recombination rate 20 to 40 time higher than other nucleotide sequences during 

meiosis as well as mitosis [7,33]. The possibility of epigenetic drift in modiication patterns 

at these highly mutable sites may contribute to misprogramming of gene expression during 

development that can have a persistent effect on later health in the offspring and their 

subsequent progeny. 

INFLUENCE OF THE IN UTERO ENVIRONMENT ON 
EPIGENETIC MODIFICATION 

Gene expression misprogramming would most likely require some extra-genetic “trigger” 

to initiate aberrant effects in later life. The question then arises, is it the developmental 

environment that triggers these epigenetic changes or do imprinted patterns persist because 

of in utero environmental factors? Two theories have arisen to answer this question, neither 

mutually exclusive: the “thrifty phenotype hypothesis” and the “fetal origins hypothesis” 

[22,28,34–37]. 

The “thrifty phenotype hypothesis” suggests that gestational or early postnatal life 

environmental factors, such as maternal malnutrition, gestational diabetes, and 

maternal hypertension, impose negative impact on an infant’s inherited risk for later 

disease development [23,34,35]. One possible mechanism for such an effect would be 

maternally-inherited epigenetic modiication patterns regulating susceptibility genes 

being re-programmed after exposure to such factors as maternal hyperglycemia during 

development [22,36–38]. 



 

The “fetal origins hypothesis” suggests that the passing on of risk traits for cardiovascular 
disease and T2D originates from “plasticity” within the developing genome of the infant 
[22,39]. This lexibility is needed to respond to the in utero environment changes, and allow 

for modiications that will modulate later response to the postnatal living and growth 

conditions [8,9,22,23,28,39–43]. For example, low birth weight predisposed infants to 

slower development and changes in DNA methylation patterns. Slower development caused 

by under-nourishment in utero leads to fewer nephrons developing in the kidney [37] and 

under-methylation of the angiotensin AT1b receptor gene promoter in the adrenal gland [44]. 

Such changes promote increased renal stress, kidney dysfunction, and changes in vascular 

pressure. The kidney insuficiency caused by the increased renal retention, also contributes 

to a rise in systemic blood pressure. As a result, this vascular stress can increase risk of 

coronary heart disease, T2D, stroke and hypertension later in life. Thus, the decrease in 

plasticity of kidney development made these individuals less adaptable in their responses to 

environmental stress, through less lexibility in gene expression via epigenetic responsiveness 

[22,23,37,44]. 

Ultimately, these theories support each other in the importance of early gestational impacts 

on later disease susceptibility. It is most likely that combinations of these two mechanisms 

are involved in the unique individualized metabolic disease susceptibility patterns seen in 

the human population. 

Several studies have suggested that there are deined windows of opportunity for the infant 

genome to establish set epigenetic modiication patterns during development in both 

pre- and postnatal periods [22,38,41]. These windows allow for the proper amount and 

placement of methylation on DNA and small molecule modiications on histones to set the 

gene expression patterns dictated by inheritance and/or in utero environment [22,38,41]. 

A delay in gene access during these critical timeframes, due to slowed growth or metabolic 

stress, can set the gene expression pattern to a more pathology risky format [22,41]. Such 

temporal effects suggest that even inheritable changes in the epigenetic modiication patterns 

may be inluenced by the in utero environment. 

CHAPTER 35 

Epigenetics in Metabolic Disease 

For example, gestational diabetes exposes fetuses to hyperglycemia in utero and leads 

to impaired glucose tolerance, and impaired beta cell mass and function later in life 

[9,23,28,34]. This susceptibility was transmittable to later generations, suggesting that the 

in utero exposure led to an epigenetic change in the genome. Several studies in both T2D 

and T1D animal models suggest that proper epigenetic regulation of the key development 

and function control gene Pdx-1 in utero is crucial to not only proper beta cell development, 

but also controlling risk of beta cell dysfunction and diabetes susceptibility later in life 

[24,31,32,45,46]. 

In the T1D non-obese diabetic (NOD) mouse model, fostering of newborn NOD pups to 

nurse on non-diabetic prone mice decreased their diabetes incidence. Moreover, embryo 

transfer of NOD fetuses to non-diabetic pseudo-pregnant mice had an even greater effect on 

lowering their diabetes incidence. These indings suggest that both prenatal and immediate 

postnatal environments can contribute to autoimmune diabetes susceptibility [41]. 

To avoid auto-reactivity, immune antigen presenting cell (APC) regulation of T cell ontogeny 

instills self-tolerance in the immune system. These tolerizing events occur predominantly 

based on immune responsiveness to in utero and immediate perinatal period environment. 

Alterations in cytokine expression and function patterns during tolerance development can 

inluence the epigenetic regulation of immune response gene expression and set the stage for 

autoimmune disease, including T1D, susceptibility later in life [21,38,47–49]. 

Cytokines, such as interleukin-3 (IL-3), granulocyte-macrophage colony stimulating factor 

(GM-CSF) and macrophage colony stimulating factor (M-CSF), comprise the growth factor 

milieu in bone marrow during hematopoietic differentiation. These factors rely heavily on 
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epigenetic gene expression regulatory mechanisms to exert their effects on immune cell 
maturation and functionality [47]. Temporal and sequential expression and reception of 
these immune hormones is vital to the development of self-tolerogenic APC within the 
myeloid lineage. The loss of this differentiation pattern of cytokine stimulation is seen in 
T1D mouse models, suggesting in utero as well as later in life changes in epigenetic gene 
regulation in response cytokine signaling can dramatically alter APC function in deining 

and maintaining self-tolerance [47–50]. 

Regulatory T cell lineages that are associated with control of inlammation and self-tolerance 

are dependent on the interplay of cytokines such as IL-2, IL-4, tumor growth factor beta 

(TGFbeta), and IL-17. These cytokines function through epigenetic adaptor proteins and 

transcriptional factors such as CREB, AP1, ATF, N-FAT, SMAD3, and STAT5, to promote 

epigenetic control of a key transcription factor, FOXP3, gene expression in their development 

[3,6,38,51,52]. Methylation state and later histone acetylation modulation promotes the 

stability of FOXP3 expression. In addition, microRNA regulation of genes involved in 

lineage differentiation genes is crucial to the regulation of FOXP3 [38]. Dysregulation of 

FOXP3 leads to loss of a critical class of regulatory T cells, which allows for the subsequent 

emergence of Th17 proinlammatory effector T cells. Both regulatory T cell loss and Th17 cell 

gain have been linked to the development of autoimmune diabetes in NOD mice [38,52]. 

Thus, epigenetic dysregulation of both APC and T-cell functions is a strong candidate 

mechanism in the etiology of autoimmune diseases such as T1D. 

Inducible Epigenetic Dysregulation in Metabolic Diseases 

The rapid response to nutrient and environmental stimuli in gene regulation is greatly 

dependent on the adequate and rapid response of the epigenetic modiication machinery. 

Acetylation and deacetylation of histones provide rapidly reversible chromatin dynamics, 

allowing for precise and timely gene expression changes to adapt to an ever changing 

environment. Dysfunction in acetylation regulation seen in MetS, T1D, and T2D sets 

the stage for improper gene expression responses to environmental stimuli as well as to 

hormonal regulation of metabolic processes [3]. 

SECTION IX 

Epigenetics and Human Disease 

Susceptibility to MetS has been attributed to a complex of traits, exposures, and behaviors, 

including overeating and a sedentary lifestyle [7,10,42]. Circadian rhythm timing of 

activity and rest as well as hormonal signaling for hunger and satiation are governed by 

gene expression responses to environmental cues or stimuli (also called zeitgebers) [7]. A 

central regulatory gene in circadian timing regulation, CLOCK, is a histone acetyltransferase 

[7,53–55]. The CLOCK protein forms a dimer with BMAL1 and regulates the transcription 

of genes involved in energy metabolism, hormonal responsiveness, thermal control, and 

sleep induction/waking, including PPARgamma, PPAR alpha, PGC1alpha, Leptin, and other 

factors involved in lipid/carbohydrate energy utilization [7,53,54]. CLOCK dysfunction in 

regulation of PPAR molecules, PGC1alpha, and other genes central to lipid metabolism 

has been implicated in the development of MetS and T2D cardiovascular disease [7,55]. 

Environmental cues or triggers beyond the circadian zeitgebers have been implicated in 

the induction of T2D and T1D epigenetic dysregulation, through control of the metabolic 

pathways involved in nutrient sensing and the inlammatory responses [6]. 

EPIGENETIC DYSREGULATION OF ENERGY METABOLISM 

Psychological, physiological, and pharmacological stress factors have all proven to 

inluence energy metabolism, both by changes induced during development and by later 

induction by environment [56,57]. Epigenetic modiication alterations can be induced in 

the perinatal period by environmental factors such as maternal obesity during gestation 

and lactation, increased caloric intake, high fat diets, and decreased energy expenditure 

[41,58]. The psychological and physiological stresses of birth, even including the decreased 



 

 

initial maternal contact after cesarean section, have been implicated in initial epigenetic 
modiication pattern changes resulting in alter gene expression proiles leading to higher risk 

for MetS and T2D [58]. Studies now show that even genetically-predestined obesity and T2D 

induced in mice by leptin, agouti, or melanocortin receptor gene mutations can be reversed 

by severe caloric intake reduction, alteration of fatty acid diet content, or simply by voluntary 

exercise without restricted caloric intake [6,56,59]. These indings indicate that alterations in 

environment, both molecular and physical, can induce disease modulating changes in gene 

expression. 

The gene responsiveness modulated by epigenetic control of genes involved in nutrient 

sensing and metabolism has multi-organ system effects [6]. Adipose tissue, liver, brain, and 

cardiovascular tissues are all adversely affected by dysregulated glucose and lipid nutrient 

sensing and metabolism. Adipocyte dysfunction in both fat and glucose metabolism 

and storage contributes to the development of insulin resistance in MetS and T2D and 

cardiovascular complications in MetS, T1D, and T2D [54]. Integration of the immune and 

metabolic systems on both a functional and molecular regulatory level provides a shared 

homeostatic mechanism dysregulated in both T1D and T2D. 

Disruption of functional and biochemical interactions of immune and energy metabolism 

is emerging as a linked mechanism underlying many of the pathological events in common 

in chronic metabolic diseases such as T1D, T2D, and atherosclerosis [2]. Adipocytes, 

macrophages, and macrophage-derived foam cells share a gene expression signature 

which includes not only lipid and carbohydrate metabolic enzymes and cofactors (such as 

PPARgamma, pyruvate carboxylase, and carnitine acetyltransferase), but also genes involved 

in the induction and maintenance of inlammation (including IL-1beta, IL-6, tumor necrosis 

factor alpha (TNFalpha), GM-CSF, complement factors, COX2, iNOS, MCP-1and TGF 

beta) [6,16,17,49,60–69] (Fig. 35.2). 
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EPIGENETIC DYSREGULATION OF INFLAMMATION 

Dysregulation of inlammation is a key component of many metabolic syndromes, including 

atherosclerosis, T1D, and T2D. Macrophage differentiation and function is integral to 

regulation of inlammation, and their dysfunction contributes to the pathology associated 

with metabolic disorders. Disruption of normal hormonal and cytokine signaling through 

NFkappaB, STAT proteins, and JNK/AP1 molecules affects the immune system’s ability to 

control inlammation, exacerbating the pathology caused by chronic metabolic stresses such 

as obesity, dyslipidemia, and infection [6,69]. 

GM-CSF/M-CSF signaling disruptions promote inadequate tolerogenic myeloid APC 

development, macrophage foam cell deposition, and chronic inlammation in an aberrant 

response to lipid metabolism and environment stress factors. These dysregulated immune 

cell functions lead to increased vascular plaque formation, aberrant angiogenesis, and 

inlammatory tissue damage, which contribute to retinopathy and vascular complications in 

MetS, T1D, and T2D [16–18,50,54,57,61,67]. 

Epigenetic regulation of inlammation in T1D has been directly affected by persistent 

activation of the histone acetylase/deacetylase adaptor proteins, STAT5A and STAT5B, which 

are caused by and self-perpetuate through epigenetic dysregulation of cytokines such as 

GM-CSF and IL-10 in myeloid cells and IL-2, IL-17, and IL-10 in T cells [51–53,63,67]. STAT5 

activation persists in myeloid cells due to its feedback promotion of histone acetylation at 

CSF2 regulatory sequences and in T cells by IL2 and IL2Ra dysregulation [63,64,67,68,70,71], 

and by apparent loss of mechanisms to deactivate or transport activated STAT5 proteins off 

of chromatin and out of the nucleus [63,67,71]. 

Dysregulation of PTGS2 has been implicated in the pathogenesis of both T2D and T1D 

genome-wide screens for epigenetic sites [16,17]. CSF2 and IL10 were also found in the 
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FIGURE 35.2 
Genome wide epigenetic modification screening reveals overlap in metabolic syndromes. Wren and Garner [16] and Maio et al. 

[17] conducted genome-wide data-mining analyses looking for genetic loci associated with T2D [16] or T1D [17]. Combining 

data from both analyses with epigenetic regulation data for gene candidates [46,52,53,59,63,64,68,69], reveals overlapping 

effects on genes in pathways essential to energy metabolism, inflammation, and macrophage function/differentiation, as well 

as signaling in hunger/satiation control and pancreatic development/differentiation. (Please refer to color plate section) 

screening as strong candidates for T1D involvement [17], whereas TNF and IL6 genes were 
identiied as potential inlammation response genes associated with T2D [16] (Fig. 35.2). 

These indings suggest that environmentally-induced hormone and cytokine signaling 

promotes dysregulation of epigenetic regulation seen in metabolic disorders, and genome-

wide gene expression aberrations in pathways associated with inlammation and abnormal 

lipid metabolism. 

POTENTIAL THERAPEUTIC INTERVENTIONS INVOLVING 
EPIGENETIC REGULATION 

Understanding the convergence of nutrient-induced, inherent, and environment/pathogen- 

induced epigenetic modiication signaling in metabolic diseases will not be an easy task, 

but could lead to the more comprehensive mechanistic approach to treatment of these 

diseases [3,6]. The genetic code alterations of SNP defects of T2D and the IDD susceptibility 

loci of T1D both incorporate the non-coding regulatory regions as the major contributing 

component of their genetic risk [1,15–17,72]. Genome wide screens in both diseases have 

revealed epigenetic sequences as having the highest potential impact on genetic susceptibility 

[16,17]. Modulation of epigenetic modiication via substrate manipulation, environmental 

alteration, or pharmaceutical intervention may lead to reduction of disease-promoting gene 

expression. 
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Considering the tangled pathways involved in immune responsiveness, neurological 
signaling, and nutrient sensing and uptake in these metabolic disorders, selectively down-
regulating epigenetic regulatory mechanisms will be dificult at best. Treatment through 

substrate control (e.g. lipid intake, insulin sensitivity/glucose tolerance, activity/energy intake 

balance) is the most promising approach, but also the most dificult to enforce or measure 

accurately. 

Recent studies have focused on the potential therapeutic use of histone deacetylase (HDAC) 

inhibitors [1,11,57,73–76], and potential DNA methytransferase inhibitors [57,73,74], 

which have had some success as “epigenetic therapies” in cancers such as hematopoietic 

malignancies and breast/prostate cancers [74,75]. Unfortunately, there are severe side effects 

with these chemotherapeutic agents, including immunosuppression and dysregulation of 

regenerative processes. HDAC inhibitors affect pancreatic development and bone marrow 

immune cell differentiation [75,76], while MTDT inhibitors, such as 5-azacytidine and 

hydralazine, affect cell division and DNA repair/replication machinery [11,57,73–76]. 

Botanical derivatives such as biolavones in green tea and poison substrates for lipid 

metabolism and storage have shown promise in cancer therapies, but their usefulness in 

reversing metabolic syndromes has yet to be fully explored [74]. 

As drug discovery searches continue to ind molecular modulators of epigenetic 

modiication, the application of such potential and less toxic chemotherapeutic agents to the 

correction of epigenetic dysregulation of gene expression could play a signiicant role in both 

treatment and prevention of complex metabolic diseases. 
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FIGURE 35.1 
Routes of epigenetic regulation and 

dysregulation in metabolic diseases. Metabolic 

diseases such as Metabolic Syndrome 

(MetS), Type 1 diabetes (T1D), and Type 2 

diabetes (T2D) all have potential epigenetic 

dysregulation underlying their pathologies 

[1–3,7–9,14]. In utero and inheritable 

epigenetic modifications can set up chromatin 

modification patterns to prejudice gene 

expression to be more conducive to disease 

development. Inducible epigenetic changes 

promote more dysregulation in response to 

aberrant environmental stimuli, adding to 

the underlying susceptibility set up during 

development, triggering overt disease. (Please 

refer to Chapter 35, page 571). 
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FIGURE 35.2
Genome wide epigenetic modification screening reveals overlap in metabolic syndromes. Wren and Garner [16] and Maio et al. [17] conducted genome-wide 

data-mining analyses looking for genetic loci associated with T2D [16] or T1D [17]. Combining data from both analyses with epigenetic regulation data for gene 

candidates [46,52,53,59,63,64,68,69], reveals overlapping effects on genes in pathways essential to energy metabolism, inflammation, and macrophage 

function/differentiation, as well as signaling in hunger/satiation control and pancreatic development/differentiation. (Please refer to Chapter 35, page 576). 
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INTRODUCTION 

More than 100 human genes are currently believed to be imprinted by epigenetic 
mechanisms that allow expression from only one of the two paternal alleles. 

These parental imprints undergo a cycle during the life of an organism that allows their 
reprogramming at each generation. The imprinted marks are inherited from the parental 
gametes and are then maintained and realized in the somatic cells of an individual. During 
early development, methylation modiication of the mammalian genome undergoes 
dramatic changes and is linked to the rapid differentiation and formation of various tissues 
and organs. The imprint marks are erased in the germline and re-established according to the 
sex of the contributing individual for the next generation. Among others, one fundamental 
molecular process in this imprinting cycle is DNA methylation. It is mainly catalyzed by 
DNA methyltransferases (DNMTs) and is generally associated with gene silencing. 

CHAPTER 36 

The balanced expression of imprinted genes is needed for a regular development of an 
individual, and it is therefore not surprising that many imprinted genes are involved in 
human growth. According to their hypothesized biological function as mediators of the 
“battle-of-sexes” (conlict theory) in the fetal period, paternally- and maternally-imprinted 
genes have opposite functions: while paternally-expressed factors promote growth, 
maternally-expressed ones suppress it [1,2]. 

Indeed, the majority of the known imprinting syndromes are associated with disturbed 
growth (Table 36.1). The most prominent imprinting disorders (IDs) are Prader–Willi and 
Angelman syndromes (PWS, AS); in both entities similar but opposite genetic and epigenetic 
mutations of chromosome 15 are present. Further imprinting diseases are transient neonatal 
diabetes mellitus (TNDM, chromosome 6q24), Silver–Russell syndrome (SRS, chromosomes 
7 and 11p15), Beckwith–Wiedemann syndrome (BWS, chromosome 11p15) and the 
“maternal/paternal UPD14” (UPD(14)mat/pat) syndromes. However, there are overlapping 
clinical indings in some of these disorders (i.e. TNDM and BWS). Recent studies identiied 
an association between an increased risk for epigenetic defects resulting in IDs and assisted 
reproduction techniques (ART) [for review, see Ref. 3] but it is not yet clear whether these 
defects are linked to the subfertility of parents or the technique. 

Handbook of Epigenetics: The New Molecular and Medical Genetics. DOI: 10.1016/B978-0-12-375709-8.00036-8 
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TABLE 36.1 Information on the Frequencies, Genetic Alterations, and the Main Clinical Features in the Currently Known Human IDs 

Imprinting Acronym/ Frequency OMIM Affected Types of Mutations/ MLH Detection Rate Main Clinical Features 

Disorder Abbreviation Chromosomes/ Epimutations 

Imprinted Regions 

Transient 
neonatal 
diabetes mellitus 

Silver–Russell 
syndrome 

Beckwith– 
Wiedemann 
syndrome 

UPD(14)mat 
syndrome 

UPD(14)pat 
syndrome 

Angelman 
syndrome 

Prader–Willi 
syndrome 

TNDM 

Russell–Silver 
syndrome, 
SRS, RSS 

Wiedemann– 
syndrome, 
EMG 
syndrome, 
BWS 

Temple 
syndrome 

– 

Happy Puppet 
syndrome, AS 

Prader– 
Labhart–Willi– 
syndrome, 
PWS 

1/800.000 

1/10.000 

1/15.000 

Rare 

Rare 

1/20.000– 
1/12.000 

1/25.000– 
1/10.000 

601410 

180860 

130650 

608149 

105830 

176270 

6q24: ZAC1/HYMA1 

7 

11p15: 

IGF2/H19 

11p15: 

ICR1: IGF2/H19; 
ICR2: KCNQ1; 
CDKN1C 

14q32: DLK1/GTL2 

14 

15q11-q13: 

UBE3A 

15q11-q13 

upd(6)pat Yes 

Paternal duplications 
Methylation defects 

upd(7)mat Yes 

upd(11p15)mat 
Maternal duplication 
Hypomethylation 

upd(11p15)pat Yes 

Chromosomal aberrations 

Hypermethylation 
Hypomethylation 
Point mutations 

upd(14)mat No 

Deletions of the paternal 
chromosome 14 
Aberrant methylation 

upd(14)pat No 
Aberrant methylation 

Maternal deletion No 

upd(15)pat 
Aberrant methylation 
Point mutations 

Paternal deletion No 

upd(15)mat 
Aberrant methylation 

85% 

，10% 

Single cases single 

cases ． 38% 

，20%
2–4%

5–10%
40–50%
5% in sporadic
40–50% in familial 
cases 

? 

? 

70% 
1–3% 
，4% 
10–15% 

70% 

，30% 
，1% 

Transient diabetes, 
IUGR, macroglossia 

Pre- and/or postnatal 
growth retardation, rel. 
macrocephaly, 
asymmetry, triangular 
face 

Pre- and postnatal 
overgrowth, 
organomegaly, 
omphalocele, neonatal 
hypoglycemia, 
hemihypertrophia, 
increased tumor risk 
in specific molecular 
subgroups 

IUGR/PNGR, hypotonia, 
scoliosis, precocious 
puberty 

IUGR, polyhydramnios, 
abdominal and thoracal 
wall defects, bell-
shaped thorax 

Mental retardation, 
microcephaly, no 
speech, unmotivated 
laughing, ataxia, 
seizures, scoliosis 

Mental retardation, 
neonatal hypotonia, 
growth retardation, 
hypogenitalism, 
hypopigmentation, 
adipositas/hyperphagia 



 

           
           

  

 

CHAPTER 36 

Imprinting Disorders in Humans 

TYPES OF MUTATIONS AND EPIMUTATIONS IN IDs 

The regular expression of imprinted genes can be inluenced by different types of mutations 
and epimutations. For nearly all known IDs, the same genetic and epigenetic alterations 
affecting imprinted genes/gene clusters and their expression and regulation have been 
reported (Table 36.1). They include genomic mutations (uniparental disomy (UPD), 
chromosomal imbalances, point mutations) and true epigenetic defects (abnormal DNA 
methylation but without a genomic alteration) which affect the expression and regulation 
of imprinted loci. The incidence of the different classes of mutations and epimutations are 
different in the known IDs (Table 36.1), suggesting that some loci like the ICR1 and the 
ICR2 in 11p15 are more vulnerable for disturbed methylation than others. 

Uniparental Disomy (UPD) 

Nearly all human imprinting disorders have been detected through the identiication of 
Uniparental Disomy (UPD). UPD is deined as the abnormal inheritance of both copies 
of a chromosome or a chromosomal segment from only one parent. Several modes of 
UPD formation have meanwhile been described; one prominent mechanism is trisomic 
rescue [for review see Ref. 4] (Fig. 36.1). In the majority of cases, UPD affects the whole 
chromosome, but meanwhile several UPDs affecting only parts of a chromosome have been 
reported (“segmental UPD”; [5]). In particular in Beckwith–Wiedemann syndrome (BWS) 
segmental UPD of chromosome 11p15 accounts for up to 20% of cases. 

Two types of UPD can be distinguished, uniparental heterodisomy (UPhD) and uniparental 
isodisomy (UPiD). UPhD means the presence of the two different homologous chromosomes 
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FIGURE 36.1 
Schematic overview on UPD formation by trisomic rescue, gamete complementation, post-fertilization error, and monosomic 

rescue. 
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from the same parent, while in UPiD the same chromosome is duplicated. Up to now, three 
different possibilities as to how UPD might inluence the phenotype have been reported: 

1. If UPD affects imprinted genes it will lead to their imbalanced expression. UPD has 
been reported for nearly all human chromosomes but due to the tendency of imprinted 
genes to cluster, only some UPDs are associated with speciic phenotypes (Table 
36.2). Interestingly, on some chromosomes oppositely imprinted genes are clustered 
(chromosomes 11, 14, 15) whereas for others one parental UPD is risky while the other is 
not (chromosomes 6 and 7). 

2. If one parent carries an autosomal recessive mutation and has a UPiD offspring, this child 
will be homozygous for the same mutated allele and will be affected by the respective 
disease. Indeed, the irst reported case of UPD was a patient suffering from cystic ibrosis 
caused by maternal UPD of chromosome 7 [6]. Thus, despite the lack of imprinted genes 
on several human chromosomes, a reduction to homozygosity of recessive alleles has to 
be considered in any case of UPD. 

3. If UPD is derived from a trisomic zygote, some trisomic cells can survive. The clinical 
outcome of this mosaic constitution can therefore be inluenced by the UPD as well as 
by the trisomic cell line. Then, the phenotype is dificult to predict and a differentiation 
between symptoms caused by UPD or by the chromosomal mosaicism is often 
impossible. 

The association between UPD and chromosomal disturbances has also to be borne in mind 
in prenatal diagnosis: in particular, in chorionic villous sampling trisomy mosaicism is a 
relatively-frequent inding and depending on the chromosome involved UPD testing should 
be considered after detection of an aneuploidy. Another group prone to UPD are carriers 

TABLE 36.2 Overview on UPDs for the Single Human Chromosomes Reported so Far. 
So Far, Seven IDs are Known, While Numerous Paternal as well as Maternal UPDs have 
been Excluded to Cause Specific IDs (“–”). However, Some UPDs have not Yet been 
Reported (“?”) 

Chromosome Maternal UPD Paternal UPD 

1 – –
2 – –
3 – ?
4 – ?
5 ? –
6 – Transient diabetes melitus
7 Silver–Russell syndrome –
8 – –
9 – –

10 – – 
11 Silver–Russell syndrome Beckwith–Wiedemann syndrome 
12 – ? 
13 – – 
14 UPD(14)mat syndrome UPD(14)pat syndrome 
15 Prader–Willi syndrome Angelman syndrome 
16 – – 
17 – ? 
18 ? ? 
19 ? ? 
20 – – 
21 – – 
22 – – 
X – – 



 

 

 

 

 

of (Robertsonian) translocations involving chromosomes 6, 7, 11, 14, and 15. Indeed, the 
majority of chromosome 14 UPDs (UPD(14)mat, UPD(14)pat) has been detected among 
Robertsonian translocation carriers. 

Chromosomal Deletions and Duplications 

The functional relevance of chromosomal imbalances affecting imprinted genes is 
comparable to that of UPD. In PWS for example, a deletion of ，0.6 Mb in the paternal 
chromosome 15 accounts for nearly 70% of cases and affects the region 15q11-q13 while 
，30% of patients are UPD(15)mat carriers. Functionally, both (epi)mutations result in 
an inactivation of paternally-expressed genes [for review see Ref. 7]. Vice versa, ，70% of 
AS patients show a maternal deletion of the same chromosomal region in 15q, 1–3% a 
UPD(15)pat. The two chromosome 15 IDs impressively illustrate the profound role of 
chromosomal imbalances in the etiology of this group of diseases. The situation is similar 
for TNDM where 6q24 duplications account for approximately one third of cases. Single 
cases of duplications/deletions, maternal as well as paternal, have also been reported in SRS/ 
BWS and UPD(14)mat/UPD(14)pat (Table 36.1). 

Genomic Point Mutations in ID Patients 

In some cases of IDs point mutations on genomic DNA level are responsible for the clinical 
course. These mutations might affect either genes underlying a regulation of imprinting 
centers, or genes involved in establishment or maintenance of methylation marks. 

Point mutations in genes regulated by DMRs have been reported for BWS and AS and account 
for a signiicant number of cases. As aforementioned, CDKN1C mutations are responsible for 
a large proportion of familial BWS cases; UBE3A1 mutations can be detected in 10–15% of 
AS patients (Table 36.1). 

CHAPTER 36 

Imprinting Disorders in Humans 

In principle, genes responsible for the establishment or maintenance of methylation marks are good 
candidates to carry mutations causing aberrant methylation. Indeed, a growing number 
of factors involved in DNA methylation and its regulation have been identiied, but so far 
only two genes have been published to carry point mutations in ID patients. In TNDM 
patients with multilocus hypomethylation (MLH) autosomal-recessive mutations in the 
zinc-inger protein ZFP57 have been reported [see below; and Ref. 8]. In a BWS sibship a 
homozygous mutation in the NLRP2 gene in the mother was described by Meyer et al. [9] 
providing evidence for a trans mechanism for the disturbed methylation pattern in 11p15 in 
the two children. However, screening studies in further enzymes involved in locus speciic 
methylation and regulation such as DNMT3L and PLAGL1 failed to identify pathogenic 
variants [10,11]. 

Imprinting Defects 

Imprinting defects, or epimutations, describe altered DNA methylation patterns at speciic 
differentially-methylated regions (DMRs) which regulate the expression of neighboring 
genes. The chromosomal region 11p15 represents a typical example of an imprinted region 
with complex regulation mechanisms (Fig. 36.2) and it is described below as an example. 

The region 11p15 contains a number of imprinted genes, the expression of which is 
regulated by two different imprinting control regions (ICR1 and ICR2), also called H19 
DMR and KvDMR1. The telomeric ICR1 confers a differential chromatin architecture to the 
two parental alleles leading to reciprocal expression of H19 and IGF2. The two genes are 
co-expressed in endoderm- and mesoderm-derived tissues during embryonic development 
and compete for the same enhancers. The paternally-expressed IGF2 is involved in fetal 
development and growth [12,13]. Although H19 was one of the irst non-coding transcripts 
identiied, its function is still unknown. Knockout of H19 removing the whole RNA coding 
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FIGURE 36.2 
Epigenetic/genetic alterations in 11p15 which are currently known to be associated with BWS as an example for the complex 

molecular background of IDs. Only those genes in 11p15 are illustrated which are currently being discussed as being 

functionally involved in the pathogenesis of BWS (and SRS). (Please refer to color plate section) 

sequence but leaving the promoter and surrounding transcription unit intact had no effect 
on the imprinted expression of IGF2 [14]. These results indicate that the RNA itself might 
be non-functional; however, the fact that H19 is a relatively highly conserved gene among 
mammals (77% identity between human and mouse) suggests a profound functional 
relevance. A recent study suggests that H19 functions as a primary micro-RNA precursor 
involved in the post-transcriptional down-regulation of speciic mRNAs during vertebrate 
development [15]. The ICR1 contains seven CTCF target sites in the DMR 2 kb upstream of 
H19 and shows allele speciic methylation. The Zinc-inger binding factor CTCF binds to 
the maternal unmethylated ICR1 copy and thereby forms a chromatin boundary. This CTCF 
binding mechanism blocks IGF2 and promotes H19 transcription of the maternal 11p15 
copy. As a result of this complex and balanced regulation, hypo- as well as hypermethylation 
in the ICR1 in 11p15 cause IDs (SRS and BWS, respectively; Table 36.1). 

The centromeric ICR2 in 11p15 regulates the expression of CDKN1C, KCNQ1 (potassium 
channel KQT-family member 1) and further genes and is methylated only on the maternal 
allele. Mutations in the paternally-suppressed CDKN1C gene account for up to 40% of 
familial BWS cases and 5–10% of sporadic patients (Table 36.1). The gene encodes a 
cyclin dependent kinase inhibitor (p57KIP2) and is part of the p21CIP2Cdk inhibitor family. 
Functional analysis of CDKN1C germline mutations detected in two BWS patients showed 



 

 
 
 
 

 
 
 
 

the loss of cell-cycle inhibition [16]. The gene of another non-coding RNA in 11p15, 
KCNQ1OT1 (LIT1), is localized in intron 10 of the KCNQ1 gene. KCNQ1OT1 is expressed 
by the paternal allele and probably represses the expression of the CDKN1C gene. Loss of 
methylation of the maternal ICR2 allele correlates with expression of KCNQ1OT1. In BWS, 
one central physiological change caused by ICR2 (epi)mutations (hypomethylation at ICR2 
as well as CDKN1C point mutations) is the reduced expression of CDKN1C. 

MULTILOCUS HYPOMETHYLATION (MLH) IN IDs 

For all congenital IDs an association with aberrant methylation or mutations at speciic 
loci has been well established. It is therefore amazing that patients with transient neonatal 
diabetes mellitus (TNDM) can exhibit hypomethylation at further imprinted loci in addition 
to the disease-speciic in 6q24 [17,18]. Because all affected loci were maternally methylated, 
Mackay et al. [18] deined a maternal hypomethylation syndrome. In some of these patients, 
mutations in the ZFP57 gene could recently be identiied as the cause of the irst heritable 
global human imprinting disorder [8]. ZFP57 point mutations are autosomal recessive, 
a inding that is important for genetic counselling in TNDM. The association between 
mosaicism of hypomethylation and ZFP57 mutations suggests that this factor is involved 
in the maintenance of imprinted DNA methylation in the early embryo. Recently, also for 
BWS and SRS patients with MLH in blood lymphocytes have been reported [19–22]. In 
these patients both paternally- and maternally-imprinted loci were affected in leukocytes. 
In all studies, a phenotypic difference between BWS or SRS patients with MLH and patients 
carrying isolated 11p15 aberrations was not obvious. A broad range of imprinted loci can be 
affected in the case of MHL; however, it seems that single loci are prone to demethylation, 
i.e. the ICR2 in 11p15 and the DLK1/GTL2 locus in 14q32. 

CHAPTER 36 

Imprinting Disorders in Humans 

GENERAL ASPECTS OF IDs 

At irst glance the different IDs are clinically heterogeneous but due to the similar underlying 
molecular defects and the function of the affected genes they often show comparable clinical 
characteristics, i.e.:

ｌ pre- and/or postnatal growth retardation;
ｌ hypo- or hyperglycemia;
ｌ failure to thrive in the newborn and early childhood period;
ｌ neurological abnormalities in childhood.

UPD and epimutations mainly occur denovo; in the case of postzygotic origin, mosaicism for 
the disturbances can be observed. As a result, in IDs the following observations are common:

ｌ There is asymmetry of body, head and/or limbs.
ｌ Most cases are sporadic, and familial cases are rare.
ｌ Discordant monozygotic twins occur.
ｌ Genotype–phenotype correlations are dificult to delineate.

In family cases, deviations from Mendelian inheritance can be often observed due to the 
inluence of the parental origin of the (epi)mutation and the sex of the contributing parent. 
For genetic counselling of ID families, the knowledge of the nature of molecular mutation or 
pimutation subtype is essential to delineate exact risk igures. Patients/carriers with deletions 
for example will have a 50% risk of conceiving a child with a UPD phenotype, depending 
on the sex of the patient. In the case of epimutations it might be more dificult to give risk 
igures, and genetic counsellors are therefore advised to continually update their knowledge 
for each disease.
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TRANSIENT NEONATAL DIABETES MELLITUS/TNDM – 
CHROMOSOME 6 

Transient neonatal diabetes mellitus (TNDM) is a rare disease; in addition to hypoglycemia 
IUGR and abdominal wall defects are common [23]. Insulin therapy is required for an 
average of 3 months; afterwards the diabetes resolves. However, the majority of TNDM 
patients develop type 2 diabetes. 

TNDM is associated with an overexpression of the imprinted locus PLAGL1/ZAC in 6q24. 
As with the other IDs, three (epi)genetic causes of TNDM have been identiied (Table 36.1): 
UPD(6)pat, paternal duplications of 6q24, and aberrant methylation at the PLAGL1/ZAC 
locus. The PLAGL1/ZAC gene is a maternally-imprinted gene and therefore only expressed 
from the paternal allele. It encodes a zinc-inger protein which binds DNA and hence 
inluences the expression of other genes [for review see Ref. 24]. 

SILVER–RUSSELL SYNDROME/SRS – CHROMOSOMES 7 AND 11 

Silver–Russell syndrome (SRS) is a congenital disorder mainly characterized by pre- and 
postnatal growth restriction. The children are relatively macrocephalic and their face 
is triangular-shaped with a broad forehead and a pointed, small chin. In many cases, 
asymmetry of limbs and body and clinodactyly V is present. Growth failure is often 
accompanied by severe failure to thrive, and feeding dificulties are reported. For those 
children without catch-up growth by the age of two, growth hormone therapy is encouraged. 

The genetic basis of SRS is very heterogeneous. In approximately 10% of SRS patients a 
maternal uniparental disomy for chromosome 7 (UPD(7)mat) can be found [for review, 
see Ref. 25]. The majority of SRS patients (，40%) show a hypomethylation of the ICR1 in 
the imprinted region 11p15 (Fig. 36.2); in single cases maternal duplications of the whole 
chromosomal region in 11p15 have been reported ([26]; for review, see Ref. 25). Until now 
only one SRS patient with a maternal duplication restricted to the ICR2 has been identiied 
[27]. With the recent identiication of a patient with a UPD(11)mat the currently known 
spectrum of (epi)mutations has been accomplished in SRS [28]. Interestingly, the opposite 
11p15 epigenetic and genetic indings can be observed in BWS (Table 36.1). Numerous 
(submicroscopic) chromosomal disturbances have been described in SRS patients, and thus 
screening for cryptic genomic imbalances is indicated after exclusion of UPD(7)mat and 
11p15 epimutations [29,30]. Generally, the recurrence risk for SRS is low because the majority 
of patients are sporadic. Nevertheless, the situation changes in case of familial genetic or 
epigenetic alterations like chromosomal rearrangements or untypical aberrant methylation. 

SECTION IX 

Epigenetics and Human Disease 

A genotype–phenotype correlation is dificult in SRS. In general, the 11p15 epimutation 
carriers show the more characteristic phenotype while UPD(7)mat patients are affected more 
mildly, but exceptions exist [31]. Interestingly, there is evidence for a correlation between the 
genotype/epigenotype and endocrinological parameters [32]. 

BECKWITH–WIEDEMANN SYNDROME/BWS – CHROMOSOME 11 

Beckwith–Wiedemann syndrome (BWS) was initially called EMG syndrome, from its 
three main features of exomphalos, macroglossia, and (neonatal) gigantism. Additional 
features include neonatal hypoglycemia, hemihypertrophy, organomegaly, earlobe creases, 
polyhydramios, hemangioma, and cardiomyopathy. In 5–7% of children, embryonal tumors 
(most commonly Wilms’ tumor) are diagnosed. The clinical diagnosis of BWS is often 
dificult due to its variable presentation and the phenotypic overlap with other overgrowth 
syndromes [for review, see Ref. 33]. 

The genetics of BWS are complex, but in the majority of cases an altered expression or 
mutations of several closely linked genes in 11p15 associated with cell cycle and growth control 



 

       
   

 
           

                

 

can be observed. As described above (Fig. 36.2), the region contains two imprinted gene 
clusters. In contrast to SRS, the ICR2 regulating KCNQ1 and CDKN1C is the preponderant 
altered region in BWS; nearly 50% of patients carry a hypomethylation at this locus (Table 
36.1). UPD(11p15)pat is the second important alteration, while ICR1 hypermethylation is rare. 
Most BWS cases are sporadic but familial inheritance is observed in 15% of all cases. In BWS 
families without aberrant 11p15 methylation, CDKN1C point mutations are frequent. 

These BWS pedigrees resemble that of an autosomal dominant inheritance with incomplete 
penetrance. Interestingly, an increased frequency of monozygotic twinning has been reported 
in BWS families with epimutations (for review, see Ref. 22). It was therefore hypothesized 
that a methylation error precedes and possibly triggers twinning. BWS twins are nearly 
always female and discordant for the disorder. In some twin pairs, aberrant methylation was 
also detectable in leukocytes of the unaffected twin while it was not detectable in buccal 
swab DNA of the healthy child. 

A rudimental genotype/epigenotype–phenotype correlation has recently been established 
for BWS [34]: hemihypertrophy is strongly associated with UPD(11)pat, exomphalos with 
ICR2 hypomethylation and CDKN1C mutations. Most importantly, the risk of neoplasias is 
signiicantly higher in ICR1 hypermethylation and UPD(11)pat than in the other molecular 
subgroups. In BWS the determination of the molecular subtype is therefore important for 
an individual prognosis and therapy. Nevertheless, the phenotypic transitions are luid and 
testing for all molecular subtypes should be considered in patients with BWS features. 

MATERNAL AND PATERNAL UPD(14) SYNDROMES/ 
UPD(14)mat/pat – CHROMOSOME 14 

CHAPTER 36 

Imprinting Disorders in Humans 

The so-far called UPD(14)mat and UPD(14)pat syndromes were irst described in 1991 by 
Temple et al. and Wang et al. [35,36]; meanwhile distinct clinical phenotypes have been 
deined. However, the frequencies of both syndromes are currently unknown. 

In both IDs, the original genetic alterations were UPDs associated with Robertsonian 
translocations. Considering the most important formation mechanism of UPD via trisomy 
rescue, this observation was consequent because Robertsonian translocations are prone 
to trisomic offspring. Meanwhile, several cases with isolated IDs and microdeletions 
affecting the DLK1/GTL2 locus in 14q32 have been described [37,38], resulting in the same 
phenotypes, and thus new names for these two syndromes are necessary [39]. 

The UPD(14)mat phenotype is characterized by prenatal and postnatal growth retardation, 
muscular hypotonia, feeding dificulties, small hands and feet, recurrent otitis media, joint 
laxity, motor delay, truncal obesity, and early onset of puberty. The facial gestalt comprises a 
prominent forehead, a bulbous nasal tip and a short philtrum. Patients with UPD(14)-mat 
show clinical features overlapping with PWS, and thus screening for UPD(14)mat should 
be performed in patients with PWS-like phenotype after exclusion of the PWS speciic (epi) 
mutations [40]. 

UPD(14)pat is associated with a severe clinical course with polyhydramios, a typical small, 
bell-shaped thorax, abdominal wall defects, and severe developmental delay. The majority 
of patients die in utero or in the irst months of life. In addition to UPD(14)pat, isolated 
methylation defects at the DLK1/GTL2 locus have meanwhile been identiied in UPD(14)pat 
patients. 

In all cases reported so far, the DLK1/GTL2 locus is affected. The paternally-expressed gene 
DLK1 (delta, Drosophila homolog-like 1) encodes a transmembrane signaling protein, 
the maternally-expressed GTL2 (gene trap locus 2) is a microRNA which is involved 
in transcription regulation. However, the functional link between these genes and the 
phenotypes is currently unknown. 
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ANGELMAN AND PRADER–WILLI SYNDROMES – 
CHROMOSOME 15 

Angelman (AS) and Prader–Willi syndrome (PWS) are currently the best-known IDs. Both 
disorders are associated with mental retardation but further clinical signs are different. Both 
neurodevelopmental diseases are caused by (epi)mutations in 15q11-q13 (Table 36.1). The 
lack of the paternal copy of this region results in PWS, while disturbances of the maternal 
copy of UBE3A lead to AS. 

PWS is clinically characterized by neonatal hypotonia and failure to thrive, and then 
hyperphagia and obesity develop. Hypogonadism, short stature, behavior problems, and mild 
to moderate mental retardation are further characteristics [for review, see Ref. 41]. AS patients 
exhibit microcephaly, ataxia, seizures, absence of speech, and sleep disorder [42]. Due to the 
high percentage of microdeletions in 15q11-q13 in both syndromes, AS and PWS also belong 
to the so-called microdeletion syndromes. In AS, ，70% of patients have de novo deletions 
affecting the maternal chromosome. The same frequency can be observed in PWS where this 
region on the paternal chromosome 15 is deleted. Further AS speciic (epi)mutations include 
UBE3A1 mutations, imprinting defects and paternal UPD(15). In PWS, maternal UPD(15) is 
frequent and accounts for ，30% of patients, while imprinting defects are rare (，1%). 

CHROMOSOME 20 AND THE GNAS LOCUS 

GNAS is a complex imprinted locus that encodes several transcripts by alternative promoters 
and splicing. Some loci are expressed biallelically, others exclusively either from the paternal 
or the maternal GNAS allele [43]. Mutations in the GNAS1 gene are associated with 
pseudohypoparathyroidism Ia (PHP1A; Albright hereditary osteodystrophy with multiple 
hormone resistance), pseudopseudoparathyroidism (PPHP), and progressive osseous 
hypoplasia. PHP1A occurs only after maternal inheritance, whereas PHPP is only paternally 
inherited. 

SECTION IX 

Epigenetics and Human Disease 

To date, only three patients with a UPD(20)mat have been reported (for review, see Ref. 4). 
All patients were characterized by severe pre- and postnatal growth retardation but none of 
them showed features belonging to the GNAS locus mutation spectrum. 

GENETIC TESTING FOR IDs 

With the growing knowledge on IDs and the rapid development of new molecular genetic 
technologies, genetic testing for epimutations and mutations in this group of diseases has 
been considerably improved. In particular, the development of bisulite treatment assays 
to differentiate between methylated and unmethylated DNA was helpful to establish fast, 
reliable and low-cost strategies. Locus-speciic Southern-blot assays have been replaced by 
different PCR-based methods. With the use of PCR only minimal amounts of patients’ DNA 
are necessary, this aspect being particularly important for testing of neonates and deceased 
patients. 

While techniques like methylation-speciic PCRs and bisulite sequencing allow the targeted 
analysis of single loci, methylation-speciic Multiplex Ligation Probe-dependent Amplification 
(MS-MLPA) now allows the parallel characterization of different loci as well as of different 
types of (epi)mutations (duplications, UPD, aberrant methylation) in a one-tube reaction 
[for review, see Ref. 45]. The development of methylation-speciic microarrays now helps us 
to gain insights into (aberrant) methylation of the total human genome. 

The molecular conirmation of a clinical diagnosis is necessary not only for the patient but 
also for the family. As illustrated for BWS the molecular subtype of an ID allows a better 
prognosis, and therapeutic management (in the case of BWS the risk for neoplasias exists) 
but also helps to determine risk igures in the patients’ families. 



 

 
            
          

            
 

            
 
 

   

   

   

  

  

  

   

  
 

  

 

 
 

 

Nevertheless, prior to genetic testing the signiicance of genetic testing for the patient and 
his family should be critically discussed with the families. For each patient and his family, 
an individual strategy is necessary to avoid misleading and unclear results. Additionally, the 
putative predictive nature of a genetic test for affected as well as unaffected family members 
should be considered. 

CONCLUDING REMARKS 

In summary, there is a growing number of conditions where genomic imprinting effects are 
recognized to be associated with clinical disorders. Based on the observation that growth 
disturbance and behavior abnormalities are common features of IDs, genomic imprinting 
should be suspected in any disorder of unknown etiology characterized by these clinical 
signs. Furthermore, disorders with an unusual pattern of inheritance should be studied 
for the possibility that genomically-imprinted genes are involved. In view of the current 
lack of understanding of the functional basis of the known genetic/epigenetic alterations, 
identiication of these (epi)mutations is of major importance in terms of recurrence risks, 
prediction of whether offspring will be affected, and risk of malignancies in the case of an ID. 

New technologies such as microarrays in conjunction with computational approaches will 
help us to expand our knowledge and develop an imprinting map of the human genome. 
Thus, it is likely that many imprinted loci remain to be identiied. As shown for the different 
IDs, epigenetics is a fascinating ield of research and will provide us with profound insights 
into the etiology of many complex biological processes such as growth and we will be able 
to deduce the contribution of epigenetic changes to complex human disorders such as cancer 
and psychiatric diseases (see Chapters 33–36 of this book). Additionally, the prevalence and 
severity of these disorders are probably inluenced by environmental factors (see Chapters 
28–30 of this book). Thus, future epigenetic research will help us to discover the link 
between environment, genotype, and phenotype. 
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FIGURE 36.2 
Epigenetic/genetic alterations in 11p15 which are currently known to be associated with BWS as an example for the complex molecular background of IDs. 

Only those genes in 11p15 are illustrated which are currently being discussed as being functionally involved in the pathogenesis of BWS (and SRS). (Please 

refer to Chapter 36, page 586). 
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INTRODUCTION

Histone acetyl-transferases (HATs) and histone deacetylases (HDAC) play a crucial role in 
gene regulation. HATs catalyze the transfer of acetyl groups to lysine residues of histones, 
resulting in the relaxation of chromosomal DNA [1]. In general, this promotes transcription 
at the affected chromosomal regions. On the other hand, HDACs function to reverse histone 
acetylation, causing chromosomal DNA to condense. Therefore, HDACs function to reduce 
transcription. HDACs have also been shown to directly modify a variety of non-histone 
substrates such as p53, Ku70, pRB, and E2F-1 [2–5]. There are currently 18 known human 
HDACs that are separated into four classes (see Table 37.1) [6]. Class I, II, and IV HDACs 
are zinc-dependent proteins, while class III HDACs require NAD [7]. Most of the clinically- 
relevant work to date involves class I, II, and IV HDACs, and thus they will be the focus of 
this chapter.

HDAC inhibitors have shown great promise as a treatment option for a variety of 
cancer and non-cancer diseases. Despite the presumed global affect, pharmacological 
inhibition of HDACs alters the expression of only 2% of genes [8]. Preclinical work has 
demonstrated that HDAC inhibitors appear to have a stronger effect on transformed cells 
than normal cells [9]. Depending on the speciic HDAC inhibitor, its concentration, and 
the cell type being treated, these drugs have demonstrated the ability to induce cell cycle 
arrest, increase the expression of pro-apoptotic genes, down-regulate anti-apoptotic genes, 
inhibit the expression of genes involved in angiogenesis, alter the expression of DNA 
repair genes, and down-regulate invasion and metastasis associated genes [1,6,10–13].

Clinically-relevant HDAC inhibitors are sub-divided by chemical structure and include the 
hydroxamic acids, short chain fatty acids, cyclic peptides, and benzamides. The potency of 
hydroxamic acids lies within the micro- to nano-molar range [6,14]. These drugs include 
vorinostat (suberoylanilide hydroxamic acid, SAHA), panobinostat (LBH589), belinostat 
(PXD101), trichostatin A (TSA), JNJ-26481585, and PCI-24781. Short chain fatty acids 
include butyrates and valproic acid, and typically have weaker potencies in the milli-molar 
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range [14]. They also generally have shorter half-lives. Valproic acid causes the speciic 
degradation of HDAC2 [15]. Cyclic peptides are a group of potent HDAC inhibitors that 
function in the nano-molar range [14], the most notable being romidepsin (depsipeptide). 
Benzamides are generally effective inhibitors in the milli-molar range, represented by 
entinostat (MS-275), which has received the most clinical evaluation [6]. The mechanism 
underlying the function of individual HDAC inhibitors remains largely unknown. 
Several co-crystal structures with HDAC8 suggest the hydroxamic acid moiety of TSA and 
vorinostat chelate with the zinc atom within the catalytic pocket of the protein [16,17]. 
The cyclic peptide romidepsin is thought to function in a similar fashion, perturbing  
the coordination of the zinc atom by HDAC8, and thus inhibiting its catalytic  
activity [18].

Despite the limited understanding of the mechanisms underpinning HDAC inhibitor action, 
there is mounting clinical evidence demonstrating an acceptable toxicity proile for most 
HDAC inhibitors [19]. Data compiled from phase I and II clinical trials have demonstrated 
HDAC inhibitors are clinically eficacious for the treatment of speciic hematological 
malignancies. Further, HDAC inhibitors may potentiate the effects of existing treatments 
for solid and hematological malignancies. HDAC inhibitors are also being evaluated for the 
treatment of numerous non-cancer diseases, including neurological, viral, neuromuscular, 
pulmonary, and inlammatory. In this chapter, the clinical use of HDAC inhibitors will 
be discussed, with a strong emphasis on treatment options for solid and hematological 
malignancies.

TABLE 37.1 Histone Deacetylases and their Inhibitors. Histone Deacetylases (HDACs) 
are Divided into Four Main Classes Based on their Similarity to Yeast Proteins [7]. 
HDACs have a Variety of Histone and Non-histone Substrates

Class I Class IIa Class IIb Class III Class IV

Members HDAC1 HDAC4

HDAC2 HDAC5 HDAC6 Sirt1-7 HDAC11

HDAC3 HDAC7 HDAC10

HDAC8 HDAC9

Location Nuclear Nuclear/
Cytoplasmic

Nuclear/
Cytoplasmic

Nuclear/
Cytoplasmic 
Mitochondrial

Nuclear

Substrates Histones
Stat3
Bcl-6
p53
E2F-1

Histones
HP-1
GATA-1
Smad7

Histones
alpha-Tubulin
Hsp90
SMAD7

p53
NF-B
DNA Pol-B
RNA-Pol I
TAF
Tubulin

Related to 
Rpd3 protein

Inhibitors Belinostat Belinostat

Vorinostat Vorinostat

Panobinostat Belinostat Belinostat Panobinostat

Entinostat Panobinostat Panobinostat Entinostat

Valproic Acid Entinostat Entinostat Nicotinamides Valproic Acid

Romidepsin Valproic Acid Valproic Acid Romidepsin

MGDC0103 JNJ-26481585 PCI-24781 MGDC0103

PCI-24781 JNJ-26481585 JNJ-26481585

JNJ-26481585
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HISTONE DEACETYLASE INHIBITORS FOR THE TREATMENT  
OF HEMATOLOGICAL TUMORS

HDAC inhibitors have demonstrated clinical eficacy in patients with hematological 
malignancies including cutaneous T-cell lymphoma (CTCL), acute myeloid leukemia 
(AML), and myelodysplastic syndromes (MDS). This is not surprising since HDACs have 
been shown to play a role in a variety of common translocations that occur in patients 
with hematological malignancies (e.g. AML/ETO fusion protein) [20]. There are currently 
two HDAC inhibitors speciically approved by the Food and Drug Administration for the 
treatment of hematological malignancies. Vorinostat was approved for the treatment of  
CTCL in 2006, followed by romidepsin in 2009. Despite promising results evaluating HDAC 
inhibitors in clinical trials for the treatment of other hematological malignancies, their 
eficacy as single agents has been modest. Numerous clinical trials are underway to evaluate 
their therapeutic potential when used in combination with other treatments (e.g. 
chemotherapeutics or immunological therapy). The relatively favorable toxicity proile  
of HDAC inhibitors in patients and their broad-ranging effects render these agents  
a promising novel addition to the current treatment of hematological malignancies.

Vorinostat (Suberoylanilide Hydroxamic Acid, SAHA)

Vorinostat is a hydroxymate HDAC inhibitor that targets class I, II, and IV HDACs. Vorinostat 
was approved as a therapeutic agent for patients who had undergone at least two systemic 
therapies for recurrent, progressive, or persistent cutaneous T-cell lymphoma (CTCL). CTCL, 
which include mycosis fungoides and Sézary syndrome, are non-Hodgkin’s lymphomas with 
malignant T-lymphocytes present in the skin [21,22]. Early clinical trials in patients with 
various solid and hematological malignancies demonstrated that vorinostat was generally 
well tolerated through either intravenous or oral dosing [23,24]. The need, however, for 
frequent administration of the drug rendered the intravenous formulation more dificult. 
A phase II trial of daily oral administration of 400 mg of vorinostat in patients (n  74) 
with progressive, persistent, or refractory mycosis fungoides or Sézary syndrome revealed 
a signiicant clinical beneit with an acceptable toxicity proile [25]. The study reported an 
objective response rate (a measurable response to treatment) in nearly 30% of patients, and 
relief from debilitating pruritus in 32% of the patients treated with vorinostat [25].

Treatment schedules appear to have a signiicant impact on vorinostat eficacy and their 
therapeutic window. In a phase II trial that examined various dosing regimens of vorinostat, 
33 patients with CTCL were treated with 400 mg of vorinostat daily (group 1), 300 mg 
twice daily for two weeks with one week rest and then 200 mg daily (group 3), or 300 mg 
twice daily for 3 days followed by 4 days of rest (group 2) [26]. The percentage of patients 
who responded to treatment was higher in patients from groups 1 and 3 (31% and 33%, 
respectively) compared to patients from group 2 (9%) [26]. There was also signiicantly 
greater relief in pruritus in patients from group 1 compared to group 2 (73% versus 
18%). This suggests continuous administration of vorinostat led to more beneicial results 
compared to higher-dose intermittent treatment.

Vorinostat has also demonstrated eficacy in patients with advanced acute myeloid leukemia 
(AML). A clinical trial evaluating vorinostat in 41 patients with advanced leukemias and 
myelodysplastic syndromes (MDS) reported a clinical beneit in 17% of patients [27]. All 
of the responses were seen in patients with AML [28]. The majority of non-responding AML 
patients had higher levels of 17 speciic antioxidant genes in peripheral blood samples that 
could potentially contribute to the resistance of vorinostat therapy [27].

Data collected from multiple clinical trials evaluating vorinostat as a single therapy in 
patients with hematological and solid malignancies (n  341) showed that vorinostat in 
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general was well tolerated [19]. The most commonly observed low grade adverse affects 
included myelosuppression, anorexia, nausea, fatigue, vomiting, and diarrhea [19].  
High-grade toxicities reported after vorinostat administration included dehydration, 
thrombocytopenia, and fatigue [19]. There were cardiac abnormalities reported after 
vorinostat treatment (e.g. non-speciic ST changes) [29], however, no grade 3 or 4 drug-
related acute cardiac toxicities were reported [23,25,26,29,30]. Overall, these clinical trials 
demonstrated that vorinostat caused a clinical response in patients with advanced and 
aggressive CTCL and some patients with AML with manageable toxicities.

Panobinostat (LBH589)

Panobinostat is a hydroxamic acid HDAC inhibitor with high potency and has exhibited 
promising results for the treatment of several hematological diseases including CTCL, 
Hodgkin’s lymphomas, and leukemias. The reported mean terminal half-life of panobinostat 
is approximately 16 hours [31]. A subset of patients with CTCL that were part of a larger trial 
of patients (n  32) with various solid tumors or CTCL, treated with panobinostat, showed 
a response in 8 of 10 patients (two complete responses, four partial responses, and two 
disease stabilizations; see Table 37.2) [31]. No objective responses were observed in patients 
with malignancies other than CTCL (as part of the larger trial with 32 patients), although 
ive patients with other tumors did achieve disease stabilization [32]. Most patients with 
CTCL were treated with 20 mg of panobinostat on Mondays, Wednesdays, and Fridays (one 
patient was treated with 30 mg). The responses included one disease stabilization, four partial 
responses, and two complete responses [31]. Both complete responses occurred after cessation 
of panobinostat administration. The expression of 23 speciic genes was altered in all patients 
tested (n  6) after treatment with panobinostat [31]. Panobinostat administration was 
associated with cardiac toxicities, mainly electrocardiogram changes in a study of patients 
with hematological malignancies in which 13 of 15 patients had AML [33]. Extensive cardiac 
conduction evaluation is being undertaken in many studies without a clear association 
of cardiac toxicity to date. Other adverse effects associated with panobinostat treatment 
included fatigue, hypokalemia, anorexia, thrombocytopenia, nausea, vomiting, and fatigue 
[31,33]. Panobinostat is under further clinical investigation for patients with hematological 
malignancies as a single agent or in combination with a variety of treatments. Current 
combinational therapies include idarubicin, bortezomib, melphalan, and everolimus.

Belinostat (PXD101)

Numerous clinical trials are under way examining the eficacy of belinostat, a hydroxamic acid-
type HDAC inhibitor, either alone or in conjunction with other modalities (e.g. idarubicin and 
bortezomib) in the treatment of patients with hematological malignancies (www.clinicaltrials.
gov). Of the 16 patients enrolled in a phase I clinical trial, ive patients demonstrated stable 
disease, yet no complete or partial responses were seen [34]. Patients were treated with  
600 mg/m2/d (n  3), 900 mg/m2/d (n  3), or 1000 mg/m2/d (n  10). Belinostat was 
reported to be well-tolerated, and was not associated with signiicant cardiac toxicity [34]. 
There were two reported cases of acute renal failure in patients with multiple myeloma. Further, 
grade 3/4 toxicities observed included fatigue, lymphopenia, and neurological toxicities [34].

Valproic Acid

In 1962, valproic acid, used as a vehicle for drug dissolution for anticonvulsants, was 
serendipitously found to exhibit anticonvulsant activity by itself [35]. Since its approval for 
clinical use, valproic acid has been widely used for the treatment of a broad spectrum of 
epileptic conditions in both children and adults, with few contraindications and moderate 
adverse affects [35]. Valproic acid is an aliphatic short-branched chain fatty acid that is 
actively transported across the blood–brain barrier, and only recently was identiied as an 
HDAC inhibitor [36]. As an HDAC inhibitor, valproic acid has been studied in patients with 

www.clinicaltrials.gov
www.clinicaltrials.gov
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MDS and AML as a single therapy or in combination with other treatments. It has a half-
life between 9 and 18 hours [37]. A phase II clinical trial, including 18 patients with MDS, 
treated with 50–100 g/ml (serum concentration) of valproic acid, reported a response rate 
of nearly 44%. The responses consisted of a partial response (n  1) and hematological 
improvements (n  7) [38]. The addition of all-trans retinoic acid (ATRA) after disease 
progression on valproic acid alone resulted in an additional response in two of four patients 
[38]. Patients (n  5) who received valproic acid and ATRA concurrently from the beginning 
of the trial, however, did not demonstrate a clinical response [38].

Treatment of poor-risk patients with MDS or AML with valproic acid (45–100 g/ml 
serum concentrations) prior to ATRA administration resulted in signiicant hematological 
improvements in 30% of patients [39]. In this trial, however, the addition of ATRA after valproic 
acid administration did not improve the clinical eficacy. A similar study included patients with 
AML treated for one week with valproic acid before ATRA administration. Three of the 11 patients 
demonstrated a response. However, the study allowed the co-administration of theophylline  
(10–15 g/ml serum concentration) to raise the levels of cAMP [40]. The role of valproic 
acid, ATRA, and theophylline was further evaluated in 22 patients with AML. The three-drug 
combination resulted in an improvement of the peripheral blood cells in nine of the patients 
(40%) [41]. The study suggested an increased survival time in the responding patients compared 
to non-responders (147 versus 48 days) [41].

TABLE 37.2 Clinical Trials of HDAC Inhibitors for the Treatment of Hematological 
Malignancies

Hematological 
Tumors

Select HDAC 
Inhibitor

Complete 
or Partial 
Response

Stable 
Disease

Hematological 
Improvement

Reference

CTCL Vorinostat 22/74 (30%) [25]

Vorinostat 8/33 (24%)  1/33 (3%) [26]

Panobinostat 6/10 (60%)  1/10 (10%) [31]

Romidepsin 24/71 (34%) 26/71 (37%) [45]

Relapsed/
Refractory 
acute 
leukemias

Entinostat  0/38 (0%)  3/38 (8%) [53]

Leukemias or 
MDS (31 of 
41 with AML)

Vorinostat  4/41 (10%) 7/41 (17%) [27]

DLC, MM, 
CLL, FL

Belinostat  0/16 (0%)  5/16 (31%) [34]

MM Vorinostat  1/10 (10%)  9/10 (90%) [126]

MDS and 
sAML/MDS

Valproic Acid  1/18 (6%) 7/18 (39%) [38]

DLBCCL Vorinostat  1/18 (6%)  1/18 (6%) [125]

Hematological 
malignancies

Vorinostat  5/39 (13%)  3/39 (8%) [30]

Vorinostat  2/23 (9%)  4/23 (17%) [23]

AML Romidepsin  0/20 (0%) [48]

AML or MDS Romidepsin  1/11 (9%)  6/11 (55%) [47]

CML Romidepsin  0/10 (0%) [46]

AML Romidepsin  0/10 (0%) [46]

CTCL  cutaneous T-cell lymphoma; MDS  myelodysplastic syndromes; AML  acute myeloid leukemia; DLC  diffuse 

large cell non-Hodgkin’s lymphoma; CLL  chronic lymphocytic leukemia; MM  multiple myeloma; FL  follicular 

lymphoma; NHL  non-Hodgkin’s leukemia; CML  chronic myelocytic leukemia; sAML/MDS  AML secondary to MDS; 

DLBCCL  diffuse large-B-cell lymphoma [125,126].
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These data are contrasted by another study in which patients with AML were treated with 
either valproic acid (n  31) or ATRA (n  27) [42]. Non-responding patients and those 
with disease progression after administration of valproic acid were allowed to cross over to 
ATRA, or to receive ATRA in addition to valproic acid (n  13). No signiicant differences in 
improvement or disease stabilization between the groups were reported, and the response 
rates were low at 16% and 5% (criteria for MDS and AML, respectively) [42].

The addition of valproic acid to treatment with decitabine (5-aza-2’-deoxycytidine, DNA 
methyltransferase inhibitor) in patients with AML resulted in a minimal clinical beneit 
compared to treatment of patients with decitabine alone [43]. However, an increase in 
neurotoxicity was reported when administering both treatments concurrently [43].

Romidepsin (Istodax®, Depsipeptide, FK228)

Romidepsin was approved for cutaneous T-cell lymphoma after one line of therapy in 2009. 
In a case report of romidepsin, responses were noted in four patients with T-cell lymphomas 
(three cutaneous and 1 peripheral) after treatment with romidepsin (12.7 or 17.8 mg/m2  
weekly on days 1 and 5 of a three week cycle) [44]. The patient with peripheral T-cell 
lymphoma had a complete response, while the patients with CTCL had partial responses 
[44]. The study prompted interest in HDAC inhibitors as the Sézary cells showed an increase 
in the acetylation of histones. A larger phase II study that included 71 patients with CTCL 
demonstrated a response rate of 34% [45]. This included four complete responses, and 20 
partial responses. There were also 26 disease stabilizations reported in the study [45].

In patients with chronic lymphocytic leukemia, AML, or MDS, romidepsin did not have 
signiicant clinical eficacy [46,47]. The drug did exhibit biological activity as measured 
by histone acetylation and p21 induction [46]. Romidepsin treatment was limited due to 
accumulated toxicities that included fatigue, nausea, and anorexia [46,47]. High-grade (3–4) 
toxicities including thrombocytopenia, were also associated with romidepsin treatment [47]. 
Romidepsin was reported to have a higher eficacy in a subset of patients with AML that had 
core binding factor dysregulation [48]. Core binding factor is a transcripton factor that is 
altered due to a chromosomal translocation in some patients with leukemia.

Preclinical studies raised the possibility of cardiac toxicity and abnormalities in 
electrocardiograms were noted in a phase I study [49]. A subsequent larger study 
(n  42) investigating the effect of romidepsin on cardiac function in patients with T-cell 
lymphoma reported that there were no overt cardiac toxicities associated with romipedsin 
administration, despite some cardiac abnormalities [50].

Entinostat (MS-275, SND-275)

Entinostat is an HDAC inhibitor with a relatively long half-life (averaging between 33 
and 52 hours) [51,52]. Trials have shown signiicant biological activity in patients with 
hematological malignancies receiving entinostat treatments [53]. However, the eficacy of 
entinostat as a single-agent therapy remains limited [51,53]. Reported dose-limiting toxicities 
associated with entinostat include neurotoxicity, fatigue, hypophosphatemia, anorexia, and 
vomiting [51–53].

The large number of clinical trials using HDAC inhibitors for the treatment of patients with 
hematological malignancies has demonstrated that these drugs are relatively well tolerated. 
Although the responses with the currently-available HDAC inhibitors are still limited, 
there are signiicant responses in some patients with advanced disease, where options are 
limited. With better patient selection and the development of more potent HDAC inhibitors, 
targeting HDACs for the treatment of hematological malignancies remains promising. 
Furthermore, a growing body of literature suggests that HDAC inhibitors may potentiate 
some of the currently used cytotoxic or biologic therapies based on their mechanism of 
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action, with multiple trials currently ongoing. Promising combination partners include 
proteosome inhibitors, DNA demethylating agents, and anthracyclines.

HISTONE DEACETYLASE INHIBITORS IN THE  
TREATMENT OF SOLID TUMORS

HDAC inhibitors have had clinical success in treating Hodgkin’s lymphoma, CTCL, and 
AML. Many studies are ongoing to deine the optimal setting of HDAC inhibitors for the 
treatment of solid tumor malignancies. Preclinical experiments show HDAC inhibitors 
induce cell cycle arrest, differentiation, and apoptosis in solid tumor cancer cell lines [14]. 
In mouse xenograft models, treatment with HDAC inhibitors reduce tumor size and inhibit 
angiongenesis and metastasis [14]. Currently, there are at least 35 ongoing clinical trials 
testing HDAC inhibitors in a single-agent setting for treatment of solid tumors, and 92 trials 
testing HDAC inhibitors in combination with other treatments. While HDAC inhibitors have 
an acceptable toxicity proile, as single agents their anti-tumor activity has been relatively 
modest. Therefore, many studies investigating the beneit of HDAC inhibitors for the 
treatment of solid tumors use them in combination with other therapeutics.

HDAC Inhibitors as a Single-Agent Therapy of Solid Tumors

HDAC inhibitors have been tested as single-agents for the treatment of solid tumors in phase 
I and II clinical trials (Table 37.3). A phase I trial of belinostat in patients with advanced 
refractory solid tumors resulted in stable disease for 18/46 patients. The study included 
patients with colorectal tumors (n  12), renal tumors (n  6), melanoma (n  6), and 
various other solid tumors. There was disease stabilization in 50% of patients at the highest 
tolerated dose [54]. A phase I trial of an oral formulation of MGCD-0103 in multiple 
advanced solid tumors saw 5 of 32 patients achieve stable disease [55]. Maximum tolerated 
doses and dose limiting toxicities were delineated in these studies; however, no objective 
response was noted in any of these trials. Recommendations were to combine HDAC 
inhibitors with other forms of treatment.

TABLE 37.3 Clinical Trials of Histone Deacetylase Inhibitor Treatment for Solid 
Tumors [127–130]

Solid Tumors Select HDAC 
Inhibitor

Complete 
or Partial 
Response

Stable  
Disease

Reference

Melanoma Entinostat 0  4/28 (14%) [127]

Colorectal cancer Romidepsin 0  4/28 (14%)  [61]

Thyroid cancer Romidepsin  XRT 0  4/14 (29%) [130]

Renal cell cancer Romidepsin 2/29 (7% )  NR  [63]

Neuroendocrine Romidepsin 0  2/14 (14%)  [65]

Head and Neck Vorinostat 0  5/13 (38%)  [58]

Breast Vorinostat 0  4/14 (29%)  [57]

Lung cancer Pivanex 3/47 (6.4%) 10/47 (30%) [129]

Romidepsin 0/18  9/18 (50%)  [62]

Non-small cell Vorinostat 0/14  8/14 (57%)  [59]

 lung cancer

Prostate Romidepsin 1/31 (3%)  2/31 (6%)  [64]

Vorinostat 0/27  2/27 (7%)  [60]

Ovarian Vorinostat 1/27 (4%)  9/27 (33%) [128]

Mesothelioma Vorinostat
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Vorinostat is well tolerated at oral doses of 400 mg/d, leading to a substantial increase in 
acetylated biomarkers in peripheral blood mononuclear cells (PBMCs). A phase II trial 
of vorinostat to treat recurrent glioblastoma multiforme reported moderate single-agent 
eficacy, with 9/52 patients having stable disease at 6 months [56]. However, treatment with 
vorinostat in a single-agent setting did not achieve clinical responses in the treatment of 
solid tumors in phase II trials of breast [57], head and neck [58], non-small cell lung cancer 
[59], and prostate cancer [60]. Similarly, romidepsin was found to have a tolerable dosage of 
13 mg/m2, resulting in increased acetylation of biomarkers in PBMCs. However, romidepsin 
showed minimal clinical response when used as a single agent in phase II trials for metastatic 
colon cancer [61], lung cancer [62], renal cancer [63], and prostate cancer [64].

Similarly to their use in hematological malignancies, HDAC inhibitors are fairly well 
tolerated in patients with solid tumors. The most common toxicities include nausea, 
vomiting, anorexia, diarrhea, fatigue, neutropenia, and thrombocytopenia. Most toxicities 
are more pronounced with cumulative drug exposure. Cardiac irregularities have been 
reported with romidepsin [65] and other HDAC inhibitors; however, a recent study 
dedicated to determine the risk of QT-prolongation with supertherapeutic doses of 
vorinostat (800 mg) did not demonstrate an increased risk in cardiac toxicity including 
QT-prolongations or arrhythmias [62,66].

Unlike in the hematological malignancies, the eficacy in solid tumors is more modest. 
Data from phase I trials suggest treatment-induced acetylation in PBMCs occurs at 
pharmacological levels and acetylation in PBMCs correlates with acetylation in tumors 
[67,68]. However, no clear association between acetylation and tumor response has yet 
been established in these small early phase trials [69]. Further studies will be needed to 
determine whether acetylation is necessary and suficient to induce target gene and protein 
modiication required for tumor response.

The modest activity of HDAC inhibitors in solid tumors may be further explained by the 
frequent occurrence of cumulative toxicities, which limits prolonged exposure without 
interruptions and requires dose modiications in a number of patients. Additionally, 
most HDAC inhibitors exhibit a short pharmacological half-life, further inluencing the 
therapeutic window of the currently available agents. Several preclinical in vitro and xenograft 
studies suggested that the effects of HDAC inhibitors on growth and differentiation were 
reversible upon drug withdrawal, and hence continuous drug exposure may indeed be 
necessary [70]. Some or all of these factors may contribute to the limited clinical eficacy of 
these drugs when given as single agents.

Combination Therapy with HDAC Inhibitors in the  
Treatment of Solid Tumors

Over 90 trials are currently underway examining HDAC inhibitors in combination with 
other therapies for the treatment of solid tumors (www.clinicaltrials.gov). Investigators are 
employing multiple strategies based on preclinical data to combine HDAC inhibitors in 
an effort to enhance eficacy of both treatments. Preclinical data demonstrated that HDAC 
inhibitors, speciically vorinostat, decondense chromatin, allowing for increased access to 
DNA-damaging chemotherapies such as topoisomerase inhibitors, nucleosides, cisplatin, 
and cisplatin derivatives [71]. Results from clinical trials with many of these combinations 
are promising. A phase I trial combining vorinostat with 5-luorouracil, leucovorin, and 
oxaliplatin (FOLFOX) in refractory colon cancer patients established the maximum tolerated 
dose of vorinostat (300 mg oral, twice daily for 1 week every 2 weeks) in combination with 
FOLFOX [72]. Sequence-speciic combination of the HDAC inhibitor valproic acid and the 
topoisomerase II inhibitor epirubicin in patients with advanced solid tumors resulted in a 
partial response in 22% of the patients (9/41), and stable disease in a further 39% of patients 
(16/41) [73]. A dose-expansion study in breast cancer showed a 50% response rate [67].  

www.clinicaltrials.gov
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A follow-up phase II trial is currently recruiting patients. An ongoing phase I trial combining 
vorinostat and capecitabine (a 5-luorouracil precursor) in patients with advanced solid 
tumors reported preliminary results consisting of partial responses in 4/28 of patients 
(14%), one unconirmed complete response, and 18 patients (64%) with stable  
disease [74].

Some HDAC inhibitors act to deacetylate tubulin and thus sensitize cells to mitotic 
inhibitors such as paclitaxel [75]. Notably, a phase I study combining vorinostat with 
paclitaxel and carboplatin in patients with advanced solid tumors saw a partial response in 
11 of 25 patients (44%), with 10 non-small cell lung cancers, and stable disease in seven 
patients [76]. A subsequent randomized, double-blind phase II trial with vorinostat and 
paclitaxel/carboplatin in non-small cell lung cancer reported a response of 34% of patients 
receiving the HDAC inhibitor combination, versus 12.5% receiving only the paclitaxel/
carboplatin [77]. The addition of vorinostat increased toxicities including thrombocytopenia, 
fatigue, hyponatremia, and diarrhea, resulting in 27% of patients discontinuing with the 
study. Furthermore, the extended randomized phase III trial was halted, as the study did not 
meet its eficacy endpoint during a planned interim analysis (NCT 00473889).

Sequentially combining HDAC inhibitors with anti-estrogen therapies in hormone-refractive 
breast cancer cell lines re-sensitizes tumor cells to estrogen therapies, resulting in increased 
cell death, and reduction in tumor size in a mouse xenograft model [78]. Promising results 
are emerging from a phase II clinical trial with vorinostat and tamoxifen in breast cancer 
patients who progressed on aromatase inhibitors. The combination was well-tolerated 
and 8/43 patients had an objective response (19%), and 9/43 additional patients had 
stable disease for greater than 6 months (21%) [79]. Encouraging preliminary results are 
emerging from an ongoing phase I trial combining the HDAC inhibitor panobinostat with 
trastuzumab (a monoclonal antibody targeting the Her2/Neu receptor) in breast cancer 
patients who had prior progression under trastuzumab treatment. While the goal of this 
study was to determine the maximum tolerated dose, six patients experienced tumor 
reduction (33%) [80]. Additionally, minimal dose-limiting toxicities were observed.  
A follow-up phase II trial is currently underway (www.clinicaltrials.gov).

HDAC inhibitors also target Hypoxia-inducible Factor F-1 (HIF-1) transcription factors, and 
synergize with angiogenesis inhibitors such as bevacizumab (Avastin) and sorafenib [81].  
In a phase I trial, the combination of vorinostat and bevacizumab in patients with advanced 
clear cell renal cancer was associated with increased acetylated biomarkers in PBMCs. Three 
patients (12%) had stable disease [82]. A phase II trial combining vorinostat with taxol and 
bevacizumab in patients with metastatic breast cancer report an overall response rate of 53%, 
with two complete responses, and 22 partial responses in 45 patients [83].

Preclinical experiments testing the combination of HDAC inhibitors and DNA 
methyltransferase inhibitors show synergistic anticancer activity in both in vitro and in vivo 
models. Treatment of hepatic cellular carcinoma cell lines with vorinostat and 5-aza-2’-
deoxycitidine resulted in signiicant anti-proliferation and cell death, while having little to 
no effect on primary hepatocytes. Administering the drug combination in an in vivo murine 
xenograft model resulted in additive suppression of tumor growth [84]. Several phase I 
clinical trials incorporate HDAC inhibitors with 5-aza-2’-deoxycitidine. Valproic acid and 
5-aza-2’-deoxycitidine in non-small cell lung cancer showed strong serum demethylation and 
saw one partial response in eight treated patients [85]. A subsequent phase I trial involving 
66 patients with advanced cancers combining valproic acid with 5-aza-2’-deoxycitidine also 
showed strong histone H3 acetylation and global DNA methylation of PBMCs. In the trial, 
14 patients achieved stable disease for 4–6 months (25%), suggesting this combination has 
therapeutic beneit on solid tumors [86]. Based on these initial indings, the combination of 
HDAC inhibitors and 5-aza-2’-deoxycitidine merits further exploration for the treatment of 
solid tumors.

www.clinicaltrials.gov
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CLINICAL APPLICATIONS OF HISTONE DEACETYLASE INHIBITORS 
FOR NON-CANCER DISEASES

As therapeutic targets, HDACs have elicited growing interest for the treatment of an array of 
diseases. Although recently much of this interest has been directed towards exploiting their 
anti-tumor activity [87], a substantial body of preclinical work demonstrates the promise 
of HDAC inhibitors for the treatment of non-cancer disorders, including neuromuscular, 
cardiovascular, hematological, pulmonary, infectious, and inlammatory diseases [88–91]. 
In this section, we will review results from clinical trials treating non-cancer diseases with 
HDAC inhibitors, focusing on valproic acid and phenylbutyrate, which have undergone 
extensive clinical testing.

Current Therapeutic Applications

VALPROIC ACID

For more than 30 years, valproic acid has been used to treat seizure disorders. In addition to 
its use as an anticonvulsant, valproic acid is commonly prescribed as a irst line treatment 
for the prevention and maintenance of mania in patients with bipolar disorder and for 
migraine prevention [35,92,93]. A major factor limiting the use of valproic acid is its 
teratogenicity. Children of pregnant mothers treated with valproic acid are at greater risk for 
major congenital malformations such as neural tube defects, mid-line abnormalities, and the 
development of spina biida, as well as neurodevelopmental delay [94].

Although well established in the clinical setting for the treatment of neurological disorders, 
the cellular mechanisms underpinning the therapeutic beneits of valproic acid are not clear, 
nor are the extent to which its HDAC inhibition activity contributes to these beneits. The 
effectiveness of valproic acid for the treatment of these varied neurological disorders argues 
for modulation of several target pathways. Furthermore, the response can vary signiicantly 
depending on the duration of treatment. For example, immediate short-term administration 
of valproic acid elicits rapid temporary control of seizure disorders, while to achieve full 
beneit for mood stabilization several days of treatment are required. Additionally, following 
the cessation of prolonged treatment, anti-seizure, -migraine, and -mania beneits have 
been found to persist in some patients [95]. One compelling hypothesis consistent with 
this behavior asserts that the rapid therapeutic actions of valproic acid are the result of 
direct interaction with components of key biochemical pathways, while the long-term and 
persistent effects are the result of HDAC inhibition and consequent epigenetic modulation 
and altered protein expression [95]. Immediate actions of valproic acid proposed for these 
disorders include altering function of several neurotransmitters including -aminobutyric 
acid, -hydroxybutyrate, glutamate, aspartate, serotonin, and dopamine as well as neuronal 
iring through voltage-regulated ion channel activity [35,96].

In an effort to identify valproic acid targets that contribute to its eficacy, rats were treated 
with valproic acid for 30 days and gene expression from brain homogenates was analyzed 
by microarray analysis. In this study, 121 genes were identiied as up- or down-regulated, 
affecting a number of interesting pathways such as synaptic transmission, ion channels, heat 
shock proteins, apoptosis, sodium and potassium transport, and several protein kinases and 
phosphatases [97]. How these changes in expression translate to the therapeutic beneits 
achieved in the treatment of these neurological disorders is not yet fully understood.

PHENYLBUTYRATE

Phenylbutyrate is a fatty-acid HDAC inhibitor that targets class I and IIa HDACs, and 
for more than a decade has been applied in the clinic for the treatment of urea cycle 
disorders [98]. However, for this treatment, phenylbutyrate’s eficacy does not lie with its 
HDAC inhibition activity. Rather, for patients unable to metabolize glutamine to urea, 
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phenylbutyrate provides an alternate pathway for nitrogen excretion. Phenylbutyrate is 
metabolized to phenylacetyl-CoA and conjugated to glutamine in the liver, which can then 
be excreted in the urine [98].

Clinical Evaluation of Valproic Acid and Phenylbutyrate

The established use of valproic acid and phenylbutyrate in the clinic and their modest 
adverse effects in both children and adults has made them attractive HDAC inhibitors for the 
evaluative treatment of patients with disorders linked to the mis-expression of gene products 
or errors associated with acetylation regulation. Several aflictions have been evaluated in the 
clinic, including cystic ibrosis, spinal muscular atrophy, hemoglobinopathies, and human 
immunodeiciency viral infection.

Cystic ibrosis is an inherited disease with mutations in the chloride ion-channel protein, 
cystic ibrosis transmembrane conductance regulator (CFTR), which primarily manifests in 
mucus overproduction and impaired pulmonary function [99]. In two small randomized, 
double-blind, placebo-controlled studies, cystic ibrosis patients with homozygous 
deltaF508-CFTR mutations were treated with phenylbutyrate. In both studies, patients 
exhibited a modest, but statistically-signiicant improvement in chloride transport, indicating 
improved CFTR function [100,101].

Spinal muscular atrophy (SMA) is a severe hereditary neuromuscular disease caused by 
motor neuron degeneration, resulting in weakness and muscle wasting. Onset can occur 
in infancy or in adulthood. Depending on the progression of degeneration, SMA can be 
fatal in infancy or manifest as mild weakness. The most common form of SMA is due to 
mutations in the survival motor neuron 1 (SMN1) gene. A second gene, SMN2, is nearly 
identical to SMN1. However, a mutation in the coding sequence of SMN2 results primarily 
in the expression of a truncated, non-functional SMN product, with only a minor amount 
of full-length SMN protein produced [102]. It was hypothesized that increased expression 
of full length SMN from the SMN2 gene could be induced with HDAC inhibition, and thus 
compensate for mutant SMN1. In an initial pilot study, children with SMA treated with 
phenylbutyrate for 3 and 9 weeks demonstrated increased motor function [103]. Using 
leukocytes as a surrogate for motor neurons, phenylbutyrate was shown to elevate SMN 
mRNA levels [104]. However, in a randomized, double-blind, placebo-controlled trial 
enrolling 107 children with SMA, no signiicant improvement over placebo was observed 
with phenylbutyrate treatment [105]. With valproic acid treatment, increased levels of SMN 
mRNA and protein were observed in peripheral blood mononucleocytes in 7 of 10 SMA 
mutant carriers, and increased levels of SMN2 mRNA in 7 of 20 SMA patients [106]. In a 
small study of adults with milder SMA (type III/IV), increased muscle strength was observed 
with 8 months of valproic acid treatment [107]. In a recent phase II trial, tolerability and 
eficacy of valproic acid treatment was examined in a heterogeneous group of subjects 
ranging in age from 2 to 31 years with varying degrees of disease severity [108]. Of  
42 patients, 27 showed an improvement in gross motor function. However, no signiicant 
increase in SMN mRNA was observed from whole blood puriication. Beneits were primarily 
seen in non-ambulatory patients with type II SMA who were 5 years old or younger.

For the hemoglobinopathies, -thalassemia, and sickle-cell anemia, anemia results from 
inherited defects in the production of adult hemoglobin [89]. It was hypothesized that 
treatment with an HDAC inhibitor would result in increased fetal hemoglobin (HbF) 
expression, which would decrease the severity of these disorders. In children treated for urea 
cycle disorder with phenylbutyrate, HbF was found to be elevated [109]. When patients with 
sickle-cell anemia or -thalassemia were treated with phenylbutyrate, F-reticulocytes were 
induced and in a sub-group HbF expression was increased [110–113]. In a trial evaluating 
valproic acid for the treatment of sickle-cell anemia, a modest increase in HbF levels was 
observed; however, this increase did not translate into clinical beneit [114]. In two trials, 
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expression of HbF was measured in patients being treated for seizures with valproic acid. 
In one trial, the percentage of red blood cells expressing HbF was measured and compared 
to that of those of untreated normal subjects. The valproic acid treated patients exhibited a 
3-fold increase in the number HbF-expressing red cells [115]. In the other trial, HbF levels in 
children were signiicantly increased, and correlated with valproic acid serum levels [116].

Substantial progress has been made in treating individuals infected with the human 
immunodeiciency virus (HIV). However, complete viral eradication is hampered by latency 
in infected CD4 T-cells. HDAC activity has been linked to viral latency and thus an HDAC 
inhibitor might help deplete this viral reservoir [117]. Keedy et al. implicated HDAC2 and 3, 
showing that they bind to the HIV-1 promoter, and when depleted by siRNA, viral protein 
expression is increased [118]. In a pilot study, valproic acid was administered with highly 
active anti-retroviral therapy in patients infected with HIV. Infected CD4 T cells were 
substantially reduced in three of four patients treated, with a mean decrease of 75%, and the 
treatment was well tolerated [119].

Current Clinical Trials Underway Evaluating HDAC Inhibitors  
for the Treatment of Non-Cancer Diseases

The therapeutic potential of valproic acid and phenylbutyrate continues to be evaluated 
for new and expanded applications for the treatment of non-cancer diseases. There are 
currently 205 trials involving valproic acid (www.clinicaltrials.gov), of which 166 are being 
evaluated as therapies for non-cancer diseases. Not surprisingly, most studies further examine 
its effectiveness for the treatment of mood disorder (89 trials), epilepsy (31 trials), and 
migraine/headache (eight trials). Four trials are currently evaluating valproic acid for the 
treatment of spinal muscular atrophy (SMA) in patients from infancy up to 17 years of age. 
Valproic acid also continues to be evaluated for the treatment of human immunodeiciency 
viral infection with ive on-going trials. In three trials, valproic acid is being evaluated for its 
ability to promote the eradication of the latent HIV CD4 T-cell reservoir. A fourth trial is 
examining the ability of valproic acid to extend the half-life of the anti-viral drug zidovudine 
(AZT) in patients. Due to preclinical work suggesting valproic acid promotes neuronal 
protection [120], several trials have been initiated to evaluate its use for the treatment of 
neurodegenerative diseases such as Alzheimer’s (three trials), Huntington’s (one trial), and 
amyotrophic lateral sclerosis (one trial). These include a phase III double-blind, randomized, 
placebo-controlled trial for Alzheimer’s and amyotrophic lateral sclerosis.

Currently, phenylbutyrate is being evaluated in 15 trials for the treatment of non-cancer 
diseases (www.clinicaltrials.gov). Three phase I/II trials are examining the eficacy of 
phenylbutyrate for the treatment of SMA in young infants and children. Two randomized, 
double-blind, placebo-controlled phase I/II trials are evaluating the use of phenylbutyrate for 
the treatment of cystic ibrosis, with one study enrolling patients who are homozygous for 
the delta-F508 CFTR mutation, and the other enrolling patients who are heterozygous. Two 
phase II trials are evaluating the use of combining the DNA methyltransferase 1 inhibitor, 
5-azacytidine, with phenylbutyrate for the treatment of patients with -thalassemia. 
As with valproic acid, phenylbutyrate is also being explored as a therapeutic agent for 
neurodegenerative disease in two trials. One trial is a phase II randomized, double-blind, 
placebo-controlled study treating adults with Huntington’s disease. The second trial is a 
phase I/II study enrolling adults with amyotrophic lateral sclerosis.

Although most on-going trials are examining the use of vorinostat for the treatment of 
various malignancies (discussed earlier), a phase II trial is exploring its eficacy for treating 
graft versus host disease (GVHD) following bone marrow transplant in patients with blood 
cell cancers. GVHD can occur following a bone marrow transplant, where transplanted 
immune cells target host tissues. Transplanted immune cells also exhibit graft versus tumor 
activity, promotion of which has been hypothesized as a promising approach for the 

www.clinicaltrials.gov
www.clinicaltrials.gov
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treatment of hematological malignancies [121]. In mouse bone marrow transplantation 
models, treatment with vorinostat reduces the pro-inlammatory activity associated with 
GVHD, but maintains the GVT activity [122]. This trial seeks to determine whether the 
addition of vorinostat to current GVHD therapy will ameliorate adverse GVHD effects, but 
preserve GVT activity.

A number of studies have demonstrated that HDAC inhibitors exhibit anti-inlammatory 
activity, including the hydroxamic acid derivative givinostat (ITF2357). In both cultured 
cells and mice treated with the pro-inlammatory agent lipopolysaccharide, administration 
of givinostat reduced pro-inlammatory cytokines, including tumor necrosis factor-  
and interferon- [123]. Furthermore, using a head trauma mouse model, treatment with 
givinostat following injury attenuated inlammation and brain damage [124]. Based on anti-
inlammatory pre-clinical indings, three clinical trials have been initiated that propose to 
evaluate givinostat for the treatment of inlammatory diseases. These include a phase II trial 
examining its use for patients with systemic onset juvenile idiopathic arthritis, a phase I/II 
random, double-blind, placebo-controlled trial evaluating mucosal healing in patients with 
Crohn’s disease, and a phase II trial treating patients with auto-inlammatory syndromes.

CONCLUSION AND THE FUTURE DIRECTION OF THE CLINICAL 
APPLICATIONS OF HDAC INHIBITORS

HDAC inhibitors provide an exciting means to treat a variety of human diseases with 
acceptable side effects. The most advanced development of these agents is in the treatment 
of CTCL where several HDAC inhibitors have shown clinical eficacy in patients where other 
treatment options remain limited. Vorinostat and romidepsin have been approved for this 
indication. HDAC inhibitors have shown eficacy in other hematological malignancies 
including MDS, and leukemias and other lymphomas. However, as single agents for the 
treatment of solid tumor malignancies, the eficacy of HDAC inhibitors has been more 
modest.

Work to develop more speciic HDAC inhibitors with an improved therapeutic window, 
and better target identiication, is underway to increase their eficacy. Furthermore, multiple 
preclinical and clinical studies suggest that HDAC inhibitors may have a synergistic role 
in the target modulation of many novel biological therapeutics and chemotherapy in 
both hematological and solid tumor malignances. These strategies include the combined 
epigenetic modulation of targets by HDAC inhibitors and demethylation agents (e.g. 
decitabine), VEGF inhibitors, and anti-estrogens among many others. Promising clinical 
evidence using HDAC inhibitors also comes from clinical trials targeting non-cancer diseases 
such as spinal muscle atrophy, HIV infection, and cystic ibrosis. The established use of 
valproic acid and phenylbutyrate in the clinic has demonstrated their limited toxicity proile 
and thus they provide attractive options for evaluating the beneit of HDAC inhibition for 
the treatment of various diseases.

One of the limitations of current HDAC inhibitors is their relatively narrow therapeutic 
window. Many HDAC inhibitor effects on biological targets are reversible upon drug 
removal, and sustained effects often require continuous dosing. More speciic patient 
selection will also have a signiicant impact on future clinical trials of HDAC inhibitors, 
especially as related to cancer treatment. Evidence is already being gathered on some of 
the potential markers that could correlate with resistance to HDAC inhibitors, including 
17 speciic antioxidant genes. Determining the speciic type and grade of cancer most 
susceptible to HDAC inhibitor treatment will also aid in selecting patients most likely to 
respond.

Further insight into the molecular mechanisms that govern the inhibition of HDACs will 
help design more speciic and potent drugs. The creation of more potent HDAC inhibitors 
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has already shown great promise and will continue to increase their effectiveness in the 
future. Increasing target speciicity will also have a profound effect on the creation of more 
effective treatment options. Recognizing the speciic roles of select HDACs (e.g. HDAC1 
or HDAC2) involved in exerting the desired effects of HDAC inhibitors and their synergy 
with other therapeutics will allow the development of more speciic and potent drugs. The 
approval of two HDAC inhibitors has lent support to their use in the treatment of cancer, 
and their applicability as novel treatment strategies either alone or in combination with a 
large variety of other therapeutics will undoubtedly expand in the future.
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